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CONVECTIVE VECTOR WAVE EQUATION OF AEROACOUSTICS 

Yijun Maoa)

1School of Energy and Power Engineering, Xi’an Jiaotong University, Xi’an, Shaanxi, China 

Summary This paper extends the vector wave equation of aeroacoustics to consider the effect of uniform mean flow, and the corresponding
acoustic velocity formulation is deduced. By employing the acoustic pressure and acoustic velocity formulations suitable for uniform mean flow, 
the classic exponent law of acoustic power output from the stationary point/compact source is corrected by considering the effect of mean flow 
on sound propagation.  

INTRODUCTION 

The FW-H equation and its integral formulations are usually used to compute the acoustic pressure radiated from flow 
interaction with solid surfaces. Recently, a vector wave equation of aeroacoustics and the corresponding acoustic velocity 
formulations have been deduced [1-3], which show an advantage in visually displaying the acoustic energy flow path from 
sources and around scattering surfaces. All the above-mentioned investigations assumed sound propagation in quiescent 
medium, however, acoustic radiation and scattering phenomena widely exist in moving medium. For sound radiated from 
sources in uniform mean flow, the convective FW-H equation and the corresponding acoustic pressure formulations have 
been deduced [4, 5], but acoustic power cannot be computed from these formulations. For sound scattered by rigid surfaces 
in uniform mean flow, the acoustic velocity boundary condition 0nu  rather than the acoustic pressure gradient boundary 
condition 0p n  should be employed on the rigid scattering surface. Owing to the above requirements, an acoustic 
velocity formulation taking into account of the convective effect is meaningful to analyze the acoustic power output and the 
acoustic scattering in uniform mean flow. The paper presents a convective vector wave equation, which is an extension of the 
convective FW-H equation [4, 5] and the vector wave equation of aeroacoustics [3].

CONVECTIVE VECTOR WAVE EQUATION OF AEROACOUSTICS 

It is assumed that a permeable data surface surrounding the acoustic source is defined by ( , ) 0f tx  and U  is the 
velocity of uniform mean flow with arbitrary direction. The flow velocity at each location is U u , where u  is the local 
perturbation velocity of fluid. Note that u  is the acoustic velocity outside the nonlinear flow region. The generalized 
continuity and momentum equations that consider the effects of the boundary and uniform mean flow are as follows [4, 5]
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Performing the spatial derivative ix  of Eq. (1) and the material derivative D Dt  of Eq. (2), and using some 
mathematical manipulations and the approximation of 0u u  outside the nonlinear region, we can deduce the following 
convective vector wave equation in which the quadrupole volume source term is ignored 
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The integral solutions of Eq. (3) can be deduced by employing the convective Green’s function [4, 5]. Here, we only present 
the time-domain acoustic velocity formulation for the monopole source in arbitrary motion as follows 
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with * * 2 2 *ˆ ˆ( )i i i r iR R x r r M M R , 2 *ˆ ˆ( )i i i iR R x R M , 21 (1 )M , M  is the Mach number of 
uniform mean flow. Numerical cases are carried out to validate Eq. (4) but we don’t present them in this paper. 
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ACOUSTIC POWER OUTPUT FROM THE STATIONARY SOURCE IN MEAN FLOW 

The instantaneous acoustic intensity in uniform mean flow is defined by [6]
0 0( )( )pI u U u U   (5) 

In the far field outside the nonlinear region, there is 2
0p c . The corresponding active acoustic intensity is 

† † † †
0 0 0 00.5 0.5 0.5 ( ) 0.5 ( )p p p c c pI u M u u M M u M   (6) 

where superscript †  means the complex conjugate. Since the last three terms only exist for uniform mean flow, Eq. (6)
reduces to the conventional definition of the active acoustic intensity at =0M . In order to analyze the convective effect on 
the acoustic power output, a non-dimensional acoustic power ratio is defined as follows 

0MW W   (7) 
where 0W  and MW  are acoustic power output from the stationary source with the same source strength in quiescent and 
moving medium, respectively. Based on this definition, the acoustic power level (SWL) is computed by 

0 10SWL SWL 10log ( )M   (8) 
Here, the term 1010log ( )  can be regarded as the correction of acoustic power level accounting for the convective effect. It 
is observed from Figure 1 that a correction of the acoustic power output should be taken into account at high Mach number. 
Note that this correction is independent of the sound frequency. 

Figure 1 Variation of 1010 log ( ) with the Mach number of uniform mean flow for the stationary monopole point source 

CONCLUSIONS 

   In this paper, a convective vector wave equation and its integral formulation are developed by starting from the generalized
continuity and momentum equations. By employing the acoustic pressure and acoustic velocity formulations accounting for 
uniform mean flow, the acoustic power output from sources in uniform mean flow with a high Mach number should be 
corrected from the classic exponent law. The developed acoustic velocity can also be directly used as a boundary condition 
for predicting acoustic scattering from solid surfaces in uniform mean flow.  
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MECHANICAL CHARACTERIZATION OF COLLAGEN I FIBRILS USING AFM
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1Department of Mechanical Engineering, McGill University, Montreal, Quebec, Canada
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Summary Collagen fibrils are the most abundant proteins in the extracellular matrix of biological soft tissue. They contribute to tensile
strength as well as mechanical stability, cohesiveness, cellular migration regulation, and remodelling. Collagen fibrils have a characteristic
D-banding periodicity of 67 nm. They are synthesized by the assembly of collagen molecules, which have a length of 300 nm and a
diameter of 1.4 nm. In the present study, tropocollagen molecules were fibrilized, and 3-point bending tests were performed on ten different
samples to evaluate the elastic stiffness of the fibrils. Linear isotropic elasticity was assumed. The Young’s modulus of the collagen fibrils
was found to be around 2-3 MPa.

INTRODUCTION AND METHODS

Many biological soft tissues are comprised of extra-cellular matrix (ECM) embedded in a fluid substrate. The ECM
includes different protein-made structures such as elastin and collagen fibrils [1]. Collagen is one of the most abundant
proteins in the ECM. It provides its structural strength. There are many applications for collagen such as in manufacturing
cosmetics, glue and gelatin. It is used to produce biomaterials [1, 2]. Various types of collagen have been identified in soft
tissues. Among them, collagen type I is believed to be the most significant tension-bearing component of the ECM [3, 4].

The structure of each collagen fibril incorporates a hierarchical arrangement. Laterally packed, triple-helical monomeric
tropocollagen molecules with a thickness of 1.5 nm and a length of 300 nm [2], are organized in fibrillar units with a diameter
of 4–5 nm, in turn forming larger micrometer sized fibrils. One feature of collagen structure is its D-banding periodicity of
67 nm, resulting from the quarter-staggered alignment of collagen chains during fibrillogenesis [1].

Various methods have been used to measure the mechanical stiffness of collagen fibrils [1]. In the present study, 3-point
bending tests were performed using atomic force microscope (AFM) to evaluate the bending stiffness of collagen fibrils.
Collagen fibrils were laid over fabricated micro-channels with 2.5 µm width, and 10 µm depth. The AFM tip then exerts a
load on the fibril over the micro-channel, while recording the force-deflection curve, from which the value of Young’s modulus
of the fibrils was obtained.

Sample preparation
The collagen molecules to be fibrilized were obtained from commercially available human placenta (Advanced BioMatrix

Inc., CA) and kept in an acidic solution. To fibrilize the collagen molecules, the following materials were used: 6 µL sterile,
de-ionized water, 20 µL disodium phosphate (Na2PO4), 10 µL potassium chloride (KCl), and 4 µL collagen molecules (human
placenta). These materials were mixed in a small plastic vial on a vortex mixer at 300 rpm for five minutes. The solution was
well mixed to be homogeneous. The vial was then incubated at 37◦C for 4 hours, after which the mixture appeared cloudy.

Imaging and force measurement
To prepare a sample for imaging and force spectroscopy purposes, 20 µL of the fibrilized collagen was placed on a glass

slide, or the micro-channels. After the sample dried for about 15 minutes, it was gently washed with deionized water to
eliminate the salt residues. For force spectroscopy, the glass slide was replaced with the prepared micro-channels. Collagen
fibrils have a high attraction to other surfaces, due to the electrostatic attraction of charged amino acids. Hence, the fibrils

Figure 1: AFM and TEM Images of collagen fibrils, and their positioning on fabricated parallel micro-channels.

∗Corresponding author. Email: meisam.asgari@mcgill.ca
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Figure 2: Schematics of collagen fibrils crossing a micro-channel. The AFM cantilever applies the lateral force on the midpoint
of the fibril, and deflection versus piezo displacement curves are obtained from which the elastic modulus is calculated.

adhered strongly to the micro-channels, resulting in a clamped or fixed boundary condition on both sides for the fibril. Thus,
the fibril was treated as a beam with fixed-fixed boundary conditions. Collagen fibrils are relatively long, and thus, to maintain
consistency for the bending test, it is preferable to have a fibril lay over several channels. For these reasons, micro-channels
needed to be constructed with relatively small widths and gaps between channels. Conversely, the channels need to be wide
enough for the length of the fibrils to be significantly greater than the diameter of the fibrils. Hence, a channel width of 5 µm
was used and the space in between fibrils were also chosen to be 5 µm. These dimensions were confirmed using AFM during
the imaging process. A depth of 10 µm (twice the width) was selected. The AFM probe applied a point load at the midpoint
of the fibril (relative to the edges of the channel), causing a deflection. The magnitude of the deflection depends on the applied
load, as well as the boundary conditions.

RESULTS AND DISCUSSION

An appropriately-positioned fibril was located to perform force measurements. Only fibrils clearly traversing multiple
channels were used to ensure reproducibility of the results by applying the cantilever on the same fibril, but over different
channels to ensure consistency. Prior to applying the force, a drop of phosphate buffer solution (PBS) was added to the sample
to hydrate the fibrils. The cantilever was applied at the midpoint and along the length of the fibril over the channel and force-
displacement curves were obtained. Further, bending was performed for multiple times at the same point for consistency as
well as ensuring that the fibrils were not permanently deformed. The boundary conditions of the fibrils were assumed to be
clamped on both sides. Images were taken of the fibrils before and after the bending process to ensure that the fibrils have
not moved. It is known that if the fibrils slide while being bent by the AFM probe, causes the force-deflection curve to be
nonlinear. Thus, the linearity of the data was checked. The deflection of the midpoint of the collagen fibril was obtained in
terms of the applied lateral force F , as δ = FL3/192EI with L and I being the length and the area moment of inertia of the
cross-section of the fibril, respectively. The Young’s modulus was then obtained as E = F

δ

(
L3

192I

)
. The bending test yields

the value F/δ to 806 pN/µm. The length of the fibril was found to be 2.5 µm, and the radius of the cross-section was 75 nm.
These measurements gives the value of the Young’s modulus of the fibrils to be 2.6 ± 0.2 MPa.
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ACOUSTIC BUBBLE METASCREEN FOR BROADBAND SUPERABSORPTION  
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1Department of Physics and Astronomy, University of Manitoba, Winnipeg, Manitoba, Canada  

2Laboratoire MSC, Université Paris-Diderot, CNRS (UMR 7057), Paris France  
3Institut Langevin, ESPCI Paris Tech, PSL Research University, CNRS, Paris, France  

 
Summary:  We show that a superabsorbing metamaterial for waterborne acoustic waves can be constructed by optimizing the structure of a 
bubble metascreen containing a single layer of bubbles embedded in a soft solid in contact with a rigid reflector.  The optimization is guided 
by a simple analytical model, which not only facilitates the optimization but also gives insight into the underlying physics.  The predictions of 
the model are confirmed by finite element simulations and experiments, which demonstrate very large energy absorption (> 91%) over a broad 
bandwidth extending over a factor of two in frequency, with a maximum absorption of nearly unity at a frequency near the lower edge of this 
absorption band.  This work shows that ultrathin coatings made from bubble metascreens can turn acoustic reflectors into perfect absorbers.   

 
INTRODUCTION 

 
   Recently, there has been growing scientific and engineering interest in materials that efficiently absorb acoustic or 
electromagnetic waves.  In practice, one wants the absorber to be as small and light as possible, motivating the use of thin 
metamaterials, which are ideally much thinner than a wavelength.  In acoustics, much of the previous research has focused 
on airborne sound, and has investigated either narrowband superabsorption in subwavelength metalayers or broadband 
absorption for larger metastructures [1-3].  Broadband absorption has also been demonstrated for different acoustic 
waveguide geometries [4].  In this presentation, we show how superabsorption over a wide frequency range can be 
achieved for waterborne acoustic waves using an acoustic metalayer that consists of a single layer of monodisperse bubbles 
embedded in a soft solid [5].  We call this metalayer a bubble metascreen.  Our acoustic metamaterial capitalizes on the 
strong low-frequency acoustic resonance of bubbles, which occurs when the radius of the bubbles is much smaller than the 
wavelength (by as much as hundreds of times).   
 

OPTIMIZING ACOUSTIC ABSORPTION IN AN 
ISOLATED BUBBLE METASCREEN 

 
   Achieving strong absorption with a bubble metascreen requires 
that the structure of the bubble layer be optimized, since if the 
spacing between the bubbles is too large, the transmission is high 
and the incident waves can easily pass through the layer with 
almost no absorption, whereas if the spacing is too small, the 
incident waves are almost entirely reflected and again are not 
significantly absorbed.  To optimize the structure, we take 
advantage of a simple analytic model [6] that accurately predicts 
the reflection and transmission coefficients of a bubble monolayer, 
and gives considerable insight into how these properties can be 
tuned for maximum absorption.  One of the strengths of the model 
is that it successfully describes the coupling between the resonating 
bubbles, an effect which is often neglected in research on 
metamaterials but which is crucial to understanding how 
superabsorption can be realized in our system.  In particular, the 
model predicts that at the minimum of the transmission, the 
absorption of acoustic energy is maximized when the dissipative 
damping of the resonating bubbles, , is equal to the superradiative 
damping, Ka, where K = 2π/(kd 2), k is the incident wavevector, d is 
the separation between bubbles and a is the bubble radius.  For 
bubbles in a soft solid matrix, dissipative damping is generally 
dominated by viscous effects, dis = 4/(a2), where  and  are 
the viscosity and density of the medium in which the bubbles are 
embedded and  is the angular acoustic frequency.  Thus, the 
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Figure 1 Transmission, reflection and absorption 
predicted by the model (lines) and finite element 
simulations (symbols) for two bubble metascreens with  
= *.  Here t and r are the amplitude transmission and 
reflection coefficients, and A = 1 - r2 - t2 is the 
absorption.  The bubbles were arranged in a square 
array.  (a): a = 8 μm, d = 50 μm, and  = 0.32 Pa s.  
(b): a = 50 μm, d = 240 μm, and  = 5.1 Pa s. 
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condition  = Ka for maximum absorption will be satisfied when the acoustic and geometric parameters of the bubble 
metascreen are such that the viscosity  = * = (Za3)/ (2d)2  a 3/d 2, where Z is the acoustic impedance.  Note that since 
both  and Ka are inversely proportional to the angular frequency , the condition for maximum absorption is met for a 
wide range of frequencies.  When this critical coupling condition is satisfied, the model predicts that 50% of the incident 
energy is absorbed, as is shown in Fig. 1 for two different metascreens with different bubble sizes and spacings, and 
different matrix viscosities. 
 

ACHIEVING SUPERABSORPTION USING A BUBBLE METASCREEN 
 
   While the maximum absorption that can be realized with a single 
metascreen is only 50%, superabsorption approaching 100% can be 
achieved when the metascreen is placed on a rigid reflector.  In this 
case, the total reflection is the result of interferences between waves 
reflected from the layer of bubbles, which undergo a  shift in phase, 
and waves reflected from the perfect reflector, which have zero phase 
shift.  Providing that the bubble layer is much closer to the reflector 
than a wavelength, and the reflector is perfect, it is easy to show that 
the total reflection is zero when the amplitude reflection coefficient 
from the bubble layer alone is r = 1/3; then, all the incident energy 
is absorbed.  This condition is fulfilled when  = 2*.  An 
example of experimental results and model predictions for an 
optimized superabsorbing metascreen is shown in Fig. 2.  These 
experiments demonstrate peak absorption greater than 97% and 
broadband absorption greater than 91% over a range of frequencies 
that extends over a factor of two in frequency.  At the maximum of 
absorption, the reflectance is nearly zero (< 0.2%).  Thus, a nearly 
perfect rigid reflector can become almost invisible to waterborne 
acoustic waves when coated with such an optimized bubble 
metascreen.   

   There is another configuration in which a bubble metascreen can 
be used to achieve superabsorption.  This is the case of a “coherent 
perfect absorber” in which a metalayer is illuminated coherently by 
two oppositely propagating incident beams [7].  Metascreens such as 
shown in Fig. 1 should be ideal candidates for demonstrating this 
effect for acoustic waves, as we are currently investigating via 

simulations, model calculations and experiments.  We have already achieved the important first step of developing an 
impedance-matched soft matrix into which the single layer of bubbles will be embedded, so that the water-matrix reflection can 
be eliminated (see Fig. 2).  Results will be shown in the presentation by R-M Guillermic at this conference.  This 
implementation of a coherent perfect absorber using a bubble metascreen offers the potential for achieving 100% broadband 
absorption in a single deeply subwavelength metalayer. 
. 

CONCLUSIONS 
 
   We have demonstrated that a broadband superabsorbing metamaterial for acoustic waves can be constructed by coating 
a rigid reflector with a bubble metascreen, whose properties are optimized by designing the structure of the bubble layer 
(bubble size and separation) to match the viscosity of the thin soft solid layer in which the bubbles are embedded.  Our 
experiments also show that reflection below 1% can be achieved over a narrow frequency range.  Both experiments and 
simulations support the predictions of the model that we have developed to guide the optimization of the metascreen.   
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Figure 2 Experimental measurements (symbols) and 
model calculations (lines) for the (a) absorption and (b) 
reflectance of a bubble metascreen on a steel block.  The 
metascreen consists of a 230-m-thick slab of PDMS ( 
= 0.3 Pa s) containing a single layer of 10.5-m-radius 
bubbles separated by d = 120 m. The oscillations are 
due to reflections caused by the acoustic impedance 
mismatch between PDMS and water, an effect which can 
be satisfactorily accounted for by the model but which we 
are currently working towards eliminating in new 
experiments. 
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Summary This work presents the demonstration of the rainbow trapping effect for torsional waves propagating in an aluminum beam 
with rectangular cross section. The beam contains a chirped structure that is machined with notches separated with the rule λ= (aj-aj-1)/aj, where 
aj is the size of the cavity defined between notches j-1 and j, and λ is the chirp intensity parameter. We have observed the temporarily trapping 
of waves at positions in the beam that depend of the central frequency of the wave packet. This demonstration for torsional waves is 
encouraging and opens the possibility of its extension to more complex elastic waves.  
 

INTRODUCTION 
 
   The control of wave propagation through materials is a long-standing field of research due to its potential applications in 
industry and technology. For example, vibrational energy trapping is a subject of considerable interest because of its 
importance in designing mechanical devices like oscillators. The phenomenon of “rainbow trapping” was characterized in 
optical metamaterials, where each frequency component of a wave packet was trapped at different positions inside a tapered 
left-handed heterostructure1. This phenomenon was later characterized for other type of waves, like acoustic waves2,3. Thus, 
trapping of broadband acoustic waves was demonstrated in designed gradient subwavelength structures. The trapping 
positions can be predicted because of the interplay between the acoustic resonance inside individual apertures and the 
mutual coupling among them.  Bloch oscillations are a phenomenon strongly related with rainbow trapping and has been 
demonstrated in acoustics using chirped structures4. For mechanical waves, however, the complexity associated to 
polarization mixing and the difficulty of selectively measure the modes has delayed the observation of rainbow trapping for 
elastic waves.     
   This work reports experiments showing that mechanical waves can be slowdown in chirped structures. Particularly, we 
demonstrate rainbow trapping of torsional waves propagating in a beam with rectangular cross section. The waves are 
temporarily trapped at different depths in the structure for different frequencies.     
 
 

NUMERICAL SIMULATIONS 
 
   We have considered a finite length aluminum beam with rectangular cross section. The beam has free boundary ends 
and it is made of a uniform part and a chirped structure. The chirped structure consists of notches separated by the rule λ= 
(aj-aj-1)/aj, where aj is the size of the cavity defined between notches j-1 and j, and λ is the chirp intensity parameter. The periodic 
structure is obtained for λ=0. When λ≠0 the chirped structure is obtained. The cells defined between notches become smaller 
with the j-index. First, the band structure of the chirped structure was calculated. With no chirp (λ=0) the first gap of the locally 
periodic structure is located between 6,5 kHz and 9,5 kHz. The last frequency defines the starting point of the second passband, 
which ends at around 13,5 kHz. For chirped structures (λ≠0) the levels in each band separate, the bands becoming wider and the 
gaps narrower with increasing values of λ.  
   The evolution of a wave packet has been numerically studied using the transfer matrix formalism6. The wave packet has 
been expanded in around 250 normal-mode wave amplitudes for both cases; the locally periodic structure and the chirped 
structure. The predicted dynamics by the numerical simulations is reported in Fig. 1. For the periodic structure (λ=0) it is 
observed that the wave packet is completely reflected when its central frequency (fC) lies in the gap (see Fig. 1a) while it is 
completely transmitted when its central frequency lies in the passband (see Fig. 1b). For the chirped structure with λ=0,03 the 
wave packet is reflected at different positions in the beam depending of the frequency fC (see Figs. 1c, 1d, 1e, 1f). This behavior 
represents the mechanical rainbow trapping effect.  
 
 

EXPERIMENTS 
 
   The theoretical predictions have been experimentally confirmed using a beam with the same dimensions than that 
employed in the simulations. In addition to the chirped aluminum beam, the experimental setup consists of signal generator, 
a high-fidelity audio amplifier, an electromagnetic-acoustic transducer (EMAT) and a 500V laser Doppler vibrometer. In 
brief, torsional waves are generated in the uniform part of the beam are sent to the chirped part. The waves traveling in the 
opposite direction are almost completely absorbed using a homemade passive vibration isolation system which dissipate 
efficiently the waves for frequencies higher than 1500 Hz. The excited Gaussian wave packet has a spatial width of 0.875 m 
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in the uniform region of the beam. Figure 2 reports the measured dynamics, showing that the predicted behaviour is 
supported by the experimental observation. 
 

CONCLUSIONS 
 

   In summary, we have reported numerical simulations and measurements showing “rainbow trapping” of torsional waves 
propagating in a quasi-one-dimensional elastic structure. Experimental data corroborated the simulations based on transfer 
matrix formalism. Our finding foresees that other well-known phenomena in quantum mechanics and photonics can be attainable 
also for mechanical waves, opening the possibility of vibration control in automotive, building and aeronautic industries. 
 

 

 

 
Figure 1.- Calculated dynamics of the wave packet. The plots are obtained 
using the transfer matrix method. The position of the wave packet is given as 
a function of time for a beam with a locally periodic structure (λ=0) and 
central frequencies lying in (a) the gap f=8kHz; (b) in the band, f=11.5 kHz. 
For the beam with a chirped structure (λ=0,03) the evolution is given for the 
following central frequencies: (c) f=9 kHz, (d) fC=10kHz, (e) fC=11kHz and 
(f)fC=12 kHz. 

Figure 2.- Measured dynamics of the wave packet using the same 
parameters than in Figure 1. Notice that the beam here is oriented in the 
opposite direction. In other words, the structured part is in the right-hand 
side of the beam. Now, the propagation goes from the left (upper part in 
this plot) to the right (lower part in this plot).    
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Summary Bats use echolocation to build a three-dimensional map of their environment by emitting ultrasounds and interpreting the echoes
from objects near them. The distance to such objects can be estimated by the time difference between the sent signal and received echo
times half of the speed of sound. This approach is an example of active sensing, since bats actively echolocate to localize objects, rather than
passively receiving an existing environmental signal. Studies on pairs of bats show that one of them may cease echolocation to prevent signal
jamming. This behavior suggests that only passively listening to the echo from another bat is enough for garnering sufficient information
about the location of obstacles in the environment. This paper studies the possibility of passive localization through numerical simulation
and demonstrates a strategy to passively use echolocation signals for localization. This work paves the way for energy optimization in a
robot swarm.

INTRODUCTION

Since the word “echolocation” was used for the first time by Griffin in 1958, numerous studies have shown how this
sensing method enables bats to search the environment, detect objects and classify them, track and catch a prey while avoiding
obstacles, and more capabilities crucial for survival [1]. From an engineering point of view, these capabilities are far beyond
that of the man-made ultrasonic sensors. Thus, understanding bat behavior can inspire engineering research and technological
developments. In particular, based on the highly social nature of many bat species, we are interested in how echolocation
behaviors are adapted in the presence of many individuals, which can yield applications for engineered multi-agent systems.

In 2008, Chiu et al. observed that, 76% of the times that two bats were located within one meter of each other, one of them
stopped echolocation for more than 0.2 seconds. The authors hypothesized that bats ceased echolocation to prevent signal
jamming with the other bat, yet it raised the question that how the environment can be perceived during that silent flight. One
possible answer is to get localization cues by passively eavesdropping on the echo coming from another bat’s sound [2].

Active sensing is easier and more accurate than passive sensing, but it costs more, especially for a swarm of robots. In
active sensing, each robot consumes energy to send its own signal. Besides, as the number of robots increases, it may increase
the chance of signal jamming. By integrating passive sensing based on eavesdropping, it is not necessary for all the robots
to send signals, which can save energy and increase the operation time of the swarm. In this paper, the possibility of object
localization using passive sensing via eavesdropped signals is investigated by simulation of the acoustic field.

ACOUSTIC FIELD SIMULATION

We simulate a robot which senses its 2D environment passively by interpreting echoes from sounds generated by a fixed
beacon. The domain is limited by walls which reflect sounds. The beacon is equipped with a speaker as an emitter and the
robot with two microphones as receivers. Passive localization is based on the sound received by each microphone. Therefore,
for simulation purposes, it is necessary to model sound propagation in the air and sound reflection from the walls to calculate
the sound pressure level at a robot’s microphone position. For simplicity, the robot’s microphones and beacon’s speaker are
assumed to be omni-directional. Also, the sound pressure level of the beacon’s signal is assumed to be constant and known
by the robot. The walls are assumed to be rigid and therefore reflect all the acoustic power back in a mirror-like reflection. By
these assumptions, the acoustic wave equation has an analytic solution for the sound pressure level at any position and time.

PASSIVE LOCALIZATION

It is enough to estimate the distance and direction of a sound source relative to robot to localize it. The distance can be
estimated by measuring the sound pressure level recorded by microphones. Since the robot knows the pressure level of the
sound produced by the beacon and the sound pressure level decay for an omni-directional source is related to the inverse of
the distance, it is possible to find the estimated distance of the source location.

The direction of the source is mainly estimated by a localization cue called Interaural Time Difference (ITD). It is ap-
plicable when two auditory receivers are available (as in animals with two ears). ITD is the difference in the sound’s arrival
time between two ears as a result of different distances between the source and two ears and it is the main cue for far field
localization [3]. Finding the direction of the source (or an echo that acts as a virtual source) by ITD is illustrated in Figure
1. In this figure, θ is the angle between source and the robot’s head, θh is the robot’s head angle relative to its body, and
L is the distance between microphones. If the source is located far enough from the robot, one can find its direction as
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Figure 1: Schematic of the robot and the source. This
figure shows how ITD can estimate the sound’s direc-
tion and the concept of cone of confusion, shown as
the shaded triangle

Figure 2: Passive localization of the walls of the
room. The beacon is on the robot, but the robot
does not know the location of the beacon nor the time
sounds are emitted

beacon

robot

Figure 3: The experimental setup to verify the simu-
lation as future work

Figure 4: The SonicBeagle, a frequency modulated
ultrasonic sensor inspired by bat echolocation [4]

sin(θ) = xr−xl

L = c·ITD
L , where c is the speed of sound. The locus of all the points with the same distance to the left and

right microphones is a cone with the line between the microphones as its axis, shown as the bold shaded triangle in Figure 1.
This cone is known as the cone of confusion. One way to resolve the true position of the beacon in the cone is to tilt the head
and estimate the direction of sound again. The direction of the real source should not change by the head motion. Figure 2
shows the simulation result of a robot passively perceiving the locations of walls of a room using this strategy to resolve the
cone of confusion. Simulation results show a strong correspondence between the true and perceived locations of the walls.

CONCLUSIONS

Although active sensing is easier and more accurate than passive sensing, exploiting the free acoustic information makes
passive sensing an energy saver especially for a large group of robots. In addition, switching to passive sensing in critical
times may help a swarm to avoid jamming in the same way that is observed in bats. In this paper, the functionality of using
passive sensing to localize obstacles is verified by simulation.

The next step in this work is to experimentally verify this approach to solve a mapping problem. The experimental setup
is shown in Figure 3, in which one robot acts as beacon and the other one passively detects the walls. We have developed
the SonicBeagle (Figure 4), an ultrasonic sensor that can create modulated frequency sounds and record the echo, mimicking
bat’s sonar [4]. It will be integrated on all the robots to let them move around and sense the environment like bats.
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Summary Time-domain near-field acoustical holography is a method used to visualize non-stationary sound radiation. It is based 
on the use of a microphone array and fast-Fourier transform based convolution. However, current methods are subject to spectral 
leakage and wrap-around errors. A new formulation based on the time and spatial representation of the transfer function is 
presented in this paper. The errors are suppressed when this formulation is used in conjunction with linear convolution. It is also 
shown that the method can be used to monitor impact noises obtained experimentally. Such visualization is an asset in passive 
noise control for the correction of harmful impact noises often found in industrial environments. 
 

INTRODUCTION 

 
   According to the World Health Organisation, 360 million people (over 5% of the world’s population) have disabling 
hearing loss [1], which involves detrimental social and functional consequences on their lives. A major cause of deafness is 
exposition to excessive noise, which is particularly predominant in industrial environments. Often, the loudest and most 
damageable noises are related to impacts, such as in riveting or hammering. In this proceeding, a new formulation for time-
domain near-field acoustical holography (TD-NAH) is used to monitor impact noises. A pressure field is produced 
experimentally by impacting of a metallic rod on a plate. Such sound mapping can be used for noise diagnosis and can be a 
major asset for establishing passive noise corrections on the source. In the next sections, the theory behind the proposed 
formulation for TD-NAH is summarized, followed by an experimental analysis and conclusions. 
 

TIME AND SPACE DOMAIN NEAR-FIELD ACOUSTICAL HOLOGRAPHY 

 

In NAH, the sound field is acquired in the near-field of the source using an array of microphones. This acts as a 
boundary condition to solve the wave equation using Green’s method, in order to represent the sound field in three-
dimensions. The standard formulation supposes a stationary sound field, and the problem is solved in the frequency domain 
[2]. For non-stationary signals, adaptations of the original formulation were proposed in order to represent the sound field in 
the time-domain [3-5]. However, unlike other existing TD-NAH formulations, the formulation proposed here eliminates 
wrap-around and leakage errors by expressing the Green’s function in the space and time domains before performing linear 
convolution. Consequently, the representation of the sound field with the proposed method is more accurate, even after its 
propagation dozens of centimetres away from the source. 

The pressure field is acquired on the measurement plane at 𝑧 = 𝑧0. Then, by convolving the measured pressure field 
with the Green’s function expressed in Eq. 1, the sound field can be reconstructed on other parallel planes. The convolution 
is performed over the 𝑥, 𝑦 and time dimensions. 

𝑔(𝑡, 𝑥, 𝑦, 𝑑) =
𝑑

2𝜋
(

1

𝑅2

𝜕

𝜕𝑡
+

𝑐

𝑅3
) ∙ 𝛿 (𝑡 −

𝑅

𝑐
) (1) 

In Eq. 1, 𝑑 is the distance between the measurement plane and the forward reconstruction plane and 𝑅 is expressed as 
𝑅 = √𝑥2 + 𝑦2 + 𝑑2. The geometry of the problem is illustrated in Fig. 1. 
 

 
 

Fig. 1 Propagation of the sound field from the measurement plane to reconstruction planes 

 

In practice, since the measurements are performed over a finite and discrete aperture, special care must be given to the 
discrete convolution process in order to avoid signal processing errors. First, linear convolution must be applied, as the non-
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stationary signal is not periodic over 𝑥, 𝑦 or 𝑡. Linear convolution can be obtained by performing circular convolution 
using the Fast Fourier Transform (FFT), after zero-padding both signals over each dimension [6]. It must also be ensured 
that both the pressure field at 𝑧 = 𝑧0 and the Green’s function are entirely included in the spatial domain, as the linear 
convolution supposes that the signals are null outside of their domain of definition. Since the span of 𝑔 over 𝑥 and 𝑦 
increases with 𝑑, it is important to fix the spatial domain large enough in order to avoid truncation errors. Finally, the 
sampling frequency and the noise level must be controlled in order to avoid errors due to the differential operator in the time 
domain. Fourth order finite element differentiation is used in this case. In the case of low SNR, regularization algorithm was 
successfully applied with the proposed method to avoid considerable differential errors. 

 
EXPERIMENTAL RESULTS  

 
Experimental measurements were performed in an anechoic environment in order to study the pressure field radiated 

from the impact of an aluminum rod with a 50 by 30 cm Plexiglas plate. The measurement apparatus consists in 64 aligned 
class-1 microphones distanced by one cm center to center. A slide allows the translation of the line of microphones over the 
scanning surface (91 cm by 63 cm), with an increment of 1 cm. The impact is repeated for each measurement position by 
releasing the rod with an electro-magnet, and the measurements are phased by using a 65th fixed reference microphone. The 
sampling frequency is 200 kHz, and the acquisition is performed with a 24-bit resolution. Measurements were performed in 
the near-field at 65 mm from the plate. 

Fig. 2a) presents the sound pressure obtained 100, 200 and 300 mm away from the measurement plane on the central 
orthogonal axis. Each signal has a null amplitude until the sound field reaches its position, and as expected, the maximum 
amplitude decreases with the distance from the source. The pressure field at evolution at 𝑧 = 300 mm and at 𝑡 = 1.2 ms is 
presented in Fig. 2b). The main wave front travels radially away from the impact point. Other high frequency wave fronts 
are present due to the dispersion of the bending waves in the plate. 

 
Fig. 2 Forward reconstruction of the transient acoustic field. a) Time evolution of the pressure on the central orthogonal 

axis at 10, 20 and 30 cm from the measurement plane. b) Spatial representation of the sound field at t=1.2 ms and z=30 cm. 
 

DISCUSSION AND CONCLUSION 
 

The proposed method is accurate in the calculation of the sound field for any propagation distance d representative of normal 
working distances in industrial environments. It is thus suitable for the monitoring of transients in industrial environment, where 
sound mapping can be used as a diagnosis tool to control harmful noise emissions with, for example, passive damping. The key 
elements of the proposed method are the time and spatial domain formulation of the Green’s function which allows the 
application of a linear convolution and the definition of the spatial domain of the Green’s function which increases with respect 
to the propagation distance d. The authors would like to thank NSERC for supporting this research. 
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MECHANISMS OF JET CRACKLE
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Summary Crackle is a particularly intense and annoying characteristic of the noise radiated by high-speed (supersonic) jets. Pressure traces
show evidence of relatively strong compression in the sound field and more extreme positive than negative pressure fluctuations thus leading
to positive skewness. To study its mechanisms, a turbulent free shear flow and its near acoustic field is directly simulated without modeling
approximations. The simulations confirm that the ‘footprint’ of pressure skewness originates close to or within the turbulence. A supersonic
flow which includes weak gas dynamic nonlinearities over a wavy-wall, with characteristics set to match scales of the turbulence, suggest a
basic mechanism that potentially underlies the generation of crackle’s near-field pressure fluctuations.

BACKGROUND

Military aircraft and other jet engines operating with high-specific thrust Mj & 1.5 radiate a particularly intense and
distinct sound that has become known as ‘crackle’. The root mechanisms of crackle are not fully understood, though it
is thought to involve nonlinear acoustics because the sound waves appear steepened. They also have a positive pressure
skewness,

Sk(p′) =
〈(p′)3〉
〈(p′)2〉3/2 , (1)

with more extreme pressure maxima than minima. Ffowcs Williams et al.1 first identified crackle as a distinct phenomenon
and found that its perception correlates with Sk(p′) & 0.4. Pressure signals have periods made up of steepened shock-like
waves followed by weaker, longer, rounded rarefaction regions, but to what extent this character originates at the turbulent
source or arises from propagation effects is unclear. We investigate a potential mechanism leading to these peculiar pressure
fluctuations.

APPROACH AND OBJECTIVES

Simulations are designed to represent the thin, weakly curved turbulent shear layers near the nozzle exit, and there provide
a detailed description of the turbulence mechanisms, including any near-field acoustic nonlinearity that leads to crackle. The
simulations resolve all the energetic scales with no modeling approximations. Figure 1 shows an x-y plane of the three-
dimensional simulation configuration. Following previous work,2 the turbulence was initially seeded with broadbanded,
solenoidal velocity perturbations. Velocity spectra at the centerline confirm that the solution is well resolved and that it
develops to have realistically broadbanded turbulence matching experimental measurements. Linear, ‘wavy-wall’ analogies
have been relatively successful in predicting some aspects noise radiated by high-speed flows;3 however, linear analysis
precludes the finite Sk of crackle. Weakly nonlinear effects can be included in models of irrotational flow over wavy walls,
and we invoke these to examine possible mechanisms leading to finite Sk.

RESULTS

For M ≥ 2.5 flows, the near-field (|y| > δ99 in figure 1) is seen to be teeming with weak, shock-like structures. There
the pressure signal has intense, sharp peaks with rounded, shallow valleys. The corresponding Sk in figure 2 shows Sk & 0.4
for M ≥ 2.5. Skewness appears unchanged over the distances simulated. The detailed budget of pressure skewness suggests
a balance between local nonlinear interactions and entropy production through a viscous diffusion term. Simulations at
higher Reynolds number confirm insensitivity to viscosity and suggest that large-scale structure dynamics are important in its
generation.

We compare the DNS near field to results for nonlinear supersonic flow over an impenetrable wavy wall. The wall shape
in figure 3 is parameterized by the turbulence integral length scales, lx and lz , in the x- and z-directions, respectively, from
the DNS of the free-shear layers. The wall height (ε) is set so as to reproduce the v′rms at the midplane of the turbulent mixing
layer. We observe that nonlinear mechanisms lead the fluid to compress more intensely above the wall troughs with weaker
expansions over the wall crests, so the pressure fluctuations radiate from the surface with more intense peaks than valleys.
Due to convective effects4 the pressure waves then steepen into thin, weak, shock-like waves. Figure 4 shows that skewness

∗Corresponding author. Email: buchta1@illinois.edu
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increases with relative speed. Sk & 0.4 is observed for Ur & 0.6∆U suggesting that loud, crackle events arise from instances
of large structures convecting faster than their average ∆U/2 speed. Experimental observations support that the geometry of
intense wave events correlate to apparent source speeds larger than ∆U/2.5

CONCLUSIONS

The near field of temporally-developing turbulent shear layers exhibit the salient features of jet crackle with pressure
skewness Sk(p′) & 0.4 for speeds M ≥ 2.5. Pressure skewness is insensitive to Reynolds number, for the range simulated,
and also appears constant in the near field, confirming that the root of jet crackle is near or within the turbulence. A wavy-wall
model matching turbulence scales reproduces comparable near-field skewness to high-speed free-shear-flow turbulence and
shows a similar wave pattern. (Support from AFOSR and ONR is greatly appreciated)
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Figure 1. Shear layer configuration of an x-y plane
at z = Lz/2 with ∇ · u in gray and |∇ × u| in color.
The trace shows the typical near-field pressure
fluctuation p′ associated with crackle.

Figure 2. Turbulence: Pressure skewness
with distance from the mixing layer midplane.

Figure 4. Wavy wall: Pressure skewness
with distance from the wall, with M = 2.5
flow characteristics at potential Ur speeds.

Figure 3. Supersonic flow over a wavy surface
designed to reflect turbulence statistics. Contours
of ∇ · u in an x-y plane at z = Lz/2.
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Summary The acoustic properties of porous PLA monoliths used as bone scaffold were characterized using an impedance tube. This broadband 

absorbing material was produced by controlling the microstructure of pores through an innovative synthesis process. Despite its lightness, the 

obtained PLA foam with mesopores was shown to be an excellent sound barrier whereas the absorption effect was more important for foams with 

macropores interconnected by mesopores. These results can pave the way for new applications in various fields of engineering.  

 
INTRODUCTION 

 

   Polylactic acid (PLA) is a biodegradable thermoplastic which is categorized as saturated aliphatic polyester. Relatively 

high melting point (~ 170 °C); recyclability and good mechanical properties have made PLA attractive for various areas 

including biomedical engineering, transportation and aerospace. PLA has successfully replaced some of the non-

biodegradable industrial polymers and its applications are increasing, because new mass production techniques are making 

this polymer inexpensive and more available in various molecular weights and properties [1,2]. In this study, we designed a 

versatile foaming route, nonsolvent induced phase separation (NIPS), which is able to produce highly porous (up to 91%) 

PLA foams with no gas or sacrificial phases involved. Based on the Flory-Huggins theory, the addition of a nonsolvent to a 

polymer solution increases the Gibbs free energy of the system which may result in phase separation (liquid-liquid or solid-

liquid) [3,4]. Depending on the initial PLA-solvent-nonsolvent composition and the phase separation standing temperature, 

various pore morphologies are formed in situ as a result of this phase separation. The flexibility of this foaming method 

provides the opportunity of tailoring the characteristics of the PLA foams according to their applications. Also, the shape of 

the final foam can be determined by the shape of the mold wherein the phase separation and gelation occur. These ultralight 

NIPS-derived PLA foams have a great potential in aerospace and transportation applications where fuel efficiency is very 

important both for financial and environmental reasons. In fact, porous materials are widely used for noise control in high-

speed trains, cars and under certain requirements, as new materials for novel turbofan acoustic liners.This article reports the 

correlation between the acoustic properties and the microstructure of porous PLA monoliths produced by nonsolvent induced 

phase separation. 
 

PROCEDURES 
Fabrication of PLA foams 
   In order to fabricate the foams, PLA (NatureWorks LLC, Ingeo™ Biopolymer 4032D) with a high average molecular 
weight (Mn = 97000, Mw/Mn = 2) and 1.6 % D-lactide content; dichloromethane (DCM, Fisher Chemical; 

Stabilized/Certified ACS, ≥99.5) as solvent and hexanes (Fisher Chemicals; Certified ACS, ≥98.5 %) as nonsolvent were 
used [2,3]. First, some systems were selected from the liquid-liquid (hexane/DCM volume ratio = 1) [2] and solid-liquid 

(hexane/DCM volume ratio = 1.25) phase separated regions of the PLA-DCM-hexane phase diagram. These ternary systems 

were produced by preparing PLA-DCM solutions with certain concentrations followed by the gradual incorporation of hexane 

at room temperature under vigorous stirring. The systems were allowed to phase separate at room temperature or -23° C (in a 

freezer) until complete gelation which was followed by 24 hours aging. The PLA foams were characterized after a thorough 

solvent exchange in methanol for 30 hours and then drying under ambient conditions. 

Measurement of acoustic properties 
   Acoustic properties (absorption coefficient, acoustic impedance and transmission loss (TL)) of the manufactured foams 

were measured using an impedance tube, in absorption (two microphones) and transmission configuration (four microphones). 

In the tube, the speaker generates plane waves in the tube that travel forward and backward after reflecting onto the specimen 

at the end of the tube. The measurement of the acoustic pressures by the microphones along the tube lead to determination of 

the absorption coefficient and the acoustic impedance. The samples are small cylinders of NIPS derived PLA foams having a 

30 mm diameter and thickness varying between 10 mm and 30 mm.  

RESULTS  
PLA foams with various crystallinity, mechanical properties and mesoporous or meso/macroporous morphologies were 

produced. Fig. 1a represents a foam with mesopores and Fig.1b shows a foam with a combination of meso and macropores. 

A density of 0.14 g/cm3 and 0.17 g/cm3 has been reported for mesoporous and meso/macroporous foams, respectively. In 

general, porous materials can be classified in two groups: open cells which are intereconnected not only over the entire 

material but also connected to the surrounding environment; and closed cells which are discrete and isolated from each other 

and from the outside [5]. Interconnections between macropores through mesopores (Fig.1b) suggest that this type of PLA 
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foam may have interesting acoustic properties and can be used as broadband absorbing material. The airborne noise dissipation 

and absorption capacity are achieved through successive interactions and viscous friction of the moving air within the cavities 

of the material.  

 

 
 
 
 
 
 
 
 
 
 

 
Fig.1. Examples of mesoporous (a) and meso/macroporous (b) morphologies of the NIPS-derived PLA foams prepared at 

room temperature. 

 

Results obtained from impedance tube showed that foam with mesopores is more resistive. The real part of the acoustic impedance 

particularly high in the 500-2500Hz range (Fig. 2a). The absorption coefficient is less than 0.1, and the transmission loss (TL) is 

greater than 30dB for frequencies below 3500Hz (Fig. 2b), suggesting that the foam acts more as sound barrier and less as noise 

absorbing material. This finding is therefore interesting since the sound wave is almost completely reflected back by a lightweight 

porous material, whereas the low frequency performance of sound barriers is usually correlated with the mass of the material. On 

the other hand, foams with macropores are less resistive and the absorption coefficient is increased over a broad frequency range.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.2. Acoustic properties of mesoporous PLA foam: Impedance (a), Transmission loss and absorption coefficient (b). 

 
CONCLUSIONS 

The acoustic properties of PLA foams produced by nonsolvent induced phase separation (NIPS) are correlated with their 

microstructure. The lightweight foam with mesopores behaves surprisingly as a low and medium frequency sound barrier. 

The foam is a standard absorbing material when pore dimensions reach the macrometric range.  
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MODELLING BIOLOGICAL PHENOMENA WITH ROCKET BALLOON BUZZ

Alastair Gregory∗1, Pavel Kahout1, and Anurag Agarwal1

1Department of Engineering, University of Cambridge, Cambridge, United Kingdom

Summary The flow of air through the exit tube of a rocket balloon produces a characteristic buzzing sound. It provides a novel fluid structure
interaction problem that is investigated experimentally. The work is a part of ongoing efforts to better understand the mechanisms of sound
production in diseased lungs, and so allow more specific diagnoses to be made using auscultation. The buzzing sound from a rocket balloon
is produced by a large-amplitude oscillation of the exit tube. Scaling laws are desired for the dominant frequency of oscillations and for the
critical speed for the onset of oscillations.

INTRODUCTION

The oscillation of rocket balloon exit tubes, producing a characteristic buzzing sound, provides a novel fluid structure
interaction problem, with applications to medical diagnosis. We believe that the mechanism for wheezing sounds and flatu-
lence is similar to buzzing in rocket balloons. Better understanding of the wheezing mechanism will improve the specificity
of diagnosis [4]. The instability of flow through tubes has been investigated using starling resistors [1, 3], however, in much
of this work the density ratio of the wall to the fluid is large, and wall inertia is frequently neglected (water has been used as
the working fluid), which does not match conditions in the lung. The aim of this work is to improve this situation, working
towards the development of a stethoscope for the 21st century. To this end, air was forced though rubber tubing and the
resulting oscillations were observed (see fig. 1) as flow rate and tube parameters were varied.

EXPERIMENTAL SETUP

Three rubber tubes were investigated, all with an inner diameter of 6 mm and a wall thickness of 0.4 mm. The tubes were
pulled over a nozzle downstream of an air supply and flow conditioner. The video stills in fig. 1 show the tube only. Different
tube lengths were attained by pulling the tubes over the nozzle to a greater or lesser extent, and length was measured from the
end of the nozzle to the end of the tube. Time averaged flow rate was measured with a rotameter upstream of the tube, and
sound recordings were taken with a Linear X M51 microphone at a distance of 1 m away from the tube exit, and a polar angle
of 60◦ from the axis of symmetry of the microphone (downstream). High speed video was also taken of particular oscillation
modes using a Fastcam-ultima APX 120K high speed camera.

RESULTS AND DISCUSSION

When the flow rate is small, the tube remains open and stationary. There is a critical flow rate as flow is increased at which
self excited oscillations are first observed. As flow is further increased the amplitude of the oscillations is seen to increase,
and the frequency increases slightly. The initial oscillations usually involve small movements of the tube walls about an oval
configuration. At higher flow rates the movement transitions to the kind of motion illustrated in fig. 1 in which the tube
collapses completely in alternating orthogonal directions. The dominant frequencies shown in fig. 2b correspond to the first
onset of visible vibration.

Characterising the Sound Source
We postulate that there are two main mechanisms by which sound is projected into the far-field. The movement of the

tube wall will produces a sound field similar to that of a quadrupole, and oscillations in mass flux out of the tube will produce
a sound field similar to that of a monopole. Observing the tube motion shown in fig. 1, we see that for every cycle of the tube
wall, the area of the tube exit will go through two cycles, so we expect sound produced by the monopole to be at twice the
frequency of sound produced by the quadrupole. Quadrupoles are less efficient at radiating sound than monopoles [2], and so
we predict that the second harmonic of the sound measured will be louder than the first harmonic. Figure 2a shows an example
where this is indeed the case.

∗Corresponding author. Email: alg57@cam.ac.uk
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Figure 1: Tube oscillation images from high speed video (∆t = 6 ms).

(a) Sound source characterisation.
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Figure 2: Results.

Scaling of Frequency with Tube Length
The frequency of oscillation is assumed to be primarily set by the normal mode of the flexible tube. There is some evidence

that this is indeed the case in the lung [5]. Furthermore, we assume that the restoring force in the tube is primarily due to
bending. This leads to the approximate scaling law,

ω ∼ h

rl

√
E

ρ(1− ν2)
. (1)

where h is the wall thickness, l is the length, r is the radius, E is the Young’s modulus, ρ is the wall density, and ν is Poisson’s
ratio. Figure 2b shows the dominant frequency of oscillation at onset as a function of tube length. There is good agreement
with this scaling law.

CONCLUSIONS

Progress has been made towards characterising the mechanism of sound production in rocket balloons. Wall movement
and unsteady mass flux have been considered as sources, and the scaling of the dominant frequency with tube length has been
observed. Future work will investigate the effect of wall thickness and diameter of tube, and measure the directionality of
sound produced. Experiments are also under way using a fixed downstream boundary condition, rather than an open one.
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Summary Caenorhabditis elegans (C. elegans) is a model organism for research in the field of molecular and developmental biology. 
Microfluidic chips have improved the handling capabilities and have made high-resolution imaging and fluorescent scanning of C. elegans 
possible by immobilization with special geometries, cooling or gasses [1]. Bulk acoustic wave (BAW) acoustophoresis is proposed to be a new 
contactless handling tool for un-anesthetized C. elegans with ultrasound. Acoustophoresis has been used to position or rotate particles in a fluid 
[2]. Here we show the abilities of this method for the contactless and harmless immobilization of C. elegans. The C. elegans are injected into a 
silicon microchanel and immobilized by focussing them in the pressure nodal lines of a standing acoustic wave. Switching between two fluid 
resonance modes is used to sort C.elegans in two separate outlets. Moreover, a 3D numerical simulation shows the physical princples of C. 
elegans manipulation. 
 

MOTIVATION 
 
   Controlled handling of C. elegans for imaging purposes in microfluidic chips is a challenging task due to their active 
behaviour (swimming, bending and rolling). For laser screening applications it is important to straighten the C. elegans to 
scan its whole length. If the contour is not defined (rolled up or bended) it is not possible to use fluorescent intensity data 
for biological studies if the exciting laser source has a spot size in the range of the width of an adult C. elegans. Also C. 
elegans can block the channel and a synchronization with a later sorting system at high throughput can fail [3]. 
Acoustophoresis as a contactless handling tool can eliminate these problems and lead to reliable biological experiments. 
 

EXPERIMENTAL SETUP AND SIMULATION 
 
   The experimental setup shown in fig. 1(a) consists of a silicon/glass chip with microfluidic channels and a high-speed 
camera. Syringe pumps are used to inject wildtype C. elegans in a M9 buffer carrier fluid into the chip. For acoustophoresis, 
a piezoelectric transducer for the excitation of harmonic bulk acoustic waves is glued to the back side of the device. The 
transducer is excited by a function generator and an amplifier at the frequency of a fluid resonance inside the channel. A 
peltier element for temperature control is connected with a thermally conductive foam. 
    To understand the physical principles of the observed phenomena in the experiment, a simulation with the FEM software 
Comsol Multiphysics is conducted. Fig. 1(b) shows the simulated 3D model and the pressure distribution inside the device at a 
frequency of 3 MHz. To set the material properties of the C. elegans, the speed of sound has to be approximated. Pre-
experiments with polystyrene particles of known material properties are used to evaluate the pressure distribution in a 
microfluidic channel [4]. A C. elegans is moved to the pressure node in the same channel and by fitting the simulation with the 
resulting experimental trajectory a speed of sound of 1600 m/s is achieved, which is similar to the speed of sound of human skin 
[5]. It is then possible to simulate the forces acting on a C. elegans, the influence on the acoustic field and the trajectories inside 
the channel for different frequencies. 
 

 
Fig. 1. Sketch of the experimental setup, the microfluidic device and the simulated device. In (a) The main channel has a depth of 90 μm, a length of >8 
mm and a width of 200 μm or 700 μm. A piezoelectric transducer Pz26 (Ferroperm) is mounted to the back side of the chip. The chip is connected to a 
peltier element by a thermally conductive foam. The simulated 3D model in (b) shows the absolute pressure amplitude at a frequency of 2.8 MHz inside a 
chip with a modelled C. elegans in the middle. 
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RESULTS 
 
   Immobilization of a C. elegans is shown in the image sequence from a high-speed recording in fig. 2. An adult C. elegans 
flows in a bent state through the microfluidic chip. After a visual detection ultrasound is switched on and the C. elegans is 
straightened and focussed in the middle of the channel. In this position e.g. a laser can detect fluorescent proteins along the 
length or a motion detection software can be used for a length measurement. After a duration of 60 ms the ultrasound is switched 
off and the C. elegans bends again which shows its viability. 
 

 
Fig. 2. Straightening and immobilization of an adult C. elegans for optical scanning purposes. a) No ultrasound, a moving C. elegans 
flows with a speed of 25 mm/s. In b) and c) an excitation pulse (time 60 ms) at a frequency of 3.56 MHz at an amplitude of 17 Vpp 
straightens the C. elegans in the pressure node of the half wavelength ( /2) fluid resonance mode in the channel middle. The C. elegans is 
slowed down to 9 mm/s due to acoustic forces in x- direction. In d) the negative control without ultrasound shows the bent C. elegans. 
 
   Sorting in fig. 3 is performed by switching between two fluid resonance modes and guiding the C. elegans either in the 
middle outlet or in one of the remaining outlets of the trifurcation (outlet 1.1 or outlet 1.2). Dependent on the size, the 
viability (image analysis) or a detected fluorescent threshold it is possible to sort C. elegans into two categories. 
 

 
Fig. 3. Sorting of C. elegans with an average length of 350 μm (L 3 stage) at a flow speed of 1.6 mm/s. (a) Excitation at 2.165 MHz 
generates a  mode, which deflects C. elegans to the upper or bottom outlet. (b) In a next time step, the piezoelectric transducer is excited 
at a frequency of 970 kHz (( /2), C. elegans are moved to the channel middle and are sorted to the outlet in the middle of the trifurcation. 
An amplitude of 28 Vpp is used. By switching between the - and /2 resonance mode sorting in two different outlets becomes possible. 
 

CONCLUSIONS 
 

   The microfluidic handling tool BAW acoustophoresis enables immobilization and sorting of living C. elegans. With this 
method contactless and un-anesthetized handling of C. elegans at low flow rates in wide channels becomes possible. In the high 
kHz frequency range a temperature controlled acoustic actuation is harmless for living organisms. Acoustophoresis is seen as a 
handling tool for biological researchers which is harmless, versatile (immobilization and sorting), with a simple chip fabrication 
and is applicable for C. elegans in every stage of its life cycle. Furthermore, new experimental ideas become possible, e.g. the 
evaluation of the fitness of a C. elegans (comparing simulation and experiment) or the imaging at low flow rates.   
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Eduardo Rodrı́guez-López ∗1, Laurent E. Brizzi2, Paul J.K. Bruce1, Oliver R.H. Buxton1, and Vincent Valeau2

1Departments of Aeronautics, Imperial College London, London, United Kingdom.
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Summary An extensive experimental characterization of the flow past wall-mounted single- and multi-scale porous fences is presented.
Results are shown using hot-wires, PIV, fluctuating wall pressure and a microphone array. There is evidence that both the mechanism of
formation of the far field boundary layer and of sound generation depend strongly on the grid geometry. Results will be presented involving
wall-flow correlations in order to characterize the distinct influences of the grids’ wake in the near-wall region.

INTRODUCTION AND EXPERIMENTAL SET-UP
Wall-mounted porous fences (both single- and multi-scale) are widely employed for industrial flows in which a wall-

bounded flow needs to be passively controlled. More fundamentally, the turbulence generated by the grid interacts with the
turbulent boundary layer (TBL) modifying its properties and influencing its development further downstream [1]. The present
paper will study both the near and far field behaviours of TBL generated downstream of porous fences. Special attention is
paid to (i) the influence of the wake turbulence on the near-wall region and (ii) the acoustic performance of the wall-mounted
fences which may make them unsuitable for certain applications.

Hot-wire measurements were performed at Imperial College London using constant temperature anemometry with an in-
house etched wire of diameter 5µm. This is a closed loop wind tunnel with a square section 0.91× 0.91m2 × 4.8m long. It
was run at a constant freestream speed of U∞ = 10m/s with a background turbulence intensity of . 0.05%. Further details
for this wind tunnel are reported in [1]. A flat plate was mounted spanning the whole test section and the different grids were
mounted at x0 = 2m downstream of its leading edge where the thickness of the boundary layer δ = 73mm.

Particle Image Velocimetry (PIV) coupled with fluctuating wall pressure was conducted at the University of Poitiers in the
3/4 open BETI wind tunnel built inside an anechoic chamber. The end of the contraction is 0.7×0.7m2 and a square collector
of 0.9 × 0.9m2 is located 1.5m downstream. A flat plate was mounted spanning the gap between contraction and collector;
grids were placed at x0 = 288mm where δ ≈ 20mm. An Underbrink multi-arm spiral array of 31 microphones (mounted
1.3m above the flat plate) allowed the measurement of the radiated sound pressure level, SPL, Φ = 10 log(P ′/M6), where
P ′ stands for the Power Spectral Density of the sound pressure, p′; and M is the Mach number. The location of acoustic
sources was also measured to determine where the radiated noise was generated with a resolution of ≈ 3 cm for intermediate
frequencies O (6 kHz ).

Four different geometry grids were tested in both wind tunnels; all of them were 100mm high with 800mm span and
blockage ratio σ = 0.3. The different grids were formed by a basic pattern repeated until achieving the desired span. Fractal
grid was based on the fractal square pattern described in [2] with thickness ratio tr = 5 and t0 = 5mm. Cross grid was
based on the fractal cross pattern described in [2] with tr = 5 and t0 = 5.6mm. Multiscale grids have been extensively
studied in the past decade because of their characteristic dissipation behaviour [3] and they have been previously employed
in wall-mounted fences [4]. Following Townsend’s attached eddy hypotheses, one can generate a grid such that the size of
the generated eddies scales with the wall-normal coordinate to mimic the expected behaviour of the boundary layer; hence,
Attached grid was made of squares of different sizes with their length equal to the wall-normal location of their centre. Finally,
for comparison purposes a Regular grid of the same blockage was made of bars of thickness t0 = 5mm separated 33mm.

RESULTS
Experiments conducted at Imperial College: The flow in the vicinity of the grids is dominated by the different distributions

of blockage. Although this dependence decays with downstream distance, the furthest measurement station is not far enough
as to get a self similar state in which there is no dependence on the grid. This suggests that different grids present distinct
mechanisms of evolution from initial conditions entailing different adaptation regions for the canonical state of the TBL,
in agreement with results shown in [1]. This hypothesis is also sustained by the spectral measurements and the turbulence
intensity profiles (not shown for brevity), which show a lack of collapse for the outer region of the flow.

Experiments at Poitiers University: The far field SPL shown in fig 1 does not display any preferential frequency for the
Attached and Regular grids (and arguably for the Cross grid at f/U∞ / 200). However, there is a clear broadband peak for
the Fractal case at f/U∞ ≈ 200. This peak may be related with the shedding of the smallest bars (with a thickness of 1mm
their Strouhal number, St ≈ 0.2, is reasonable for vortex shedding). The spectra for different velocities collapse with the M6

non-dimensionalization. This implies that the sound formation mechanisms behave as dipoles rather than quadrupoles; i.e.,
the importance of the sound radiated by the obstacle immersed in the flow is higher than the sound generated by the turbulence
activity downstream of it.

∗Corresponding author. Email: eduardo.rodriguez-lopez12@imperial.ac.uk
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Figure 1: Sound spectra, Φ, in the far field for Attached (a), Regular (b), Fractal (c) and Cross (d) grids at various velocities.

Moreover, one can perform a detection of acoustical sources using a conventional delay-and-sum beamforming followed
by a CLEAN-SC deconvolution algorithm [5]. It confirms the aforementioned result, where the acoustical sources are located
on the grid plane and not in their turbulent wake. Fig 2 shows that for the cases where the spectra showed a peak for a
given St ≈ 0.2 (i.e. Fractal and Cross grids) the sound is mainly generated in regions with a high concentration of the
smallest iterations and it is not uniform along the span of the grid. This contrasts with the Regular case in which there is not a
preferential location of the sound sources along the span of the grid. This effect may be caused by the non-uniform blockage
in the spanwise direction which forces the flow to concentrate along the regions where this blockage is smaller (hence the
velocity is larger); consequently the noise generation is bigger in regions with a higher population of small iterations which
entail a smaller blockage.
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Figure 2: Acoustic source plot at 7200Hz and U∞ = 40m/s for Fractal (a), Cross (b) and Regular (c) grids. Solid green line
shows the location of the grid normal to the measurement plane. Note that the grid is only presented as a reference sketch.
(x, y) = (0, 0) is the projection of the microphone array centre on the measurement plane located at 50mm above the wall.

In order to explore the sound generation mechanisms and the influence of different grids on the near field development
of the boundary layer, coupled PIV and wall pressure fluctuations are being processed and will be presented showing the
different formation mechanisms of the turbulence and sound in the near wakes of the various grids. In particular, correlations
between the fluctuating wall-pressure and velocity fields will be presented in order to study the influence of distinct motions
generated by bars of different sizes and orientations on the near-wall region. The change in thickness of the incoming TBL for
both experimental campaigns will also be tested and discussed along with the development of the flow further downstream.
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Summary Global stability and resolvent mean flow analyses of a Mach 0.9 high Reynolds number turbulent jet are conducted. The global
modes are compared with wave packets distilled from a high-fidelity LES data base. The near-field and acoustic radiation of the linear
global modes compare favorably with the simulation. Super-directive as well as multi-directive radiation patterns are observed. Since all
global modes are stable, we conduct a resolvent analysis to characterize the noise amplifier behavior of the jet.

INTRODUCTION

It is widely accepted that large scale coherent structures or wave packets play an important role in the super-directive noise
generation mechanism of fully turbulent jets at high Reynolds numbers [5]. It has also been established that these structures
can be described as instability waves, i.e. normal waveform solutions of the linearized governing equations [3]. In the past,
local parallel or weakly non-parallel stability analyses, and later calculations based on the parabolized stability equations
(PSE) were conducted to model linear instability waves in jets. A first global stability analysis of a cold supersonic jet was
performed by Nichols & Lele [4], and a first resolvent or input-output analysis by Garnaud et al. [2].

In this work, we calculate spectra and corresponding global modes based on the mean flow of a carefully validated large
eddy simulation (LES) of a turbulent Mach 0.9 jet at Re=1×106 issuing from a convergent-straight nozzle [1]. The main focus
is on the acoustic radiation of the global modes, and comparison with the LES data. In addition, optimal forcing distributions
and responses are calculated from a singular value decomposition of the resolvent operator, i.e. the transfer function between
the forced linear system, and an output quantity of choice.

Figure 1: Instantaneous perturbation (grayscale) and mean (—– ū = 0.95; - - - ū = 0.05) flow field of the LES in terms of the
streamwise velocity component: (a) streamwise plane; (b-e) transverse planes at x =2, 5, 10 and 15, respectively.

Figure 1 shows an instantaneous flow field and contours of the mean streamwise velocity. The vast range of scales involved
at such high Reynolds numbers is apparent, and the existence of large scale coherent structures is far from obvious. Apart
from the Kelvin-Helmholtz type shear-layer instability, the potential core supports trapped acoustic modes which give rise to
tones frequently observed in experiments. Unlike a PSE computation, the following global mode analysis gives insight into
how the latter two instability mechanism and the overall acoustic radiation of the combined linear wave packet are connected.

RESULTS

Figure 2 compares global modes of different azimuthal wave numbers m and dimensionless frequencies St to selected
Fourier modes of the LES data of approximately the same frequency. It can be seen that the emitted acoustic radiation

∗Corresponding author. Email: oschmidt@caltech.edu

3059



Figure 2: Pairs of temporal Fourier modes of the LES data (a,c,e,g) and linear global modes (b,d,f,h) of comparable frequency
in terms of the perturbation pressure (grayscale): (a,b) m = 0, St ≈ 0.4; (c,d) m = 0, St ≈ 0.8; (e,f) m = 1, St ≈ 0.6; (g,h)
m = 2, St ≈ 0.8. The perturbation pressure contours are individually saturated to highlight the acoustic radiation, and the
mean streamwise velocity is indicated in red as in figure 1 above.

of the global modes closely resembles that observed in the simulation. Most notably, only the symmetric wave packet at
St ≈ 0.4 depicted in 2(a,b) exhibits a strictly super-directive radiation pattern, whereas all other modes emit in a multi-
directive fashion. This observation is of particular interest regarding the standard two source model of jet noise that attributes
high-angle (w.r.t. the jet axis) radiation to purely stochastic turbulent fluctuations.

Figure 3: Comparison between resolvent and classical linear stability analysis for m = 0: (a) optimal gain σ1, and leading
sub-optimal gains, σ2 and σ3; (b) eigenvalues of the global linear stability operator.

Results of the resolvent analysis and linear stability theory (LST) are compared in figure 3 in terms of (sub-) optimal
gains and the LST eigenvalue spectrum, respectively. It can seen that even though all modes appear damped, significant
energy amplification can be attained. Most intriguingly, the highest gain is observed in the region of the least stable branch
of modes. This suggests a pseudo-resonance mechanism in which external stochastic forcing, e.g. provided by the shear-
layer turbulence, promotes linear instability wave packets. The good resemblance between the theoretically predicted and the
observed structures as seen in figure 2 strongly supports this conjecture.
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Summary One of the multifaceted techniques to handle functionalized beads and cells in ”Lab on a Chip” devices is acoustic particle
manipulation. The characterization of the formed acoustic potential inside the micro channels is inaccessible by common methods, like
microphones or pressure sensors. Therefore we developed an unique direct and contactless force sensor based on an optical trap to measure
the acoustic forces on a single micro particle. A force resolution of 12 fN was reached for 2.06 µm silica particles at 180 mW laser power.
Up to 680 measurement points were realized and led to a 3D distribution of the acoustic force vector on a micro particle inside microfluidic
channels and chambers.

INTRODUCTION AND THEORY

Investigations on standardization and smaller probe volumes in bio-chemical research have accelerated the development
of ”Lab on a Chip” devices in the last few years. In particular, the use of bulk acoustic standing waves (BAW) and surface
acoustic waves (SAW) has received increasing attention, the expanding ability to manipulate objects, like solid particles,
functionalized beads, cells, etc., has laid base to tremendous advances. The total acoustic force on a micro particle inside
the device consists, in general, of two different components, due to (a) acoustic radiation and (b) drag induced by acoustic
streaming.

The acoustic radiation force is a time-averaged acoustic effect and drives the motion of particles within an acoustic ma-
nipulation device. Acoustic radiation forces will be present if an incident standing wave is scattered at the micro objects.
The strength and direction of the acoustic force is directly related to the acoustic pressure distribution and particle properties
within the manipulation device. The acoustic radiation force Frad on a rigid and compressible sphere can be described for an
inviscid fluid as a gradient force of the potential U , defined by Gorkov [1] as

Frad = ∇U with U = 2πr3sρf

(
1

3

〈p2〉
ρ2fc

2
f

f1 − 1

2
〈|v2|〉f2

)
(1)

where p is the acoustic pressure field, v is the acoustic velocity field and 〈. . . 〉 indicates the time-average over one wave
cycle. The compressibility factor f1 and density factor f2, are defined as

f1 = 1− ks
kf

and f2 =
2(ρs − ρf )

2ρs + ρf
(2)

where c is the speed of sound, k is the compressibility and ρ the density, the index f and s indicate the fluid and particle
properties. In a viscous fluid, with dynamic viscosity μ, a standing BAW in a microfluidic channel forms an acoustic boundary

layer δ =
√

μ
ρfω

, due to the zero slip condition at the fluid boundaries [2]. The angular excitation frequency is described by ω.

The velocity gradient inside this boundary layer generates an additional time-averaged effect called acoustic streaming, which
is a constant non-zero fluid velocity vstr inside the fluid channel. The resulting force on the micro particles is the Stokes drag
and can be written as, Fstr = 6πrsμ(vstr − vs), where vs is the particle velocity.

Force Sensor
One possibility to measure Frad and Fstr inside acoustofluidic channels is to combine an optical tweezer with an acoustic

manipulation device. The physical principle of the optical trap was invented by Askin[3] and an adapted experimental setup
has been described by Lakaemper et al.. The laser beam of the optical system traps a particle in its focus and the thermal
energy of the trapped particle can be measured by observing its Brownian Motion with quadrant photo detectors (QPDs)
located after the microscope condenser. The analysis of the fluid submerged particle dynamics leads to a quantitative analysis
of the trapping potential (without BAW or SAW) and the diagonal optical trapping stiffness matrix κxyz can be derived. If
a BAW or SAW propagates in the fluid medium, the total force Ftot, defined as Ftot = Frad + Fstr, displaces the trapped
particle relative to its equilibrium position inside the optical trapping potential. The displacement u can be detected in all
3 directions by observing the intensity change of the particle interference pictures on the QPDs and Ftot is calculated as
Ftot = κxyzu. A force resolution of 12 fN was reached for 2.06 μm silica particles at 180 mW laser power by repeating the
same measurement for 50 times to consider signal noise and changes of the experimental acoustic and thermal environment.

∗Corresponding author. Email: lamprecht@imes.mavt.ethz.ch
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Figure 1: 3D spatial distribution of the total force on a 2.06 μm particle inside a 4 mm wide, 120 μm high and 76 mm long
fluid channel[4] filled with water. The excitation frequency is at 3822 kHz with 10Vpp excitation amplitude. a), b), c) show
the x-, y- and z forces on the particle at the xy-, yz- and xz-plane of the device specific coordinate system

RESULTS

The analysis of the global total force field gives an overview about the 3D spatial homogeneity of the 3D force field in
microfluidic devices. A glass-silica-glass device with a 4 mm wide, 120 μm high and 76 mm long fluid channel[4] was used
and filled with water and 2.06 μm silica particles. This experiment contained 296 measurement points (controlled by LabView)
that are shown as solid black dots in Fig.1. The points define 3 force analysis planes, one in the xy-, yz- and xz-plane of the
device specific coordinate system, which has its reference point in the channel center in front of the piezoelectric transducer.
The excitation frequency was chosen at a fluid cavity resonance of 3822 kHz with 10 Vpp excitation amplitude. Fig.1 shows
linear interpolated data between the neighboring measurement points. The acoustic y-forces Fy in the xy-plane of Fig.1b,
appeared in a repeating pattern of positive and negative forces in wave propagation direction, as it is the typical force field for
an eigen mode. The zero force lines define the pressure nodes and anti nodes of the standing wave field in y-direction. The
Fy field in the xz-plain showed along the z-coordinate a constant force distribution. This property shows that the acoustic
wave field is parallel to the channel walls and the spatial variance of the forces can be related to non-ideal scattering effects
and structural vibrations of the device structure. The Fy closer to the channel walls at z = ±30 μm starts to loose slightly the
homogeneity of the plane wave and a 38% decrease of the amplitudes is observable. The sinusoidal distribution of Fy had a
spatial force amplitude variation of 111fN ±46 fN and a constant force wavelength of 181 μm ±11 μm. The averaged force
curves can be related by Eq.1 to an acoustic pressure amplitude of 685 kPa. Fig.1a corresponds to the acoustic x-force Fx

across the described spatial planes. The x-forces are about 56% smaller than Fy and have local peaks of -84 fN and 90 fN. At
the pressure nodes of the standing wave a purely positive Fx is present and Fx is mainly constant in z-direction. The negative
force areas indicate the particle concentration change along the particle lines formed by Fy . Fig.1c shows the z-forces Fz

inside the channel. The force amplitudes are about five times smaller than Fy and have a sinusoidal like distribution along y
on the xy-plane at z = 0 (data not shown). In the xz-plane a sign change of Fz can be observed. This could be an indication
for a streaming vortex but a higher spatial y- and z-resolution is necessary to resolve the vortex in more detail.

CONCLUSION AND OUTLOOK

The results show a good agreement of the device specific force field between theory and experiment. The 3D force
data gave a so far new input to the field of acoustic particle manipulation and gave a clear image about the complexity
of experimental acoustofluidic devices. The derived acoustic pressure amplitudes were in a good agreement with indirect
measurement methods [5] that are related to analytical models. So far only the total force Ftot was measured and the extraction
of acoustic radiation force and Stokes drag induced streaming forces will be the future work. Beside that, this method allows
to derive further effects, e.g. near-wall or sharp-edge acoustics, which were so far inaccessible for quantification.
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Summary Wall pressure fluctuations beneath a turbulent boundary layer, and the modelling of the wall pressure spectrum, are investigated
in this study. Various experimental conditions have been studied, such as the presence of a mean pressure gradient achieved by changing
the ceiling angle of a rectangular channel designed for flow-acoustic measurements. Wall pressure spectra are measured by using a pinhole
microphone in conjunction with a high-frequency-calibration procedure. A direct measurement of the wall pressure wavenumber-frequency
spectrum is also performed with the use of a rotating linear antenna of remote microphones. Both aerodynamic and acoustic components
of the wavenumber-frequency spectrum can thus be identified and are investigated. A short overview of the results is first reported and
discussed. These experimental data, including the characterization of the turbulent boundary layer, are then systematically used to inform a
wall pressure spectrum model.

INTRODUCTION

The understanding of vibrations and noise induced by wall pressure fluctuations is of great importance in hydroacous-
tics [12, 3], in aeronautics [13, 6, 10] and more recently in automotive applications [8, 5] to predict interior noise. Turbulent
boundary layer excitation can be characterized by its wall pressure wavevector-frequency spectrum including both aerody-
namic and acoustic components. The aerodynamic part is associated with the indirect contribution to cabin noise through
panel vibration while the acoustic part represents a direct contribution to this noise. They have thus a distinct influence on the
sound transmitted owing to the structural response.

Various models have been developed in the past for the root-mean-square wall pressure fluctuations, the one-point and
wavevector-frequency spectra, motivated in particular by underwater applications. Good reviews can be found in the ref-
erences mentioned above, and also by Bull [4]. It must be however recognized that reported experimental data are often
scattered [7], even for zero-pressure-gradient turbulent boundary layers. Furthermore, only a fragmented view is currently
offered regarding pressure gradient effects or the compressible part of spectra. The necessary small separation distance be-
tween sensors, and the large difference in energy between the two components, make this experimental identification quite
tricky [1, 2, 5]. In a previous study [2], a rotating microphone array was used to deduce the wall pressure wavenumber-
frequency spectrum through an original post-processing. Results have been reported for a turbulent boundary layer at a
Reynolds number Reδ1 = uτδ1/ν = 5.5 × 104 and at a moderate velocity U∞ = 44 m.s−1. The feasibility to estimate
wavevector spectra by this original approach was demonstrated. In these expressions, uτ denotes the friction velocity, δ1 the
displacement thickness and U∞ the free stream velocity of the boundary layer, and ν is the kinematic viscosity of the fluid.

Wall pressure fluctuations beneath a turbulent boundary layer submitted to an external mean pressure gradient have been
investigated in a more recent study [11], with a significantly improved experimental approach. A new channel has been
developed for flow-acoustic measurements, in which the ceiling of the test section can be inclined, to generate an accelerated or
decelerated mean flow over a flat plate. A new rotating microphone array, mounted on a rigid flat disk, has also been designed
to enhance the spectral resolution of the wavevector-frequency spectra of wall pressure fluctuations, and 2-D wavevector-
frequency spectra have been directly measured in various flow conditions.

Some experimental results are first briefly reported and discussed in a first section. A modelling of the wall pressure
spectrum is then investigated, based on a formulation developed by Lysak [9]. Each step of the model is however revisited.
Experimental data are systematically used to inform the model, as the one-dimensional velocity spectra measured in the
log-region of the boundary layer. Concluding remarks are finally provided.

OVERVIEW OF EXPERIMENTAL RESULTS

The experiments were conducted in the main subsonic wind tunnel of the Centre Acoustique at Ecole Centrale de Lyon in
France. A detailed description of the channel can be found in Salze et al. [11], including a characterization of the longitudinal
mean pressure distribution, mean velocity profiles, turbulent velocity spectra and wall pressure spectra measured in various
configurations. The most original results have been obtained for wavenumber-frequency pressure spectra using the new
microphone array, and a specific post-treatment of signals. As an illustration, the normalized wavenumber-frequency pressure
spectrum is plotted in Fig. 1 for a zero-pressure-gradient boundary layer and for different frequencies. The turbulent or

∗Corresponding author. Email: christophe.bailly@ec-lyon.fr
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Figure 1: Wavenumber-frequency spectrum Φpp(k, ω) in dB as a function of the wavenumber (k1δ1, k2δ1), for a zpg boundary
layer at U∞ = 76m.s−1 and Re+ � 3500, and for frequencies f = 2, 4, 6, 8 and 10 kHz.

aerodynamic part, centered around the convective wavenumber k1 = ω/Uc where Uc is the convection velocity, is clearly
seen with its characteristic elongated shape in the k2 direction. The dissymmetry in the k1 direction is also apparent. The
acoustic component is seen as an ellipse, plotted in dashed line, given by the geometrical acoustic dispersion relation c2

∞
k2 −

(k1U∞ − ω)2 = 0 where c∞ is the speed of sound.

MODELLING OF THE WALL PRESSURE SPECTRUM

The analytical wall pressure spectrum model retained in this study is based on the linear Poisson equation for the pres-
sure [9]. Under reasonable assumptions regarding the turbulent flow, but this point will be discussed during the talk, the wall
pressure spectrum Spp(ω), corresponding to the integration of Φpp(k, ω) over k, can be expressed as

Spp(ω) � 8π2ρ2
∫ δ

0

(
∂U1

∂x3

)2
ω2

U
3

1

{∫ +∞

−∞

e−2kξ3

k2
φ33(k, ξ3, 0)dk2

}
k1=ω/U1

dξ3

All these quantities, namely the velocity profile, turbulence intensity profiles and some components of the spectral tensor
φij have been measured by hot-wire anemometry. Predictions of the wall pressure spectra will be discussed with respect to
other similar models, and compared to measurements.

CONCLUDING REMARKS

The prediction of wall pressure fluctuations is of great interest to predict interior noise, but the modelling of pressure
spectra from a partial knowledge of the turbulent velocity field remains difficult. In the present study, critical assumptions
made in the models are identified, and a more rational approach is developed with the aim to include the influence of an
external pressure gradient.
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Summary The stochastic nature of combustion instabilities in practical land-based gas turbines and aeroengines combustors has seldom been

investigated. It is shown here that a wealth of information about the constructive acoustic-flame interactions can be gained by scrutinizing

the effects of the inherent turbulence-induced noise which forces the nonlinear thermoacoustic dynamics. In particular, one presents a

method, based on the Fokker-Planck formalism, to identify from dynamic pressure signals the linear growth rates, the type of flame response

nonlinearity and the potential defining the system acoustic energy. It is applied to and validated against experimental data measured in a

lab-scale combustion chamber.

Due to the lack of cost-effective actuators, passive damping technologies constitute the vast majority of thermoacoustic

instability control systems in practical combustors. It has been shown that robust design of these dampers requires the knowl-

edge of the thermoacoustic linear growth rates [1]. Up to now, only linear decay rates providing stability margin could be

quantified, because common output-only system identification (SI) methods used to process pressure data necessitate linearly

stable system. Recently, it has been shown that one can take advantage of the presence of inherent turbulent combustion noise

to extract linear growth rates from limit cycle data [2, 3]. This SI is based on the work of Friedrich and co-workers [4].

A cylindrical combustion chamber operated at atmospheric pressure is used. The thermal power is approximately 30

kW. The turbulent swirled V-flame is anchored at the rim of a lance equipped with an axial swirler. The acoustic pressure in

the combustion chamber is measured by using a calibrated water-cooled microphone. When the equivalence ratio is varied

from 0.47 to 0.5 by increasing the fuel mass flow, the acoustic level in the combustion chamber sharply increases due to the

constructive interaction between the flame and one of the longitudinal acoustic modes (Fig. 1a). At condition c3, the acoustic

pressure probability density functionP (p) exhibits a bimodal distribution, which is typical of stochastic limit cycle oscillation.

In contrast, at condition c1, the PDF has a gaussian like distribution which is characteristic of randomly excited linearly stable

oscillator. High speed Particle Image Velocimetry is performed at condition c3 and proper orthogonal decomposition (POD) is

computed from 2 seconds data (see Fig. 1b and 1c). The first two POD modes, exhibiting an axially shifted pattern of coher-

ent structures typical of coherent vortex shedding and advection, carry nearly 20 % of the kinetic energy. The corresponding

axisymmetric roll-up of vortices from the burner exit occurs at the thermoacoustic mode frequency around 150 Hz.

Starting from the acoustic wave equation with heat release rate source term, one can derive a Langevin equation for the

acoustic pressure envelope A(t), where the acoustic pressure is defined by p = A(t) cos(ωt+ φ(t)). This derivation is based

on the following assumptions, which are valid for many practical situations: (i) a single thermoacoustic mode resulting from

the constructive acoustic-flame interaction dictates the flow dynamics, (ii) the flame heat-release-rate fluctuations can be de-

composed into a coherent and a noisy part q̂ = q̂c + q̂n, the former resulting from the acoustically driven heat release rate

fluctuations and the latter from the intense turbulence pertaining to practical combustion chambers, (iii) the coherent flame

response to acoustic perturbations exhibits a sigmoid type saturation when the acoustic level increases, which is approximated
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Fig. 1: (a) Acoustic power spectral density from signals measured in the atmospheric-pressure combustion chamber at different equivalence ratios (≃ 30 kW

thermal power), and corresponding acoustic pressure probability density functions Pp. (b) Averaged OH∗ chemiluminescence from the turbulent V flame,

and averaged axial velocity field from -8 (blue) to 15 m/s (red) at self-oscillating condition c3. (c) Energy contribution of the first 12 POD modes deduced

from 2 seconds data (294 acoustic cycles) at condition c3, and POD modes 1 and 2 (blue and red for negative and positive axial displacement). Also shown,

the Fourier transforms of the POD modes amplitudes.
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by a cubic type nonlinearity qc = βη − κ/3 η3 on a range of acoustic amplitudes, where η is the acoustic mode amplitude. In

the ideal deterministic case, when the source term β exceeds the mode linear damping α, it yields an exponential amplification

of perturbations at a growth rate ν = (β − α)/2. The resulting Langevin equation with additive forcing ζ of intensity Γ/2ω2

and the associated Fokker-Planck equation describing the evolution of the probability P (A, t) are given below:

Ȧ = −

∂V

∂A
+ ζ, and

∂

∂t
PA,t = −

∂

∂A

(
F(A)PA,t

)
+

Γ

4ω2

∂2

∂A2
PA,t, (1)

where the potential V(A) = ν/2A2 + κ/32A4
− Γ/4ω2 lnA, is linked to the drift coefficient as F(A) = −∂V/∂A. The poten-

tial defines the acoustic energy of the system because for standing oscillations, the latter is proportional to the square of the

acoustic pressure envelope A measured at a given location. Considering that F(A) = limτ→0
1

τ

∫∞

−∞(a − A)P τ
A|a da, one

computes the drift coefficient by acoustic-pressure-records binning, and subsequently perform model-based fit to extract the

governing parameters, especially the linear growth rate ν (see Fig. 2a-c). The results from this SI approach are then validated

using an active control system allowing us to periodically trigger transient growths to the stationary stochastic limit cycle.

The Fokker-Planck equation fed with the identified parameters is numerically integrated and one can see in Fig. 2d-f that the

simulation results are in remarkable agreement with the measured ones, which validates the SI method.

This methodology constitutes a significant step forward for practical applications, because it can be applied to validate low-

order thermoacoustic network models used for stability analysis, and also to reliably design effective damping systems.
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Summary This study investigates the feedback control of nonlinear thermoacoustic oscillations. A particular aim is to investigate the efficacy
of feedback control when the system’s nonlinear dynamics are rich. Specifically, we investigate a flame model which exhibits significant
changes in both the gain and the phase of its response to harmonic fluctuations. The flame is modelled by the kinematic G-equation. We
model the experimental geometry of Balachandran et al. [1], accounting for a spatially non-uniform flow field, curvature corrections on the
flame speed and equivalence ratio fluctuations at the injection point. Robust control techniques are used to design a controller which is then
applied to both the linear and fully nonlinear system.

Thermoacoustic oscillations can occur whenever combustion takes place inside an acoustic resonator. Unsteady combus-
tion is an efficient acoustic source, and combustors tend to be highly resonant systems. Therefore for suitable phase between
unsteady combustion and acoustic perturbations, large-amplitude self-excited oscillations can occur. Most recent studies of
combustion oscillations have focused on low NOx premixed gas turbine combustors, which are particularly susceptible to
thermoacoustic instability [2].These studies typically assume linear acoustics: the low Mach number means that the acoustic
pressure fluctuations are small even when the acoustic velocity fluctuations are large [3]. The heat release is therefore treated
as the only nonlinear element in the coupled system.

Figure 1 (a,b) shows the steady state amplitude, as, for two types of nonlinear behaviour that we expect to find. The first
is a supercritical bifurcation, in which the limit cycle amplitude grows gradually as the control parameter, P , increases past Pl

(Pl denotes the Hopf bifurcation, at which point the system becomes linearly unstable). The second is a subcritical bifurcation,
in which the limit cycle amplitude grows suddenly as P increases past Pl, and for which there are two stable solutions in the
region Pc ≤ P ≤ Pl.

Limit cycles can be found in the frequency domain using a Flame Describing Function (FDF), which involves measuring
the flame’s response to harmonic forcing for different forcing frequencies and forcing amplitudes. By assuming that the
flame’s response to a given forcing frequency is predominately at that frequency (i.e. by discarding higher harmonics), the
FDF provides the flame’s gain and phase as a function of forcing frequency and forcing amplitude. Dowling [4] calculated the
FDF for a kinematic model of a premixed ducted flame and found that the limit cycle amplitude of the coupled system was
determined by the amplitude-dependence of the gain. Noiray et al. [5] measured the FDF of a premixed flame experimentally
and find that the limit cycle amplitude of the coupled system was determined by the amplitude-dependence of both the gain
and the phase of the flame’s response.

Let us now relate the describing function analysis (in particular, its description of the variations in the flame’s gain and
phase with forcing amplitude) to the supercritical and subcritical bifurcations seen in Fig. 1 (a,b). If the flame’s phase does
not change with forcing amplitude, then one would expect to find only supercritical bifurcations (provided that the flame’s
gain decreases with increasing forcing amplitude, which is a sensible assumption). This is because as the forcing amplitude
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Figure 1: (a,b) The limit cycle amplitude, as, as a function of a control parameter, P , for (a) a supercritical bifurcation and
(b) a subcritical bifurcation. Pl is the Hopf point, where the system becomes linearly unstable. Pc is the point below which no
oscillations can be sustained. (c) Feedback control arrangement: vf is the velocity at the flame; q′ is the unsteady heat release
rate; and u and y depend on the feedback control arrangement.
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Figure 2: The flame describing function, F(s, |a|), for four forcing amplitudes: (a) gain and (b) phase.

increases, the positive feedback between unsteady heat release and acoustics can only weaken, since the flame’s gain is
decreasing, while the phase between them remains fixed. If both the gain and the phase vary, however, then both supercritical
and subcritical bifurcations are possible. In this case, even if we assume that the flame’s gain decreases with increasing
forcing amplitude as before, variations in phase can actually lead to stronger positive feedback between unsteady heat release
and acoustics. Now relating these considerations to previous studies: the variations in the flame’s phase with forcing amplitude
seen by Dowling are either zero [3] or small [4], and so only supercritical behaviour is seen; while in Noiray et al. [5], the
experimentally-determined FDF exhibits significant changes in both gain and phase, and so both types of bifurcation behaviour
are seen (and predicted).

As well as looking at the effect of a simple saturation nonlinearity on the dynamics of thermoacoustic oscillations, Dowling
[3] also looked at implications for feedback control. It was found that a linear feedback controller, as well as stabilizing the
linear system, was also stabilizing when applied from an already-established limit cycle. A describing function analysis was
used to explain why the controller was still successful when applied to the limit-cycling system. It is important to remember
here that, due to the relatively simple nature of the flame’s nonlinearity, there was no amplitude dependence of the flame’s
phase response, and therefore the subcritical bifurcations shown in Fig. 1 (b) could not occur. In more recent work, the
amplitude dependence of the flame’s phase response has been shown to play an important role for the dynamics of the coupled
system. In particular, the subcritical bifurcations depicted in Fig. 1 (b) can occur. However, none of these studies has looked
at the implications of this more complex nonlinear dynamics on their feedback control. That is the focus of this work.

This study investigates the feedback control of nonlinear thermoacoustic oscillations. A particular aim is to investigate the
efficacy of feedback control when the system’s nonlinear dynamics are rich. Specifically, we investigate a flame model which
exhibits significant changes in both the gain and the phase of its response to harmonic fluctuations. The flame is modelled
by the kinematic G-equation. We model the experimental geometry of Balachandran et al. [1], accounting for a spatially
non-uniform flow field, curvature corrections on the flame speed and equivalence ratio fluctuations at the injection point. The
flame describing function for this model (gain and phase) is plotted in Fig. 2, which has been determined by forcing the flame
in simulations over a wide range of frequencies and amplitudes. Crucially, we see that both the gain and the phase vary with
forcing amplitude, |a|. This means that bifurcations of both the supercritical and subcritical type (see Fig. 1) are possible.
The acoustic response of the geometry is modelled using LOTAN [7]. This coupled system is in turn coupled to a feedback
controller (whose objective is to completely eliminate oscillations), as shown in Fig. 1 (c).

Our task therefore is to design a controller that is sufficiently robust to provide closed-loop stability even in the presence
of the flame’s changes in gain and phase—and the changes in the dynamics of the coupled system that this will cause. This
is shown in Fig. 1 (c): the coupled thermoacoustic system is represented by the two lower blocks. Notice that the flame
dynamics, F(s, |a|), is a function of both the Laplace variable, s, and the forcing amplitude, |a|. The feedback controller (top
block in Fig. 1 (c)) is denoted by C(s) and is designed using robust control techniques [6] to stabilize both the linear and fully
nonlinear system. The final presentation will present results for control applied to both the linear and fully nonlinear system.
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Summary Thermoacoustic oscillations are a persistent problem in gas turbine engines. Adjoint-based sensitivity analysis of a thermoacous-
tic model shows, in a single calculation, how the growth rate of an eigenvalue is affected by every parameter of the model. These predictions
are tested with automated experiments, which forces careful revision of the models. This paper contains results from one experiment and
three models of increasing complexity, to show how this technique could be used in design optimization.

INTRODUCTION AND MOTIVATION

The goal of rocket and gas turbine manufacturers is to design an engine that is linearly stable to thermoacoustic oscillations
over the operating regime. Currently, this is achieved through (i) extensive testing, which is expensive, (ii) the avoidance of
certain engine operating regimes, which reduces flexibility, and (iii) the retro-fitting of passive dampers such as Helmholtz
resonators, which add weight [1]. A systematic method to identify and then stabilize thermoacoustic oscillations would speed
up testing, eliminate dangerous operating points, and either determine the optimal placement of passive dampers or remove the
need for them entirely. Such a method can exploit three convenient facts: (i), the requirement is for linear stability, meaning
that the tools of linear analysis can be used; (ii), usually only a handful of thermo-acoustic modes are unstable; (iii), usually
many parameters of the system can be altered. An ideal solution is to combine adjoint methods with a standard thermoacoustic
stability analysis [2]. The stability analysis identifies the handful of unstable eigenvalues. The adjoint methods then show, in
a single calculation for each eigenvalue, how each eigenvalue is affected by every parameter in the system. While this can be
achieved with finite difference calculations, this would require a single calculation for each parameter, which is too expensive.

This optimization process relies on the model and gradient information being accurate. Experiments often test over a
range of operating points and model coefficients are sometimes tweaked to match the experiments. The novelty in this paper
is to test the gradients around the operating points, performed through automated experiments. This provides a much more
stringent test of numerical models than is currently practiced and forces us to carefully revise inadequate parts of a model.
This results in a model whose gradient information is correct, which is essential for quick convergence to an optimal design.

(a)

2 G. Rigas, N. P. Jamieson, L. K. B. Li and M. P. Juniper

Figure 1. Rijke tube layout and notation. Thermoacoustic oscillations can be excited because
acoustic velocity fluctuations cause heat release fluctuations at the primary electrical heater. If
the primary heater is in the upstream half of the tube then higher heat release is su�ciently
in phase with higher pressure that thermal energy is converted to acoustic energy over a cycle,
making the system unstable. A mesh is used as a passive control device here, which causes drag
in the system.

1.1. Rijke tube and control

The Rijke tube, first proposed by Rijke (1859), is a simple experiment through which
thermoacoustic phenomena can be studied (Raun et al. 1993). The notation we use
throughout this paper is given in figure 1 where L is the length of the tube, xp is the
distance of the electrical heater from the inlet, and xc is the distance of the drag device
from the inlet.

To a reasonable approximation, the pressure fluctuation at the open ends of the Rijke
tube is zero. Therefore the fundamental mode has a node at both ends and an anti-node
in the middle. The acoustic velocity has a node at the center and two anti-nodes at
either end. During the compression phase, the acoustic velocity is directed towards the
centre of the tube. When the heater is placed at xp/L = 0.25, the heater experiences a
higher acoustic velocity and therefore a higher heat transfer. There is a small time delay
between the change in velocity and the consequent change in heat transfer, which causes
the unsteady heat release to be slightly in phase with the acoustic pressure, resulting in
the excitation of thermoacoustic oscillations (Rayleigh 1878).

The control methods used to regulate thermoacoustic oscillations can be divided into
two categories: passive and active (McManus et al. 1993; Candel 2002; Dowling &
Morgans 2005). Passive control can be achieved by modifying the design or additive
devices, such as Helmholtz resonators. A famous example of this was demonstrated in
the development for the F1 engine of the Saturn V rocket used in the Apollo space
missions (Culick 1988). Some of the earliest papers to report the passive control of
thermoacoustic oscillations in a Rijke tube are by Katto & Sajiki (1977) and Sreenivasan
et al. (1985). These studies showed that oscillations present in a flame-driven Rijke tube

† Email address for correspondence: gr379@.cam.ac.uk
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Figure 3. Top: Transient pressure signals obtained by applying step changes to the heater
power input. (a) Growth, from PH � ✏ to P = 223 W. (b) Decay, from Pf + ✏ to P = 140 W.
Bottom: Amplitude of the filtered pressure signals obtained from the Hilbert transform. The
linear growth (c) and linear decay (d) regions are represented by the red lines fitted between
the noise floor and the point where nonlinear e↵ects become important.

To obtain the decay rates and frequencies at power P , the heater power was initially set
just above that of the fold point, PF + ✏. It was then decreased abruptly to P . Oscillations
decayed to a stable fixed point (figure 3b) and the linear regime was identified as that in
which the oscillations decayed exponentially (figure 3d).

The procedure described above to obtain growth and decay rates was repeated for a
range of heater powers P above the Hopf point and below the fold point, respectively.
The instantaneous amplitude, A(t), and phase, �(t), of the pressure signal was extracted
with the Hilbert transform (Schumm et al. 1994). A bandpass Butterworth filter was
applied to the raw pressure signal to reduce the noise, enabling clean regions of linear
growth and decay to be identified. The linear growth and decay regions were defined
as the regions between the noise floor, A > exp (�3.38) ⇡ 0.03 Pa, and the amplitude
threshold where nonlinear e↵ects become important, A > exp (�0.52) ⇡ 0.59 Pa. In the
linear regime, the growth/decay rate is �r = d(logA)/dt and the frequency is �i = d�/dt.
Within the linear growth and decay regions defined above, constant growth/decay rates
and frequencies were fitted to the data using linear regression, and the results are shown
in figure 4. Close to the critical power, Pcrit = PH , the growth rate and frequency can
be approximated by

� ' �(Pcrit) + [P � Pcrit]
d�

dP

����
Pcrit

, (3.1)

where � = �r + i�i, as shown in figure 4 by the fitted lines. Notice that �i is expressed in
Hz. For the baseline case, Pcr = 181.49 W, and �r(Pcrit) = 0. It was found that �i(Pcrit)
= 183.81 Hz, and the gradients are d�r/dP = 0.0236 and d�i/dP = 0.0211 (Ws)�1.
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Figure 6. (a) Growth rates and (b) decay rates, �r,c, obtained with the control drag device
positioned at xc/L = 0.4. Each curve represents the amplitude response for a di↵erent departure
size above or below the Hopf or fold point.

largest changes in growth and decay rates occur when the drag device is positioned at
the ends of the Rijke tube: xc/L = 0.05 and 0.95. Magri & Juniper (2013) described
this type of passive control as the feedback mechanism which is proportional to velocity,
and which forces the momentum equation, in the same direction as the velocity. The
e↵ect of this feedback mechanism on the growth rate was theoretically predicted by the
first diagonal component of the structural sensitivity tensor, S11. Because drag is in the
opposite direction to the velocity, we plot ���r on the vertical axis.

4.3. Frequency shift

The frequency shift in the presence of the drag device was also measured and is shown
in figure 9b. Magri & Juniper (2013) predict that the frequency shift should be two orders
of magnitude smaller than the growth rate shift and here we measure it to be of the same
order. As expected, in the experiment we noticed a non-negligible increase of the mean
air temperature downstream of the heater. The increased temperature is mainly due to
the increased critical power required for the transition of the system, Pcrit,c, when the
control device is introduced, see figure 5. Magri & Juniper (2013) examined the sensitivity
of the system to changes in the heat release parameter, which in the experimental setup

Figure 1: (a) Diagram of the Rijke tube, which contains a primary heater at xp and a drag device at xc. (b) Top: pressure
signals during growth and decay of thermoacoustic oscillations. Middle: log of the filtered pressure amplitude, showing linear
growth/decay with time over several hundred cycles. Bottom: growth/decay rate measurements for different heater powers.

∗Corresponding author. Email: mpj1001@cam.ac.uk
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EXPERIMENTAL CONFIGURATION AND NUMERICAL MODELS

This paper compares an experiment on a vertical hot wire Rijke tube [3] with three thermoacoustic models of increasing
complexity, whose adjoints are used to derive the sensitivity of the eigenvalue (i.e. the linear growth rate and frequency of
thermoacoustic oscillations) to changes in the models. Figure 1(a) shows a diagram of the experimental rig. A primary heater
is placed at position xp and a drag device at xc. When the primary heater is switched on, thermoacoustic oscillations increase
in amplitude, as shown in Fig. 1(b) (top-left). The pressure signal’s instantaneous amplitude and phase is extracted with a
Hilbert transform and a bandpass Butterworth filter is applied. The processed signal in Fig 1(b) (left) reveals a clear region
of linear growth over a few hundred cycles, measured between two pre-defined thresholds. Decay rates are measured with a
similar process, shown in Fig 1(b) (right). This processes is automated and repeated several hundred times.

The first model is a Galerkin model [4]. The acoustic momentum and energy equations are discretized by projecting
solutions onto a basis containing the acoustic modes of the system. This is simple and easy to adjointize but suffers from
the Gibbs phenomenon at the hot wire. The second model is a network model in which acoustic waves are modelled as they
propagate upstream and downstream. Reflection coefficients are defined at the ends and a nonlinear eigenvalue problem is
defined from the jump conditions for pressure and velocity at the hot wire. This is relatively easy to adjointize and can easily
account for the mean temperature jump across the hot wire. The third model is a Helmholtz solver with heat release. The
acoustic momentum and energy equations are expressed in weak form and then discretized in space on P1 finite elements. The
heat release into the region of space around the wire is assumed to be proportional to the velocity at the wire, with a pre-defined
time delay. The resulting system of equations is solved in the frequency domain as a nonlinear eigenvalue problem.

RESULTS

8 G. Rigas, N. P. Jamieson, L. K. B. Li and M. P. Juniper
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0 0.2 0.4 0.6 0.8 1
xc=L

-1

0

1

2

3

4

-/
<

r
(P

)
(s
!

1
)

0 0.2 0.4 0.6 0.8 1
xc=L

0

0.5

1

1.5

R
e(

S
11

)

Figure 8. Sensitivity of the growth rate to a drag device. (a) Experimental results and (b)
theoretical predictions by Magri & Juniper (2013). Each experimental curve corresponds to
di↵erent primary heater powers; the average sensitivity is also shown (solid circles).

can be linked to the power supplied to the heater. They found that a variation in the
heat release parameter, here Pcrit, has a much greater e↵ect on the frequency than on
the growth rate. For a theoretical justification, see Magri & Juniper (2013), pg. 197.

The mean temperature deviation due to the increase of Pcrit, which is not captured in
the Magri & Juniper (2013) model, changes the speed of sound and the frequency of the
instability. If the mean air temperature is taken to be the outlet air temperature, which
was measured during the experiment, then an estimate of the expected frequency of the
fundamental (1/2 wavelength) mode is given by:

f =


2 (Lu + 0.61D)

cu
+

2 (Ld + 0.61D)

cd

��1

, (4.2)

where Lu and cu are the length of tube and speed of sound upstream of the heater,
Ld and cd are downstream quantities, and 0.61D is the end correction, where D is the
tube diameter (Rienstra & Hirschberg 2006). Figure 10 compares the frequency shift
calculated from (4.2) with that measured in the experiments. The two are close and show
the same features. This indicates that the frequency shift due to changes in the mean
conditions greatly exceeds the expected frequency shift due to feedback from the drag
device. Therefore, it can be inferred that the latter is minimal within the experimental
error of the measurements.

Lenght (x)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Re
(0 

p)

#10-3

-2

-1.5

-1

-0.5

0

0.5

1
Pressure device - Growth rate

discrete
continuous

Lenght (x)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Im
(0 

p)

-0.3

-0.2

-0.1

0

0.1

0.2

0.3
Pressure device - Frequency

Lenght (x)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Re
(0 

u)
-0.2

0

0.2

0.4

0.6

0.8

1

1.2
Velocity device - Growth rate

Lenght (x)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Im
(0 

u)

#10-3

-7

-6

-5

-4

-3

-2

-1

0

1

2
Velocity device - Frequency

Figure 2: Left: experimentally-measured increase in the decay rate caused by placing the drag device at position xc/L, relative
to the case with no drag device; the black line is the mean of measurements at 12 primary heater powers. Centre: increase in
the decay rate predicted from the Galerkin model. Right: increase in the decay rate predicted from the network model.

The direct and adjoint models give, in a single calculation, the shift in the growth rate as a function of any perturbation
to the system. In this paper, we consider the influence of a drag device, defined as a device that gives a force in the opposite
direction to the flow. We consider its influence on the growth/decay rate of thermoacoustic oscillations.

In the experiments, we measure the growth rate of oscillations with and without the drag device, following the procedure
shown in Fig. 1, and subtract one from the other. The shift in the growth rate is shown in Fig. 2 (a) for different positions,
xc, of the drag device, and for different primary heater powers (coloured lines). The average for all primary heater powers is
shown in black. This can be compared with the growth rate shift that as calculated from the different models, such as for the
Galerkin model, Fig. 2(b), and the network model, Fig. 2(c). For the growth rate, the comparison is very good, certainly in a
qualitative sense. For the frequency, however, the Galerkin model in particular gives poor comparison with experiments. This
forces us to revisit the model and to improve the elements that give rise to poor comparison with experiments. The comparison
of gradients around operating points provides a much more stringent test of numerical models than is currently practiced.

CONCLUSIONS

Models of thermoacoustic systems are generated firstly to understand the physics and secondly to aid design. In the case
of gas turbines, the aim is to eliminate thermoacoustic oscillations across the operating range. Having gradient information
of a model greatly speeds up the design optimization process, but only if the gradient information and the model itself are
reliable. The combination of adjoint-based sensitivity analysis and parallel automated experiments presented here provides
the mechanism and the data to improve models that can be used in design optimization of thermoacoustic systems.
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Summary This experimental study investigates the response of burning liquid fuel droplets exposed to one-dimensional standing waves created 
within an acoustic waveguide. Building upon prior droplet combustion studies1 quantifying mean and temporal flame response of several 
alternative fuels to moderate acoustic excitation, the present work extends recent studies2 pertaining to the discovery of periodic partial extinction 
of flames during exposure to higher amplitude acoustic forcing. This investigation explores several alternative liquid fuels exposed to a range of 
acoustic forcing conditions (frequencies and amplitudes) creating sustained oscillatory combustion, periodic partial extinction, and full extinction.  
Phase-locked OH* chemiluminescence imaging and local temporal pressure measurements allow quantification of the combustion-acoustic 
coupling through the local Rayleigh index as well as temporal oscillations in the flame standoff distance. An estimation of the oscillatory strain 
rates experienced by the flames during excitation helps to explain specific relationships among acoustic, chemical, and fluid mechanical/straining 
time scales that can lead to periodic flame extinction. 
 

BACKGROUND AND CONTEXT OF PRESENT STUDIES 

 
   Acoustically coupled combustion instabilities have been a major challenge in the development of liquid rocket engines 
(LREs) and gas turbine engines over many decades. Typically, these instabilities are spontaneously excited, and are 
characterized by large-scale, self-sustained pressure oscillations corresponding to a natural acoustic mode of the combustion 
chamber. The onset of combustion instabilities is attributed to a feedback cycle among temporal velocity oscillations u', 
pressure oscillations p', and oscillatory heat release q', resulting in instability when the latter two parameters are in phase, or 
nearly so, per the well-known Rayleigh criterion3. Conversely, when pressure and heat release oscillations are out of phase 
with respect to one another, there is suggested to be a dampening of the instability4. For a reactive system, combustion 
instability can be mathematically described over an acoustic period T using the Rayleigh index G at a given location x:   
 

𝐺(𝑥) =
1

𝑇
∫ 𝑝′(𝑥, 𝑡)𝑞′(𝑥, 𝑡)𝑑𝑡

 

𝑇
     (1) 

 
where a positive G value denotes in-phase fluctuations of pressure and heat release and hence instability, while out-of-phase 
p' and q' lead to a negative G value and presumably stable combustion. Although the Rayleigh criterion has shown to predict 
naturally occurring thermo-acoustic instabilities in a large number of combustion systems5, relating the bulk properties of the 
reactive system to the detailed acoustically-coupled flame dynamics is still a topic of great interest, especially for alternative 
fuels.   
   The single isolated burning fuel droplet represents a heterogeneous reactive process that provides a fundamental means to 
investigate condensed phase combustion. Over the past decade our group has examined burning fuel droplets within a 
controlled acoustic environment to investigate fundamental acoustically-coupled combustion processes1,2,6, where global 
flame properties (e.g., Rayleigh index G and mean droplet burning rate constant K) as well as temporally oscillatory 
parameters (e.g., acoustic pressure p' and flame chemiluminescent intensity I') could be quantified throughout the acoustic 
cycle via phase-locked OH* chemiluminescence imaging. Bulk flame deflection characteristics are qualitatively consistent 
with the notion of a spatially variable acoustic radiation force7 causing the flame to deflect away from the pressure node (PN).  
For both alcohol fuels (ethanol, methanol) and sooting hydrocarbons (JP-8, Fischer-Tropsch synfuel), the strongest degree of 
flame-acoustic coupling for moderate excitation (pressure perturbation amplitudes at or below 150 Pa) occurred for droplets 
situated near a PN at relatively low frequency excitation (332 Hz). More recent studies2 show that at higher amplitude 
excitation conditions, exceeding perturbation pressure amplitudes of 200 Pa, ethanol droplets can experience periodic partial 
extinction of the oscillating flame structure. The present study extends this exploration to alternative excitation conditions and 
fuels to enable a more fundamental understanding of acoustically-coupled flame dynamics. 

 
EXPERIMENTAL APPROACH AND SAMPLE RESULTS 

 

   The current study investigates the behavior of several alternative fuel droplets, including ethanol and JP-8, burning within 
a closed optically-accessible cylindrical waveguide with loudspeakers situated at each end. The burning droplet is 
continuously fed through a glass capillary by a syringe pump and fixed in place at the geometrical center of the waveguide.  
The acoustic drivers are forced at frequencies low enough to create effectively one-dimensional longitudinal waves to which 
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the droplets are exposed. When the loudspeakers operate out of phase, standing acoustic waves with a PN mid-way between 
the speakers can be created. The speakers may be moved relative to the geometrical center of the waveguide, with a fixed 
distance between them to enable effective alteration of the droplet location relative to the PN. Forcing frequencies fa of 332 
Hz, 586 Hz, 898 Hz and 1500 Hz are explored, corresponding to resonant conditions for two different waveguide lengths.  
Phase-locked OH* chemiluminescence imaging is performed using a high-speed ICCD camera equipped with a U-330 
bandpass filter and UV lens, and simultaneous pressure measurements within the waveguide are obtained via miniature 
pressure transducers. Further details on the experimental test facility may be found in earlier papers1,6. 

 

 
Figure 1: Instantaneous OH* chemiluminescence images of burning ethanol droplets situated at 0.29 wavelengths to the left of the PN during acoustic 
forcing at fa = 332 Hz for (a) 𝑝𝑚𝑎𝑥

′  = 150 Pa and (c) 222 Pa. Nondimensionalized measurements of local p', integrated chemiluminescent intensity I', and 
horizontal flame standoff distance δf are plotted as a function of the acoustic phase for the same forcing conditions, at (b) 𝑝𝑚𝑎𝑥

′  = 150 Pa and (d) 222 Pa. 
 
   Sample results contrasting sustained combustion and periodic partial flame extinction for an ethanol droplet exposed to  
fa = 332 Hz forcing at two different pressure perturbation amplitudes 𝑝𝑚𝑎𝑥

′  are shown in Figure 1. Instantaneous OH* 
chemiluminescence images show a flame deflected away from the PN (to the left) for both forcing amplitudes 150 Pa and 222 
Pa, in Figs. 1(a) and (c), respectively, but partial extinction of the flame and a larger degree of flame deflection is seen in the 
latter case. The associated phase-locked measurements of local perturbation pressure p', integrated chemiluminescent intensity 
I', and horizontal flame standoff distance δf are plotted as a function of the acoustic phase in Figs. 1(b) and (d) for the lower 
and higher amplitude forcing conditions, respectively. Fig. 1(b) shows that the temporal/phase-locked variation in p' and I' 
are in phase for 150 Pa forcing, consistent with more vigorous burning as the diffusion flame periodically approaches the 
droplet surface, thus producing a positive Rayleigh index G. This type of coupling is seen for a range of fuels at moderate 
excitation amplitude in the vicinity of the PN1. But at higher amplitude excitation at 222 Pa, Fig. 1(d) shows out-of-phase 
variation in p' and I', resulting from localized extinction as the flame approaches the droplet surface, although reignition 
occurs as the flame periodically moves away from the droplet surface. This out of phase oscillation typically creates a negative 
Rayleigh index G, which theoretically suggests stable combustion, despite clear oscillatory flame behavior. For ethanol 
droplet combustion at fa = 332 Hz, full extinction is observed for pressure perturbation amplitudes exceeding approximately 
235 Pa.   
   Similar behaviors to those documented in Fig. 1 are observed for fuel droplets exposed to higher frequency forcing but at 
even higher amplitudes. In general, the flame shows a greater response to low-frequency excitation, where the acoustic time 
scales (Ta = 1/fa) are large compared to the kinetic/reaction times scales for diffusion-limited combustion processes.  
Moreover, large periodic velocity perturbations u' at the PN create larger amplitude periodic strain fields to which flames are 
exposed. As in a counterflow configuration, the stagnation region of the droplet’s flame is exposed to periodic straining of 
the form 𝜀 = 𝜀𝑠 + 𝜀′ sin(2𝜋𝑓𝑡), where εs is the mean strain and ε' is the oscillatory strain amplitude. Estimating these 
parameters for the present configuration suggests that ε' exceeds εs for conditions producing periodic partial extinction, 
consistent with oscillatory flame theory8. Thus, differences among the various chemical, acoustic, and fluid mechanical time 
scales can provide insights into different flame responses and hence into the fundamental nature of combustion instabilities. 
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Summary Determining the trajectories of particles in acoustic fields is one of the major challenges of numerical acoustophoresis. 
Previous work has only focused on determining the trajectory of one single particle or cell in an acoustic field1. Although the forces 
between multiple small spherical particles can be obtained analytically2, previous research failed to address the unilateral contacts in the 
trajectories of multiple interacting particles. The aim of this work is to present a method, which allows to compute trajectories of multiple 
interacting particles in an acoustic field. This goal is achieved by combining acoustic force simulations with a Moreau type time 
integrator3. The model requires acoustic forces to be determined at each time-step, two different methods are applied and compared. The 
presented algorithm allows to simulate the motion of particle clumps, effectively explaining phenomena such as particle chain formation 
and particle clump rotation. 
 

MOTIVATION 
 
In Lab-on-a-Chip technology acoustic waves can be used for the contactless handling of particles and cells. 
Bulk acoustic wave devices use acoustic resonance modes to achieve high acoustic pressure and force amplitudes. The 
Gorkov theory has become a reliable tool to predict the stable and unstable equilibria positions of single particles in the 
acoustic fields, valid for spherical particles much smaller than the acoustic wavelength. However it fails to fully explain 
certain phenomena observed in recent experiments such as particle clump rotation and particle pattern formation as seen in 
figure 1.  
Particle clump rotation has been performed by Thomas Schwarz4. Here the presence of unilateral contacts between the 
particles has to be acknowledged in order to fully understand and simulate the particle trajectories. 
Particle line-up or chain formation has been known for a while and was observed by Ivo Leibacher et al. 5,6,7 using 
aluminum disk and core-shell particles. Not only do the particles line up in chains, but the chains seem also to repel each 
other, thus forming a grid.  
Better understanding of these phenomena can also lead to further advances in micro assembly applications. The presented 
algorithm allows to simulate the complete trajectories of spherical particles in these systems. The method does not limit 
itself to spherical particles and can be expanded for particles of more complicated shapes (work in progress). 
 

 

 
 

Fig. 1. Line-up and stack formation of a) core-shell particles6,7, b) c) aluminum disks in a one dimensional pressure wave5,7 (Videos 
available). 
 

NUMERICAL SET UP 

 

The acoustic forces acting on the particles can be calculated in various ways. It is possible to use the algorithm in 
combination with a semi-analytical approach as presented by Silva et al.2 or to combine it with a finite element software 
package such as Comsol Multiphysics. Comsol Multiphysics can be accessed through the Matlab Livelink and the forces 
can be determined by performing a scattering simulation at each time-step. One main advantage of this method is it not 
being limited in the particle shapes and sizes.  Both methods have been applied during our numerical studies. 
 
In order to include the unilateral contacts and the inelastic impacts in the simulation, a Moreau type time integrator with an 
additional drift correction step has been used. The Moreau time-stepping algorithm involves performing a collision  
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detection and solving a normal cone inclusion problem. A projected over relaxed Gauss Seidel scheme is used to solve the 
inclusion problem8.  
 

RESULTS 

 
The particle line-up mechanism is shown in fig. 2. Small particles with a radius of 50 µm were simulated in a one 
dimensional standing wave situation. Here the acoustic interaction forces have been calculated applying the approach 
presented by Silva et al.2 for perfectly rigid particles. The particles have been assumed to instantaneously reach terminal 
velocity, which has been determined using the Stokes drag. 
The particles move into the minimum of the Gorkov potential, which is shown in blue. While moving the particles interact 
with each other, repelling or attracting each other, ultimately forming three repelling particle chains. 

 

 
Fig. 2. Line-up and stack formation of rigid particles in an acoustic field due to secondary acoustic forces. In the background the Gorkov 
potential for one single particle in a one-dimensional acoustic field is shown, blue marking its minimum and yellow its maximum. 
Although the Gorkov theory is only valid for single particles, the particles move into the minimum of the Gorkov potential. The particles 
also form chains which seem to repel each other (Video available). 

 

CONCLUSION AND OUTLOOK 

 

Using the presented algorithm it is possible to simulate complete particle trajectories in realistic acoustofluidic multi-
particle systems. The algorithm includes acoustic interaction (Bjerknes) forces, unilateral contacts and impacts. The 
possibility to combine it with Comsol Multiphysics allows to perform a pre-simulation calculating the pressure field in a 
complex device1  and then using this pressure field as a background field in the following scattering simulations. The 
algorithm can also be expanded to allow for more complex particle shapes (work in progress). 
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Summary  We have created a composite material that has the same longitudinal acoustic impedance as water using Polydimetylsiloxane 
(PDMS) and TiO2 particles.  To predict the concentration of particles needed in the PDMS matrix to obtain impedance matching to water, we 
used a Coherent Potential Approximation (CPA) model for dispersed particles in an elastic matrix [1].  This model predicts the shear and 
longitudinal moduli of the final composite system.  We discuss the validity and limitation of the model and show experimentally that it is 
possible to achieve perfect impedance matching for longitudinal waves by adding submicron particles to a soft solid, here PDMS, and to 
measure its shear mechanical properties.  
 
   Acoustic probing of materials underwater in the ultrasonic frequency range is a common technique, due to the 
convenience of immersion transducer technology, which can avoid a difficult to reproduce direct contact bond between the 
transducer and the material of interest and enable spatially resolved measurements to be easily made.  If the material to be 
probed is liquid or is not able to keep its shape, it needs to be confined in a cell, between walls.  Having walls that are 
acoustically “transparent” in water can be an asset in such an example.  In a more fundamental point of view, an 
acoustically impedance-matched medium can be also used as a matrix for the creation of novel complex materials 
containing particles or bubbles, reducing some impedance matching problems that can occur at the interface between the 
sample and the surrounding water [2].  It is possible in practice to create such a material by dispersing the right type and 
amount of filler particles in a soft solid matrix in order to tailor its acoustic effective medium properties.  For this approach 
to work well, it is important that the matrix be soft, so that its shear modulus is low enough not to complicate the acoustic 
properties but still rigid enough to have useful mechanical properties for these types of applications.   
 
   The prediction of the behaviour of a soft composite material composed of an elastic medium with a dispersion of 
submicron fillers is done with a Coherent Potential Approximation (CPA) model [1].  Knowing the shear and longitudinal 
complex moduli (𝜇 and 𝛽), and the densities (𝜌) of the matrix and particles, the model predicts the composite material 
moduli and therefore the longitudinal velocity 𝑣 = √𝛽 𝜌⁄ .  To obtain a water impedance-matched material, the 
longitudinal velocity and the density should be chosen in order to obtain an acoustic impedance 𝑍 = 𝜌𝑣 equal to the 
impedance of water (1.5 MRay).  Initially the impedance of the PDMS used (RTV615) is 1.04 MRay.  The addition of 
TiO2 particles increases the density of the final material considerably while having a much smaller effect on the sound 
velocity for concentrations of these inclusions up to 60%, thus enabling the ideal impedance-matched material to be created.  
Some predictions of the model are shown in Figure 1.   
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Figure 1: Longitudinal velocity, average density and acoustic impedance of a PDMS-TiO2 composite material calculated 
with the CPA model as a function of the volume fraction of TiO2 particles.  The model predicts impedance-matching to 
water when the volume fraction of TiO2 particles in the PDMS matrix is 20.6%.  
 
 
   Experimentally, we prepared different PDMS-TiO2 composite materials, with different amounts of crosslinker or TiO2 
particles, chosen according to the model predictions.  We measured experimentally the acoustic properties of the PDMS-
TiO2 samples created.  By using different pairs of transducers of different central frequencies face-to-face in a water tank, 
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we show that the impedance can be tuned by the concentration of TiO2 particles, and that when the amount of particles is 
ideal no significant reflection can be observed.  Some absorption can also be quantified.  Using a shear wave device [3,4] 
– an acrylic prism and a shear transducer centered around 400 kHz – we measured the shear moduli of the PDMS-TiO2 
materials.  The mechanical properties of the composite material can be further tuned by using silica particles and by 
changing the amount of PDMS crosslinker.  We will discuss the agreement between the CPA model and the experimental 
results.  
  
   We demonstrated that it is possible to create a home-made impedance-matched material using PDMS and particles 
(TiO2 in this case).  We showed that the CPA model helps in choosing the concentration of particles necessary to achieve 
this goal, and discussed the agreement between the theoretical predictions and experimental measurements for the shear and 
longitudinal properties.  The composite material can be cured in a mold to achieve desired sample shape in the same way 
as with classic PDMS, which makes it very easy to handle and to use.  This material, which prevents acoustical reflections, 
can be used as a cell or for walls around a sample to allow the sample’s acoustical properties to be probed.  We plan to use 
this material to improve the performance of bubble metascreens for broadband superabsorption of acoustic waves in water 
[2]. 
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BROADBAND PENTAMODE ACOUSTIC CLOAK USING SINGLE PHASE SOLID 
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Summary Pentamode acoustic cloak using single phase solid is designed with detailed microstructure. Resonance scattering 
induced by shear standing wave in the cloak, due to imperfection of practically designed pentamode unit cells, is found to 
damage the expected broadband property. By increasing perfection level, the resonance frequency is found to shift toward zero 
with narrowed bandwidth, which can be suppressed by introducing damping effect. 
 

INTRODUCTION 
 

Like fluids, Pentamode (PM) materials are degenerated elastic solids bearing only one state of stress, not necessarily 
hydrostatic[1]. They can be made approximately from conventional solids with careful designed microstructure. Inviscid 
fluids can be regarded as natural isotropic PM materials, while PM materials with solid microstructures are able to support 
off-axis shear. This property makes it very promising in acoustic wave control, particularly with the advance of 
transformation acoustics theory based on pentamode materials [2-4]. 

Because of broadband and solid material nature, acoustic cloak using PM materials is thought to be more realistic for 
practical application, compared to that based on anisotropic density fluid. However, the inherent microstructure and stability 
requirement render ideal solid pentamode material almost impossible, and weak shear resistance always presents in solid 
pentamode materials. Few works have been done with practical realization of PM cloak with solid microstructure [4]. In this 
work, we will design PM unit cells with targeted material property and assemble them into a microstructure cloak with 
single phase solid PMs. The designed invisibility function will be demonstrated through numerical simulation, and impact 
of imperfection in the PM unit cells on the overall performance of the cloak will also be examined. 
 

MATERIAL AND METHODS 
 

Fig.1(a) shows the proposed basic microstructure of PM unit cell with five dimensionless parameters, length ratio m=m/l, 
topology angle β, slenderness ratio t=t/l, 
rectangular width w=w/(lsinβ) and height 
h=h/(m+lcosβ). Since only quasi-static property is 
needed here, the effective density of the unit cell is 
simply taken as volume average, while elastic 
constants, Kr, Kθ, Krθ and Grθ, are computed from 
wave velocity along different directions. 
Imperfection of the PM unit cell is defined by two 
PM characteristic parameters π=|Krθ|/(KrKθ)1/2 and 
μ=|Grθ|/(KrKθ)1/2. Due to static stability 
requirement, one can only expect π and μ to 
approach 1 and 0 as much as possible. Using built-
in optimization algorithms in Matlab, we get 
geometric parameters of the above unit cells with 
the targeted PM property. By integrating 
optimized 12 different PM unit cells along radial 

direction and duplicating the segment along circumferential directions in a cylinder coordinate, a microstructure PM cloak 
based on a single-phase solid is finally obtained. Fig.1(b) shows a quarter of the designed microstructure PM cloak with 
2600 honeycomb unit cells. Since strong anisotropy near the inner boundary is necessary for guiding wave to go around the 
cloaking region, the topology angle β for unit cells near the inner boundary is almost 90o as indicated by the inset figure. 
 

RESULT AND DISSCUSSIONS 

Fig.1 (a) PM unit cell with rectangular weight block. (b) Quarter of 
geometric model of designed 12 layers microstructure PM cloak. 

 

a) Corresponding author. Email: hugeng@bit.edu.cn. 
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After determining the microstructure of the PM cloak, numerical simulation with a plane incident wave is conducted 
with COMSOL to verify its broadband property. As shown in Fig.2(a), TSCS (Total Scattering Cross Section) of the 
designed microstructure cloak matches well with the layered perfect PM case, and is significantly reduced compared to that 
of a rigid cylinder for the frequency range ka/π=0~1. However, many TSCS peaks are also observed, which has also been 
verified using a layered imperfect PM material model, i.e. homogenized parameters for the corresponding microstructure, 

especially at low frequency when wavelength in the background fluid is much larger than PM unit cells. Further 
investigation on the TSCS peak frequencies reveals that, these peaks are induced by shear standing wave confined in the 
cloaking layer generated due to the imperfection of the PM unit cells. The narrow resonance peaks can be well suppressed 
through introduction of structure damping, and the broadband property (Fig2.(b)) is obtained. Snapshots (Fig2.(c)) of pressure 
field at two frequencies demonstrate clearly the wave steering ability of the designed cloak. Far-field pattern also illustrates a 
significant reduction in all directions compared to that of a rigid cylinder. The far-field scattering coefficients for backward 
direction are decreased by 6dB and 2dB for the examined two frequencies, respectively. 

   The resonance scattering induced by 
imperfect PM material is further 
investigated by developing a semi-analytical 
acoustic scattering model of gradient 
orthotropic elastic shells. It is seen that 
reduction in shear modulus of the imperfect 
PM material (Fig.3) shifts resonance 
frequencies towards zero with narrowed 
resonance peak width. Reduction of the 
parameter π shows the similar result because 
the two parameters both determine shear 
wave velocity. It is concluded, when the 
imperfection approaches to zero, all 
resonance frequency will be compressed to 

zero and broadband property without resonance is able to achieve. This implies that the imperfection of PM unit cells and 
structure damping in the matrix material should be both considered in order to achieve broadband acoustic invisibility. 
 

CONCLUSIONS 
 

Acoustic cloak based on PM material is realized with concrete PM unit cells, its broadband cloaking performance is 
examined by numerical simulation. Resonance scattering at low frequency is explained by shear standing wave and it can be 
suppressed by introducing weak structure damping. A semi-analytical acoustic scattering model of gradient orthotropic 
elastic shells is also developed to explain the impact of PM imperfection on the cloaking effect. 
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Fig.2 (a)(b) TSCS versus frequency for different cases; (c) Pressure patter for uncloaked and cloaked cases at ka/π=0.5, 
1.0; (d)(e) Far field form function for uncloaked and cloaked cases at ka/π=0.5, 1.0. 

Fig.3 TSCS and scattering coefficient for π=0.99 (a) μ=0.1; (b) μ=0.001. 

3078



XXIV ICTAM, 21-26 August 2016, Montreal, Canada
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Summary The paper is concerned with the generation of sound by the flow through a closed, cylindrical expansion chamber, followed by
a long tailpipe. The sound generation is due to self-sustained flow oscillations in the expansion chamber which, in turn, may generate
standing acoustic waves in the tailpipe. The main interest is in the interaction between these two sound sources. An analytical, approximate
solution of the acoustic part of the problem is obtained via the method of matched asymptotic expansions. The sound-generating flow is
represented by a discrete vortex method, which is modified to include the effects of acoustic feedback. It is demonstrated that lock-in of the
self-sustained flow oscillations to the resonant acoustic waves in the tailpipe can take place.

INTRODUCTION

Expansion chambers (mufflers) are used in connection with silencers in engine exhaust systems, with the aim of atten-
uating the sound waves through destructive interference. But the gas flow through the chamber may generate self-excited
oscillations, thus becoming a sound generator rather than a sound attenuator. Similar geometries and thus similar sound gen-
eration problems may be found in, for example, solid propellant rocket motors, valves, and in corrugated pipes. The aim of
the present work is to contribute to the understanding of the interaction between the flow field and the acoustic field.

The paper considers a simple axisymmetric ‘silencer model’ consisting of an expansion chamber followed by a tailpipe,
as shown in Fig. 1(a).

Pipe acoustic modes (standing waves)

Self-sustained flow oscillations

FlowAir flow

Tailpipe

A ti f db k

Tailpipe

Acoustic feedback

(from the tailpipe) (a) (b)

Figure 1: (a) Sketch of the expansion chamber-tailpipe problem. (b) Definition sketch for the acoustic problem, with indication
of coordinates used in the matched asymptotic expansions solution.

As indicated in Fig. 1(a), perfect axisymmetry is assumed, and a mathematical model is formulated in terms of the cylin-
drical axisymmetric coordinates (x, r), see Fig. 1(b). It is assumed that the flow field can be separated into an incompressible,
rotational part, referred to as the flow problem, with flow velocity v and vorticity ω = ∇×v, and a compressible, irrotational
part, referred to as the acoustic problem, with acoustic velocity u.

THE FLOW-ACOUSTIC COUPLING PROBLEM

Modeling of the acoustic problem
The compressible, irrotational acoustic field is assumed to be governed by the linearized, inhomogeneous Euler equation

∂u

∂t
+

1

ρ
∇p = −LH(x− x1)H(x2 − x), (1)

together with the continuity equation κ∂p/∂t = −∇·u, where κ = (ρc20)−1. Here p is the acoustic pressure, t is the time, ρ is
the fluid density, L = ω × v is the vortex force, also known as the Lamb vector [1], and H(s) is the Heaviside step function,
which equals 0 for s < 0 and 1 for s > 0. Finally, c0 is the speed of sound.

This acoustic problem is solved (with respect to p and u) by taking advantage of characteristic length-scales in the different
regions of the problem: (i) tailpipe region, (ii) step (cross section change) regions, and (iii) cavity region, as indicated in Fig.
1(b). The tailpipe radius-to-length ratio ε = r0/L0 acts a small parameter in a perturbation approach. The simplified analytical
solutions for these three regions are then coupled by employing the method of matched asymptotic expansions [2]. In this
way we have obtained analytical expressions for (i) the acoustic pressure inside, and downstream from, the tailpipe and (ii)
the acoustic feedback velocity (generated by the pressure oscillations in the tailpipe) within the cavity.

∗Corresponding author. Email: mikael@yz.yamagata-u.ac.jp
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Modeling of the flow problem
The source field, i.e., the sound-generating incompressible ‘background flow’, is assumed to be governed by the Euler

equation ∂v/∂t+ ρ−1∇ph = −v ·∇v, where ph is the ‘hydrodynamic’ fluid pressure. Adding the acoustic velocity u to this
equation gives ∂ (v + u) /∂t+ (v + u) · ∇ (v + u) = −ρ−1∇ph. Taking the curl on both sides eliminates ph, and the (last)
equation can be written as

Dω/Dt = ω · ∇w + κω∂p/∂t, (2)

where w = v + u, D/Dt = ∂/∂t + w · ∇, and p (without an index) is again the acoustic pressure. Eq. (2) is solved
numerically in terms of a discrete vortex method, by discretizing the cylindrical shear layer of the jet into a series a vortex
rings. Inspired by the viscous splitting algorithm used in viscous vortex methods [3], where the Navier-Stokes equation is
split up into a convection part and a diffusion part, (2) is split up into the convection part D (ωθ/r) /Dt = 0 and a part which
‘infuses’ vorticity, ∂ (ωθ/r) /∂t = (ωθ/r)κ∂p/∂t. Here ωθ is the azimuthal component of ω, the only non-zero component
by axisymmetry. In terms of the discrete vortex method, the last of these two equations can be solved, to give the strength
(circulation) of the mth vortex ring as Γm(t) = Γ0m(rm(t)/r0) exp(κ(p(t) − p(tmrel)), where rm(t) is the vortex ring radius
at time t, and tmrel is the time where the ring is released at the nozzle (of radius r0), at position x1 (see Fig. 1(b)).

Thus acoustic problem and the flow problem are complete coupled.

NUMERICAL EXAMPLES

Figure 2 shows the frequency spectrum of the flow velocity fluctuations in the shear layer, at position x2 (see Fig. 1(b))
near the ‘end plate’ (i.e. at the downstream end of the cavity), for three different mean flow speeds, U0 = 9, 10, and 11 m/s.
The results in the upper row (parts a, b, c) are without acoustic feedback, while it is included by those in the lower row (parts
d, e, f). The resonance frequency of the tailpipe is fpipe = 200 Hz (in mode n = 1, one half-wave), and it is seen that inclusion
of acoustic feedback results in lock-in of the self-sustained flow oscillations to this frequency.
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Figure 2: Frequency spectrum of the flow velocity fluctuations in the shear layer at position x2 in Fig. 1(b).

CONCLUSIONS

The main contribution of the present work is (i) the formulation and solution in analytical (albeit approximate) form of an
inherently coupled flow-acoustic problem within the framework of the classical acoustic analogy approach, and (ii) successful
demonstration of lock-in of the self-sustained flow oscillations to resonant acoustic oscillations.
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Summary A BIEM (Boundary Integral Equation Method) for computing resonance frequencies for elastic waveguides is presented. We
show that Müller’s integral equation may suffer from complex fictitious eigenfrequencies although this equation is known to be without real
ones. We propose a new BIE formulation which resolves this problem and show numerical examples of resonance frequencies obtained
with this formulation.

INTRODUCTION

Determining resonance frequencies in waveguides is of interest because they affect the behaviour of the solution consider-
ably. This study considers a numerical solver for resonance problems for time harmonic (with e−iωt) SH waves in waveguides
with inclusions. Mathematically, the resonance frequencies are complex eigenvalues (ω’s) at which there exist non-trivial
solutions to the homogeneous boundary value problems. Real resonance frequencies as well as leaky ones with ω’s having
small imaginary parts are of interest.

Boundary Integral Equation Method (BIEM) is considered to be one of advantageous solvers for waveguide problems be-
cause it requires no truncation of the domain thus requiring no special techniques to avoid reflections from artificial boundaries
introduced by the truncation. The long standing inefficiency problem of BIEM is now almost solved with the development of
so called fast BIEMs such as FMM (Fast Multipole Method). With BIEM, however, one has to solve non-linear eigenvalue
problems for discretized BIEs in order to determine resonance frequencies. This non-linear eigenvalue problem, however, can
now be solved efficiently with the SS method [1] as has been verified successfully in [2].

However, one has to be careful in solving transmission problems with BIEs because some known integral equations without
real fictitious resonance frequencies may have complex ones when one considers leaky modes [2]. This paper proposes a new
BIE with which one can distinguish true resonance frequencies from fictitious ones, which we validate with some numerical
examples. These examples clearly show that resonance frequencies are related to the behaviour of energy transmittances.

FORMULATION

Let P be an infinite strip given by P = [−1/2, 1/2]×R which is a model of a traction free waveguide. Also, let Ω2 ⊂ P be
a finite domain (inclusion), Γ = ∂Ω2 be its boundary and Ω1 = P \Ω2. We consider the following homogeneous transmission
problem: find u which satisfies Helmholtz’ equation

∆u+ k2i u = 0 in Ωi (i = 1, 2),

boundary conditions

u+ = u−, µ1
∂u+

∂n
= µ2

∂u−

∂n
on Γ,

∂u

∂x1
= 0 on x1 = ±1

2

and the outgoing radiation condition for u as x2 → ±∞ in P , where ki = ω
√
ρi/µi is the wavenumber, ρi is the density and

µi is the shear modulus in Ωi (i = 1, 2), respectively. Also, the superscript +(−) stands for the trace to Γ from Ω1 (Ω2), ∂/∂n
for the normal derivative and n for the unit normal vector on Γ directed towards Ω1, respectively.

A standard BIE for this problem is the Müller formulation given as follows:

µ1 + µ2

2
u(x)−

∫
∂Ω

(
µ1

∂G1(x,y)

∂ny
− µ2

∂G2(x,y)

∂ny

)
u(y)dsy +

∫
∂Ω

(G1(x,y)−G2(x,y)) t(y)dsy = 0

µ1 + µ2

2µ1µ2
t(x)−

∫
∂Ω

(
∂2G1(x,y)

∂nx∂ny
− ∂2G2(x,y)

∂nx∂ny

)
u(y)dsy +

∫
∂Ω

(
1

µ1

∂G1(x,y)

∂ny
− 1

µ2

∂G2(x,y)

∂ny

)
t(y)dsy = 0

(1)
where G1 is the Green function for the waveguide and G2 is the fundamental solution for Ω2 given as follows:

G1(x,y) =
∞∑
l=0

fl
e−

√
(lπ)2−k2

1|x2−y2|√
(lπ)2 − k21

cos lπ

(
x1 +

1

2

)
cos lπ

(
y1 +

1

2

)
, G2(x,y) =

i

4
H

(1)
0 (k2|x− y|). (2)

∗Corresponding author. Email: nchml@i.kyoto-u.ac.jp
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In (2), fl is 1 for l ̸= 0 and 1/2 for l = 0 and H
(ν)
n stands for the Hankel function of the ν-th kind, respectively. The branches

of square roots in G1 are taken so that the summand decays as l → ∞. The integral equation in (1) is known to have no real
fictitious eigenfrequencies. Namely, solving (1) is equivalent to solving the transmission problem if ω is a real number.

We next consider the transmission resonance problem which finds complex ω’s at which the above transmission problem
has non-trivial solutions. We call such ω’s resonance frequencies and the corresponding non-trivial solutions eigenmodes,
respectively. These eigenmodes are outgoing and the resonance frequencies have non-positive imaginary parts.

To solve the transmission resonance problem we search complex ω’s such that (1) has non-trivial solutions (u, t). This is a
non-linear eigenvalue problem for ω which is solved with SS method[1]. The SS method uses path integrals with respect to ω
in the complex plane, thus requiring the analytic continuation of BIE to complex ω. We can carry out this continuation using an
integral representation of the Green’s function in (2). We thus identify a continuous spectrum extending from k1 = nπ, n ∈ N
and we can take the paths of integrations for SS method so that they do not touch the continuous spectrum. See Misawa et
al.[2] for further details.

Unfortunately, this method may suffer from fictitious resonance frequencies when we consider leaky modes. In fact, we
can show that the fictitious eigenvalues of (1) are leaky eigenfrequencies of a certain transmission problem in the free space
R2 with the wavenumbers of the interior and exterior interchanged.

A remedy for this problem is simply to use the incoming fundamental solution −(i/4)H
(2)
0 (k2|x − y|) for G2 in (1)

instead of the outgoing fundamental solution in (2). In fact, we can show that this remedy moves the fictitious eigenvalues to
the upper complex plane while keeping true resonance frequencies unchanged. We can thus distinguish fictitious eigenvalues
from true resonance frequencies since true ones have non-positive imaginary parts.

NUMERICAL EXAMPLE

We consider 2 circular inclusions in the waveguide, each having a radius of 0.4 and whose centers are (0, 0), (0,−2),
respectively. We set ρ1 = 1, ρ2 = 0.34, µ1 = 1 and µ2 = 0.16 (we assume quartz inclusions within an iron waveguide). We
solved the non-linear eigenvalue problem with an FMM accelerated BIEM and SS method and plotted obtained eigenvalues
with symmetric eigenmodes in the upper part of Fig.1. We see that the fictitious eigenvalue can be distinguished clearly from
the true ones if we use incoming fundamental solution for G2. We can thus check the effectiveness of our method. The lower
part of Fig.1 shows the energy transmittance in response to a symmetric incident wave eik1x2 from the negative x2 side. We
can find peaks or dips in the transmittance curve at locations corresponding to eigenvalues with non-positive imaginary parts.
We also see that the smaller the imaginary parts of the eigenvalues the sharper the corresponding changes of the transmittance.
We thus see that all the true eigenvalues in Fig.1 actually have relevance to the resonance phenomena.
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Figure 1: Eigenvalues with symmetric modes (upper) and energy transmittance for incident eik1x2 (lower). Solid symbols
stand for fictitious resonance frequencies.
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Summary The nonlinear structural and acoustic responses of debonded sandwich plates are analysed by using a time-domain finite 
element/boundary element method. The nonlinear contact/impact constraints on the interfaces of debonded parts are taken into account by the 
augmented Lagrange method. The time-domain Burton-Miller integral equation is employed to evaluate the radiated sound from debonded 
plates. Effect of interface contact/impact on the vibro-acoustic responses of debonded plates under impulsive and harmonic loads are examined. 
 

INTRODUCTION 
 

Sandwich plates with thin, stiff face-sheets and a lightweight, compliant core are commonly used in aerospace and 
marine industries. One of the most common damages of sandwich plates is a partial separation between the face-sheet and 
the core along their interface. The presence of interface debonding in a sandwich plate may reduce the overall plate stiffness 
and strength, and as a consequence may alternate the vibro-acoustic behaviour of the plate. 

The dynamic behaviour of a debonded sandwich plate is intrinsically nonlinear due to the local contact/impact between 
the interfaces of the debonded parts. Attempts have been made by many researchers to study the nonlinear vibration of 
delaminated composite laminated plates and sandwich plates; see Marjanovi� et al. [1], Chandrashekhar and Ganguli [2], 
and Burlayenko and Sadowski [3]. The nonlinear vibration of debonded sandwich plates with complex debonded interfaces 
were mostly analysed by the finite element method. The literature related to the acoustic problem of debonded sandwich 
plates is rather limited, though considerable attention has been paid to analysis of acoustic radiation from intact plates. The 
objectives of this study are twofold: one is to develop a time-domain nonlinear finite element/boundary element model for 
the vibro-acoustic analysis of debonded sandwich plates; the other is to explore the effect of nonlinear contact/impact on the 
vibration and acoustic responses of debonded plates under impulsive and harmonic loads. 
 

THEORY AND FORMULATION 

   The structural model of a debonded sandwich plate is formulated by using the finite element method. The principle of 
virtual work is used to develop the finite element model of the plate, given as

: 0
t

cd c d d dS W
� � �
� � � � � � � � � �

�
� � � � � � 	
 
 
 
u u u u � � u t�� �                        (1) 

where u , u� and u��  are the displacement, velocity and acceleration, respectively. � is the mass density, and c is a viscous 
damping coefficient. � and � are the Cauchy stress tensor and the infinitesimal strain tensor respectively, which are related 
by a fourth-order stiffness tensorC as: 	� C� . The mass density � and the elements of the stiffness matrixC may take 
different values for different material layers. t is the surface traction. cW� is the virtual work related to contact/impact 
between debonded regions, given as: 2( / 2)

c
c n n n nW g g dS� �

�
	 �
 , where n� is the field of Lagrange multipliers, ng is the normal 

gap function and n� is the penalty parameter. Eight-noded solid elements with three degrees of freedom at each node are 
employed to discretize the sandwich plates, and the finite element equations of motion for debonded plates are given as:  

 �  �  � ext contt t t� � 	 �Mq Cq Kq F F�� �                                    (2) 
where q , q� and q�� are the displacement, velocity and acceleration vectors, respectively.M , C and K are the global mass, 
damping and stiffness matrices, respectively. extF and contF are the global vectors of external and contact forces.  

The time-domain Burton–Miller integral equation is adopted to evaluate the acoustic field of sandwich plates, which is 
obtained by taking a linear combination of the time and normal derivatives of the Kirchhoff integral equation, written by [4]: 

 �  � �  �  �  � �  �  �
0

, ,11 , , , , 0
2 2

t t
D t S t c D t S t

n n n n n
� �� �� � � �

� � � ��� � � �� � � �� � � �� � � � � � 	� � � �� � � �� � � � �� � � �� � � �� � � �x x x x x

x x
x x x x

�� ��         (3) 

where� is the velocity potential of the acoustic field. � is a coupling parameter, (0,1)� � . The detail expressions of ( )D ��  
and ( / )S n�� � x� are given in Ref. [4]. Piecewise constant flat elements are used to discretized the surface of the plate, and the 
velocity and acceleration are evaluated at the centre of the external surface of each structural element. The sound field are 
calculated by using the following equation:  �  �  �, /t D S n� � �	 � � � xx .The sound pressure is related to the velocity 
potential as: fp � �	 � � , where f� is density of the fluid. 
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RESULTS AND DISCUSSION 
 
   A cantilever rectangular 0°/90°/0°/core//0°/90°/0° plate (‘//’indicates the location of debonded interface) subjected to a 
rectangular impulsive pressure load (see Fig.1; 500Paf 	 , for 0.02st  ; 0f 	 , for 0.02st ! ) is examined. The material 
properties of the face layers are: 1 140E 	 GPa, 2 3 10E E	 	 GPa, 12 13 4.6G G	 	 GPa, 23 3.8G 	 GPa, 12 23 13 0.3" " "	 	 	 ,

1650� 	 kg/m3, and the thickness of these layers are the same, given as: / 6f ch h	 . The material and geometrical data of 
the core are: 0.05cE 	 GPa, 0.1905c" 	 , 52� 	 kg/m3, 0.008mch 	 . Figure 1 shows the comparison of the vibration and 
acoustic responses of the debonded and intact plates. The vibration responses are evaluated at the centre of the top surface 
of the plates and the radiated sound is measured at ( 0.15mx 	 , 0my 	 , 2mz 	 ). The density and speed of sound of the 
fluid (air) are 1.23kg/m3 and 340m/s, respectively. The results show that the presence of the interface debonding increases 
the amplitudes of vibration and acoustic responses of the plate. The frequency signal of the radiated sound from the 
debonded plate is characterized by wider peaks in comparison with those of the intact plate.  
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Fig.1 Comparison of vibration and acoustic responses of intact and debonded sandwich plates under rectangular impulsive 

load: (a) plate model; (b) transversal displacement; (c) radiated sound pressure; (b) FFT of sound pressure 
Figure 2 shows the comparison of the vibration and acoustic responses of the intact and debonded plates under a 

harmonic force, which is applied at the centre of the top surface of the plate, given as: 1 2100[sin(2 ) sin(2 )]f f t f t# #	 � ,
1 1000Hzf 	 and 2 1700Hzf 	 . The vibration and acoustic responses are evaluated at the same points as the previous case. 
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Fig.2 Comparison of vibration and acoustic responses of intact and debonded sandwich plates under a harmonic load: (a) 

displacement; (b) FFT of displacement; (c) radiated sound pressure; (b) FFT of sound pressure 
As shown in Fig.2, the debonded sandwich plate exhibits complex motions, which not only include the harmonic 

motions of the driving frequencies, but also include the quasi-harmonic and super-harmonic motions. The latter two types of 
motions are due to the intermittent contact between the detached interfaces.  
 

CONCLUSIONS 
 

    A time-domain nonlinear finite element/boundary element model is developed for vibro-acoustic analysis of debonded 
sandwich plates. The existence of debonded interface increases the amplitudes of vibration and acoustic responses of the 
plate. The spectral analysis for the time signals of the structural and acoustic responses of the intact and debonded plates 
reveal that their frequency contents differ considerably. 
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ATMOSPHERIC AND COSMIC INFRASOUND DETECTION TECHNIQUES.  
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 Abstract. By using the current infrasonic techniques and technologies, it is possible to effectively and efficiently detect signals 
generated by meteors, bolides and other sources. The geolocalization of the explosion source is the result of the intersection of infrasonic 
signals generated by the bolide obtained in more than one infrasonic station. It is also possible to relate the periods of such signals with 
the energy source of the fireball. Auroras are other phenomena that are detected by infrasonic arrays. The recently discovered infrasonic 
waves are those generated in the depths of sidereal space and they are the lowest-frequency sounds ever found in the universe. It has been 
developed an early-universe sound simulation software using the data obtained by the scientists of the Wilkinson Microwave Anisotropy 
Probe, WMAP. Moreover, the Laser Interferometer Space Antenna, LISA, space mission, may be able to detect very low frequency 
gravitational acoustic waves produced in the space. 

THE INTERNATIONAL MONITORING SYSTEM (IMS) INFRASOUND NETWORK. 

   The work at IMS in order to ensure compliance with the Comprehensive Nuclear-Test-Ban Treaty (CTBT) comprises 321 
seismic, infrasonic, hydroacoustic and radionuclide monitoring stations, distributed as uniformly as possible on the Earth’s 
surface. Most of IMS infrasonic stations have been constructed with arrays of 7 or 8 units and all the stations have been 
installed with arrays of tubes in order to guarantee an effective noise reduction as it is shown on Figure 1. 
 

           
                            Figure 1.                                                             Figure 2.                                                                             Figure 3. 
 
Detection methods. 
   The CTBTO Preparatory Commission International Data Centre, IDC, located in Vienna, receives and processes in near-
real time the data from the seismic, hydroacoustic, infrasonic and radionuclide stations. Once received the data of time-
series at the IDC from all these stations, the data are stored in the IDC database, organized in time blocks and automatically 
processed at the station processing level, where the system attempts to detect signals and extracts their characteristics as 
back azimuth, horizontal trace velocity, frequency content, amplitude, and duration at individual stations. The infrasound 
data are processed using the Progressive Multichannel Correlation, PMCC, and mean cross-correlation maximum, MCCM, 
algorithms. Then, the network processing stage associates the signal detections at individual IMS stations with events and 
provides localization and a magnitude for them.  At this stage, all relevant infrasonic detections are combined with 
detections from seismic and hydroacoustic technologies. The localization algorithm utilized at IDC is an iterative non-linear 
minimum square regression that includes the azimuth and slowness observations. The association of arrivals is done using 
an event hypothetic seeds search grid. The arrival detected at the closest station to the grid cell calls a driver that provides 
the observed slowness, corresponding to the predicted value ± one standard deviation (Figure 2). The driver is used to 
predict the time at the other IMS stations. The stations that are consistent with the driver are added to the seed event (Figure 
3). In the current configuration, automatic seed events are created with arrivals detected by stations that use the same 
technology. For each seed event, the association with other technologies is done through the prediction of the phase 
characteristics at the other stations; the detections that meet the expected time, azimuth and slowness criteria are added to 
the event and may contribute to the localization solution. The resulting candidate events of the automatic association 
process are analyzed and validated by an acceptance test, based in the weighted count of defining phases: all time, azimuth 
and slowness weightings for each observation are added at the associated stations. The events with a minimum total 
weighting of 3.55 are stored in the automatic bulletins called Standard Event Lists (SELs). Given these criteria, infrasonic 
arrivals observed in two arrays are sufficient to constitute an automatic event. 
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INFRASOUND WAVES FROM A SUPERMASSIVE BLACK HOLE. 

 
   On September 9th, 2003, acoustic waves have been found, for the first time, coming from a supermassive black hole, 
which is located in the Perseus Galaxy Cluster, located at 250 million light-years from the Earth (Figure 4). This event has 
been registered by the NASA’s Chandra X-ray Observatory, a telescope in orbit. These waves correspond to acoustic waves 
that travelled hundreds of thousands light-years from the black hole located at the center of the cluster. For many years, 
astronomers have been wondering why most of the gas inside the galaxy clusters is hot. It is believed that the reason is the 
acoustic waves that propagate through the gases are finally absorbed, transforming their energy into heat. This may regulate 
the formation rate of new stars. In consequence, these waves may have implications in galaxies and galaxy clusters 
evolution. Thus, through the tremendous quantity of energy transported by these acoustic waves, may be solved an 
astrophysics issue that has persisted for a long time: the understanding of galaxy cluster growth. 

      
                         Figure 4.                                                                             Figure 5.                                                                        Figure  6. 

THE LASER INTERFEROMETER SPACE ANTENNA, LISA. 

   LISA is a space mission that would be able to detect some gravitational waves as a huge astronomical microphone. LISA 
will place three spaceships in orbit around the Sun that will travel in a triangular configuration (Figure 5). When a 
gravitational wave approaches, the ripples generated in space will slightly push the spaceship. However, the ultrasensitive 
laser beams that interconnect the three spaceships will measure this small movement. LISA may facilitate the understanding 
of Universe evolution. 
 

THE WMAP MISSION. 
 

   The WMAP mission launched its spaceship during summer 2001 and finished the registration of scientific data the 19th 
August, 2010. WMAP reveals the early universe conditions by measuring the small temperature variations of cosmic 
microwave background (CMB) radiation, a fossil record of the acoustic waves present in space during the first 380000 years 
of the universe. The scientists of WMAP mission obtained the curve shown on Figure 6, where a “meseta” is shown at large 
angular (or longitude) scales, and then, a series of coherent peaks at scales progressively smaller. These characteristic are 
generated by different physical process that release different quantities of energy (temperature) at different angular scales. 

CONCLUSIONS. 

   The efficient and effective techniques and methods used by the IMS network to detect infrasonic signals generated by 
auroras, meteors, bolides and other sources in order to localize events and characterize their sources were presented on this 
paper. The detection of large bolides in a regular basis is possible through the 60 IMS infrasonic array stations composed by 
sensors globally distributed on the Earth’s surface.  Finally, it is worth to highlight the importance of cosmic infrasound 
detections for the understanding of the past, present and future of the universe. 
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Summary This paper introduces two asymptotic theories for nonlinear thermoacoustic waves in a gas-filled channel subject to temperature gradient.  
On the basis of a narrow-tube approximation, the theories exploit, as an asymptotic parameter, the ratio of a typical thickness of thermoviscous diffusion 
layer to a channel width. If the ratio is large enough, thermoviscous effects are confined in a boundary layer so that they affect lossless propagation in a 
core outside of the boundary layer through a velocity component normal to the channel wall at the outer edge of the boundary layer. If the ratio is small 
enough, propagation is described by a nonlinear diffusion-wave (advection) equation. Even for an intermediate value of the ratio, it is expected that either 
asymptotic theory will be able to describe propagation of nonlinear thermoacoustic waves.   

BACKGROUND OF THE PROBLEM 

   Thermoacoustic heat engines have attracted much attention from a viewpoint of energy and environmental problems. They 
exploit thermoacoustic phenomena, in which a gas in contact with a solid wall subject to temperature gradient becomes unstable to 
oscillate spontaneously, if a gas-filled system has a resonance mode of oscillations. The oscillations that ensue are nonlinear ones 
and the pressure level of oscillations attains the order of 10% of a mean pressure. Then there appear various nonlinear phenomena
such as harmonic generation, acoustic and thermoacoustic streaming, emergence of an acoustic shock wave, flow separation, vortex
shedding and so on. These nonlinear effects act to deteriorate both power and efficiency of the heat engines.  
   The thermoacoustic heat engines are very simple in structure in comparison with any conventional engines, and essential parts
of the engines lie in a stack or a regenerator subject to temperature gradient. The stack means a “stack” of thin plates of ceramics 
and consists of many narrow flow passages, while the regenerator is made of metal wires or pins, and consists of many, narrow, 
tortuous flow passages. In other words, a span length of the passage in the stack is wider than a thermoviscous diffusion layer, while 
narrower in the regenerator. To design the heat engines suitably to achieve high performance, it is important to understand how the 
nonlinear effects affect the acoustic field as well as flow and thermal fields. While CFD methods have recently been begun to be
used [1-3], they do not provide us with physical insight into a behaviour of a gas in the stack or regenerator.  
   To deal theoretically with the behaviour of the gas therein, the author has developed nonlinear theories for thermoacoustic 
waves from a viewpoint of an asymptotic theory in terms of the ratio of a typical thickness of a thermoviscous diffusion layer to
the span length. Because the asymptotic theories are originally valid only in the cases of extremely large or small values of the ratio, 
it may be thought that they would fail for an intermediate value of the ratio. However, it is expected that a whole range of the ratio 
would rather be covered substantially by either one of the theories.     

OUTLINE OF THE THEORY 

In developing the theory, at the outset, a narrow-tube approximation is assumed in the sense that a typical axial length L is much 
longer than a channel width H, i.e., / 1H L , and that terms of order 2( / )H L are neglected. It then follows that the gas temperature

eT in a quiescent state may be set equal to the wall temperature wT and that the pressure of gas in motion may be regarded as being 
uniform in a spanwise direction. Assuming the channel is long enough axially to ignore end effects, there are three parameters 
associated with propagation of thermoacoustic waves. Letting a typical angular frequency of a disturbance to be , one is the ratio 
of a typical thickness of viscous diffusion layer / to the channel width, being a typical kinematic viscosity, another the ratio 
of an adiabatic sound speed a to a typical propagation speed ,L and the other the ratio of a typical magnitude of pressure 
disturbance p to a uniform pressure 0p , defined, respectively, by   

0

/ , and 1.a p
H L p

                      (1)

Although may be defined based on a typical thermal diffusion layer / , being a typical thermal diffusivity, it is represented by 
the viscous one because the Prandtl number Pr ( / ) is comparable with unity for usual gases like air, e.g. 0.7. The second parameter

takes a value of order unity but it tends to take a large value when the channel width becomes very narrow. The third parameter
measures the order of nonlinearity, which is assumed to be much smaller than unity, e.g. 0.1 to 0.01 in practice.  

On the other hand, the solid wall is assumed to have a large heat capacity so that no temperature variations take place. Then the 
boundary conditions on the wall require no slip and no temperature fluctuation. The latter assumption is not always valid especially 
when the wall is thin. Then a heat conduction in the solid wall must be solved simultaneously by imposing continuity of heat fluxes, 
and a study on this influence will be a next target. Exploiting the narrow-tube approximation and using the parameters in (1), fluid 
dynamical equations for the ideal gas are approximated asymptotically and reduced to simpler equations. 
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Asymptotic theory for the case of a thin diffusion layer 
   When takes a small value, the thermoviscous diffusion layer may 
be treated as the boundary layer. This is depicted in Fig. 1 as domains 
between broken curves and the solid walls. In the core outside of the 
boundary layer, lossless, nonlinear plane wave propagation may be 
assumed. The solid curve with label (a) shows the profile of the axial 
velocity component, which varies rapidly across the boundary layer but 
may be treated as being uniform in the core. Averaging the fluid 
dynamical equations over the core and assuming the linear theory for the 
boundary layer, the thermoviscous effect appears on the right-hand side 
of the equation of continuity through a velocity bv at the edge of the 
boundary layer directed normal to the wall into the core as [4,5] 

( ) ,bvu
t x H

                   (2) 

with t and x being, respectively, the time and the axial coordinate along 
the channel, where is a mean density and bv is given in terms of the 
axial velocity componentu in the core as  

bv
1/2 1/2

1/2 1/2
d ,
d

eT
e

e

Tu C uC
x T xt t

        (3)

1/2

1/2
1 ( , )with the derivative of minus half order define by d ,

tu u x
t t

                                       (4)  

where e denotes a local kinematic viscosity at the temperature ( ), ande TT x C C being constants. The one-dimensional equation of 
motion, i.e. Euler equation, and that of energy representing the adiabatic process for each gas particle are used. It is shown that this 
system of equations can describe a transient behaviour of instability of a helium gas column subject to temperature gradient and
emergence of self-excited Taconis oscillations [4,5]. This theory is expected to be applicable for a gas in the stack. 

Asymptotic theory for the case of a thick diffusion layer 
When takes a large value, the thermoviscous diffusion layer fills out the channel spanwise. As shown in Fig. 1 by the solid curve 

with label (b), the profile of the axial velocity is simply the one of Poiseuille flow in spite of compressibility of the gas to the lowest 
order where no temperature fluctuation occurs in the gas. Then the acoustic waves can no longer be propagated but diffused. When the 
temperature gradient is present, however, it is shown that the wave is not only diffused but also propagated (or advected) in the direction 
of the positive temperature gradient. For 2 2 1,  the behaviour of the excess pressure p over the pressure 0p is governed 
by a following nonlinear diffusion-wave (advection) equation given by [6] 

222 2

2 2
0 0

d d6 2( 1) Pr (1 Pr) 0,
d 5 5 d

e e e e e e
e

e e ee

T H Tp p p p p p p p
t x x T x x T x t x p t p xa t

       (5) 

with the diffusivity e given by 2
0 / 3 ,ep H , ande ea being, respectively, a shear viscosity, an adiabatic sound speed and the ratio 

of specific heats. The first three terms in (5) constitute the lowest equation, while the fourth and fifth terms reflect finite effects of the 
channel width. The last two nonlinear terms stem from the advection term of the density in the equation of continuity. Although the 
channel is considered here for the sake of geometrical simplicity, the lowest diffusion-wave (advection) equation would be valid even 
for a case of a tortuous flow passage, provided the diffusivity e would be available by any means.    

CONCLUSION 

The two asymptotic theories have been presented for the extreme cases of the thickness of the thermoviscous diffusion layer relative 
to the channel width. While their application to derive linear marginal conditions of instability in thermoacoustic devices is done [7], 
both theories are expected to describe propagation of nonlinear thermoacoustic waves over a whole domain in the heat engines.  
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Figure 1: Illustration of a flow field in a channel of width 2H,
where the excess pressure is uniform in a spanwise direction, 
and the solid curves (a) and (b) represent the profiles of the axial 
velocity component over the span, respectively, for the case of a 
thin diffusion layer and that of a thick diffusion layer, , s and 
q being, respectively, the velocity at the edge of the boundary 
layer directed normal to the wall into the core, the shear stress 
acting on the gas and the heat flux flown into it.   
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PASSIVE CONTROL OF FLOW AND NOISE AROUND A CIRCULAR CYLINDER COVERED 
WITH POROUS MATERIAL

Chen Xu, YijunMaoa)

School of Energy and Power Engineering, Xi’an Jiaotong University, Xi’an, Shaanxi, China 

Summary This paper presents a numerical study to investigate flow and noise around a cylinder surface covered by porous material. The large 
eddy simulation and acoustic analogy are employed to predict the cylinder flow and noise, respectively. Three-dimensional instantaneous 
flowfield inside the porous zone is simulated by using a volume-averaged method. The flow information on different permeable data surfaces is 
successively employed to predict the aerodynamic noise. The result obtained from unsteady flow simulation reveals that the porous material 
postpones the alternating vortex shedding from the cylinder, not only reducing the pressure drag but also suppressing the pressure fluctuation on 
the cylinder surface. The aeroacoustics prediction results confirm that the porous material significantly reduces the aerodynamic noise of the 
cylinder flow. 

INTRODUCTION 

Porous materials, such as open-cell metal foams, show an appealing application potential in control of flow and noise. 
Experimental study of Sueki et al.[1] has shown that the noise radiated from flow past a cylinder can be significantly 
reduced by covering the porous material. This paper conducts a numerical study to validate the flow and noise prediction 
methods related to porous material and aims to reveal the mechanism of noise control. 

NUMERICAL SIMULAITON 

The numerical case corresponds to an experiment conducted by Sueki et al. [1].The length and the diameter of the bare 
cylinder are l=600mm and d=25mm, respectively. In the present simulation, the cases of the bare cylinder and the cylinder 
covered with open-cell porous material, which correspond to the types of A and D in Ref [1], are computed. The surface of 
the bare cylinder is covered with the porous material with the uniform thickness of t=10mm, and the outside diameter of the 
cylinder is 45mm. The porosity of the porous material is 97% and the pores per inch are approximately 13, corresponding to 
the equivalent diameter of the pore 2mm. The uniform flow velocity at the inlet is 27.7m/s, it can be obtained that the flow 
Mach number is 0.08, the inflow Reynolds number is 8.3 104 based on the outside diameter of the porous cylinder and 
porous flow Reynolds number is 3.7 103 based on the pore diameter of the porous material. 

At this flow condition, the flow outside as well as inside the porous material can be regarded as fully turbulent. The 
porous material is assumed to be homogenous and the permeability and porosity are uniform in each direction. The flow 
inside and outside the porous zone is computed using the continuum approach. The incompressible continuity and Navier-
Stokes equations are employed to describe the flow outside the porous zone. For the flow inside the porous region, the 
Ergun’s equation is employed to consider the viscous and inertial effects of the porous material, and the macroscopic flow 
inside the porous region is solved by using the volume-averaged method. 

Aeroacoustics prediction is also carried out by using Formulation 1A of Farassat [2], where two different permeable 
cylindrical surfaces with different diameters (45mm and 65mm) are selected as the input data surfaces. The numerical 
results obtained from these two permeable surfaces include both the contributions from the loading source on the bare 
cylinder surface and the near-field quadrupole source inside the date surface.  

NUMERICAL RESULTS 

Figure 1 compares the time history of lift and drag coefficients between the bare cylinder and the porous cylinder. The 
result shows that the amplitude of the lift fluctuation for the porous cylinder is much smaller than that for the bare cylinder,
and the averaged drag coefficient for the porous cylinder is also smaller than that for the bare cylinder. This feature implies
that porous material is beneficial to reduce the noise and the flow drag as well.  

(a) (b) 
Figure 1 Time history of lift and drag coefficients: (a) bare cylinder; (b) porous cylinder 
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Figure 2 displays instantaneous contours of the velocity magnitude for the bare and porous cylinders. Alternating vortex 
shedding from the bare cylinder is observed, and this phenomenon causes a low-pressure region downstream the bare 
cylinder, as shown in Figure 3(a). However, the alternating vortex shedding is postponed by the porous cylinder and there is 
an obvious low-speed region downstream the porous cylinder (Figure 2(b)). The above flow feature causes that the pressure 
drag of the porous cylinder is much smaller than that of the bare cylinder, as shown in Figure 3(b).

(a) (b) 
Figure 2 Instantaneous contours of the velocity magnitude: (a) bare cylinder; (b) porous cylinder 

(a) (b)

Figure 3 Instantaneous contours of the static pressure:(a) bare cylinder; (b) porous cylinder 

Figure 4 presents A-weighted sound pressure level spectra of the bare and porous cylinders. The numerical results 
obtained from different data surfaces are in reasonable agreement with the experimental data. All the results validate that the
porous material significantly reduces the noise radiated from the cylinder.  

(a) (b) 
Figure 4 A-weighted SPL spectra: (a) bare cylinder; (b) porous cylinder 

CONCLUSIONS 

A numerical study is carried out to analyze the effect of the porous material on the cylinder flow and noise. Result 
shows that porous material postpones the alternating vortex shedding from the cylinder surface. This phenomenon brings 
the following two benefits: (1) the lift fluctuation on the cylinder surface is suppressed and noise radiated from cylinder 
surface is reduced as well; (2) the flow drag is also diminished because the obvious low-pressure region downstream the 
cylinder disappears. 
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BIG DATA MEETS BIG MODELS:
TOWARDS EXASCALE BAYESIAN INVERSE PROBLEMS

Omar Ghattas∗1, Tobin Isaac2, Noémi Petra3, and Georg Stadler4

1Institute for Computational Engineering & Sciences and Departments of Geological Sciences and Mechanical
Engineering, The University of Texas at Austin, Austin, Texas, U.S.A.
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3School of Natural Sciences, University of California, Merced, Merced, California, U.S.A.

4Courant Institute for Mathematical Sciences, New York University, New York, New York, U.S.A.

Summary Predictive models of complex systems often contain numerous uncertain parameters. Rapidly expanding volumes of observa-
tional data present opportunities to reduce these uncertainties via solution of inverse problems. Bayesian inference provides a systematic
framework for inferring model parameters with associated uncertainties from (possibly noisy) data and any prior information. However,
solution of the Bayesian inverse problem via conventional Markov chain Monte Carlo methods remains prohibitive for expensive mod-
els and high-dimensional parameters. Despite the large size of observational datasets, typically they provide only sparse information on
model parameters. Based on this property we design MCMC methods that adapt to the structure of the posterior probability and exploit an
effectively-reduced parameter dimension. We apply the methodology to an inverse problem for Antarctic ice sheet flow.

One of the greatest challenges in computational science and engineering today is how to combine complex data with large-
scale models to create better predictions. This challenge cuts across every application area within CS&E, from the geosciences
to materials to chemical systems to biological systems to astrophysics to engineered systems in aerospace, transportation,
buildings, and biomedicine, and beyond. At the heart of this challenge is an inverse problem: we seek to infer unknown model
inputs (parameters, source terms, initial or boundary conditions, model structure, etc.) from observations of model outputs.
The critical need to quantify the uncertainty in the solution of such inverse problems has gained increasing recognition in
recent years. This can be carried out in a systematic manner by casting the problem as one in Bayesian inference. Here,
uncertain observations and uncertain models are combined with available prior knowledge to yield a probability density as the
solution of the inverse problem, thereby providing a rational means of quantifying uncertainties in the model parameters. The
resulting uncertainties in model parameter are then propagated forward through the model to yield predictions with associated
uncertainty.

Unfortunately, solution of Bayesian inverse problems for systems governed by large-scale, complex computational models
with large-scale, complex data has traditionally been intractable. However, a number of advances over the past decade have
brought this goal much closer. First, improvements in scalable forward solvers for many classes of large-scale models have
made feasible the repeated evaluation of model outputs for differing inputs. Second, the exponential growth in high perfor-
mance computing capabilities has multiplied the effects of the advances in solvers. Third, the emergence of MCMC methods
that exploit problem structure has radically improved the prospects of sampling probability densities for inverse problems gov-
erned by expensive models. And fourth, recent exponential expansions of observational capabilities have produced massive
volumes of data from which inference of large computational models can be carried out.

To overcome the prohibitive nature of Bayesian methods for large-scale inverse problems, we exploit the fact that, despite
the large size of observational data, they typically provide only sparse information on model parameters. This implicit di-
mension reduction is provided by low rank approximations of the Hessian of the data misfit functional, which is typically a
compact operator due to ill-posedness of the inverse problem. The low rank approximation of the Hessian can be extracted
efficiently in a matrix-free manner by a randomized SVD method, requiring a number of matrix-vector products that scales
only with the rank of the Hessian, and not its overall size. Each Hessian-vector product amounts to one linearized forward and
one adjoint solve. By exploiting the structure of the inverse problem as represented by the data misfit Hessian, we are able to
substantially reduce the effective parameter dimension (often by three orders of magnitude) at a cost, measured in (linearized)
forward/adjoint PDE solves, that is independent of both the parameter and data dimensions.

The specific problem we address here is the flow of ice from polar ice sheets such as Antarctica and Greenland, which is the
primary contributor to projected sea level rise in the 21st century. The ice is modeled as a creeping, viscous, incompressible,
non-Newtonian shear-thinning fluid. One of the main difficulties faced in modeling ice sheet flow is the uncertain spatially-
varying Robin boundary condition that describes the resistance to sliding at the base of the ice. Satellite observations of the
surface ice flow velocity, along with a model of ice as a creeping incompressible shear-thinning fluid, can be used to infer
this uncertain basal boundary condition. We cast this ill-posed inverse problem in the framework of Bayesian inference,
which allows us to infer not only the basal sliding parameters, but also the associated uncertainty. We demonstrate scalability
with respect to state dimension, parameter dimension, data dimension, and number of processor cores. The largest forward
problems solved have over two billion unknowns on up to 128K cores, and the largest Bayesian inverse problems solved have
over one million uncertain parameters.

∗Corresponding author. Email: omar@ices.utexas.edu
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Summary Predictive computational science implies the integration of models driven by physical understanding, discretised with appropri-
ate numerical algorithms with experimental/real world data that can take advantage of extreme scale HPC architectures. Here we discuss
large scale flow simulations across scales and their integration with experimental data through a Bayesian framework. Bayesian inference
stands amongst the prevalent Uncertainty Quantification and Propagation (UQ+P) techniques. It is used for quantifying and calibrating
engineering models, to achieve data-driven, robust predictions of system performance, reliability and safety. We assess the role of imper-
fections (numerical, experimental, observational) in developing and selecting models with predictive capabilities while incorporating both
expert knowledge and experimental data. We demonstrate the capability to efficiently harness extreme scale computational resources for the
proposed Bayesian UQ+P framework, ushering its applicability to large scale engineering problems.

INTRODUCTION

Simulations of fluid flows in extreme scale HPC architectures have enabled us to understand transport rates of water in
Carbon nanotubes [1], the separation blood and tumor cells in high-throughput microfluidics [2] and insight into the cavitation
collapse of tens of thousands of bubbles in two phase flows [4]. An important aspect of these simulation are the uncertainties
involved in the model parameters and their inference from experimental data. We present the development of such effective
inference techniques using a Bayesian Uncertainty Quantification and Propagation (UQ+P) framework. Bayesian UQ+P tools
involve the solution of global optimization problems, sampling from probability distributions, as well as evaluating high
dimensional integrals. It is used for quantifying and calibrating uncertainty models in engineering simulations, to achieve
data-driven, robust predictions of system performance, reliability and safety. The computational challenge of Bayesian tools
comes from the large number of model evaluations required, specifically in cases of complex engineering models with high
time to solution and resources requirements.

COMPUTATIONAL CHALLENGES AND PROPOSED SOLUTION

A modest number of parallel software frameworks for uncertainty quantification studies are currently available to the
scientific community, with a non-exhaustive list containing DAKOTA [5] and QUESO [6]. The parallelization of these systems
has been mostly based on MPI and either follows a master-worker approach or applies domain decomposition to construct
processor groups where simulations are assigned for execution. Most systems exploit only one level of parallelism, otherwise
they rely on cumbersome implementations that apply hard partitioning of processing units. In addition, they do not take into
account heterogeneous computing architectures, and, finally, they lack runtime support for asynchronous nested task-based
parallelism and adaptive load balancing. Consequently, these systems cannot counteract the increasing number of sources of
load imbalance, such as variable processing power and simulation time, hardware and software faults and the irregularity of
UQ algorithms.

Our Bayesian UQ+P computational framework Π4U [7] addresses these issues. Within this framework, we implement
population based sampling methods and evolutionary algorithms for optimization, such as Transitional Markov Chain Monte
Carlo (TMCMC) [8] and the Covariance Matrix Adaptation Evolution Strategy [9] respectively. All the algorithms imple-
mented have highly parallel task graphs and thus are ideally suited for distributed and parallel computing. The framework is
based on the TORC task-parallel library for clusters [10], which is designed to provide unified programming and runtime sup-
port for computing platforms that range from low-cost desktop machines to large-scale HPC environments. TORC combines
efficient exploitation of multilevel task-based parallelism with ease of programming, hiding low-level parallelization details
and thus facilitating algorithm development using a highly portable and platform-agnostic approach.

RESULTS

We used our framework to orchestrate thousands of full molecular dynamics simulations regarding the calibration of their
interatomic potentials and to reveal traditional calibration shortcomings resulting to large prediction uncertainty [11]. We
performed model selection amongst different constitutive force-displacement laws for granular materials simulations [12].
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Figure 1: Large scale simulations at nano-, meso- and macro-scale: molecular dynamics of water flow through µm long
Carbon Nanotubes [1](left), microfluidics at cell resolution [2](middle) and shock-bubble interactions [3](right).

We present two examples that showcase the effectiveness of Π4U run on the Piz Daint Cray-XC30 HPC system at CSCS
(Swiss National Supercomputing Center). The first example regards the estimation of the force-field parameters that dictate
the intermolecular interactions between atoms in bulk water using molecular dynamics simulations. We used GROMACS, a
molecular simulation code that involves GPU-accelerated kernels as well as multithreading and MPI. The TMCMC method
within Π4U achieved an overall parallel efficiency of more than 90% despite the highly variable time-to-solution between
simulations with different interaction parameters. The second example applies TMCMC to the calibration of Red-Blood-Cell
model parameters in a stretching experiment. The simulations were performed with our in-house uDeviceX software which
relies on CUDA and MPI to run efficiently on petascale GPU-accelerated supercomputers [2]. We used 1024 samples per
stage and 128 nodes of the Piz Daint cluster, resulting into 15 hours of wall-clock time.

CONCLUSIONS

The development of HPC software for UQ+P on complex multi-physics problems is of paramount importance for exascale
computing and the advancement of predictive computational science. With their aid, we envisage that Bayesian UQ will
become an indispensable part of predictive engineering.
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SummaryEarthquakehazard and disaster simulation for an urban area is carried out by numerically solving non-linear wave equations.
A finite element method with a fast iterative solver is developed, and its performance is examined on the Japanese supercomputer. Tokyo
Metropolis is simulated using a model of10.7×109 degree-of-freedom. Complicated distribution of seismic ground and structural responses
are computed as consequence of the physical processes that are expressed by the wave equations.

INTRODUCTION

Earthquake is a menace of modern civilization, as it induces various damage and malfunctioning in an urban area. The
physical processes of seismic wave propagation and structural response are expressed by non-linear wave equations for solid
continuum. For the estimation of a possible earthquake hazard and disaster, therefore, it is most straightforward to solve this
equation using a suitable urban area model[1].

The scale of the wave equation is huge; spatial and temporal resolutions required are10−1 m and10−1 s, and the size
of the urban area and the earthquake duration is104∼5 m and101∼2 s. Configuration of ground structure influences local
concentration of ground motion, and hence high fidelity is essential for the analysis model.

To numerically solve the wave equations for an urban area model of high fidelity, we are developing a finite element method
(FEM)[2]. The degree-of-freedom (DOF) and the time step of the numerical analysis exceed109 and104, respectively. A fast
solver is a key element for this FEM.

DEVELOPMENT OF FAST SOLVER

A solver is designed to solve a109-dimensional matrix equation at104 times steps. On the K computer, the fastest parallel
computer in Japan, each time step must be solved in 1.44 s in order to simulate the physical processes of an earthquake in
12 h. In view of the K computer characteristics, we adopt a preconditioned conjugate gradient (PCG) method[3], and seek a
moderate preconditioner with less computation cost and high scalability.

The following five features are implemented in the solver that is being developed: 1) a predictor which predicts an initial
solution using the Adams-Bashforth method; 2) an adaptive CG method in which an approximate solution is first obtained, and
then an accurate solution is obtained using the approximate solution as a preconditioner; 3) a multigrid method which uses low
and high resolution models to obtain approximate and accurate solutions, respectively; 4) mixed-precision arithmetic which
uses single- and double-precision arithmetic for low and high resolution models, respectively; and 5) an element-by-element
method which is applied to the matrix-vector operation of the high resolution model, without storing the huge matrix.

Both the low and high resolution models are divided into a set of submodels, each of which one compute node is assigned
and OpenMP parallelization is applied on the node. Hence, the whole process of the solver is computed by MPI-OpenMP
hybrid parallelization.

NUMERICAL EXPERIMENT FOR PERFOMANCE EXAMINATION

The performance of the developed FEM on the K computer is examined; the K computer consists of 82,944 compute nodes
with 8 cores and peak performance of 128 GFLOPS, and its ideal peak performance is 10.6 PFLOPS. A two-layered ground
structure is used as a test model, with an element size being 0.44 m. The actual wave observed in 1995 Kobe Earthquake is
used, with time increment of 0.002 s.

We examine size-up and speed-up efficiencies. A small or large model of 1.5 or 5.27×109 DOF is analyzed in 1.42 s using
36,864 CPU cores or 1.63 s using 663,552 CPU cores, respectively. This leads to a size-up efficiency of 87.1%. A model of
12×109 DOF is analyzed in 4.92 s using 73,728 CPU cores or in 1.56 s using 294,912 CPU cores. This leads to a speed-up
efficiency of 38.9%.

Since most of process time is used by a solver, high size-up efficiency and low speed-up efficiency are the characteristic
of the developed solver; note that FEM is categorized as unstructured grid computation, and, generally, both the efficiencies
are low. Higher band-width ratio is needed for further speed-up of the developed solver.

∗Corresponding author. Email: hori@eri.u-tokyo.ac.jp
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Figure 1:Seismic ground and structural responses in a central part of Tokyo Metropolis for given earthquake.

EARTHQUAKE HAZARD AND DISASTER SIMULATION FOR TOKYO METROPOLIS

The developed FEM is used to simulate earthquake processes in a central part of Tokyo Metropolis, in which 13,275
buildings exist. The dimension of a ground model consisting of three soil layers is 2,000×2,000×100 m. A high resolution
model of 10.7×109 DOF is constructed for the ground, and a structure model of101∼3 is constructed for each building. 1995
Kobe Earthquake is used as input earthquake. The time increment and the number of time steps are 0.001 s and 30,000.

On the K computer, it takes 41,521 s to compute 30,000 time steps, which implies 1.38 s for each time step. Most of the
computation time is spent by the solver. It is seen that adequate speed-up of the solver enables such a large-scale computation.
For the first 1,000 time steps, the performance of the solver is 0.421 PFLOPS (8.93% of the peak performance of the K
computer), and the performance of the whole program is 0.358 PFLOPS.

Figure 1 shows the seismic ground response on the surface and the seismic structural response induced by in-site ground
motion; an SI-value and relative displacement, typical indices used for ground motion and structural damage, are displayed.
It is seen that the spatial distribution of the seismic ground and structural responses are complicated due to the topographical
effects and the diversity in the natural frequencies of the buildings.

The results presented in Fig. 1 demonstrates the usefulness of FEM analysis of a high fidelity model to predict earthquake
hazard and disaster. It should be noted that higher SI does not necessary induce larger relative displacement. In earthquake
engineering, it is known that resonance of local ground and a building is critical for structural damage. The present FEM
analysis is able to examine the occurrence of resonance for each building subjected to in-site ground motion.

CONCLUSIONS

We have developed a solver based on the PCG method to carry out FEM analysis for the prediction of earthquake hazard
and disaster in an urban area. On the K computer, the solver shows adequate performance, and the FEM analysis is made for
Tokyo Metropolis, demonstrating the usefulness of solving the wave equations for an urban area model of high fidelity.

It is still necessary to increase the size of the analysis domain so that the whole Tokyo Metropolis is simultaneously
simulated[4]. Also, it is necessary to account for the uncertainty of a possible earthquake as well as the ambiguity of urban
area information such as inventory of buildings and infrastructures. Ensemble computing that uses many earthquake scenario
and stochastic modeling will solve this problem.
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Summary Recent strong earthquakes attacking some Japanese nuclear power plants such as the Great East Japan Earthquake (GEJE) of 9.0 Mw 
on March 11, 2011 recalled the importance of seismic design of existing nuclear power plants seriously. Latest high-performance computational 
mechanics simulation is a promising approach that gives us the ability to predict complicated future scenarios quantitatively and to take adequate 
measures for preventing and mitigating potential damages. In this paper, we explain some key technologies, i.e. the Hierarchical Domain 
Decomposition Method (HDD) with Balancing Domain Decomposition (BDD) preconditioner, of our developing parallel finite element software 
ADVENTURE and its application to a seismic response simulation of an actual nuclear power plant subjected to GEJE during 140 seconds using 
200 million DOFs mesh on the K computer. 
 

INTRODUCTION 

 
   The Great East Japan Earthquake (GEJE) centered off the Pacific cost of Tohoku occurred on March 11, 2011. The 
magnitude was 9.0 Mw and it was the greatest earthquake recorded in the history of Japan. The consequent Tsunami inflicted 
immense damage on the Pacific coast area near the focal region in the east of Japan. Most of the large industrial plants 
including nuclear power plants (NPPs) located along the focal Pacific coast were damaged by the seismic loading and the 
subsequent Tsunami. In case of NPPs, 11 units among 14 units of 4 facilities located along the Pacific coast were under 
operation. These 11 units were safely shutdown with automatic scram systems. At Tokyo Electric Power Company’s (TEPCO) 
Fukushima Dai-ichi NPP facilities, Units 1, 2 and 3 under operation were also shutdown with automatic scrum systems just 
after the earthquake occurred, and the emergency core cooling system started up. However the subsequent Tsunami of 15m 
height far exceeding a design limit caused long-term station blackout (SBO). As a result, nuclear fuels in the reactor core and 
the used fuel storage pool were not cooled down sufficiently, which led to extremely serious problems, i.e. meltdown, failure 
in containing radioactive materials inside, and emission of radioactive materials outside of the facilities [1]. Even today, five 
years after the accident, the evacuation of local residents still continues and the shortage of electricity supply due to the halt 
of almost all NPPs across the country is a common problem. There is still a big controversy whether the earthquake caused 
any failure in the containment function of Unit 1 before the arrival of the Tsunami. It is very hard to precisely investigate 
actual situation of damaged NPPs by so-called Plant Walk-down in a heavily contaminated environment. A NPP is a large-
scale and very complex system, and a small leakage of radioactive material somewhere and failure of some important system, 
structure and component might cause heavy contamination of the whole plant. Today, over 440 NPPs are under operation to 
provide electricity in worldwide. At the same time, a huge number of earthquakes occur everywhere in the world. 

Latest high-performance computational mechanics simulation is a promising approach that gives us the ability to predict 
complicated future scenarios quantitatively and to take adequate measures for preventing and mitigating potential damages. In this 
paper, we explain some key technologies of our developing parallel finite element software ADVENTURE [2-5] and its application 
to perform seismic response simulation of an actual NPP subjected to GEJE of 9.0Mw during 140 seconds using 200 million DOFs 
mesh on the K computer [6]. 
 

PARALLEL FINITE ELEMENT ANALYSIS USING HDDM WITH BDD PRECONDITIONER 

 

Leading supercomputers offer the computing power of petascale, and exascale systems are expected to appear in the end 
of this decade.  Supercomputers with more than tens of thousands of computing nodes, each of which has many cores, cause 
serious problems in practical finite element software.  Not only the time consuming hot spots of the algorithms but also the 
entire algorithms must be well tuned and parallerized.  For example, K-computer, a Japanese Petaflops machine consists of 
88,128 processing nodes and 705,024 cores, and achieves peak performance of 10.5 Peta FLOPS [6].  Latest HPC machines 
require the following three-layered parallelisms, i.e. (1) Speedup within core, (2) Parallelism in inter-node : Increase parallel 
efficiency in multicore calcuation considering memory band width, and (3) Parallelism in intra-node : Increase parallel 
efficiency in intra-node calculation considering intra-node communication speed. 

Since 1997, we have been developing a unique open source parallel finite element software known as ADVENTURE [2-
5], which enables very precise analyses of practical structures and machines using over 100 million to billions DOF mesh.  
The parallel solution algorithm employed is the Hierarchical Domain Decomposition Method (HDDM) [3-5] with Balancing 
Domain Decomposition (BDD) [4,5,7] as preconditioner.  Figure 1 illustrates the schematic analysis flow of the HDDM-
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BDD algorithm. In addition, we have developed a generalized 
parallel IO system, a Hierarchical Domain Decomposition module 
[8], and parallel and walkthrough visualization modules.  Recently, 
we have tuned the software on the K computer, and have achieved 
40 % better execution efficiency compared to theoretical peak 
performance when using 4,096 nodes (32,768 cores), and 10 % 
above peak performance when using 32,768 nodes (262,144 cores). 
 

SIMULATION MODEL AND RESULTS 

 

As one of various application problems, we have been studying 
seismic response and structural integrity evaluation of existing NPPs 
atacked by strong earthquake exceeding design limit [9]. Using the 
latest version of ADVENTURE system on the K computer, we have 
been performing a precise investigation on how the Unit 1 of 
TEPCO’s Fukushima Dai-ichi NPP facilities responded during 140 
seconds to GEJE of 9.0 Mw.  Figure 2 shows its CAD model.  The 
finite element model of the pressure boundaries consists of 
211,606,180 four-node tetrahedral elements, 44,215,124 nodes and 
132,645,372 degrees of freedom (DOFs), while that of the building 
consists of 141,151,977 elements, 25,691,899 nodes and 77,075,697 
DOFs.  The total of the DOFs of the combined model is about 200 
million DOFs.  The time increment t is 0.01 second, and the 
duration of the event is 140 seconds. Figure 3 shows a snapshot of 
simulated stress distribution of the combined model.  
 

CONCLUSIONS 

 
   We shows how to solve a realistic and large scale structural model 
of 100 million – 10 billion DOFs mesh using the K computer which 
has a huge number of nodes and cores.  HDDM with BDD 
preconditioner is robust and very suitable to handle such large scale 
problems on petaflops machines.  We have been investigating any 
seismic damage onto Unit 1 of Fukushima Dai-ichi NPP attacked by 
GEJE on March 11, 2011 before the arrival of the huge Tsunami.  
Such petascale simulation technology is a very powerful tool to obtain 
the best estimate of quake proof capability of existing NPPs attacked 
by strong earthquake. 
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Figure 2 CAD model of NPP 
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Summary To overcome the challenges likely to be present in exascale systems we recently developed novel asynchrony-tolerant numerical

schemes for partial differential equations which relax the need for synchronization between processing elements at a mathematical level.

The advantages of such schemes can only be realized if their implementation also aims at alleviating the limiting factors at exascale in terms

of hardware, software, and programing frameworks. We present two such implementations with different degrees of asynchrony and their

corresponding tradeoffs between numerical accuracy and performance. Analysis and numerical experiments demonstrate their respective

potential to increase scalability of solvers in future exascale systems.

INTRODUCTION

In the view of the challenges in scalability of solvers likely to be present on future exascale systems, we recently proposed

[2] an asynchronous computing method for partial differential equations (PDEs) based on finite differences. This method

relaxes data synchronization between processing elements (PEs) at a mathematical level, which potentially can reduce the

communication time and improve scalability. An important conclusion from our work is that the numerical properties of

those schemes also depend on the characteristics of the hardware and software on a particular system in addition to standard

numerical and physical parameters. While the mathematical foundation of asynchronous methods has been established in

[2, 1], a number of alternatives open up in terms of implementation of solvers for simulations at extreme scales on real exascale

systems. Different choices in implementation can have an impact on, among others, communication patterns, contention on

subsystems, and the potential degree of computations-communication overlap. In this work, we present two implementations

which result in two broad families of schemes to highlight their capabilities in terms of numerical accuracy and computational

performance. As we show, in both cases there is a trade-off between performance and accuracy. The focus on the comparison

between implementations will shed light on how to quantitatively strike the right balance in realistic simulations.

CONCEPT

Consider the one-dimensional linear advection-diffusion equation, given by ∂u/∂t+ c∂u/∂x = α∂2u/∂x2, where c and

α are constants, discretized with an Euler scheme in time and a second order central difference in space: algebraic equation:

un+1

i
− un

i

∆t
+ c

un

i+1 − un

i−1

2∆x
= α

un

i+1 − 2un

i
+ un

i−1

∆x2
+O(∆x2,∆t) (1)

The solution is evolved in time for given initial and boundary conditions. When the domain is decomposed into multiple PEs,

the computation of spatial derivatives near PE boundaries need u values from neighboring PEs. Thus, at each time step, these

computations cannot proceed unless communications between PEs is completed, thus enforcing synchronization.

This synchronization, however, can be relaxed by allowing schemes to compute spatial derivatives using function values

that are not current but from delayed time levels. This modifies the nature of the finite difference equation, affecting also its

numerical properties. The mathematical feasibility of this method has been studied in [2] where we found that though standard

schemes remain stable under asynchrony, their accuracy is significantly affected. In [1] we derived families of asynchrony-

tolerant (AT) schemes of arbitrary order under asynchronous conditions. An example of a second-order AT scheme is

∂2u

∂x2
≈

un

i+1 − 2un

i
+ (k + 1)un−k

i−1
− kun−k−1

i−1

∆x2
, (2)

where k is the delay in the latest available time level at the grid point i − 1, which can be set deterministically or randomly

depending on the implementation. This difference is the basis for selecting the implementations presented here. The maximum

delay can be restricted to L time levels (i.e. k ∈ {0, 1, . . . , L − 1}), providing a knob to control error. We define T as the

number of asynchronous time levels that a particular scheme needs, which in the case of Eq. (2) is T = 2, corresponding

to the time levels {n − k, n − k − 1}. The average error due to asynchrony can be then shown [1] to be proportional to

(P/N)∆xa
∑

T

m=1
γmkm, where γm are some constants, and P , N and a are the number of PEs, the number of grid points

and the order of accuracy of the AT scheme, respectively. An overbar is an ensemble average. This result clearly shows that

the accuracy of asynchronous schemes at exascale depends not only on the numerical scheme but also on architectural details

of the system (through statistics of the delays km) as well as the manner in which problems are scaled up (through P/N ).
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IMPLEMENTATIONS OF NUMERICAL SCHEMES WITH DELAYS

We present two implementations with different communication algorithms. In the first one, which will be referred as

communication minimizing (CM) implementation, communication of data with synchronization is not carried out at every

time step in a simulation, but after a given number of time steps. This reduces the number of messages that are sent during

a simulation to improve scalability. Specifically, communications are done during T time levels after which computations

continue without communications for L − T time levels. The process then repeats. Note that the delay k varies in a deter-

ministic manner in this implementation. For a given physical problem represented by a PDE, error control is based on the

particular AT scheme used and the value of L. They also have an impact on size, frequency and number of messages during

communications. We show how one can predictably trade performance and accuracy with these parameters.

The second implementation is based on asynchronous communications, in which communication between PEs is initiated

at every time step but no explicit synchronization is enforced as long as k < L − 1, where L is set based on accuracy

requirements. We refer to this as the weakly synchronous (WS) implementation. The scalability of solvers is then improved

by overlapping computations and communications which is possible due to the removal of explicit synchronizations at every

time step. In such an implementation, message arrivals are in general random and so is the delay k.

RESULTS AND CONCLUSIONS

To evaluate the performance of our asynchronous methods we have conducted simulations of the advection-diffusion

equations, which represent a widely used case for a PDE with realistic physical content. As a reference case, we choose the

standard synchronous scheme in Eq. (1). The results show that the CM and WS implementations give rise to different moments

of the delay k. This has a first order effect on the error incurred. As we show in this work, in both implementations we can

control the error using L though the effect is different. An example of the numerical convergence of both implementations

is shown in Fig. 1(a) as grid resolution is increased. When compared to the standard synchronous case (black line), the

error incurred by using a standard (non-AT) scheme asynchronously is much greater and converges at a lower rate (red line).

However, this effect is relieved by using the AT scheme in Eq. (2), as seen in the figure (green line).

Performance at extreme scales will also depend on the particular scheme, the statistics of the delay, and L at which

synchronization is enforced. We show how these elements combine in each implementation. An example of the computational

performance is shown in the strong scaling graph in Fig. 1(b). The computational effort per PE used in these simulations is

similar to the expected values at exascale. We see that the standard synchronous case scales poorly as we increase the PE

count, due to the dominance of communication time. When the communication synchronization is relaxed using e.g. WS

implementation, a nearly ideal scaling is obtained. A similar behaviour is also observed in the case of CM implementation.

In conclusion, this work combines recent advances in the mathematical understanding of AT schemes with elements on the

actual implementation on real architectures and its consequences in accuracy and performance. We demonstrate how specific

implementations of AT schemes can provide a path towards true exascale simulations of problems governed by PDEs. We

also note that since the complexity in writing asynchronous exascale codes (especially in high dimensional space and with

complex geometries) is expected to be extremely high, a framework that provide mechanisms in which asynchronous schemes

can be expressed and analyzed efficiently [3] will be extremely valuable.
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Figure 1: (a) Convergence of error with increase in grid resolution. (b) Strong scaling graph.
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Summary As the hardware architecture of modern supercomputers is getting more and more complicated, it is more and more difficult to 
achieve high performance in real production-level application codes. To obtain, not only inter-node parallel performance using MPI, but also 
higher intra-node thread-parallel performance, more efficient utilization of processor cache memory and SIMD vectorization should be 
considered. In case of the domain decomposition method (DDM), one obvious performance bottleneck is the subdomain-wise local FE solver. 
Here in this presentation, performance benchmark of subdomain local FE solvers implemented using preconditioned conjugate gradient solvers 
will be demonstrated. The strength of this implementation is that the working set of local solver just fits in the processor cache memory. They 
are tested on modern multi-core scalar based supercomputers, such as RIKEN K Computer, Fujitsu PRIMEHPC FX100, Intel Haswell and 
Knights Corner. 
 

INTRODUCTION 

 
   Exa-scale supercomputers will appear around 2020-2022. The total number of processor core in a system is already 

reaching the order of millions, as already demonstrated in RIKEN K Computer at Kobe [1]. Also, to obtain high intra-node 
performance, efficient utilization of processor cache memory and SIMD instruction set should be considered. Drastically 
new design and implementation approaches will be required in the post-peta-scale as well as the exa-scale eras. The 
traditional memory access-intensive approach, which prefers less computing and more storage on main memory, might not 
be effective for supercomputers in near future. As a result, the gap between the full potential of the HPC hardware 
architectures and the actual performance of a particular simulation code, written by an ordinary researcher or a developer, 
could be wider and wider.   

The Domain Decomposition Method (DDM) is one of the effective parallel finite element schemes. We have been 
developing an FE-based parallel structural analysis code, ADVENTURE_Solid [2] [3], based on DDM, with the Balancing 
Domain Decomposition (BDD) pre-conditioners. It was successfully applied on a vector-type supercomputer, The Earth 
Simulator (ES) [4]. However, the performance of multi-core scalar-type supercomputers has already surpassed vector-type 
machines. To switch hardware platform from high Byte / FLOPS environments like ES to relatively low B/F one like multi-
core PC clusters, BlueGene and K Computer, we need to re-design some performance sensitive kernels in our DDM code, 
especially the subdomain local FE solver. 

In this paper, various types of performance tuning approaches for the DDM-based structural analysis code, 
ADVENTURE_Solid, on peta-scale massively parallel supercomputers are presented. Here in this paper, we focus our 
attention on the intra-node performance of a supercomputer. In case of a DDM code, this means the parallelization and 
performance tuning of the subdomain local FE solver based on multi-thread programming models, such as OpenMP, 
compiler-based auto-parallelization and utilization of thread-enabled libraries. 
 

SUBDOMAIN LOCAL FE SOLVER IN DDM 

 
The Domain Decomposition Method (DDM) is a numerical scheme for solving a partial differential equation (PDE) 

based on a kind of “divide and conquer” approach. Assuming structural analysis using FEM, the flow of a basic DDM 
algorithm is shown in Fig. 1. First, displacement boundary condition is assumed along the interface between neighboring 
subdomains. For each subdomain, a finite element analysis is carried out by the subdomain local FE solver, and reaction 
force can be evaluated along the interface, where displacement values are enforced. There still remains some amount of 
reaction force unbalance along the interface between subdomains. Then, using this unbalance information, the assumed 
displacement boundary conditions can be modified somehow so that the amount of the unbalance is reduced. Typically, this 
process naturally introduces an iteration of Richardson, Gauss-Siedel, SOR or CG. This can be further accelerated by the 
introduction of DDM pre-conditioner, such as BDD and FETI. The iteration is repeated until acceptable convergence along 
the interface is obtained. It is notified that FE analyses of subdomain local problems can be executed independently and in 
parallel. 
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Although the subdomain local FE solver itself runs on a single MPI process and it is not yet parallelized within a 
computational node, various types of design and implementation of subdomain local solvers have already been investigated 
in our previous work. The choice of linear equation solver (direct or iterative) and usage pattern of main memory (matrix 
storage-free or not) are two main issues. If it is iterative solver-based, further, the type of pre-conditioner and utilization of 
element-by-element techniques may be additional points. They have been roughly categorized into four, DS (Direct solver-
based matrix Storage), DSF (Direct solver-based matrix Storage-Free), IS (Iterative solver-based matrix Storage) and ISF 
(Iterative solver-based matrix Storage-Free). Of them, except the first one, DS, other three approaches consume 
significantly less memory and can be used for solving a very large scale problem. Also, they may be able to utilize 
processor cache memory more efficiently. Actually it was identified that, in terms of execution time, they perform 
comparably well against DS approach. On some low B/F environments, they even run faster than DS.  

In this work, an on-cache iterative solver based on the DDM framework is developed. The subdomain local FE solver in 
DDM code is based on IS-type design described above, employing pre-conditioned CG solvers, such as diagonal scaling, 
SSOR and ICT. They are also parallelized using OpenMP. By adjusting the subdomain size so that the footprint fits within 
the last-level cache of processor, this DDM code can be considered as a kind of an on-cache iterative solver. Some 
performance benchmark results are shown on various kinds of HPC platform, such as Haswell, Knights Corner, RIKEN K 
Computer and Fujitsu PRIMEHPC FX100. 
 

CONCLUSIONS 

 
As a preliminary benchmark result, about 10 % of peak FP performance is obtained on RIKEN K Computer using 

32768 nodes. The implementation will be introduced to the future version of open-source CAE system, ADVENTURE. 
 

 

 
Fig.1: Flow of DDM algorithm. 
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TURBULENCE SIMULATIONS
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Summary Turbulent transport in fusion plasmas is one of key issues in ITER. To address this issue via the five dimensional (5D) gyrokinetic
model, a novel computing technique is developed, and strong scaling of the Gyrokinetic Toroidal 5D Eulerian code GT5D is improved
up to ∼ 0.6 million cores on the K-computer. The computing technique consists of multi-dimensional/multi-layer domain decomposition,
overlap of communication and computation, and optimization of computing kernels for multi-core CPUs. The computing power enabled us
to study ITER relevant issues such as the plasma size scaling of turbulent transport. Towards the next generation burning plasma turbulence
simulations, the physics model is extended including kinetic electrons and multi-species ions, and computing kernels are further optimized
for the latest many-core architectures.

Fusion energy has a significant potential as a widely available energy source with essentially unlimited supply and man-
ageable environmental impact. One of the most promising approaches to a fusion reactor is magnetic confinement fusion, in
which high temperature fuel plasmas with ∼ 10keV are confined by torus magnetic fields. So far, deuterium plasma exper-
iments in two major devices in Japan and in EU achieved the so-called breakeven condition, where the fusion gain factor Q,
the ratio of (estimated) fusion power to the power required for the operation, becomes unity. To demonstrate the scientific
and technological feasibility of magnetic confinement fusion, the next generation experimental reactor, ITER, is designed to
keep burning plasmas at Q = 10 for ∼ 400s. In achieving this target, one of key issues is to understand and predict turbulent
transport, which dictates the performance of energy confinement, thus, an amount of auxiliary heating required to sustain and
control burning plasmas. Compared with deuterium experiments in existing devices, burning plasma experiments in ITER
have the following differences. Firstly, the plasma size is several times larger than existing devices. Secondly, burning plas-
mas contain multi-species ions, deuterium, tritium, helium, and other impurities. Thirdly, plasma heating due to fusion born α
particles becomes dominant, while deuterium plasmas are sustained by external heating. Although ITER was designed based
on an extrapolation of experimental database from existing devices, the above new features make quantitative predictions very
difficult. Therefore, first principles based fusion plasma turbulence simulations are expected to play critical roles in improving
the credibility of operation scenarios in ITER.

Turbulence is characterized by chaotic behavior and turbulent mixing leading to much larger transport than diffusion pro-
cesses. In addition, fusion plasma turbulence is even more complex because of the following features. Firstly, multiple fluids
(electrons and multi-species ions) with considerably different mobility are coupled through electromagnetic fields and weak
collisional interactions. Secondly, strong confinement fields provide highly anisotropic turbulent structures. Thirdly, inhomo-
geneities in density, temperature, and magnetic fields excite multiple micro-instabilities over wide spectral ranges. Finally,
because of weak collisionality in high temperature plasmas, a particle distribution function is deviated from a local thermody-
namic equilibrium, and kinetic effects such as wave-particle resonant interactions and particle orbit effects play essential roles.
Because of this collisionless character, conventional three dimensional (3D) fluid models such as a magnetohydrodynamics
(MHD) model becomes insufficient, and kinetic descriptions of a plasma in 5D phase space are needed. Here, the standard
first principle model of fusion plasma turbulence is given by a 5D gyrokinetic model, which is derived from a 6D Boltz-
mann equation by eliminating fast gyro-motion of charged particles in magnetized plasmas. Although experimentally relevant
turbulence simulations based on the 5D gyrokinetic model have been prohibitive for a long time, developments of modern
supercomputers and advanced computing techniques dramatically expanded capabilities of 5D gyrokinetic simulations [1].

The latest Peta-scale machines are characterized by relatively low memory size and bandwidth compared with Flops,
complicated hierarchy of hardware architecture in computing nodes and interconnects, and extreme concurrency reaching
at million cores. In addition, future Exa-scale machines may be based on many-core processors and accelerators, which
have complicated hierarchy also within them. In order to overcome such technical requirements, we have developed novel
computing techniques [2]. Firstly, multi-dimensional/multi-layer domain decomposition is designed by fully utilizing the
physics symmetry and the high dimensional property of the 5D gyrokinetic model, and process mapping is optimized for
interconnect topologies. Secondly, communication overheads are minimized by overlapping communication and computation
via communication threads, which are implemented by using OpenMP, and are applicable to any kind of MPI communication
including (blocking/non-blocking) point-to-point and collective communications. Thirdly, within computing nodes, arithmetic
intensity of computing kernels is improved by optimizing OpenMP thread scheduling so that data loaded by different threads
are reused on a shared cache in multi-core processors. By applying the above computing techniques, the strong scaling of the
Gyrokinetic Toroidal 5D Eulerian code GT5D [3, 4] is improved up to ∼ 0.6 million cores on the K-computer with keeping
the sustained performance of ∼ 10%.

∗Corresponding author. Email: idomura.yasuhiro@jaea.go.jp
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Figure 1: The strong scaling of GT5D on the BX900 (JAEA), the Helios (IFERC) and the K (Riken). Problem sizes for an
existing device (NR×Nζ×NZ×Nv‖×Nv⊥ = 240×64×240×128×32 ∼ 1.5×1010) and ITER (768×64×768×128×32 ∼
1.5 × 1011) are used (left). The turbulent electrostatic potential in the plasma size scan of global ion turbulence simulations
ranging from existing device sizes, a/ρi < 300, to the ITER regime, a/ρi = 600 (right).

The strong scaling dramatically expanded the capability of GT5D both in time scales and in problem sizes, and enabled us
to access ITER relevant parameter regimes. In turbulent fusion plasmas, the spatio-temporal scales of plasma turbulence are
characterized by ∆r ∼ 1cm and ∆t ∼ 10µs, while those of plasma profiles are given as a ∼ 1m and τ ∼ 100ms. Here, ∆t
and ∆r are turbulent correlation time and length, respectively, a is the plasma radius, and τ is the energy confinement time.
In the conventional δf simulations for relatively short time scales < 1ms, the scale gap has been treated by assuming scale
separation, where the total particle distribution f is separated into a macroscopic equilibrium distribution f0 and a microscopic
turbulent perturbation δf , and only the latter is evolved under prescribed f0. On the other hand, with increasing computing
power, full-f simulations, which compute f for longer time scales ∼ τ without any scale separation, have been established.
Thanks to the multi-scale feature, full-f simulations disclosed the so-called self-organized critical phenomena of avalanche-
like non-local transport [4], which is induced by an interaction between turbulence and plasma profiles, and it was shown
that such non-local transport significantly affects the plasma size scaling of turbulent transport [5]. Since ITER is several
times larger than existing devices, its confinement performance will be affected by the plasma size scaling. Although full-f
simulations at ITER size have been prohibitive for a long time, the K-computer enabled us to study the plasma size scaling
up to the ITER regime, a/ρi = 600 (∼ 1011 grids), where ρi is the ion gyro-radius (see Fig.1 right). Conventional plasma
transport theories predicted that for a/ρi > 300, finite plasma size effects such as the plasma boundary effect disappear, and
the heat diffusivity χi approaches a local diffusion theory, χi ∼ χL ∼ ∆r2/∆t. However, the numerical results showed that
even in large devices, χi increases with the plasma size, χi ∼ χLa/ρi, due to the nonlocal heat transport [6]. This finding
provides a new physics ingredient, which is essential for the prediction of the confinement performance in ITER.

Towards Exa-scale burning plasma simulations, GT5D is extended from deuterium plasmas to burning plasmas by intro-
ducing multi-species ions, and kinetic electrons. Since these extensions require two orders of magnitude larger computational
cost, Exa-scale computation is essential. To this end, the computing kernel is further optimized for the latest Tera-Flops class
many-core architectures such as the Fujitsu FX100, the Intel Xeon Phi, and the Nvidia Tesla, and the suitability of the current
numerical approache to different many-core architectures is examined [7].

The computation in this work was performed on BX900 (JAEA), Helios (IFERC), FX10 (Univ. Tokyo), Tsubame (Tokyo
Tech.), FX100 (NIFS) and K-computer (hp120011,hp150027,hp150279). This work was supported by the JAEA-NIFS-NU
collaboration program and by the MEXT, Grant for HPCI Strategic Program Field No.4: Next-Generation Industrial Innova-
tions, Grant for Post-K priority issue No.6: Development of Innovative Clean Energy, and Grant No. 22686086.
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Summary Combustion currently provides 85% of the US energy needs. In fact, the continued demand for abundant combustion fueled
energy will persist well into this century. This places enormous pressure to improve the combustion efficiency in engines for transportation
and power generation while simultaneously developing more diverse fuel streams, including carbon neutral biofuels. Ultimately, to shorten
the design cycle of new fuels optimally tailored to work with novel fuel efficient, clean engines requires fundamental advances in combustion
science. One key avenue of study in this area is the development of predictive models for engineering design. These predictive models couple
chemistry with turbulent transport under real world conditions. Exascale computing will enable first principles direct numerical simulation
(DNS) of turbulent combustion science at higher Reynolds number, higher pressure, and with greater chemical complexity.

One of the primary challenges to achieving exascale computing is designing new architectures that will work under the enormous power and
cost constraints. The mission of co-design within the Center for Exascale Simulation of Combustion in Turbulence (ExaCT) is to absorb the
sweeping changes necessary for exascale computing into software and ensure that the hardware is developed to meet the requirements to
perform these real world combustion computations. ExaCT performs multi-disciplinary research required to iteratively co-design all aspects
of combustion simulation including math algorithms for partial differential equations, asynchronous programming environments, scientific
data management and analytics for in situ uncertainty quantification.

I will present recent results from petascale DNS focusing on mixed regimes of combustion in compression ignition engine environments.
I will then present computer science research highlights in ExaCT in the areas of programming environment and runtimes and in situ data
analytics. I will conclude with a discussion of prospects for DNS of turbulent combustion at the exascale.

Direct numerical simulation of turbulent combustion is an important tool for understanding fuels used in internal combus-
tion engines. Recent results from petascale direct numerical simulation using S3D [1] of a realistic primary reference fuel
blend of iso-octane and n-heptane, involving 171 chemical species and 861 chemical reactions and from a n-dodecane diesel
jet flame are presented. The key to excellent weak and strong scaling performance in S3D is using a task-based programming
model called Legion [2, 3]. Legion automates details of scheduling tasks and data movement, and separates specification of
tasks/data from the mapping onto a machine. It will be shown that these properties have profound implications for program-
mer productivity, shortening activities previously requiring weeks to hours. Performing the DNS and the in situ analysis on
heterogeneous supercomputers with hybrid cpu-gpu configurations required changes in functionality ports to multiple super-
computers, 2D vs. 3D and low vs. high resolution runs. Each variation altered both work and communication, sometimes
radically, but remapping required minimal human effort. The result is a robust, easily modified PRF implementation that is
also over five times faster than the current production code.

In a second DNS performed using Legion, direct numerical simulation of a turbulent, self-igniting temporal mixing layer
between n-dodecane and diluted air was performed to clarify the coupling between turbulence, mixing and ignition chemistry
in diesel engine combustion [4]. The thermodynamics conditions were selected to result in a two-stage ignition event, in which
low- and high-temperature chemical reactions play an equally important role during the ignition process. Jet parameters were
tuned to yield a target ignition Damkohler number of 0.4, a value representative of conditions found in diesel spray flames.
Chemical reactions were described by a 35-species reduced mechanism, including both the low- and high-temperature reaction
pathways of n-dodecane. The present work focuses on the influence of low-temperature chemistry on the overall ignition
transient. Previous studies have demonstrated that ignition is most likely to occur in those regions where scalar dissipation is
low and the mixture composition is close to the most reactive one, e.g. the composition for which, in an homogeneous reactor,
the ignition delay is the shortest. The present study focuses on whether this picture remains valid when low-temperature
reactions are important, and how the ignition delay and location are affected by these low-temperature processes.
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Summary We have developed Cartesian-based high-performance parallel flow solver FrontFlow/Violet-Cartesian (FFV-C) by implementing 
wall-modelled LES. In this work, parallel performance of FFV-C is examined by choosing NACA0012 airfoil as a validation model. As a 
result, excellent scalability was observed. It was also found that the computational cost in the model is only 20 percent larger than that 
without the wall model. This shows potential to perform computation of high Reynolds number flows with much less expense than DNS. 
 

INTRODUCTTION 

 
   Computational Fluid Dynamics (CFD) based on structured/unstructured grids plays an important role in development and 
improvement of industrial products. Conventionally, unstructured grids are often used to analyze the flow around industrial 
products with high accuracy. However, as the performance of computers increases, computational geometry to be solved become 
more and more complex and it demands a lot of time to prepare computational grids in comparison with calculation time itself. 
This tendency becomes remarkable in coming Exascale computing. Because of this situation, we have developed Direct Numerical 
Simulation (DNS) solver FrontFlow/Violet-Cartesian (FFV-C) [1,2]. The significant feature of FFV-C is the use of the Cartesian 
grid system, therefore it enables us to make arbitrary size of computational grids instantaneously and robustly. Up to now, 
over 90 percent of weak-scalability with 82,944 nodes on the K-computer is achieved and there is a track record of flow 
calculations around an automobile by 29 billion cells at Re = 106. 
   However, as the Reynolds number increases up to the order of 107, a massive computational grid is required near wall 
boundaries to resolve vertical vortices that are the main cause of momentum transfer. From simple estimation, the computational 
grid that is proportional to Re

9/4 and Re
1.9 is needed in DNS and wall-resolved Large Eddy Simulation (LES), respectively [3]. For 

example, if the Reynolds number is the order of 107, 10 trillion grids are required even in wall-resolved LES. It is impossible 
to achieve this huge-scale calculation on the latest supercomputer. To overcome this difficulty, we develop a simplified wall-
modelled LES in which dynamics in the inner layer is modelled and examine its validation. 
 

WALL-MODELLED LES 

 
   The model consists of the immersed boundary method and LES models with the Spalding law and is formulated without 
dependency on the position of the image points and the boundary cells compared to previous studies. Furthermore, increase 
of the flow rate toward streamwise direction is suppressed by satisfying the streamwise momentum conservation. For subgrid-
scale (SGS) models, Coherent Smagorinsky (CSM) model [4] and wall-adapting local eddy-viscosity (WALE) model [5] are 
employed. These models are local eddy viscosity models that determine positive model coefficient locally and avoid data 
communication among extra-neighboring nodes, therefore we can guarantee FFV-C’s high-performance and scalability. We have 
performed validation for channel flow with viscous Reynolds number from 150 to 650 and found that validated results are 
well in agreement with results by resolved LES and existing DNS database [6]. In this work, we examine parallel performance 
for high Reynolds number flow around streamlined structure. 
 

PARALLEL PERFORMANCE 

 
   Here, NACA0012 airfoil [7] is employed as a validation model. The computational domain and the airfoil are shown in 
Figure1. The computation size is (Lx, Ly, Lz) = (16.0, 4.0, 1.0) [m], the chord line of the airfoil is 𝑙 = 2.0 [m], the angle of 
attack is 0 [deg], the inlet velocity is 𝑢 = 23.6 [m/s], the kinematic viscosity is 𝜈 = 1.46 × 10−5[m2/s]. We examine four 
different cases for total cell size N, i.e., N = 262K, 2.1M, 16.7M and 134M. The numbers of MPI and thread processes are 
chosen to 32 and 8, respectively. 
   The instantaneous streamwise velocity normalized by the inlet velocity in the wall-modelled LES is illustrated in Figure2. 
The cell size is (a) 16.7M and (b) 134M. The Kármán's vortex street is observed in both cases and numerically stable even 
when the Reynolds number increases. In Figure3, the averaged computational time par one step for different cell sizes in the 
wall-modelled LES is compared with that of original FFV-C. The horizontal and vertical axes represent the total cell size and 
the averaged computational time par one step. Favourable scalability is observed in both cases and it is also found that 
computational cost in the wall-modelled LES is only 20 percent larger than that without the wall model.  
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CONCLUSIONS 

 
   We have developed Cartesian-based high-performance parallel solver FFV-C by implementing wall-modelled LES. In this 
work, parallel performance of FFV-C is examined by choosing a NACA airfoil as a validation model. As a result, favourable 
scalability is observed and also found that computational cost in the model is only 20 percent larger than that in the DNS. 
Considering that wall-modeled LES can save total cell size drastically, reduction of the computational cost for high Reynolds 
number calculation is achieved. 
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(a) 

(b) 

total cell size 

av
er

ag
ed

 c
om

pu
ta

tio
na

l t
im

e 
pa

r o
ne

 st
ep

 wall-modelled LES 

Figure3 The averaged computational time par one step for different cell sizes. 
 

 
 

3110

http://avr-aics-riken.github.io/ffvc_packege


XXIV ICTAM, 21-26 August 2016, Montreal, Canada

PETASCALE DNS USING THE FAST POISSON SOLVER PSH3D

Darren Adams1, Michael Dodd2 & Antonino Ferrante ∗2

1The National Center for Supercomputing Applications (NCSA), University of Illinois, Urbana, IL, USA
2William E. Boeing Department of Aeronautics & Astronautics, University of Washington, Seattle, WA, USA

Summary Direct numerical simulation (DNS) of high Reynolds number (Re = O(105)) turbulent flows requires computational meshes of

O(1012) grid points. Thus, DNS requires the use of petascale supercomputers. DNS often requires the solution of a Helmholtz (or Poisson)

equation for pressure, which constitutes the bottleneck of the solver. We have developed and implemented a parallel solver of the Helmholtz

equation in 3D called petascale Helmholtz 3D (PSH3D). The numerical method underlying PSH3D combines a parallel 2D Fast Fourier

transform (P2DFFT) and a parallel linear solver (PLS). Our numerical results show that PSH3D scales up to at least 262,144 cores. PSH3D

has a peak performance 6× faster than 3D FFT-based methods (e.g., P3DFFT) when used with the partial-global optimization. We have

verified that the use of PSH3D with the partial-global optimization in our DNS solver does not reduce the accuracy of the numerical solution

when tested for the Taylor-Green vortex flow.

INTRODUCTION AND NUMERICAL METHODS

DNS of turbulent flows, e.g. for solving the incompressible Navier-Stokes equations, using the pressure correction method

[1], requires a solution to the Poisson equation for pressure at each time integration step. The Poisson solver is the bottleneck

of such DNS codes. The current work extends the terascale parallel Poisson solver developed by [3, 4] based on [6], which

uses 1D domain decomposition (1DD), to a petascale solver using 2D domain decomposition (2DD).

The key aspect of this method that enabled the advance toward a petascale implementation is the parallel Helmholtz/Poisson

solver and is described briefly here. The general 3D Helmholtz equation

∇
2p− λ2p = q. (1)

is discretized using second-order finite differences on a uniform Cartesian mesh. p(i,j,k) and q(i,j,k) are unknowns and knowns,

respectively, located at grid point (i, j, k). Applying a 2D FFT to the discrete form of Eq. (1) results in a system of tri-diagonal

linear equations,

p∗(m,n,k−1) − αp∗(m,n,k) + p∗(m,n,k+1) = q∗(m,n,k)∆z2 (2)

for each set of Fourier wavenumbers (m,n), where p∗
(m,n,k)

and q∗
(m,n,k)

are the Fourier transforms of p(i,j,k) and q(i,j,k),

respectively and

α = 2 + (λ2 + λ(m,n))∆z2 (3)

and

λ(m,n) =
2(1− cos(2πm

Nx

))

∆x2
+

2(1− cos(2πn
Ny

))

∆y2
. (4)

Solutions to Eq. (2) yield the second-order accurate p∗
(m,n,k)

to which an inverse 2D FFT is applied to obtain p(i,j,k).

Applying the 2DD, the grid (Nx ×Ny ×Nz) is partitioned into N sub-domains (Nx ×
Ny

Py

×
Nz

Pz

) where the total number

of processors is: Py×Pz and Py ≤ Ny, Pz ≤ Nz and Py ≤
Nx

2
+1. The complex linear system in Eq. (2) is now sub-divided

across Pz domain partitions, where Py ≤
Nx

2
+ 1. A divide-and-conquer strategy, developed by Schumann and Strietzel [7],

leads to a PLS algorithm that only involves nearest neighbor communication except for a boundary correction step which must

satisfy the following constraint equation

rnRκ−1 − (α + 2r2)Rκ + rnRκ−1 = qκ1 − pκn − pκ2 . (5)

where κ = 1, 2, .., Pz.

∗Corresponding author. Email: ferrante@aa.washington.edu
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RESULTS AND CONCLUSIONS

The total PSH3D execution time on a 81923 mesh was studied for various 2DD layouts on up to 262,144 processor

cores of Blue Waters. Dependence on 2DD layout and full strong scaling results are presented in Figure 1. We first tested

a version in which we perform global reductions for all vectors; we refer to this as the “all-global” variant (PSH3D-AG).

Next, we implemented a “local-only” version of the PLS, dubbed “no-global” (PSH3D-NG) . The NG simplification avoids

the costly global reduction step demanded by the full algorithm and demonstrates the maximum possible level of scaling and

performance; only limited by the P2DFFT operation. Finally, we investigate our novel hybrid approach, dubbed “partial-

global” (PSH3D-PG), in which we assess the diagonal dominance in Eq. (5) and construct a parallel reduction scheme that

applies only to vectors at locations where the ratio of diagonal to off-diagonal terms are above a prescribed tolerance. When

optimized through the use of MPI-3 non-blocking collectives, this method shows much better performance relative to all-

global while maintaining the second order accuracy expected by the full DNS algorithm.

(a) Total Poisson-time and constituent FFT and PLS times vs. Pz for

PSH3D-AG using a series of 2DD layouts on 16,384 processors.

(b) Strong scaling of total wall-clock time to solve the Poisson equa-

tion in 3D for variations of PSH3D and P3DFFT solvers [5].

Figure 1: Execution times for parallel Poisson solutions on an 81923 mesh using Cray XE6 compute nodes on Blue Waters. The PSH3D-

AG method computes global reduction operations for all Fourier wave-numbers: (m,n). The PSH3D-PG-“tol” results solve the global

reduction for fewer and fewer (m,n) as tol increases. The PSH3D-NG method avoids global reduction operations completely.

Performance of PSH3D-PG is shown in Figure 1b for a tolerance value of 10−2. Larger values of the PG-tolerance reduce

the number of global solutions that now require a solution, thus creating a more lightweight global-reduction step. The most

dramatic improvement using this technique, was observed on 128k processors where the original AG wall-clock time was

reduced from about 4 to 1 sec. Our numerical tests show that the method retains second-order accuracy for PG-tolerance

values of up to 10−1.

We have developed a new petascale solver for the Helmholtz 3D equation (PSH3D) and tested it on Blue Waters up to

262,144 MPI ranks. The novelty of this method stands in performing a parallel 2DFFT in two spatial directions and a parallel

linear solver in the third spatial direction rather than a fully parallel 3D FFT, and in the special “partial-global” treatment in

implementing the global correction step. The results show that the PSH3D, when used with the AG PLS, is 30% to 40% faster

than P3DFFT [5], and with the optimized PG PLS is more than 6 times faster and 4 times faster than P3DFFT on 128k and

262k MPI ranks of Blue Waters, respectively. We have then extended our DNS solver [2] from 1DD to 2DD and used PSH3D

as its Poisson solver. The DNS code has been verified using this highly optimized solver (PG-PLS) by comparing the DNS

results with the analytical solution of the Taylor-Green vortex flow [8].
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Summary Massively parallel supercomputations are an important analysis tool to study the fundamental local and global mechanisms of
heat and momentum transfer in turbulent convection. We discuss the perspectives and challenges in this vital field of fundamental turbulence
research for the case of convection at very low Prandtl numbers.

MOTIVATION AND SIMULATION MODEL

Turbulent convection is an important area of present research in fluid dynamics with applications to diverse phenomena in
nature and technology. The turbulent Rayleigh-Bénard convection (RBC) model is at the core of all these turbulent flows. It
can be studied in a controlled manner, but has enough complexity to contain the key features of turbulence in heated fluids.
This flow in cylindrical cells has been investigated intensively over the last few years in several laboratory experiments all
over the world [1]. In RBC, a fluid cell or layer is kept at a constant temperature difference ∆T = Tbottom − Ttop between
top and bottom plates which are separated by a vertical distance H . The Rayleigh and Prandtl numbers are given by

Ra =
gαH3∆T

νκ
and Pr =

ν

κ
. (1)

The parameter Ra characterizes the thermal driving in convective turbulence with the acceleration due to gravity, g, the
thermal expansion coefficient, α, the kinematic viscosity, ν, and the thermal diffusivity, κ. The hard turbulence regime in
RBC is established for Ra ≥ 106. The Prandtl number Pr characterizes the molecular properties the working fluid. The
aspect ratio Γ, which is the ratio of cell diameter or cell length and cell height H , is the third input parameter. In this
contribution, we will focus on the specific turbulence properties of convection at very low Prandtl numbers and the resulting
challenges for supercomputer simulations.

The three-dimensional Boussinesq equations (2)–(4) are used to model Rayleigh-Bénard convection. They are given in
dimensionless form by

∇ · u = 0 , (2)

∂u

∂t
+ (u · ∇)u = −∇p+

√
Pr

Ra
∇2u + Tez , (3)

∂T

∂t
+ (u · ∇)T =

1√
RaPr

∇2T . (4)

The variable u(r, t) is the velocity field, p(r, t) is the pressure, and T (r, t) is the temperature. We use no-slip velocity
boundary conditions along all walls of the closed cylindrical cell. The temperature field obeys insulating sidewalls and
constant values along the top and bottom plates. A spectral element method (SEM) is applied which is based on the Nek5000
software package [2]. The order of the Lagrangian interpolation polynomials for the expansion on each element (see the
element mesh in the left panel of figure 1) which is used in each space direction is as high as N − 1 = 13. This code is a pure
MPI code which scales very well up to ∼ 106 MPI tasks. Numerical details and comprehensive resolution tests are found in
Scheel et al. [3]. The SEM is preferred if the fine-scale structure, i.e. gradients of the turbulent fields have to be analyzed.

TURBULENT CONVECTION AT VERY LOW PRANDTL NUMBERS

Compared to the vast number of investigations of turbulent convection in air or water, the very-low-Pr regime appears
almost as a “Terra incognita” despite many applications. Turbulent convection in the Sun is present at Prandtl numbers Pr <
10−3, in the liquid metal core of the Earth one finds Pr ∼ 10−2. Convection flows as present in material processing, nuclear
engineering, or liquid metal batteries have Prandtl numbers between 5×10−3 and 2×10−2. One reason for significantly fewer
studies of convection at low Prandtl numbers is that laboratory measurements have to be conducted in opaque and aggressive
liquid metals when Pr should become much smaller than 0.1.

Direct numerical simulations (DNS) are currently the only way to gain access to the full three-dimensional convective
turbulent fields in low-Pr convection. However, these simulations become very demanding when the small-scale structure
of turbulence has to be studied, even for moderate Rayleigh numbers Ra. To give an example: a simulation for convection
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Figure 1: Left: Spectral element grid for the RBC cell. Right: Snapshot of the dynamics in the vicinity of the bottom plate
of the convection cell. We show field lines of the wall shear stress field and isocontours of the magnitude of the wall-normal
vorticity component. The snapshot is for convection in liquid mercury at Pr = 0.021 at Ra = 108.

in liquid sodium at Ra = 2.38 × 106 and Pr = 0.005 required the same SEM mesh of 4.1 × 109 cells as a simulation for
convection in air at Ra = 1010 and Pr = 0.7. The latter Rayleigh number is almost four orders of magnitude larger than in
sodium. Both runs were conducted with 65,536 MPI tasks on BG/Q.

What makes these simulations so expensive? While the heat transport is reduced in low–Pr convection, the production
of vorticity and shear are enhanced significantly. We found that this in turn amplifies the small-scale intermittency in these
flows and makes them more comparable to classical Kolmogorov turbulence [4]. We have also shown in [4] that the cascade
of the fluid turbulence is extended at the large-scale and small-scale end with decreasing Prandtl number thus enhancing the
flow Reynolds number and consequently the turbulent momentum transport in the convection flow. The more vigorous fluid
turbulence enhances in the enstrophy production in the fluid. Since the Rayleigh-Bénard fluid is confined, tiny boundary layers
of the temperature and velocity fields form in the vicinity of the walls. Figure 1 (right) displays a snapshot of the velocity
boundary layer dynamics at the bottom plate for our biggest simulation in liquid mercury with 131,072 MPI tasks on BG/Q.
This figure and our comprehensive analysis suggest that turbulence is also strongly amplified in the boundary layers although
the Rayleigh number seems to be moderate. An increase from the present value of Ra = 108 to Ra = 5 × 108 requires
1.3 × 1010 mesh cells and 524,288 MPI tasks for a well-resolved run. We will also discuss the increasing challenges in the
data analysis which one faces for these big simulations.

Our research topic demonstrates clearly that supercomputing has become an essential tool for revealing the secrets of
turbulence, and especially those of turbulent convection.
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Summary Zero-pressure-gradient flat-plate boundary layer (ZPGFPBL) beneath a continuous flow of freestream nearly-isotropic turbulence 
(FST) from momentum thickness Reynolds number 80 to 3000 has been computed with direct numerical simulation (DNS) on 4 billion grid 
points. The thoroughly validated DNS data reveal an intriguing unknown flow physics feature: In the fully turbulent region after transition, the 
near-wall layer (log-layer and below) is populated with hairpin-packed turbulent “turbulent spot”. Although less distinct due to their existing in 
a chaotic turbulent environment, these turbulent “turbulent spots” nevertheless bear certain similarities to the commonly known transitional 
turbulent spots which are also packed with hairpin vortices. In the outer forty percent of the boundary layer, the flow is populated by large-scale 
hairpin forest. Both features persist until the end of the computational domain at momentum thickness Reynolds number 3000.    
 

INTRODUCTION 
 
   Coherent structures in the zero-pressure-gradient flat-plate boundary layer have remained a fundamental subject of 
interest in fluid mechanics research since the early 1950s. Based on the hydrogen bubble visualization by Kline and others 
in the 1960s, it has been widely believed that the dominant near-wall coherent structure in the ZPGFPBL is streamwise 
streak and the related vertical structure is quasi-streamwise vortex. However, it is unclear what the relative length is 
between the streak and the quasi-streamwise vortex. The observed streaks are of the order of boundary layer thickness or 
longer: Are the near-wall quasi-streamwise vortices about the same length? Since the 1980s, there have been reported 
indirect experimental observations and models from Adrian, Marusic and others suggesting the existence of a hierarchy of 
hairpin packets in the ZPGFPBL. But this was not supported by the early DNS of Spalart, and was further challenged by the 
more recent DNS results of several European groups. Our DNS data to be presented at the 2016 IUTAM reveal both near-
wall and outer layer ZPGFPBL coherent structures and their dynamics in remarkable detail than achieved before.    
 
In the present study, the DNS domain size is 21562.5 0θ , 2250 0θ  and 843.75 0θ , where 0θ is the inlet momentum thickness. 

The boundary layer grows to Re θ = 3018 at x = 21562.5 0θ . The grid size is 16384 × 500 × 512. At Re θ  = 3000,δ = 309 0θ .  
The continuous freestream flow above the boundary layer has an inlet FST level of 3%, which was generated separately 
using a large set of independent computations on the incompressible isotropic grid turbulence. The reliability of the 
boundary layer simulation results is thoroughly verified by comparing the skin-friction coefficient, mean and second-order 
statistics with existing data. For example, we found that the DNS skin-friction result falls almost exactly on to the Blasius 
solution over an extended region (0 < x < 700 0θ , 80 < Re θ  < 180) prior to laminar layer breakdown. This suggests that the 
present free-stream perturbation near the inlet is mild and well-controlled and the present simulation accuracy at the laminar 
end is good. During transition, the present skin-friction follows the trend of the T3A bypass transition experimental data. 
Further downstream, our DNS skin-friction coefficient result in the fully-turbulent region agrees well with classical 
experimental data for the turbulent ZPGFPBL. We also found that after the completion of transition, the profiles of the rate 
of dissipation for turbulence kinetic energy exhibit the ─1 slope dependence on inner wall unit when normalized by the 
viscous scaling, in excellent agreement with the theory of Tennekes and Lumley for high Reynolds number ZPGFPBL.    
 
Figure 1 presents iso-surfaces of swirling strength in the near-wall region of 15.0/0 << δy  over the streamwise range of 

2800<Re θ <2900. The corresponding wall unit range is approximately 1500 << +y . The iso-surfaces are colored by wall 
distance with blue indicating locations closest to the wall 01.0/0 << δy . The full spanwise dimension is shown in the 
figure and is approximately δ3 locally. The existence of hairpin packed turbulent “turbulent spots” is evident. The smallest 
size of the hairpin vortices forming the spots observed from the figure is approximately 20 wall units in width. In the figure, 
the largest hairpin vortex is less than 0.12δ in height. The hairpin forest in the outer region is not visible in Figure 1 since 
all the outer grid points higher than 0.15δ have been stripped away so that the near-wall coherent structures can be made 
visible. It is also clear from the figure that is a lack of very-long quasi-streamwise vortices. The observed streamwise 
vortices seem to be only of the order of 0.1δ . Overall, we believe that the presently discovered hairpin-packed turbulent 
“turbulent spot” is an important element in near-wall turbulence dynamics of the ZPGFPBL.         
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Figure 1: Hairpin-packed turbulent “turbulent spots” deep inside the fully-turbulent, zero-pressure-
gradient, flat-plate boundary layer and the hairpin forest in its outer region. 
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Summary A code named AFiD has been developed for the direct numerical simulation (DNS) of turbulence. We focus on the problem
of thermal convection, but AFiD can be used for a variety of fluid dynamical cases. AFiD is a hybrid MPI-OpenMP parallelization of an
energy conserving staggered second-order finite difference scheme geared towards high Reynolds number flows. The code is based on ideas
of 2DECOMP, and uses a pencil-type domain decomposition. AFiD allows for one non-uniform dimension in the grid distribution, which
is advanced in time semi-implicitly. Both uniform directions are advanced fully explicitly, which reduces the number of communications.
AFiD builds on 2DECOMP with new data transposes based on MPI_ALLTOALLW calls. A multiple-resolution strategy allows the efficient
solution of advection/diffusion equations for low diffusivity scalar fields, which leads to wall time and memory savings. A GPU port is also
detailed, and its present performance is compared to the current CPU code.

INTRODUCTION

Direct numerical simulations (DNS) provide a valuable tool for studying in detail the underlying, and currently not fully
understood physical mechanisms behind turbulence. Turbulence is a dynamic and high dimensional process, in which energy
is transferred (cascades) from large vortices into progressively smaller ones, until the scale of the energy is so small that they
are dissipated by viscosity. DNS requires solving all of the flow scales, and to adequately simulate a system with very large
size separation between the largest and the smallest scale, immense computational power is required.

Efficient code parallelization is essential to obtaining scientific results. Here we detail the parallelization of an energy-
conserving second-order finite-difference scheme (FDS) based on Ref. [1]. FDS present several advantages, they are very
flexible, allowing for complex boundary conditions and/or structures interacting through the immersed boundary method
with relative ease. Because lower-order schemes are computationally very inexpensive, the grid resolution can in general be
larger for the same computational cost compared to higher order schemes, although one has to consider the higher memory
bandwidth over FLOPS ratio. In our applications, we focus on Rayleigh-Bénard (RB) convection, the flow in a fluid layer
between two parallel plates; one heated from below and cooled from above, with the aim of achieving a high enough thermal
driving (Rayleigh number) to enter the “ultimate” regime, of relevance to geo- and astro-physics, and to help understand the
discrepancies between high-Rayleigh number experiments. However, our code can be easily extended to any wall-bounded
flow which is bounded in only one dimension, i.e. Channel flow and Taylor-Couette flow.

PARALLELIZATION AND I/O

AFiD was designed with high Reynolds number simulations in mind, and it uses this to its advantage, as efficient paral-
lelization is deeply tied to the underlying numerical schemes. As the CFL stability condition for the convective terms becomes
more restrictive at high driving than the stability condition for the viscous terms in the wall-parallel directions, their implicit
integration is no longer required. Thus, we only need to solve implicitly the wall-normal direction. Using a two-dimensional
(pencil) decomposition aligned in the wall-normal direction avoids the communication of non-local information to a process
for the computation of implicit derivatives in wall-parallel directions. This decreases the number of all-to-all communications
per time-step to six, all found in the pressure correction (Poisson solver). The MPI parallelization of AFiD is based on, and
extends 2DECOMP, which only has four transposes available (no x-to-z or z-to-x) with two new data transposes based on
MPI_ALLTOALLW calls, as all six possible data transposes are required. Figure 1(a) shows the code’s strong scaling, which is
very good up to at least 64K cores on the CURIE (CEA) supercomputer. The weak scaling also shows very good performance.

Data output in AFiD uses parallel HDF5. Due to the scale of our simulations, we generate petabytes of raw data in
every run. Most data is not preserved. Every time-step advance generates a new flow field gigabytes large, and thousands
of time steps are advanced every day to obtain statistical convergence in the mean quantities. In our research, we focus on
the transitions in the scaling laws relating heat flux and driving, focusing on temporally- and spatially averaged statistics of
the temperature and velocity fields, which are calculated on-the-fly. In addition, 2D cuts of the whole volume are also saved,
as these require less space and are also used for other analysis, i.e. studying the morphology of the small scale fluctuations.
A few snapshots of the full flow field are also saved, which for the largest cases are as large as 300 GB. We are currently
developing tools for a-posteriori parallel analysis of full flow fields, to study the 3D underlying structures.
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MULTIPLE RESOLUTION APPROACH

AFiD can use a grid for the scalars with a higher spatial resolution than that of the momentum, as integrating both fields
on a single grid tailored to the most demanding variable produces an unnecessary computational overhead. In order to advect
the scalar, the velocity field must be however carefully interpolated onto the scalar mesh. As the arrangement of the grid is
staggered, if not careful, one could end up with a non-solenoidal velocity field, which does not conserve mass (or energy).
The full details of the strategy are described in Ref. [3]. A multiple resolution approach is used also in the time integration
in order to maintain the stability of the scalars on the finer grid. The method is the more advantageous the less diffusive the
scalar is with respect to momentum. However, even in the case of equal diffusivities, at high drivings the present procedure
gives significant wall time (4×) and memory occupation (2.6×) savings, due to the more intermittent behaviour of the scalars
when compared to momentum.

GPU OPTIMIZATION

Moving with the current trends in high-performance computing, a GPU port of AFiD in CUDA Fortran has been carried
out. One of the main objectives was to have a source code as close as possible to the original, so kernel loop directives (CUF
kernels) have been extensively used and just few routines have been manually written. On Piz-Daint (CSCS), the current
GPU version can solve a 10243 mesh on 48 K20x GPUs (the minimum number required for memory) in 2.7s per time step,
while with 512 GPUs, we measured 0.37s per time step. As a comparison, with the same resolution, a time step with 1024
CPU nodes on the Cartesius (SURFSara) supercomputer takes 2.2s, and for 4096 CPUs it takes 0.56s. Planned optimizations
focused on overlapping the GPU/CPU transfers with network traffic should further speed up the code.

SUMMARY AND PROSPECTS

In this manuscript we have summarized the current work in developing a thermal convection code. Using the present
day version of AFiD with only the semi-implicit integration, Rayleigh numbers of Ra = 1013 have already been achieved. A
sample the results obtained are seen in figures 1(b,c). The combined approaches of multiple resolution strategies, semi-implicit
integration, and porting to GPUs will allow for even higher Rayleigh number simulations, in the hope of finally achieving the
driving parameters for entering the “ultimate” regime of thermal convection and understanding the discrepancies between
experiments. AFiD is open source and available for download at www.afid.eu.
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PETASCALE SIMULATIONS OF SHOCK INDUCED MULTI-MATERIAL MIXING
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Summary The Richtmyer-Meshkov instability arises when a shock wave interacts with an interface separating two fluids. In this work, high
fidelity simulations of shock induced multi-material mixing between N2 and CO2 in a shock tube are performed for a Mach 1.55 shock
interacting with a planar material interface that is inclined with respect to the shock propagation direction. In the current configuration,
unlike the classical perturbed flat interface case, the evolution of the interface is non-linear from early time onwards. The computational
domain is setup to match experiments performed by McFarland et. al. [4]. Simulations at multiple grid resolutions upto 4.3 billion grid
points were performed on upto 65, 536 processors on the Blue Waters system. Comparison with experiments show that the simulations
adequately represent the experimental results. Turbulence statistics before and after re-shock are presented.

INTRODUCTION

The Richtmyer-Meshkov Instability (RMI) is a hydrodynamic instability that is caused by the interaction of a shock-
wave with a material interface. Like in the Rayleigh-Taylor instability where gravity acts to produce vorticity at the material
interface, baroclinic vorticity generation due to the interaction of the interface with the shock wave renders the interface
unstable to perturbations. Equation 1 governs the evolution of the vorticity.

∂ω

∂t
+ (u · ∇)ω = −ω(∇ · u)︸ ︷︷ ︸

vortex-dilatation

+ (ω · ∇)u︸ ︷︷ ︸
vortex stretching

+
1

ρ2
∇ρ×∇p︸ ︷︷ ︸

baroclinic generation

+∇×
(
1

ρ
∇ · τ

)
︸ ︷︷ ︸

viscous term

(1)

where ω is the vorticity, u is the velocity, ρ is the density, p is the pressure and τ is the viscous stress tensor. In Equation 1,
the baroclinic vorticity generation term given by (∇ρ × ∇p)/ρ2 is active when there is a misalignment of the density and
pressure gradients.

RMI is an important phenomenon in many engineering and science applications involving material mixing. It is important
in supersonic combustion as an enhancer of mixing between fuel and oxidizer. It is important in astrophysical applications,
especially in the physics of supernovae to explain the lack of stratification in supernova remnants. It is also a major roadblock
in achieving sustained fusion in Inertial Confinement Fusion (ICF) and can cause reduced yield and potentially inhibit startup.

NUMERICAL MODEL

We solve the three dimensional multi-species compressible Navier Stokes equations in the mass fraction formulation. De-
tails of the equations solved are given in [1]. The Miranda code [1] developed at the Lawrence Livermore National Laboratory
(LLNL) was used for the simulations shown here. Miranda employs a 10th order compact differencing scheme for the spatial
derivatives that gives a spectral-like resolution [2]. A 5 step 4th order Runge-Kutta scheme is used for the time integration.
An 8th order compact filter is applied to the conserved variables after each time step to remove the top 10% of the resolvable
wavenumbers as partial de-aliasing and to ensure numerical stability. This choice of numerical scheme gives high order accu-
racy as well as minimal dissipation in regions where the solution is smooth. For regularization of steep numerical gradients
that appear at regions of solution discontinuity (shocks, interfaces, etc.), the molecular transport coefficients are augmented
locally by artificial fluid properties. Formulae for the artificial properties are given in [3].

PROBLEM SETUP

The interaction of a shock wave with an inclined material interface separating N2 and CO2 is considered. The problem
setup is based on the inclined shock tube experiments performed at the Georgia Tech Shock Tube and Advanced Mixing
Laboratory (STAML) [4]. A schematic of the problem setup is given in Figure 1.

The domain extends from 0 cm to 11.4 cm in the y direction, 0 cm to 2.85 cm in the z direction and from 67.23 cm to
251.46 cm in the x direction. An adiabatic no-slip wall boundary condition is applied at the right end of the shock tube. In
the y direction, slip wall boundary conditions are used to mimic the kinematic blocking effect of the walls. In the z direction,
periodic boundary conditions are used since the z direction is homogeneous except wall effects which are expected to be
negligible in the bulk of the domain. The domain is discretized using four different isotropic cartesian grids with 128, 256,
512 and 1024 grid points in the y direction. The largest case has a total of ∼ 4.3 billion grid points.
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Figure 3: Qualitative comparison of the simulation and exper-
iment at different times.
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RESULTS

Due to the large range of scales present in this problem, the resolution requirements for numerical simulations are very
high. Hence, simulations of these types of flows require massive computational resources to be able to capture the physics
of the problem adequately. Figure 2 shows that Miranda scales virtually perfectly up to 65,536 processors. We performed
simulations of up to 4.3 billion grid points on up to 65, 536 processors on Blue Waters and found virtually perfect scaling.

Figure 3 shows that the simulations compare well qualitatively with the experiment at the two times shown. The mixed
width is defined as

∫
4(1 − 〈YCO2〉) 〈YCO2〉 dx where 〈YCO2〉 is the CO2 massfraction averaged in the y and z directions.

Figure 4 shows the evolution of the mixed width with time from three simulation grids and from the experiment. It is seen
that the simulations (a) are grid converged at the highest resolutions and (b) capture the experimental mixed width evolution
very well.

SUMMARY AND FUTURE WORK

Petascale simulations of shock induced multi-material mixing were performed and shown to compare well with experi-
ments. The parallel efficiency of the code was also demonstrated and shown to be very good. Further details on the parallel
algorithms used and turbulence statistics such as TKE, Reynolds Stress anisotopy, turbulent mass flux, etc. will be presented
at the conference talk. We also carefully assess the grid-sensitivity of the computed quantities.

We acknowledge computer time provided by the NSF PRAC award titled “Multi-material shock induced mixing” on the
NCSA Blue Waters system. We also acknowledge code support provided by Lawrence Livermore National Laboratory.
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Summary In this work, we present a novel strategy to solve the tridiagonal systems arising in such numerical schemes as compact finite
differences and alternating direction implicit methods on graphics processing units (GPUs). We demonstrate the impact of the simple matrix
structure on the cyclic reduction algorithm, and show that precomputation of coefficients appearing in the algorithm becomes feasible and
efficient. We demonstrate that an implementation using our approach is able to outperform the NVIDIA CUSPARSE and multithreaded
Intel MKL solvers on GPU and CPU, respectively. We apply this tridiagonal solver to the solution of compact finite differences on multiple
GPUs distributed in a cluster, and show scaling for up to 64 GPUs.

Compact finite difference schemes [1,2] are widely used in computational fluid dynamics (CFD) for their ability to resolve
the high-wavenumber fluctuations associated with turbulent flows. In CFD codes using compact schemes, this generally
constitutes a significant portion of the runtime. The high computational cost associated with compact finite difference schemes
arises from the fact that they require the solution of tridiagonal linear systems. Classically, the Thomas algorithm has been used
to solve such linear systems. But with multi-core CPUs, graphics processing units (GPUs), and more recently, architectures
such as the Intel Many Integrated Core (MICs) expected to be mainstays in scientific computing, such sequential algorithms
need to be replaced by algorithms more suited to these architectures. In this study, we develop an algorithm to solve the
tridiagonal systems arising in compact finite difference evaluation and similar numerical schemes. Our approach is based
on cyclic reduction, an extremely successful algorithm for solving multiple tridiagonal systems on GPUs. Our work fills
two existing gaps in the literature. First, whereas current efforts to develop tridiagonal solvers are focused on single GPUs
(e.g., [3–7]) we develop an approach for multiple GPUs in a distributed system (GPU-accelerated clusters). Second, we
specialize the cyclic reduction for the case of near-Toeplitz tridiagonal systems, a special class of systems arising in numerical
schemes such as compact finite differences, alternating direction implicit methods, line relaxation methods, and others.

If fi represents the value of a uniformly sampled function with spacing dx, evaluated at the ith sample point, the first
derivative f ′i can be approximated from a relation of the form:

f ′i + α(f ′i−1 + f ′i+1) = a
fi+1 − fi−1

dx
+ b

fi+2 − fi−2
dx

+ c
fi+3 − fi−3

dx
+ . . . (1)

The derivative is defined implicitly, requiring the solution of a linear system to solve for the derivative at all points i simulta-
neously. An example of such a scheme is the fourth-order accurate Padé scheme, which yields the following system:

1 2
1/4 1 1/4

. . .
. . .

. . .
2 1





f ′1
f ′2
...
...

f ′n−1
f ′n


=



−5f1+4f2+f3
2dx

3(f3−f1)
4dx

...

...
3(fn−fn−2)

4dx
5fn−4fn−1−fn−2

2dx


(2)

We note the near-Toeplitz nature of the tridiagonal system, i.e., constant diagonal coefficients except near the boundaries.
The cyclic reduction algorithm consists of two phases, each containing log2(N) − 1 steps. At each step of the forward
reduction phase, the odd-indexed equations are eliminated, yielding eventually a 2-by-2 system. At each step of the backward
substitution phase, the odd-indexed equations are solved from the known solutions of the even-indexed equations. Cyclic
reduction is well-suited to highly threaded processors such as GPUs [8], as the individual equations can be processed in
parallel.
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Figure 1: Relative solver performance for 2-D (left) and 3-D (right) problems. Relative solver time defined as:
Time taken by solver/Time taken by NEATO solver

When cyclic reduction is applied to near-Toeplitz tridiagonal systems, we make the important observation that each for-
ward reduction step preserves the near-Toeplitz nature of the linear system, i.e., the elimination of the odd-indexed equations
at each step yields a new linear system that has exactly the same near-Toeplitz structure. This makes it feasible to precom-
pute and store the coefficients of each linear system, significantly reducing the amount of computation required. As it turns
out, this approach also ameliorates several GPU architecture-specific issues relating to memory access patterns. To extend
the above approach to multiple GPUs, we adapt the algorithm described by Mattor et. al [9] to GPUs. Our implementation
ensures that each step of this algorithm is performed on the GPU, avoiding memory transfers to and from the CPU entirely. In
Fig. 1, we compare the performance of our GPU tridiagonal solver for near-Toeplitz systems (NEATO), with the equivalent
library solvers from Intel MKL (CPU) and NVIDIA CUSPARSE (GPU). Here we solve the tridiagonal system in Eq. (2) for
sizes N and multiple right hand sides Nrhs. We present results for two cases, Nrhs = N , (representative of 2-D problems)
and Nrhs = N2 (3-D problems). On the GPU, we are consistently able to obtain better performance than the CUSPARSE
solver. Our GPU solver also outperforms the MKL solver running on up to 16 CPU cores for large 3-D problems. We have
also investigated the strong and weak scaling for a multi-GPU compact finite difference application. Here, we solve for the
derivatives of a 3-D function in a domain distributed among multiple GPUs in a cluster. We are able to show both strong and
weak scaling for up to 64 GPUs (the largest problem investigated).
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Summary Computing performance of the balancing domain decomposition (BDD) method on additive Schwartz framework is 
described in this paper. BDD family is one of the most effective approaches for parallel computing of large scale structural finite 
element analyses. In the balancing domain decomposition by constraints (BDDC), the coarse grid correction procedure is applied 
in an additive manner, while it is applied multiplicatively in BDD. Here, BDD with additive Schwartz framework is 
implemented and computing performance is evaluated with numerical examples. 
 

INTRODUCTION 
 
   The leading supercomputers are offering peta-scale computing capability in the world and further exa-scale systems are 
expected to be available by 2020[1]. Because the performance of each computing core is physically limited, the peta-scale 
computing systems contain hundreds of thousands of cores. As an application software in the field of solid mechanics for K 
computer (Japanese peta-scale computing system developed by MEXT), Japan Atomic Energy Agency and ADVENTURE 
project[2, 3] have been conducting a research project entitled “next generation seismic analysis of large plants in its 
entirety”. Here, the safety requirement of large industrial plants such as nuclear power plants under seismic events is 
extremely high enough to perform real experiments to evaluate the structural integrity of mechanical components. However, 
such experiments are performed on the independent sets of components because the ability of experimental facilities is 
limited. Hence, a numerical simulation, which can treat full-scale large industrial plants, attracts more and more attention 
with the growing computational technologies. In our research project, simulation technologies have been developed to 
realize the full-scale simulation of large industrial plants on K computer. 
   The balancing domain decomposition(BDD) method[4], which is a combination of non-overlapping domain 
decomposition method, Neumann-Neumann preconditioner[5] and coarse grid correction, is one of the most effective 
simulation technologies for the large scale structural finite element analyses. However, the computing performance of BDD 
for extremely large scale analysis, more than a billion degrees of freedom, is not enough because the size of coarse problem 
exceeds the limit of direct solution approach such as parallel LU decomposition. In the BDD by constraints (BDDC)[6], the 
coarse grid correction is applied in an additive manner, while it is applied multiplicatively in BDD, and this additive 
framework(called additive Shwartz framework) drastically reduces the size of coarse problem to be solved with direct 
solution approach. Hence, computing performance of the BDD method with additive Schwartz framework is described in 
this paper. 
 

FORMULATION OF BDD METHOD 
 
Conventional formulation 
   The linear algebraic equations to be solved can be described as follows; 

fKu = ,             (1) 
where K is a positive, definite and symmetric matrix, u is the solution vector and f is a given right hand side vector. In 
primal substructuring approach, the analysis domain is decomposed into non-overlapping subdomains. In each subdomain, 
the subdomain boundary, the local unknown vector and local stiffness matrix can be denoted as iΓ , iu and iK , respectively. 
The global stiffness matrix and local stiffness matrix can be converted with appropriate conversion matrix, 

iR , which is a 
(0,1) integer matrix. 

ii

T

i RKRK
N

1i
∑
=

= ,            (2) 

where N is the number of subdomains. Each element in local vector and matrix is classified as interface element, which is 
allocated on the boundary of subdomain, iΓ , and interior element, which is not allocated on the boundary. The local vectors 
and matrix are represented as follows; 









=

iBBiBI

iIBiII
i KK

KK
K , 









=
iB

iI
i u

u
u , 









=
iB

iI
i f

f
f ,         (3) 

where subscripts I and B denote the interior elements and boundary elements, respectively. By eliminating the interior 
elements of local stiffness matrices, the reduced system of Equation (3) is obtained. 
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gSu =B ,             (4) 
where S is the Schur complement of K, Bu  is the unknown vector on the interface of all the subdomains, and g is the 
corresponding given vector. This reduced system is called as interface problem and generally preconditioned conjugate 
gradient method is applied for its solution procedure. The preconditioned conjugate gradient method contains the following 
auxiliary problem. 

rMz = ,             (5) 
where M is a preconditioning matrix and r is a residual vector in each iterative step of the conjugate gradient method. The 
Neumann-Neumann preconditioner in BDD method is described as follows; 

∑
=

+−
− =

N

i
iBii

T
i

T
iB

1

1 RDSDRM NN
,          (6) 

where +
iS  is a generalized inverse of iS , and 

iD  is a weight matrix. 
   Finally, the preconditioning matrix for BDD method is introduced as follows; 

( ) ( )T
0

1
C0

1
NN

T
0

1
C0

T
0

1
C0

1
BDD RSSRIMSRSRIRSRM −−

−
−−− −−+= ,       (7) 

where CS  and 0R  are a coarse matrix and restriction matrix to construct coarse matrix. The coarse problem is a Galerkin 
projection of original structural problem on a coarse space derived from rigid body motion of each subdomain. 
 
Proposed BDD on additive Schwartz framework 
   The formulation of BDD method on additive Schwartz framework is as follows; 

1
NN

T
0

1
C0

1
IVEBDD_ADIDIT MRSRM −

−
−− +=           (8) 

   Hence, the implementation is very simple and the great advantage of this additive Schwartz framework is the 
hierarchical implementation is straight forward. 
 

NUMERICAL EXAMPLE 
 
   For a numerical example, a self-gravity analysis of Pantheon model illustrated in Fig. 1 is conducted. This benchmark 
model consists of 1,329,027 elements (3D Quadratic Tetrahedrons) and 2,002,285 nodes and conducted on four machines 
(Intel Core i7-2600, 4 cores for each) with only MPI implementation. Computing performance of conventional BDD 
implementation is illustrated in Fig.2 and that of proposed method with a diagonal scaling[7], instead of Neumann-
Neumann preconditioner, and hierarchical implementation is also illustrated in Fig.2. Drastic improvement of computing 
performance is observed. 
 

                         
Fig.1 A decomposed Pantheon Model  Fig.2 Computing Performance of Conventional BDD(left) and Proposed One(right) 
 

CONCLUDING REMARKS 
 
  Computing performance of the BDD method with additive Schwartz framework is described in this paper. Even with 

middle scale model, benchmark results show good improvement with our proposed approach. Because of its hierarchical 
implementation, computing performance of BDD with additive Schwartz framework for extremely large scale analyses on 
peta-scale computers will improve drastically. 
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Summary We present here a novel experimental technique for the space- and time-resolved measurement of the free-surface dynamics. We
discuss recent enhancements on this technique, as well as its characteristics, capabilities and overall performance. Finally, we show recent
results of its application to the study of gravity-capillary wave turbulence.

A NOVEL TECHNIQUE FOR MEASURING THE FREE-SURFACE DYNAMICS

Standard fluid measuring techniques for free-surface deformations are usually limited to point measurements, employing
either one or an array of synchronized sensors. Furthermore, many of these methods involve the use of surface-piercing
elements (such as resistive or capacitive probes) which are intrinsically intrusive. In any case, such methods only allow for
a small number of discrete localized measurements, so that the information on the detailed spatial aspects of the free-surface
deformation and the propagation of disturbances is incomplete. This limitations have led us to develop a novel measurement
technique for the accurate measurement and tracking of the three-dimensional topography of the free-surface [1-2].

This optical profilometric technique is based on the principle employed in fringe projection profilometry. A fringe pattern
of known spatial frequency is projected onto the free surface and its image is recorded by a camera. The topography of the
free surface introduces a frequency modulation in the observed pattern, which is also modified by the perspective due to the
relative positioning and orientation of the projection-recording system. The deformed fringe patter is later compared to the
undeformed (reference) one, leading to a phase map from which the local free-surface height can be reconstructed. In order to
be able to project images onto the liquid surface, its light diffusivity is enhanced by the addition of TiO2 powder, which was
carefully selected in order to provide sufficient contrast without altering the rheology of the working liquid [3].

Fringe projection on the free-surface is achieved by the use of a high-resolution videoprojector, allowing for the projec-
tion of wavelength-controlled sinusoidal-profile fringe patterns, which considerably increases the overall performance of the
technique and the quality of the reconstruction. Moreover, as the technique poses no restrictions on the time-tracking of the
free-surface deformation (other than that arising from exposure time), the obtention of time-resolved measurements of the
free-surface dynamics is only limited by the capturing system’s sampling rate.

Recently, we enhanced the capabilities of this fringe projection profilometry technique by introducing the empirical mode
decomposition profilometry technique (EMDP). This new fringe analysis algorithm, based on the empirical mode decom-
position, is free of spatial filtering and specially apt for measuring free-surface height fields characterized by a broadband
spectrum of deformation. We have shown, both numerically and experimentally, that the free-surface wave fields recon-
structed by EMDP are both spectrally and statistically accurate, which renders it particularly suitable for the study of weakly
nonlinear water-wave phenomena [4].

APPLICATION TO GRAVITY-CAPILLARY WAVE TURBULENCE

In our experiments, water waves are generated by two piston-type wavemakers (20 cm wide, 1 cm inmersed) in a (180×
80) cm2 tank filled with water with depth at rest of 5 cm. Each wavemaker is independently controlled by a servomotor, which
provides a random signal within the (broadband) frequency range of 0–4 Hz. The forcing amplitudes were varied between
1–30 mm. Employing our free-surface measuring technique, we have performed a full space-time characterization of the
free-surface (vertical) velocity field in the context of wave turbulence [5]. The inspected field is 45×45 cm2 with 9682 pixels
and the measurements are performed at a sampling rate of 250 Hz.

Figure 1 shows several snapshots of the free-surface vertical velocity field, v⊥(x, y, t), as determined by our measuring
technique. Each data set considered in this study consisted on 6000 snapshots such as those shown in the figure. Based
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Figure 1: Snapshots of the free-surface (vertical) velocity for the gravity-capillary wave turbulence study presented in this
work (time evolves from left to right, and from top to bottom). Each field shown spans an area of 45×45 cm2, and consists of
9682 equispaced data points. The time interval between each frame is 40 ms.

Figure 2: Power spectrum |η(k, ω)|2 at low-amplitude
forcing (A =3 mm). Inset (i) shows a zoom on the spec-
trum, in the gravity wave regime and at high amplitude
forcing (A = 22 mm). The solid line shows the linear dis-
persion relation and the dotted lines depict the dispersion
relation of bound waves. Inset (ii) illustrates the isotropy
in the (kx, ky) space for ω = 138 rad/s (A = 3 mm).

on those, the space-time power spectra of the free-surface vertical velocity |v⊥(~k, ω)| are computed by a multidimensional
Fourier transform, allowing for the calculation of the full 3D spectrum (in kx, ky, ω). The isotropy of these spectra in ~k-
space is illustrated in the inset of Figure 2 for a fixed value of ω, although we have checked that the isotropy is preserved
at all frequencies. By virtue of this isotropy, an angular average in wavenumber space led us to the wave energy spectrum
|η(k, ω)|2, shown in the main panel of Figure 2. The wave spectrum reveals that the energy appears to be mainly concentrated
on the linear dispersion relation for gravity-capillary waves. Nevertheless, the wave energy is shared between the resonant part
of the wavefield on the linear dispersion relation and a non-resonant part composed of bound waves. Finally, the (k, ω) power
spectra give the usual energy density spectra, which compare well with most results of laboratory experiments on water-wave
turbulence.
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Summary The main goal of this work is to present the possibility to characterize the free surface shape and the velocity field 
of liquid nitrogen contained in a partially filled cylindrical transparent vessel during cryogenic (LN2) sloshing. The results 
obtained will be compared with the one already performed using water as test fluid in order to verify semi-empirical 
formulas generally used for fluid sloshing. 

INTRODUCTION 
 
   The motion of the free liquid surface is called “sloshing”[1]. This phenomenon is particularly important during the 
management of conventional and cryogenic propellants on spacecraft: it can affect the normal operating condition, 
compromising the full space mission [2]. Being able to understand the behaviour of the propellant subjected to extreme 
environmental conditions means being able to predict its position and topology inside the tank, for a given external and 
gravitational acceleration and a determined thermodynamic condition. An example of cryo-sloshing can be seen in Figure 1. 
The prediction and control of this motion is far to be understood due to the different parameters playing a role in the 
dynamic system such as the geometry of the container, the type of external excitation (shape, frequency content and 
amplitude), the level of the liquid and finally the kind of liquid. Therefore the creation of a reliable and consistent 
experimental database is crucial for assessing the accuracy and the range of validity of existing theoretical and numerical 
models for cryogenic sloshing. Unfortunately today there is a lack of database able to provide at the same time quantitative 
information on fluid velocity and interface shape due to both the complexity in handling the cryogenic fluid and to the 
difficulty in applying standard techniques. It is in this framework that the work here presented can be placed. 
Indeed, the main goal of this work is to present the characterization of the free surface shape and the velocity field of LN2, 
contained in a partially filled cylindrical transparent vessel, during sloshing using non intrusive optical based techniques. 
More specifically, the free surface shape of LN2 will be determined, tracking low density particles floating on the gas/liquid 
interface using the so called LeDaR (Level Detection and Recording) technique [3].  
To determine the fluid velocity, particles possessing a density comparable the one of the fluid are mixed to LN2 to perform 
PIV (Particle Image Velocimetry) and/or PTV (Particle Tracking Velocimetry). PIV is a well-establish technique which, 
when applied to cryogenic liquids, is still in development regarding the seeding selection and procedures [4]. It will be 
shown in this work that the use of glass hollow spheres as tracer for PIV is possible provided a proper seeding procedure. 
The results obtained will be compared with the one already performed using as test fluid water in order to verify semi-
empirical formulas generally used for fluid sloshing. 
 

EXPERIMENTAL SET-UP  
 
The experimental set-up used is mainly constituted by a cryostat containing a fully transparent cell, in which LN2 is stored, 
a sloshing table used to generate the sloshing excitation and a time resolved PIV system. The cell is constituted by a 
hexahedral quartz piece possessing a cylindrical hole up to ¾ of its height and is placed in the cryostat sample volume. The 
cryostat is provided of five quartz windows in order to have a full optical access to the fluid during sloshing. Cryogenic 
temperature sensors (RTDs) and pressure transducers are used to monitor temperature and pressure in different locations of 
the sample room and the cell during the whole experiment. The displacement of the sloshing table is measured using an 
Optical Device Sensor (ODS). Finally the PIV system is constituted by a low-power continuous laser, a laser sheet 
generator and a CCD camera (30 fps). A picture of the experimental set-up is shown in Figure 2. 
 

EXPERIMENTAL CONDITIONS  
 
   In order to decouple thermal and dynamic behaviour the sloshing fluid in the cell is kept at saturation conditions. During 
this study, sinusoidal harmonic excitations with amplitude of 1.5 mm and a frequency of 2 Hz and 2.5 Hz are used to 
generate fluid sloshing. For the LeDaR technique the particles used are 3M K46 glass bubbles (density 460 Kg/m3 and 
mean size of 40 µm). Their density is almost half of the one of liquid nitrogen at ambient pressure (807 Kg/m3 at 106 Pa). 
Phase locked images, i.e. images taken at the same phase position of different excitation cycles, of the particles are 
acquired. 
   Particle Image Velocimetry is applied taking into account the standard rules for PIV seeding in liquids and the selection 
criteria presented by Fonda [5]. The evaluation of the seeding characteristics, the particle response time and the PIV 
processing algorithm will be presented in the final paper. Commercial particles (Cospheric hollow glass sphere) possessing 
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a density of density 830 Kg/m3 and mean size of 40 µm have been used to seed the flow. In order to have density match 
between the particles and the fluid, the LN2 is set to the temperature of 70.3 K and the particle displacement in absence of 
external excitation is measured to verify the absence of buoyant forces. For both the techniques, the amount of particles 
added to the fluid corresponds to a volume ratio between the fluid and solid of about 40000 and ice crystal formation due to 
the humidity of the particles, is prevented by means of successively purging cycles (vacuum and gas nitrogen). 
 

EXAMPLE OF RESULTS 
 
Figure 3a presents a LeDaR image obtained during sloshing where the interface position is highlighted by means of the 
floating particles. This image is the result of the average between 200 phase locked images. Using a specific image-
processing algorithm the location of the particles on the surface can be determined and the free surface position can be then 
extrapolated as shown in Figure 3b.  
   An example of instantaneous velocity field obtained by Particle Image Velocimetry, for an excitation phase close to the 
one presented in Figure 3, is shown in Figure 4.  
 

CONCLUSIONS 
   In conclusion in this work it will be shown how non-intrusive measurement techniques can be used to characterize sloshing 
of cryogenic fluids. The protocols to properly seed the cryogenic fluid will be described and evaluated, the results obtained both 
for liquid/gas interface position and fluid velocity will be compared with the ones achieved using water as test-fluid. A first 
attempt in the validation of the semi empirical correlations for frequency behaviour of fluid will also be presented. 
 

 
Figure 1 Example image of sloshing 

 
 

Figure 2 Picture of the experimental setup mounted on the 
sloshing table 

 
(a) 

 
(b) 

 
Figure 3 Image of the particles floating on the LN2 liquid gas interface 
during sloshing, (b) Interface determination by image processing  

Figure 4 Example of PIV vector field extracted for a fixed 
positions of sinusoidal excitation for LN2 sloshing 
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Fig. 1b Cross section view of PA and 
heat sink of a coin (left), and the coin 

geometry (right). 
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DETERMINATION OF CRITICAL LOADS FOR EMBEDDED RF PA ASSEMBLY  
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Abstract Presented is an experimental mechanics based methodology and a case study exemplifying a novel, effective and efficient reliability 
evaluation for a package.  Under the study is a prototype of an advanced embedded RF (radio frequency) PA (power amplifier). The study 
focuses on determining its tolerance to thermal loads and mechanical bending. The reliability attributes are the key specifications for the 
package qualification, which characterize the assembly’s safe operation limits.  Localized sites of structural weakness in a new design are 
identified first backed by theories of interfacial mechanics.  Novel opto-mechanistic based metrological techniques including optical 
imaging and shadow moiré are applied to measure strains in these areas leading to quantitatively determined failure critical parameters of 
the package, which thus facilitate the design evaluation, modification and optimization.  

 
INTRODUCTION 

   High power RF PA is a popular yet critical and costly component for wireless and satellite communication applications.  
The coin construction in conjunction with the back-attached heat sink is a proving solution to accelerating the heat dissipation 
from the PA, thus is a key technology ensuring the RF PA’s thermal reliability.  Driven by increasing signal processing speed 
and demand for reducing the assembly thickness and cost, the embedded PA architecture emerges to mitigate the elevated 
overall thickness of the coin structure.  Due to the rapid market shift a timely assessment for the assembly’s mechanical and 
thermal reliability is imperative for a speedy design concept verification and optimization. The new method integrates the 
reliability testing and the experimental stress analyses, which effectively tackled the challenges.   
   

STRUCTURE FEATURES AND RELAIBILITY CONCERNS 
   The assembly has a novel architecture of a three-dimensional embedded coin construction (Fig. 1), which enables a fast 
heat spread from the PA while keeping a low overall thickness. On the coin’s top and bottom surfaces a PA component and a 
copper heat sink are attached respectively via reflow soldering.  The coin construction is embedded in a cavity of the ceramic-
epoxy made PCB via the coin’s tab locks with a conductive silver-particle filled epoxy adhesive.  To reduce thermal 
impedance between the heat sink and the coin, a thin shim is inserted in between the contacting surfaces.  The elements are 
tightly bolted together in reflow processing. The coin-PCB bonding strength is critical since any mechanically or thermally 
caused de-bonding could possibly damage the nearby electric routines. Considering also the high mismatch in the CTE 
(coefficient of thermal expansion) and Young’s modulus across the interfaces (the laminate CTE is measured at 44 ppm/oC as 
opposed to 17 ppm/oC for the coin material), high thermal and mechanical stress concentrations are expected in the area. As 
such, the theory of interfacial fracture provides needed guidance to the assessment, though it can barely reach quantifiable 
results given the complex structural features and largely uncertain materials’ behavior. A quick global structural inspection 
indicates that the heat sink attachment (Fig. 2) introduces in-plane compression to the PCB due to CTE mismatch, which in 
turn causes the PCB to bend. The stresses at multi-material interfaces are thus highly concentrated considering the co-existence 
of both material property discontinuities (CTE and E) and geometric discontinuities around local interface corners. 
 
 
 
 
 
 
 
 
 
  
 
 
 

METHODOLOGY AND EVALUATION  
   The mechanistic analysis as adopted can avoid costly and time consuming full-scale testing. The properties of the PCB and 
adhesive material are viscoelastic and dependent on the glass-transition, geometric scale and processing conditions.  
Nonetheless a simple two-dimensional linear-elastic modeling can qualitatively outline patterns of strain/stress distribution 
(Fig. 3).  As revealed, the weak structural links highlighted by areas of shear strain concentrations match well with the 
mechanistic-based analysis.  The results of the qualitative analysis guide the microscopic strain measurement which is aimed 
to quantitatively determine the package’s critical failure parameters such as the critical de-bonding temperature. Visual failure 
detection is followed upon completion of the measurement in a temperature ramping-up process. The method, the setups and 
the application approaches of the digital speckle correlation can be found in the references [1, 2].  A test sample with a bolt-

Fig. 2    PCB bending  
Thermal-mechanical bending 
bending 

Mechanical bending  

 

 Gravity  

       filler 

2.5 
mm 

18 mm 
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connected thick heat sink attachment is schematically shown (Fig 4).  Shadow moiré method is applied to determine the 
coin’s edge-to-center warpage and the filler thickness is decided based on the image correlation obtained strain results.  The 
strains at anticipated critical locations are measured in separate tests at room and elevated temperatures (Fig. 5, 6).  Test 
samples are grouped according to the different tests arranged to investigate temperature/mechanically induced interface strains 
in bare PCBs, PCBs with heat sink and the component-to-board joints.   

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

RESULTS AND CONCLUSIONS  

   The shear strain in a horizontal-vertical interface corner (Fig. 7) typically experiences a substantial increase when the heat 
sink is attached or shim layer inserted. The visual inspection indicates the cracks grow exclusively along the horizontal 
interfaces as the tab locks and the PCB laminate debond. The thermal-mechanical shear strain in the case of 3-mil filler (Fig. 
8) reveals a recovery at 117 oC, signifying the initiation of de-bonding at that temperature. The crack initiation revealed by the 
unloading thus leads to the determination of the critical temperature or the safe operation criterion for the 3-mil filler case.    
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Department of Applied Mechanics, Budapest University of Technology and Economics, Budapest, Hungary

Summary In case of machines or other metallic structures the internal damping is usually negligible compared to the dissipation due to
micro-slips at frictional contacts between machine parts. Consequently, one of the most challenging problems in modal analysis is the
proper evaluation of the effects of contact properties on the modal damping. The frictional dissipation strongly depends on the actual
contact patch, which is hard to determine in case of macroscopically matching surfaces. In the present paper, an experimental technique is
proposed for the evaluation of the contact pattern by the measurement of electric field potentials.

INTRODUCTION

Even well-machined surfaces are rough on a microscopic scale. Consequently, the real area of contact is extremely small
[1]. It means that the pressure – defined as the ratio of the load and the nominal area – does not provide first-hand information
about the real normal stress distribution on the rough surface of the materials. However, the distribution of the compressing
force on a sufficiently small grid can be used for the evaluation of the mechanical contact of surfaces. The contact models
in the literature usually provide relations between the compressing force and the number and size of local contacts. One of
the most popular models was set up by Greenwood and his co-authors [2, 3], who showed that in nominally flat surfaces
the individual contacts are dispersed, while in case of curved surfaces the individual contact areas are often clustered. Our
primary goal is the macroscopic evaluation of contacts such that the clustering of contact areas can be identified (see Figure 1).
Even a coarse discretization may reveal the possibly adverse asymmetries in the contact pressure or the differences between
seemingly identical contacts. Moreover, the force distribution on the contact area may be used for the reliable prediction of
energy dissipation due to dry friction [4]. Since there is physical connection between electrical resistance and the properties

Figure 1: Block diagram of the evaluation algorithm. The force distribution shows three disjoint contact areas.

of mechanical contact [2], it is possible to evaluate the mechanical contact pattern based on the measurement of resistance.
According to the authors’ knowledge, no such methods were published yet, however, there is an extensive body of literature
about the inverse problem, i.e., the determination of electrical contact resistance Re based on the characteristics of contacting
surfaces [5].

MEASUREMENT LAYOUT AND ALGORITHM

At the present stage of the research, the case of line contact is considered, i.e., the nominal contacting surface is narrow
compared to its length. According to the results obtained so far, the method can be extended to the evaluation of real 2D
contacts, as well. The block diagram of the developed algorithm is shown in Figure 1. In the first step, a constant current
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is kept flowing between the contacting machine parts at a certain contact force, while the voltage (U ) is measured along the
contact line between probes on either side (see Figure 2). Due to the large internal resistance of the voltmeter, the contact
resistance at the probes does not influence the results. In the second step, a discretized resistivity distribution is calculated
along the contact. This step is accomplished by a neural network, trained using the output of a finite element model. The
model is based on the introduction of a layer between the contacting surfaces. The contact resistance on a short segment can
be characterized by the thickness λ of an equivalent hypothetical steel layer.

Once the resistivity distribution is known, the pressure distribution can be calculated, based on simple models from the
literature [2]. For the determination of the necessary material parameters, standard contact resistance measurements are
performed on reference surfaces (step 3). Finally, in step 4, the scaling of the force distribution can be accomplished by taking
into account the equilibrium of forces.

During the first experiments, the contact of two thin-walled tubes along their perimeter was evaluated at various values
of normal load. The test rig is shown in Figure 2. To make sure that the test rig is reliable and the results are repeatable,

Figure 2: The contacting tubes with the probes.

three thin copper wires were placed between the tubes. Thus, practically the electric current flew at these three points, only.
The contacting regions were clearly identifiable by our method. Similar curves were obtained without the copper wires, too,
indicating the clustering of contacting regions – see Figure 1.

CONCLUSIONS

The performed measurements proved that a contact pattern between metallic surfaces can be identified on the basis of
measured electric voltage, at a broad range of the normal load. The fitted voltage curves changed with the load, but the overall
pattern stayed the same, indicating that the pattern recognition can be performed with ease. According to the results we claim
that a practically useful contact evaluation method is proposed that will be further elaborated in the near future.
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STRAIN AND STRAIN-RATE DETERMINATION USING DIGITAL IMAGE CORRELATION
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Summary Digital Imaging Correlation systems for full-field strain analysis are based on traditional approaches to determine strains and

strain-rates on the basis of the motion of discrete points in space and time. Both the theoretical background and concepts to verify the

codes are missing for three-dimensional curved surfaces under large strains. In this presentation, we discuss various possible approaches

for determining different strain measures and the possibility of obtaining the strain-rate as well. This discussion is performed in view of

verification examples, where homogeneous and inhomogeneous deformations are prescribed. It turns out that under certain circumstances

the strain determination might be inaccurate. Additional aspects, for example, real experimental data and the comparison to finite element

results are treated as well.

INTRODUCTION

Full-field determination of displacements and strains is an increasing measurement technology for two- and three-dimen-

sional surface deformations. Two different systems are explained in [2] and [6]. Commonly, these devices are applied for

full-field measurement and both the displacements as well as the strains are used for the interpretation of the deformation

characteristics of a part, for the comparison of numerical models with experimental observations, or for the purpose of ma-

terial parameter identification. The system detects coordinates of points on the surface (two coordinates for 2D- and three

coordinates in 3D-camera systems) and follow them during the deformation in the experiment. In the two-dimensional case

no essential problems occur. However, for the case of curvilinear surfaces, the theory increases to be more complex because

the deformation of curvilinear surfaces has to be studied. In this case, we follow the abstract ideas of [3, 5] and concretize

these concepts to the problem under consideration. Unfortunately, the approaches in [2] and [6] circumvent an explanation

how the strains are determined in detail. This leads to a number of questions:

• What kind of approach is possible to determine the strain and the strain-rates in a curvilinear surface for a given set of

points?

• What accuracy can we obtain using different methods for determining strains, and which advantages and disadvantages

do these methods have?

• Are there verification examples so that the systems can be investigated in view of their accuracy? (in view of the

terminology of verification of programs, see [1], which is adapted to the strain analysis of DIC-systems)

• Can we adapt the models to further problems?

In this presentation, we will address the issue mentioned above and provide new theoretical concepts for strain analysis.

Furthermore, the methods are studied in view of their advantages and disadvantages at various verificiation examples as well

as real experimental data.

SURFACE STRAIN ANALYSIS

The full-field deformation analysis system provides coordinates in the surface of a specimen in the reference and in the

current configuration, see as an example, Fig. 1(a). These points at time t can be described by surfaces, which are necessary for

specific interpolation concepts. In [6] the coordinates of a subset of points of the entire surface in the reference configuration

and for each displacement component is applied leading to four interpolations with a least-square method. In [4] shape

functions from finite elements are chosen requiring only two interpolation, which are based on pure function evaluations. The

latter is based on in-plane deformation gradient

F̂ =
∂θαR
∂Θβ

(~aα ⊗
~A β), α = 1, 2, β = 1, 2, (1)

where ϑα = θαR (Θ
β) defines the surface motion of the surface parameters Θβ (material surface coordinates), and ϑα the

surface parameters in the current configuration. ~aα = ~̂x,α = ∂~̂x/∂ϑα and ~Aα = ~̂X,α = ∂ ~̂X/∂Θα define the tangential

vectors in the current and in the reference configuration, ~Aα = Aαβ ~Aβ symbolize the gradient vectors. In [4] convective

coordinates are chosen, ϑα = Θα, whereas in [6] Θ1 = X and Θ2 = Y (using the constraint Z = f(X,Y ) are applied.
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(a) Biaxial tensile test
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~g1 = ~x,1
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~n = ~g3 = ~g 3 = ~a3

~x

(b) Kinematical description of the deformation

Figure 1: Illustrative example of surface deformations

We propose two additional approaches using non-convective coordinates combining the advantages of both existing methods.

Thus, different methods have different accuracies and computational efficiencies.

Having the in-plane deformation gradient F̂, the in-plane right Cauchy-Green tensor Ĉ = F̂
T
F̂ and related principal

stretches, which are of interest in industrial applications, can be determined.

The whole concept of strain analysis can also be adapted to finite elements surface deformations, so that for arbitrary finite

element programs strains on the surface can be determined at any place and a comparison of experimental and numerical

results is possible.

VERIFICATION EXAMPLES

Numerical methods have to be verified. Thus, the presented methods are verified at analytical examples of simple shear

(plane problem), tension combined with torsion (curvilinear surface) and an analytical description of a deep drawing process

(complex three-dimensional deformation) so that a code verification and a sensitivity analysis of the proposed schemes can be

investigated.

REAL EXAMPLES

Finally, a real experimental example is chosen to show the applicability of the methods. Furthermore, the surface strain

analysis is also adapted to a fully three-dimensional finite element simulation, so that both a comparison of experimental

data and simulation is possible as well as material parameter identification on the basis of finite element simulations can be

performed.
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IS COMMERCIAL CCD/CMOS CAMERAS TRUSTABLE FOR PHOTOMECHANICS? 
 

Chao Wang, Qinwei Ma, Hao Gu, Shaopeng Maa), 
School of Aerospace Engineering, Beijing Institute of Technology, Beijing, China 

 
Summary The parasitic deformation of the images from a digital camera in long-time measurements is investigated, and the heat-induced image 
expansion and pixel motion are observed. The start-up time differences of multiple high-speed cameras with synchronous triggering are measured, 
and the possibility of occurrence of unneglectable start-up time differences is calculated. The measuring results show that commercial CCD or 
CMOS cameras cannot faithfully record the image data in photomechanics measurements with high-precision requirements. The systematic errors 
from image recording should be compensated.  
 

INTRODUCTION 
 
   Commercial CCD or CMOS cameras are very popular equipment for image acquisition in daily life and industrial 
applications. After compensation of the lens distortion, cameras are thought to be capable to record the real scenes and then 
are trustable in these circumstances. In the previous applications of photomechanics, this is also thought to be true. The raw 
image data consisting of the pixel grey matrix series and corresponding time series for imaging are directly used for 
deformation field evaluation and further mechanical analysis. Recently, some studies [1-3] reported that the image captured by 
commercial CCD or CMOS cameras might contain slight systematic errors. For long-time measurements, it is found that there 
is a parasitic expansion to the image because of the self-heating or/and the environment temperature increasing [4-6]. Although 
it is slight enough and could be neglect in most other applications, it may produce apparently systematic errors on 
photomechanics methods. For high speed measurements, it is observed that there may exist start-up difference among multiple 
high-speed cameras even though when they are triggered simultaneously. This may produce apparent errors on time for the 
high-speed images series when multi-cameras are used, for example the stereo-vision applications. This paper introduces the 
two kinds of errors firstly and then confirms that the commercial CCD/CMOS cameras are not trustable for photomechanics 
if the compensation techniques are not considered.  
 

HEAT INDUCED IMAGE ERRORS OF CAMERAS IN LONG-TIME MEASUREMENTS 
 

In the long-time measurements, temperature of the camera may vary because of the self-heating and/or the variation of 
the environment temperatures (as shown in Fig. 1a). Fig.1b shows that the temperature variation could induce the structural 
deformation of the camera, leading to the change of the equivalent optical path (as shown in Fig. 1c). The image deformation 
caused by the optical path changing is investigated as follows: 1) Capturing the speckle images of an unloaded board using 
IMPERX 12M-3L digital camera, and recording the temperatures of the camera simultaneously. 2) Analysing parasitic 
displacement and strain fields from the images. Fig. 2a shows that the self-heating could induce a strain error of 200 με with 
about 12 °C temperature increment (about 15 με/°C). The displacement errors (see Fig. 2b) is up to 0.5 pixels, which is 
partially caused by the image expansion expressed by the parasitic strain and also result from the heat induced rigid motion 
of the CCD chip (see Fig. 2c). 

 

 
Fig.1 Heat induced image error of CCD/CMOS camera. (a) the temperature variation of the camera case, mount and lens within 5 hours, 

(b) the motion of the different parts of the camera, (c) the changes of the equivalent optical path, (d) the parasitic strain, (e) the typical 
parasitic displacement field, and (f) the schematic of the rigid motion of the CCD chip. 

 

a) Corresponding author. Email: masp@bit.edu.cn. 
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START-UP TIME DIFFERENCE ERROR FOR MULTIPLE HIGH-SPEED CAMERA SYSTEM 
 
   In a high-speed stereo-vision system, dual high-speed cameras are used. The two cameras are triggered simultaneously 
and then is regarded starting recording images at the same time. A system as shown in Fig. 3a is used to check if the two 
cameras are exactly synchronized. It is found that sometimes there exists start-up time differences (STD), which means that 
the two cameras do not start recording the images simultaneously with a certain probability. For a typical high-speed cameras 
pairs (two Photron SA1.1 cameras manufactured in different years), systematic investigation shows that the possibility of 
occurrence of apparent start-up time difference is about 13%, and the STD is up to several hundreds microseconds (as shown 
in Fig. 4a). This error is not very critical for other applications, but it is unacceptable for photomechanics. As shown in Fig. 
4b, the possibility of the occurrences of STD of different dual-camera imaging system is counted according to the similarity 
of the two cameras. The lower similarity, the greater of possibility of occurrence of STD. Synchronizing cable is helpful for 
reducing the percentage of occurrence of STD but cannot eliminate STD completely. 
 

 
Fig.2 STD measurement and statistic for dual high-speed camera system: (a) the schematic of the experimental setup triggering the two 

cameras simultaneously and capturing the laser point with the sinusoidal intensity changing, (b-c) two typical intensity variation analysed 
from image series recorded by the two cameras, (d) distribution of STD for one dual high-speed camera system, and (e) percentage of 

STD for different assemblies of Photron high-speed cameras (I: SA1.1-SA2; II: SA1.1-SA2 with synchronizing cable; III: SA5-SA5; IV: 
SA5-SA5 with synchronizing cable; V: SA1.1 (made in 2009) - SA1.1 (made in 2013) with synchronizing cable). 

 
CONCLUSIONS 

 
   For standard digital camera used in long-time measurements, there exists the heat-induced image expansion as well as the pixel 
motion. The strain error induced by the image expansion is up to tens με per °C, and the displacement error could be up to pixel 
level. For dual high-speed cameras used in stereo vision system, there exists start-up time difference and thus error on the time 
history of the image series from the two cameras, even though when they are triggered simultaneously. Images are the raw 
information of photomechanics measurements, thus the errors consisting of the parasitic deformation and the mismatching of time 
history of the image series could inevitably produce measurement errors with photomechanics methods. Therefore, commercial 
CCD or CMOS camera are not trustable enough for photomechanics. To perform reliable photomechanics measurements, the 
errors should be evaluated and the image data should be corrected. For the heat-induced image error, an unloaded specimen placed 
in the same field of view with the measured specimen could be used to eliminate the errors. For the high-speed measurement using 
multi-cameras, a specially designed independent, high-frequency timer may be used to align the different image series.  
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Summary We use a Shadow Particle Tracking Velocimetry technique (S-PTV) with collimated light to investigate the dynamics of a turbu-
lent von Kármán (VK) flow of water. Such a PTV technique, easy to calibrate as apparent particle position on the images do not depend on
the camera-particle distance, allows to track small objects (100 µm particles, fibers, ...) with low power LEDs as light sources. Investigating
the dynamics of Lagrangian tracers, we observe the flow produced in a square tank is bistable, the two states having a life time of several
minutes so that the high speed recordings appear as snapshots of one of the two states that can be reconstructed from the particle trajectories.
We show the two states topologies strongly differ from the one of the mean flow, and how the bistability affects the dispersion of tracers.

INTRODUCTION

Turbulent flows play a major role in mixing, chemical process in reactors, and transport of pollutants in the atmosphere.
In this context, because the Lagrangian point of view which describes the fluid flow properties along the trajectories is the
most natural, Particle Tracking Velocimetry has grown a lot in the past decade [1, 2, 3]. Using an ensemble of fast cameras,
PTV allows to track small particles (10− 100 µm large) in turbulent flows with Reynolds numbers Rλ > 100 with a temporal
resolution of the order of the Kolmogorov frequency fK =

√
ε/ν ∼ 1−10 kHz, ε being the injected power per mass unit, and

ν the fluid viscosity. However when developing a PTV setup with classical illumination, one has to face several difficulties:
the quality of images strongly depends on the particles characteristics (refraction index, size), it needs a complex 3d calibration
in order to achieve stereo-matching between the different views [4], and it requires powerful light sources (high power LEDs,
or a high power laser) when tracking small objects. To overcome these difficulties we have developed a new optical setup
inspired from [5] which allows to track particles’ shadows produced when using parallel lighting.

EXPERIMENTAL SETUP AND RESULTS

The experimental apparatus is a von Kármán flow identical to the one used in [5]. The flow is produced in a cylinder
with square section using two bladed discs, with radius R = 7, 1 cm, which counter rotate at constant frequency Ω (figure 1
a)). Their spacing is equal to 15 cm, which is also the length of the tank section. Using a water-Ucon mixture 8 times more
viscous than water, this setup produces an intense turbulence with a Taylor based Reynolds numberRλ = 200 and a dissipative
length η = 90 microns. We perform particle tracking of Lagrangian tracers (200 µm polystyrene particles) in a large volume
8× 7.6× 7.6 cm3 centered around the geometrical centre ((x, y, z) = (0, 0, 0)) of the flow with 2 high-speed video cameras
(Phantom V.12, Vision Research, 1Mpix@7kHz) with a resolution 800 × 768 pixels, and a frame rate fs = 12 kHz. The
camera arrangement, inspired from reference [5], is depicted in figure 1 b). It consist of 2 arms forming an angle θ = 90◦ with
parallel lighting. Both arms are identical and use a small LED imaged in the focus of a large parabolic mirror (15 cm diameter,
50 cm focal length). This large parallel ray of light then reflects on a beam splitter and intersects the flow volume before being
collected onto the camera using a doublet consisting of a large lens (15 cm in diameter) and the camera objective. As this
arrangement requires some precision in the mounting, all optical elements are aligned using large (home made) reticules also
used to measure precisely the magnification in each arm. When placing an object in the field of view, it appears as a black
shadow on a white background corresponding to the parallel projection of the object on the sensor. When particles are tracked,
camera 1 will then provide their (x1, z1) 2d positions while camera 2 will measure their (y2, z2) positions, the z coordinate
being perfectly redundant (we have z2 = az1 + b). 3d tracking is then performed by first tracking particles independently on
the movies corresponding to the 2 views before trajectories with z1(t) ' z2(t) are identified using the relation z2 = az1 + b
as shown in figure 1 c). This relation is obtained by self-calibration with a dilute ensemble of particles that is tracked within a
pair of movies recorded by cam1 and cam2 (here the parameters are a = 0.96, b = 2.7 pixels). Together with the pixel to mm
magnification of one of the cameras, it provides all informations about particle positions in world coordinates.

Because the measurement volume 8 × 7.6 × 7.6 cm3 is twice larger than the integral length-scale L = 3 cm of the
turbulence, the flow properties are not homogeneous in space. We thus record 200 pairs of movies with duration 1.3 seconds
per Reynolds number with O(100) particles in the measurement volume, leading to a very large ensemble of O(4. 105)
trajectories with mean duration 〈t〉 ∼ 0.25/Ω so the Lagrangian statistics can be conditioned in space. However we discovered
that whatever the number of movies randomly chosen, we always found that the x and y component of the velocity had
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Figure 1: a) Sketch of the counter-rotating von Kármán flow. Arrows indicate the topology of the mean flow. b) Optical
arrangement for S-PTV with 2 identical arms forming an angle θ = 90 degrees (only the vertical arm is described).The 1W
LED source is imaged in the focus of a parabolic mirror to form a large collimated beam. Light is propagating through the
flow volume using beam splitter (BS) before being collected using a 15 cm large lens whose function is to redirect the light
into the camera objective of the camera. The optical system [L2+objective] is focussed on the output face of the vessel marked
with a dashed-dotted line. c) time evolution of the z (redundant) coordinate of the same particle as obtained with 2d tracking
with cam1 and cam2. d) rms velocities of the averaged of the particles (v′x, v

′
y, v
′
z) for 40 consecutive movies and a rotating

frequency Ω = 5.5 Hz, which corresponds to Reλ = 200. (symbol, v′x-blue, v′y-red, v′z-green). e,f) reconstructed mean flow
in the plane z = 0. Arrows indicate (〈vx〉(x, y, z = 0), 〈vy〉(x, y, z = 0)) while colors indicate 〈vz〉(x, y, z = 0). e) as
obtained by conditioning on the vx dominant state. f) as obtained with the same number of movies from each state.

different statistics, which is in contradiction with the symmetries of the setup. This can be observed in figure 1 d), which
displays the changes of the rms value of the velocity components (v′x, v

′
y, v
′
z) obtained using all the trajectories whitin one

movie. Indeed one always find v′z ∼ 0.4 with very different values for v′x and v′y which take randomly the values 0.4 and 0.65
m/s. This behavior, observed whatever the frequency of rotation in the fully turbulent regime, indicates that the large scale
flow is bistable with one transverse component dominating over the other. This is confirmed when investigating the mean
flow conditioned on the x-dominant state (corresponding to v′x > 0.55) measured in the mid-plane (z = 0) in figure 1 d). In
the x-dominant state, 〈vx〉(x, y, z = 0) is much larger than 〈vy〉(x, y, z = 0) with a non zero component 〈vz〉(x, y, z = 0).
The global symmetries of the flow are broken so that the mean flow is not invariant under a rotation of an angle π/2 around
the z-axis. As shown in figure 1 f), the symmetries of the mean flow are only recovered when averaging over the same
number of realizations of both x-dominant and y-dominant states. This type of bistability, for which the two states exchange
under a discrete rotation on a time-scale of several minutes (estimated from flow visualization with bubbles), is different from
the one already observed in von Kármán flows with circular section [6]. Indeed the present bistability, which has important
consequences concerning the transport of particles in the flow, may be due to the interaction between corner vortices on the
flat walls that can have complex interactions with the flow.
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Summary A 2D interpolation method is applied to integrate the pressure gradient data obtained from PIV measurement for the flow above a 
building roof. The reconstructed pressure field is smooth and matched the measured surface pressures reasonably well in terms of distribution. 
This method also allows users to remove the bad input data points. 
 

INTRODUCTION 

 
   In order to better understand the mechanism how the atmospheric boundary layers affect the wind loads on buildings (i.e., 
surface pressures), particle image velocimetry (PIV) has been used to measure the velocity field together with the surface 
pressures. The PIV method can render deeper insights if we can infer the pressure field information from the measured flow 
field data. For 2D flow field, the gradient of mean pressure coefficient can be found by taking the time average of the Navier-
Stokes equation, i.e. 
               refyyxxyxyxx UuuvuuuuvuuCp  ''''2  (1a) 

               refyyxxyxyxy UvvvvvuvvvuCp  ''''2 , (1b)   
where the overbar denotes the time averaging; (•)’ denotes the fluctuation; (•)x and (•)y are the x and y derivatives respectively; 
ν is the kinematic viscosity. The pressure coefficients, Cp, in Eq. (1) are defined as the division of gauge pressure to a reference 
dynamic pressure 0.5ρUref

2. Therefore, the velocity components, u and v, are non-dimensional and defined as division of 
actual velocity to Uref. 
   Gurka et al. (1999) [1] used the pressure Poisson equation and Neumann type of boundary condition to solve the pressure 
field from PIV data. More recently, van Oudhensden et al. (2007) [2] obtained the 2D velocity field around a square prism 
via PIV. They integrated the pressure field directly from the gradient data via a line-wise, downstream marching scheme with 
the inlet boundary pressure prescribed by Bernoulli’s equation. Although this integration scheme is straightforward and fast, 
the measured gradient data needs to be curl free, such that the value obtained by integration along any arbitrary path is 
independent [3]. However, if a measured gradient data is not perfect, due to either measurement error or noise, the error will 
be propagated along the integration path, leading to distorted results. Ettl et al. (2008) [3] presented an alternative for integrating 
gradient data using generalized Hermite interpolation approach with analytic radial basis functions. This method is aimed to solve 
the problems described earlier. We have been finding this method useful in integrating our pressure gradient data obtained from 
PIV. So this algorithm is briefly introduced and the results of application will be shown in the following sections. 
 

2D ANALYTIC INTERPOLATION 

 

   This method first assumes that the estimated pressure coefficient Cp* at location x can be represented as linear spatial 
superposition of analytic function [3], i.e. 

      




N

i
iyiixiCp

1
* xxxxx  ,  (2) 

where αi and βi denote the appropriate coefficients for the analytic support Φ centered at i-th grid point. Wenland’s function 
was selected in [3] and therefore here for the analytic support. This function is symmetric about its centre and resembles a 
bell shaped surface for r ≤ 1, where r is the radial distance from the support center. For regions of r > 1 values of zeros are 
padded. The range of influence for the support is denoted here as support size and set as unity. In order to find the coefficients 
for the spatial superposition, the gradient of Cp*, is taken and matched with the measured gradient data obtained from Eq. (1). 
Once the linear system is formed as a result of this procedure, the coefficients can be simply solved by matrix inversion.  
 

RESULTS AND DISCUSSIONS 

 

   The PIV data obtained from the flow field above the roof of a 1/50 scale model of Texas Tech University “WERFL” 
Building [4] was used to demonstrate the application of the proposed method. This modelled building has plane dimensions 
of 18.4 cm × 27.5 cm and a height of 7.8 cm. A row of 9 taps were placed on the model’s roof surface for pressure 
measurement. This pressure measurement system was synchronized with a Time-Resolved Particle Image Velocimetry (TR-
PIV) system. The model was placed on the high speed test section of Wind Tunnel-II at the University of Western Ontario.  
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An ‘open’ terrain was used as the roughness condition of the simulated atmospheric boundary layer. At the building roof 
height, the corresponding turbulence intensity is 17% with an integral length scale of about 11 times of the building height. 
Akon and Kopp (2015) [4] addressed the turbulence characteristics in terms of the statistics of the time averaged velocity 
field. Those results were used as the input for the right hand side of Eq. (1) to determine the gradient of mean Cp.  
   Data were obtained on the two frames shown in Fig. 1(a), i.e., the frame in front of building is denoted as frame 1 and the 
frame above roof is denoted as frame 2. The resulting gradient field of mean Cp is also shown in Fig. 1(a) for the region close 
to the leading edge. Note that bulk wind direction is in the positive x direction. The x-axis denotes the distance from the 
leading edge of roof and y-axis denotes the vertical distance above the (tunnel) floor. High-gradient vectors are found to be 
pointing out near radially from the leading edge, therefore large pressure gradients can be anticipated in this region. The little 
red boxes near the roof and wall are used to denote locations with bad data points. The gradient vectors at these points were 
found to be either unreasonably large or pointing into reverse direction when compared to the adjacent vectors. Thus, these 
‘noise’ vectors are not shown in Fig 1(a). In order to apply the interpolation method for pressure integration, the size of 
analytic support is chosen to be 2.5 cm, which is around 14 times of the grid spacing (∆x = ∆y = 0.18 cm). At the upper left 
corner of the frame 1 (x = -12.5 cm, y = 15 cm), the mean pressure is assumed to be the same as ambient value (i.e. Cp = 0), 
which is used as constant of integration for pressure reconstruction on frame 1. For frame 2, the pressure reconstruction was 
first obtained with an arbitrary value of integration constant. The reconstructed pressure were then adjusted by a constant 
through minimizing the difference between values obtained in frame 1 and frame 2 but within the overlapped region. The 
‘integrated’ mean Cp as a result of considering all gradient data is shown in Fig. 1(b) (‘All data’) for locations along a 
horizontal line near roof height (i.e., y ≈ 7.8 cm). Although a constant underestimation (∆Cp ≈ 0.2) can be observed 
between measurement and integrated data, the slopes of Cp distributions generally match well. The constant underestimation 
may be due to the different reference velocities used in PIV analyses and surface pressure measurement, while the local spikes 
are due to noisy data points. Once this noise is excluded in the reconstruction procedure, the integrated Cp becomes smooth, 
as shown by the dots in Fig. 1(b) (‘Corrected’). The corresponding field of integrated Cp is shown in Fig. 1(c), along with 
streamlines of mean separated flow. Smooth distribution of mean Cp field can be observed. 
 
Figure 1:  
(a) Gradient vector of 
mean Cp; 
(b) Integrated mean Cp at 
roof height;  
(c) Contour of integrated 
mean Cp using inputs 
excluding bad points. 
 
 
 
 
 
 
 
 
 
 
 

CONCLUSIONS 

 
   A 2D interpolation method is applied to integrate the pressure gradient data obtained from PIV measurement for the flow 
above a building roof. The reconstructed pressure field is smooth and matched the direct measurement well in terms of 
distribution. This method also allows the user to remove the bad inputs data points for pressure reconstruction.  
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Abstract An in situ measurement of biaxial modulus evolution of germanium as a lithium ion battery anode material is presented. 
Thin films of germanium are cycled in a half-cell configuration with lithium metal foil as counter/reference electrode, with 1M 
LiPF6 in ethylene carbonate, diethyl carbonate, dimethyl carbonate solution (1:1:1, wt. %) as electrolyte. At various capacity levels 
the germanium thin films were loaded/unloaded by small lithiation/delithiation steps, the slope of stress-strain curve during this 
load/unload portion provides the modulus data. It was observed that biaxial modulus changed from 45 GPa for Li0.45Ge to 30 GPa 
for Li3.75Ge. Understanding variations in biaxial modulus is essential for predicting the stresses accurately and designing fracture 
resistant germanium electrodes. 
 

INTRODUCTION 

 
   Germanium (Ge) and its alloys are among the promising materials as negative electrodes which have significantly higher 
charge capacities compared to that of graphite (e.g., Ge have theoretical capacities of 1625 mAh/g1 compared to 372 mAh/g 

for graphite) . Germanium electrodes however, pose some unique challenges because of volume expansion induced stresses 
due to lithiation is as high as 0.83 Gpa2 and can influence the electrochemical processes. These stresses are the primary driving 
force for fracture and effects the durability of Ge electrodes. Understanding the mechanical property and stress evolution in 
Ge due to lithiation, is important for designing innovative fracture resistant microstructures to avoid premature failure. The 
modulus data will enable the mechanics based models to predict the electrode behavior more accurately which helps not only 
in estimating the battery losses due to fracture of electrodes but also in designing fracture/failure resistant Ge electrodes. The 
objective of this study is to carryout real-time biaxial modulus measurement of Ge thin films during lithiation/delithiation 
cycling using the substrate curvature method. 
 

EXPERIMENTAL PROCEDURE 

 

   Electrodes were prepared by sputter depositing 5 nm of titanium (Ti), 200 nm of copper (Cu), and 100 nm of Ge films on 
2-inch double-side polished fused silica substrates (525 µm thick, and 50.8 mm diameter). Planar thin film geometry without 
binder eliminates assumptions and complexities associated with the composite behavior; hence, this thin film configuration 
provides ideal conditions for measuring stress and other fundamental mechanical properties of lithiated Ge. Stress evolution 
in the amorphous Ge (a-Ge) films during lithiation and delithiation was measured by monitoring the substrate curvature with 
the MOS setup (k-Space Associates). The system consists of a laser source that generates a single focused beam, two etalons, 
whose rotation axes are arranged orthogonally to each other in order to generate a 2 x 2 array of beams, and a CCD camera 
to capture the reflected beam-array from the sample surface as shown in Fig.1. The relative change in the distance between 
the laser spots on the CCD screen gives the sample curvature, κ. The array of reflected spots enables curvature measurement 
in two orthogonal directions. Biaxial film stress is related to substrate curvature through the Stoney equation3 

𝜎 =  𝜎𝑟 +
𝐸𝑠𝑡𝑠

2𝜅

6𝑡𝑓(1−𝜐𝑠)
 ……………………………….Eq.1 

where 𝜎𝑟  is residual stress in the film due to sputter deposition. Es, υs, and ts are Young’s modulus, Poisson ratio, and 
thickness of the substrate, respectively. The tf is the film thickness of Ge which evolves continuously during lithiation and 
delithiation processes. Liang et al.4 reported a 260% increase in volume of spherical Ge nanoparticles upon full lithiation. 
Hence, a linear variation of thickness with State of Charge (SOC) during lithiation is assumed for Ge and the resulting equation 
for film-thickness as a function of SOC in Ge is given as 

𝑡𝑓 = 𝑡𝑓
𝑜(1 + 2.6𝑧) ………………………………… Eq.2 

where 𝑡𝑓
𝑜 is the initial film thickness, z is SOC which varies between 0 and 1; z =1 corresponds to a capacity of 1625 mAh/g 

and a volumetric strain of 2.6.4 The in-plane strain change (Δε) is given by Δε=Δσ/Y+Δε*, where σ is the biaxial film stress, 
Y is biaxial modulus of film E is young’s modulus and υ poission’s ratio.   

𝜀∗ = (1 + 2.6𝑧)1/3 − 1 …………………………… Eq.3 
And, due to substrate constraint 𝜀0 is 0 and biaxial modulus can be given by 𝑌 = −∆𝜎/∆𝜀∗.5During delithiation-relithiation 
the change in stress ∆𝜎 is measured from substrate curvature change and ∆𝜀∗ is calculated from Eq. 3. 
   Electrochemical experiments were carried out using a Solartron 1470 E Potetntiostat. The Ge thin-film electrodes were 
subjected to a series of galvanostatic lithiation(5 µA/cm2), 1 hr open circuit, 8 min delithiation sequences at various levels of 
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state of charge as shown in Fig.2. The slope of stress-strain response corresponding to these lithiation/delithiation steps 
provides the modulus value. 
 

RESULTS AND DISCUSSION 

 
   Note from Figure 2 that during lithiation compressive stresses 
increases representing loading of film which are relaxed during the 
following open circuit condition. Stress increases in the opposite 
direction during delithiation representing unloading. The stress-strain 
data during elastic loading and unloading is considered to measure the 
biaxial modulus of Li-Ge system. Biaxial modulus measured by using 
𝑌 = −∆𝜎/∆𝜀∗  does not consider formation of solid electrolyte 
interface layer which when considered will underestimate modulus 
during lithiation and overestimate it during delithiation. Hence an 
average of these two modulus values,i.e., from loading and unloading 
curve should be considered as the actual modulus. Note that the 
modulus decreased as the lithium concentration increased. Using a rule 
of mixtures biaxial modulus as a function of x can be estimated as  

𝑌𝑒𝑠𝑡 =
𝑥𝐿𝑖𝐸𝐿𝑖+𝑥𝐺𝑒𝐸𝐺𝑒

1−(𝑥𝐿𝑖𝜐𝐿𝑖+𝑥𝐿𝑖𝜐𝐿𝑖)
……………………Eq.4 

where 𝑥𝐿𝑖  , 𝑥𝐺𝑒are the fraction of li and Ge in Li − Ge system, 
𝜐𝐿𝑖 , 𝜐𝐿𝑖  are Poission’s ratio and 𝐸𝐿𝑖 , 𝐸𝐺𝑒  represents Young' s 
modulus of Li and Ge. Biaxial modulus as a function of x in LixGe estimated from rule of mixtures seems to agree with the 
experimentally measured values for higher lithium concentration as shown in Figure 3. 
 

CONCLUSION 

 
Germanium thin film electrodes were cycled against Li foil counter/reference electrode. Real-time modulus evolution in planar 
a-Ge film electrodes is measured during galvanostatic lithiation/delithiation using substrate curvature technique. It was observed 
that biaxial modulus reduces from 45Gpa for Li0.45Ge to 30Gpa for Li3.75Ge. 
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Figure 2: Current density, Potential and stress from in-situ measurements as 
function of time 
 
 

Figure 3: Biaxial modulus of a-Ge thin film as function  
of x in LixGe 

  
Figure 1: Schematic of experimental setup. Inset 
shows details of thin film layers  
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Summary The setup described in this work allows precise friction measurements on smallbearings for various shaft-speeds, radial loadings,
lubricants and gap widths. The system is able to capture simultaneously the friction, as well as the relative displacement between shaft
and bearing which reveals the displacement trajectory and the dynamic behavior, mainly half-frequency whirling with critical speeds. If
displacement is considered for the friction measurement, an improvement in measurement accuracy is achieved when compared to previously
reported techniques. Geometrical tolerances are identified by two measurements and corrected.

INTRODUCTION

Friction measurements in the range ofµNm are extremely sensitive to external forces and kinematic constraints which
favor or prevent a fluid film to separate the two sliding bodies. Experiments therefore, should reproduce the common case of
a radial load and an unconstrained displacement. In this work, the friction force is captured at the bearings and transmitted by
a band to a precise balance as shown in Fig. 1. A similar technique was applied in [1, 2, 3]. This method is very precise and
is thus sensitive to tolerances which are identified and corrected by two measurements in opposite direction of rotation. The
relative displacement between shaft and bearing is a key parameter as identified by Reynolds in 1886 and later by Sommerfeld.
But today experimental work is still scarce and only available for bigger shaft diameters [4, 5, 6]. To determine the friction
torque at the shaft, the horizontal component∆x of bearing eccentricity has to be considered, which is new for this type of
measurement and leads to higher friction at values of high eccentricity. Dynamic phenomena can be investigated and whirling
can be detected in the displacement-data. All parameters involved can be changed easily.

MECHANICAL SETUP

A steel shaft of3mm diameter is driven at a controlled speed by an electric motor and lies on a V-shaped support built
of hardened steel. The two bearings to be measured are aligned on a steel needle and pressed in a steel cylinder. The friction
force is transmitted to a balance (METTLER,PH403S, 1mg resolution) by a band. The total radial loadingFr can be varied
by changing the weightFw. On the side of the balance the friction force is either added or subtracted to the force of the static
equilibrium, depending on the direction of rotation.

Fr therefore depends on friction and on the direc-

2

balance weight

bearing

shaft

Fig. 1: Principle and photo of the measurement setup built witha
balance, weight, rotating shaft and bearings considering tolerances.

tion of rotation. Considering the mass of the cylin-
dermz, a simplified valueFr = Fw + Fb + mzg is
used here. To assure high accuracy and constant dis-
tance of the forcesFb andFw from the axis of rotation,
a stainless steel band of10µm thickness is applied.
Previous work using ropes did not allow precise mea-
surements and reproducibility. The system resolution
is further increased from the nominal50 nNm by tak-
ing average values at each speed. Data are digitally
(RS232) transmitted to a PC, data acquisition is con-
trolled byLabVIEW. Two laser systemsILD2300LL by
Micro-Epsilon capture the displacement of one bearing
in x- and y- direction. Results illustrating this tech-
nique are shown for porous journal bearingsSint-B50
having 20% porosity and using non-NewtonianCX-
2000 by Klueber as lubricant, with variable speed and
5µm radial gap between shaft and bearing.

DATA ANALYSIS AND PROCESSING

The friction torqueTf acting on the shaft is calculated from the dataFb, acquired from the mentioned balance, the known
weightFw and the radiusrzb of the imperfect cylinder on the side of the balance and on the side of the weightrzw:

Tf = rzw Fw − rzb Fb (1)

∗Corresponding author. Email: trachsel@imes.mavt.ethz.ch
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Considering tolerances∆r in cylinder-bearing concentricity and horizontal displacement∆x, the friction torqueTf from (1)
is written with variable parametersrzw = rz +∆r +∆x andrzb = rz −∆r −∆x.

Correction of friction data by identification of geometric tolerances (calibration)
At high speed hydrodynamic friction is not expected to depend on the direction on rotation. According to measurements

and well known theory [8], the shaft is well centered in the bearings and effects of horizontal displacement∆x are negligible.
The friction torque (1) of two measurements in opposite direction of rotation (cw: clockwise,ccw: counterclockwise) is set
equal at maximum speed and∆x = 0. By solving for∆r the tolerances are identified with high accuracy:

∆r = rz ·
2Fw − Fb,ccw − Fb,cw

2Fw + Fb,ccw + Fb,cw

. (2)

The effect and importance of the calibration∆r and displacement measurement∆x is illustrated in Fig. 2 atFr = 0.52N. A
value of∆r = 8.38µm was found in this case. The horizontal∆x and the vertical displacement are shown in Fig. 3.
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Fig. 2: Friction data considering cali-
bration∆r and∆x from measurement.
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Influence of the direction of rotation
A dependance of the friction measurements on the direction of rotation was noted at low speeds. With reference to Fig. 1,

this could be explained by the fact that inccw-rotation the cylinder can easily move up, lift the weight and a fluid film is built.
In cw-rotation however the band is held fixed to the balance resulting in higher friction at the transition to the hydrodynamic
domain and a shift of minimum friction towards higher speeds can be noted as shown in Fig. 2.

Additional insight
The bearing trajectory does not follow the theory by Sommerfeld for all speeds as already found via numerical investiga-

tions carried out in [5]: A lift off is detected at the point of minimum friction or just before. At this point the displacement
changes direction and moves towards a concentric position. Domains of mixed- and hydrodynamic lubrication can be distin-
guished. In Fig. 4 an analysis in the frequency domain at low radial loading reveals the dynamic behavior and the well known
half-frequency whirling [8] starting at some specific critical speed and comes along with a slight increase in friction.

CONCLUSION

A new setup was developed to study the performance of small bearings. Simultaneous detection of friction and displace-
ment improves the precision of friction data and leads to a profound understanding of the fluid-structure interaction which
allows further optimization of parts involved according to specific application.

References

[1] Brenner, W. ; The measurement of minimotors and micromotors torque-characteristic using min. cable brake. Microsystem Technologies, 1997.
[2] Tao, Y M and Yao; Precision metrology of micro-workpieces on their tribological performance with an error compensation method, 2002.
[3] Kim, Hyung Jin and Park, In Kyum and Seo; International Journal of Precision Engineering and Manufacturing, 15(2):267-273, 2014.
[4] Dubois, George B; Analytical derivation and experimental evaluation of short-bearing approximation for full journal bearing, 1953.
[5] Balasoiu, Ana Maria; A self-circulation porous bearing with a wrapped-around reservoir. Dissertation, 2012.
[6] L.Costa and Miranda; Temperature, Flow, and Eccentricity Measurements in a Journal Bearing. Lubrication Science, 167-180, 2001.
[7] Yao, Zhenqiang and Zhang, Qi and Tao; Tribology International, 33(7): 485-489, 2000.
[8] Stachowiak, Batchelor, Engineering Tribology, 2014.

3145



XXIV ICTAM, 21-26 August 2016, Montreal, Canada

DIGITAL EFFECTS IN HARDWARE-IN-THE-LOOP EXPERIMENTS
OF STICK-SLIP PHENOMENA

Gabor Stepan∗, Zsolt Veraszto

Department of Applied Mechanics, Budapest University of Technology and Economics, Hungary

Summary The topic of this study is the analysis of one degree of freedom (DoF) oscillatory systems subjected to the friction force generated
at moving surfaces of mixed dry and viscous friction. The stick-slip phenomenon arising on partially lubricated surfaces can be critical in
many engineering systems. This study aims to present the theoretical considerations behind the use of the hardware-in-the-loop (HIL)
method and to report on possible experimental implementation. We compare the results of the global dynamical analysis with the numerical
results of the simulations. The mathematical model of the HIL experiment considers idealised control, but takes into account the delay
related to the digital effects like sampling. The analytical and numerical analysis of the corresponding discrete model leads to results
validated by the measurements. The conclusions of the theoretical, numerical and experimental study call the attention on the limitations of
HIL experiments when the system is strongly nonlinear.

MOTIVATION

There is a set of historical dynamical problems in engineering that causes permanent difficulties in the design on certain
machines, machine parts. One common feature of these systems is that the desired steady-state behavior of the machine
may become unstable at certain speed ranges. While systems can be tuned to stable parameter domains with reasonable
reliability, they can still exhibit undesired dynamical behavior when large perturbations occur. Machine tool vibrations [1],
wheel shimmy [2], stick-slip [3] or even traffic dynamics [4] belong to this set of problems. The fundamental reason of the
unpredictable occurrence of undesired oscillations is the subcritical sense of the Hopf bifurcations at the loss of stability of the
desired steady states. It is a rule of thumb that delay tends to destabilize dynamical systems, also, it tends to make bifurcations
subcritical. Delay exists in many of the models of the mentioned industrial problems, except the stick-slip phenomenon, which
has simple, even single degree-of-freedom (DOF) nonlinear models while it still performs subcritical Hopf bifurcation.

Since the design of these systems cannot guarantee the avoidance of undesired oscillations, extensive numerical simulation
is needed for large sets of parameters and initial conditions, which still does not substitute expensive tests on prototypes. A
promising way to reduce the costs of this development process is the application of hardware-in-the-loop (HIL) experiments
[5], in other words real-time substructuring [6] when some parts of the system is substituted by actuators and computer
simulation. Digital effects are introduced into these systems when HIL experiments are performed [7]. The discretization in
time (sampling) and space (round-off) may lead to somewhat modified dynamical behavior than the real system [8]. These
limitations of the HIL experiments are studied for the simplest nonlinear model of stick-slip phenomenon.

MATHEMATICAL MODEL AND TEST RIG OF STICK-SLIP HIL EXPERIMENT

The stick-slip phenomenon can be described by a 1 DoF damped oscillator subjected to the so-called Stribeck force:

ẍ(t) + 2ζωnẋ(t) + ω2x(t) = FStr(ẋ(tj − τ))/m , t ∈ [tj , tj + τ), tj = jτ, j = 1, 2, . . . .

FStr(ẋ) =
(
C + (C0 − C)e−cv|v0−ẋ|

)
sgn(v0 − ẋ) + bStr(v0 − ẋ) ,

where the oscillatory system is characterized by its undamped angular natural frequency ωn, damping ration ζ and modal
mass m. The Stribeck force describes the mixed viscous-dry friction between the body and a moving surface of velocity v0
resulting the relative velocity v0 − ẋ between the surfaces. There are several parameters in the force FStr among which the
sticking friction force C0 and the sliding friction force C can easily be identified. The HIL experiment can run with certain
sampling frequency only. This is taken into account by means of the sampling time τ . Due to the piece-wise constant force
FStr, the above system can be transformed into a 3-dimensional nonlinear discrete system.

A HIL experiment was compiled where the damped oscillator consisted of an elastic beam and a block, while the Stribeck
force was emulated by an electromagnetic actuator controlled by a processor that calculated the force according to the formula
of FStr. The test rig is shown in Fig. 1 together with its mechanical model. The deformation of the spring (the elastic beam)
was sensed to obtain the signals of position x and velocity ẋ, and the control force was created by means of a PI control of
the current I that was also measured at the actuator. The signal was sent to the actuator by means of pulse width modulation
(pwm).

∗Corresponding author. Email: stepan@mm.bme.hu
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Figure 1: HIL experiment: test rig and sketch.
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Figure 2: Stability chart with test results at τ = 2ms and 15 ms, and bifurcation diagram for τ = 2ms.

CONCLUSIONS

The dynamic behaviors of the original continuous system (τ = 0) and the digital system (τ > 0) are not exactly the same
as it can be followed in Fig. 2. For small sampling time τ = 2ms, the linear stability limit is almost correct, the unstable
limit cycle exists and the stable limit cycle appears as a weakly chaotic attractor, while the size of the bistable zone is reduced.
However, for sampling time τ = 15ms, the unstable limit cycle disappeared in the experiments, and linear stability survived
even for low speeds v0, which was confirmed by the linear stability calculation of the discrete system as shown in the strange
stability chart of Fig. 2. This calls the attention of the possibly unacceptable effect of time delays in the HIL experiments.
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Summary To better understand the dynamic response of thermo-electro-mechanically coupled materials, in particular stiffness and mechan-
ical damping, an experimental method called Broadband Electromechanical Spectroscopy (BES) was developed. The motivation for BES
was to study ferroelectric materials over wide ranges of frequencies of simultaneously applied electric fields and mechanical stresses under
temperature control. By precisely controlling electric fields and mechanical loading, the effect of microstructural changes, in particular
domain switching in ferroelectrics, on the dynamic mechanical response is measured. Experiments show large increases in mechanical
damping during domain switching that can be tuned by appropriate electrical loading. Results obtained using the new capabilities brought
by BES can be used to better understand the damping associated with domain wall motion to be able to create ceramic materials with both
high stiffness and high damping – an elusive combination of properties in typical engineering materials.

INTRODUCTION

Various approaches can be taken to reduce vibrations in structures in order to mitigate fatigue. Passive methods involve
combining high damping materials into structures, which results in a compromise of stiffness and damping. Alternatively,
active methods involve actuating structures in such a way to cancel out vibrations. This is typically achieved by piezoelectric
actuators. Piezoelectric materials exhibit a linear relationship between applied stress and resulting charge accumulation on the
surface (electric displacement). This phenomenon is used in shunted piezoelectrics where charge accumulation is dissipated
by connecting surface electrodes with a resistor [1]. But this approach is also highly frequency dependent. The converse
relationship (linear relationship between applied electric field and strain) is what is used in piezoelectric actuators where an
applied electric field is carefully controlled to generate strains in such a way to cancel out vibrations.

The approaches using piezoelectrics, however, only utilize their linear response. Piezoelectrics like the widely used mate-
rial lead zirconate titanate (PZT) are also ferroelectric. That is, they exhibit a spontaneous polarization that can be reoriented
by applying sufficiently large electric fields and/or stresses. The process of polarization reorientation, or so-called domain
switching, is a dissipative process [2]. Nonetheless, there are only a limited number studies on using domain switching as an
alternative mechanism for mechanical damping. This is in part due to a lack of experimental methods for its characterization.
We close this gap by presenting an experimental setup and method called Broadband Electromechanical Spectroscopy (BES)
for measuring the dynamic mechanical response (i.e. stiffness and damping) of ferroelectrics (and other materials) while
applying sufficiently large electric fields to induce domain switching. Using BES, the stiffness and damping of a particular
ferroelectric, viz. PZT, was measured over a wide range of bending and torsional frequencies.

MATERIALS AND METHODS

The apparatus developed for BES is based on Broadband Viscoelastic Spectroscopy (BVS) [3]. That is, cantilevered beam
specimens are tested in bending and/or torsion using contact-less techniques. A magnet is attached to the free end of the
specimen such that when placed between a pair of Helmholtz coils, the magnetic field from the coils applies a bending and/or
torsional moment to the specimen as shown in Fig. 1. The resulting deflection and/or twist of the specimen is measured via
a laser detector setup; an incoming laser beam reflects off of a mirror attached to the specimens free end into a laser position
sensor. Thus, changes in the specimens deflection angle and/or twisting angle are captured by the movement of the reflected
laser beam in the sensor. Going beyond current BVS setups, we add the capability to simultaneously apply electric fields to
specimens via surface electrodes while applying bending and/or torsional moments. Furthermore, the experimental setup is
placed inside a vacuum chamber to reduce parasitic damping.

RESULTS

To measure the dynamic Young modulus and loss tangent, specimens were subjected to bending moments at 75 Hz by
using the vertical pair of coils in the BES setup. Simultaneously, a slowly varying triangle wave electric field with an amplitude
of 1.95 MV/m was applied from 0.01 to 1 Hz for all experiments. The resulting electric displacement is shown in Fig. 2(a).

∗Corresponding author. Email: wojnarc@mst.edu
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Figure 1: Schematic of Broadband Electromechanical Spectroscopy setup.

distributed grain orientations. Linear variation with electric

field before and after switching was also observed in PZT

polycrystals.15

The loss tangent shown in Fig. 2(c) exhibits peaks dur-

ing domain switching, which become more pronounced with

increasing electrical frequency. Like the dynamic Young

modulus, the loss tangent varies linearly with the electric

field before and after domain switching (as observed previ-

ously15). The remarkable damping seen during domain

switching with tan d > 0.4 is commonly found in polymers,

rarely in ceramics. Its physical origin is similar to that found

in single crystals12 but the polycrystalline orientation distri-

bution leads to a more gradual evolution of the macroscopic

viscoelastic properties.

The rate-dependent stiffness and damping variations

have been attributed to 90�-domain switching.4,16 For

higher electrical frequencies, the domain wall velocity

increases,17–19 which leads to an accelerated repoling pro-

cess, see Fig. 2(a). This in turn results in larger spontaneous

longitudinal strains during each mechanical cycle, thereby

decreasing the apparent modulus. Also, the increases in do-

main wall velocity and apparent coercive field (which

increases the domain wall driving force) jointly increase

the dissipated energy. Owing to the analogous thermody-

namic driving force arising from surfaces of discontinu-

ities,20 similar phenomena can be expected from domain

wall motion in ferromagnetic materials.6

When keeping the electrical frequency constant at

0.1 Hz but changing the mechanical frequency, the polariza-

tion hysteresis curve remains unaffected (for the small

moments applied), as shown in Fig. 3(a). Both the measured

dynamic Young modulus and the loss tangent show small

variations with mechanical frequency, as shown in Figs. 3(b)

and 3(c). Damping increases with frequency, and at high me-

chanical frequencies it is ultimately assisted by structural

resonance of the specimen (occurring at 147 Hz under no

electric field and decreasing during switching15 due to elastic

modulus changes). Previous experiments showed a damping

decrease over similar frequencies;5 however, those experi-

ments were performed at elevated temperatures which are

expected to decreases the relaxation time associated with do-

main switching. Higher mechanical frequencies are not pre-

sented here due to the difficulty of interpreting data near

resonance. Experiments at ultrasonic frequencies (10 MHz)

also revealed significant damping in single crystals;12 yet,

those primarily exploited the elastic anisotropy to be con-

trolled by electric fields that affect the domain volume frac-

tions. Here, the kinetic domain switching process itself

produces remarkable variations in stiffness and damping.

There is a lack of electro-mechanically coupled models

for polycrystalline ferroelectric ceramics that accurately

describe the macroscopic dielectric and viscoelastic behavior

for the full hysteresis. In the following, we outline a contin-

uum model which does exactly this and thereby sheds light

onto the evolution of the electric displacement, stiffness, and

damping as observed in Figs. 2 and 3.

From the experimental geometry, we treat the specimen

as a linear (visco)elastic Euler-Bernoulli beam; conditions

well away from structural resonance admit using the corre-

spondence principle.21 An electric field e is applied across

the beam thickness, resulting in a macroscopic polarization p
in the same direction (being accommodated by a mixture of

differently polarized domains, and varying between 6ps,

where ps is the saturated polarization) and an axial strain

FIG. 2. Experimental data of (a) electric displacement, (b) relative Young modulus jE*j/E0 (with E0 the modulus without electric bias), and (c) loss tangent

tand vs. electric field for triangle-wave electric field (1.8 MV/m amplitude) frequencies of 0.01, 0.1, 0.5, and 1.0 Hz and constant mechanical vibration at

75 Hz.

FIG. 3. Experimental data of (a) electric displacement, (b) relative Young modulus jE*j/E0, and (c) loss tangent tand vs. electric field for mechanical frequen-

cies of 25, 50, 75, 90, and 100 Hz and constant electric field cycling at 0.1 Hz.
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Figure 2: Experimental measurements of (a) electric displacement, (b) dynamic Young modulus, and (c) mechanical loss
tangent for different electric field frequencies.

The relative dynamic Young modulus was also measured and the results are shown in Fig. 2(b). The modulus varies
linearly with electric field away from domain switching (around the coercive field). This can be attributed to the electric field
dependence of the elastic constants [4]. Further softening in the Young modulus during domain switching.

The loss tangent in bending was measured and is shown in Fig. 2(c). The loss tangent varies linearly away from domain
switching which can be attributed to the electric field dependence of the complex elastic constants [5]. There is a large increase
in the loss tangent during domain switching (by almost an order of magnitude for the case of 1 Hz). The motion of domain
walls dissipates energy [2] and causes an increase in the macroscopic loss tangent.

CONCLUSIONS

The new method and apparatus of BES presented allows for the application of mechanical and/or torsional moments
while simultaneously applying cyclic electric fields. The method was used for characterizing the evolution of the dynamic
moduli and loss tangent of PZT. Softening of the Young and shear moduli as well as large increases in their associated loss
tangents were observed near the coercive field when domain switching is occurring. The increased loss tangent during domain
switching occurred for a wide range of frequencies and was larger for higher frequencies. This result reveals that domain
switching is a mechanism in ferroelectrics that leads to damping. Furthermore, by significantly enhancing the damping
capacity of already stiff ferroelectric ceramics using electric fields, materials with tunable high stiffness and high damping
were achieved.
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Summary Deformation carriers-speckle and grating are essential components for deformation measurement using the digital 
image correlation (DIC) and moiré techniques. In order to promote the application of DIC and moiré techniques in micro-
deformation measurement, new techniques for fabricating the micro-speckle/grating are in urgent need. In this study, with aid of 
the FIB-EB dual beam system, a novel micro-speckle/grating fabrication technique with FIB deposition was proposed. The 
speckle or grating structures can be generated by the gas-assisted deposition in the dual beam system. The successful results 
verify that the technique is feasible and can be used for micro-speckle or grating fabrication, and the minimum feature size can 
reach submicron level. From the results of this study, we can find that this technique owns several advantages, such as accurate 
positioning, adjustable view filed and carrier pattern, good adaptability for different surface, no damage on the specimen surface. 
 

INTRODUCTION 

 
   With the rapid development of the micro-device and microsystem, the study of the mechanical behaviour of 
microstructures has drawn great attention from the researchers in related fields, and while analysis of deformation field of 
the measured object will offer a great help for understanding the mechanical behaviour. From the available reports, we 
know that DIC and the moiré techniques are the powerful approaches for deformation measurement. And the methods 
already achieved great progresses in the application of macro-deformation measurement. However, analysis on the research 
results illustrate that there are some difficulties for their application to micro-deformation measurement due to the shortage 
of techniques for fabricating deformation carriers in a micro-region. The objective of this research is to develop new 
fabrication techniques for micro-deformation carrier by FIB deposition method. The technique procedures are introduced in 
detail, and the key parameters which influence the quality of the carrier are also studied. As applications, the optimized 
micro-scale speckle patterns or gratings are utilized to measure the deformation fields incurred by releasing residual stress 
and thermal deformation around a crack, respectively. 
 

EXPERIMENT AND RESULTS 

 
In this study, a commercial FIB-EB dual beam system (FEI DB 235) is utilised (Figure 1). The FIB system takes a role 

as a manufacturing tool, and while the EB system is used for high resolution observation and accurate positioning. In the 
experiment, at first the fabrication process starts with template generation of grating or speckle by software. And then place 
the specimen on the sample stage to select an area of interest. And after that, start deposition according to the template once 
the FIB controlling parameters are determined. Finally, speckle or grating pattern can be fabricated on the specimen surface 
(Figure 2). 

In the process of fabrication, the major factors which affect the quality of the speckle or grating pattern are dwell time, 
current intensity of the ion beam, and total deposition time. As for the dwell time, our experimental result verifies that the 
choice of 10 μs is a suitable value and can effectively avoid the elongation or over-etching of the pattern. Moreover, an 
appropriate intensity value of ion beam current could make a balance between the spatial resolution and the deposition 
efficiency, and thus it should be adjusted according to the pattern size and the total deposition time. The lower current 
intensity of ion beam and shorter total deposition time should be an ideal choice for a smaller size of view field. For 
instance, the current intensity of 30 pA and total deposition time of 2 min was chosen for pattern with the size of 10×10 μm, 
while current intensity was 100 pA and total deposition time was 5 min when the pattern had a size of 20×20 μm. 

As applications, in figure 3, the optimized micro-speckle patterns are deposited onto the surface of the laser shock 
peened metallic glass. With the slot milling by focused ion beam, the deformation normal to the slot can be measured after 
the stress release. And then the residual stress can be calculated according the measured deformation. In figure 4, the micro-
gratings produced by this method were used to measure the thermal deformation around a crack in an aluminium film 
supported by PDMS substrate. The deformation during the crack propagation was measured and the results indicate that this 
method is feasible to measure the deformation of thin film at micro-scale.  
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Figure 1. (a) The dual-beam microscope (FIB-EB) used in the experiment. (b) Schematic diagram of gas-assisted 

deposition [3] 
 

   
Figure 2. SEM images of speckle and grating patterns in two modes. Speckle patterns fabricated by FIB deposition(Pt) 

in (a) SEI mode and (b) BEI mode [1, 3] (c) A micro-grating deposited on the Al film. [2] 
 

  
Figure 3. (a) and (b) are SEM images of the speckles before and after the milling step, respectively. (c) The region in the 
yellow dotted box is cropped for DIC calculation. (d) The trench after ion milling is with a depth of 3.0 μm. (e) The 

deformation normal to the slot after the stress release. [3] 
 

 
Figure 4. Crack propagation in Al film with a temperature rise of 70◦C. The displacement fields in the front of the crack 

tip before crack propagation are calculated. [2] 
 

CONCLUSIONS 

   The dual beam (FIB-EB) system can be successfully utilized in the fabrication of different micro-deformation carriers. 
As applications, the residual stress on the metallic glass surface and the displacement fields in the front of the crack tip were 
measured. The results demonstrate that FIB-EB dual-beam system is a useful tool with the integrated function of deposition, 
milling, imaging, and we believe this proposed carrier fabrication method has a good potential to promote the further 
application of DIC and moiré techniques in micro-deformation measurement. 
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Summary In this paper, a temporal phase unwrapping theory (TPUT) was proposed to retrieve the corresponding stress value of the modulo π 
isochromatic retardation to the correct stress value interval. The proposed TPUT uses three wrapped stress values at three wavelengths to 
determine the correct stress value by judgement conditions and the least squares method. A specimen made of PSM-1 photoelastic material 
under tensile test was used for verifying the feasibility and availability of the proposed modulo π TPUT. 
 

INTRODUCTION 
 
   In the manufacturing process of the flexible display, the flexible substrate may suffer large stress so that the warpage 
may be generated. Therefore, the relationship between the stress in flexible substrate and the degree of warpage of the 
flexible display is urgently needed to help manufacturers inspect the quality of the flexible display and further improve the 
manufacturing process. 
   Digital photoelasticity [1] is an effective and efficient approach for the analysis of the stress in the specimen. The 
isochromatic retardation is proportional to the in-plane principal stress difference. However, the isochromatic retardation 
appertains to wrapped phase. A phase unwrapping theory is required to retrieve the wrapped phase to the unwrapped phase 
when the retardation to be measured is over the value interval of the wrapped phase. 
   Recently, the authors developed a technique called transmissivity extremities theory of photoelasticity (TEToP) [2, 3] to 
determine the low-level in-plane principal stress difference in low birefringent materials. To determine the higher level 
stress, i.e. the large stress in the flexible substrate, the suitable phase unwrapping algorithm is needed. In practice, the stress 
value obtained by using TEToP belongs to the modulo π wrapped phase. Besides, due to the use of the spectrometer in 
TEToP, the information at multi-wavelength can be acquired simultaneously. Therefore, this paper proposed a temporal 
phase unwrapping theory (TPUT) for modulo π phase. The proposed TPUT utilizes the information at three wavelengths 
and the correlation between transmissivity extremities linear equations [2, 3] to retrieve the wrapped stress value to the 
correct stress value. In addition, the TPUT is performed without using iterative methods. The phase can be directly 
unwrapped by using judgment conditions and least squares method. Most importantly, in the past three-wavelength 
unwrapping algorithms, the values of three employed wavelengths have to satisfy particular conditions. On the contrary, the 
three wavelengths can be arbitrarily chosen in the TPUT. Furthermore, the TPUT can also be applied to unwrap the modulo 
π isochromatic phase map obtained by other photoelastic techniques as long as the modulo π isochromatic phase is 
converted into stress value by stress-optic law [1]. In this paper, a specimen was manufactured from the 5.8mm thick 
photoelastic material PSM-1 (Vishay Precision Group Inc., Micro-Measurements). By implementing the tensile test, the 
parameters of the PSM-1 material were obtained by TEToP.  Both simulation and experimental values of the modulo π 
wrapped stresses of the PSM-1 specimen at three wavelengths were unwrapped for verifying the feasibility and availability 
of the proposed TPUT. 
 

CONCEPT OF PRINCIPLE 
 
   In TEToP, the relationship between the corresponding wrapped stress values of the modulo π isochromatic phases at 
three wavelengths and the original stress value can be expressed as follows [3]  
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where 
1wS λ , 

2wS λ  and 
3wS λ  denote the three wrapped stress values at wavelengths 1λ , 2λ  and 3λ , respectively. S  

denotes the original stress value. 
1

iλ , 
2

iλ  and 
3

iλ denote the integer fringe orders of the corresponding retardations of S  

at wavelengths 1λ , 2λ  and 3λ , respectively. In Eq. (1), there are seven unknowns, i.e. S , 
1

iλ , 
2

iλ , 
3

iλ and three 
undetermined signs. Consequently, these seven unknowns cannot be directly solved.  However, there is a regularity 
between 

1wS λ , 
2wS λ and 

3wS λ . Through converting 
2wS λ  and 

3wS λ  into particular value intervals, the regularity can be 
established.  Thus, the number of unknowns can be reduced from seven to two and then the S can be solved from Eq. (1). 
 

UNWRAPPED RESULTS OBTAINED BY SIMULATION AND EXPERIMENT 
 

3152

mailto:wcwang@pme.nthu.edu.tw


   Figure 1(a) shows the simulation data of S  as well as
1wS λ , 

2wS λ and 
3wS λ  at wavelengths of 670nm, 650nm, and 

630nm, respectively. In Fig. 1(a), the black dotted-line represents S . The red, green, and blue lines represent
1wS λ , 

2wS λ and 

3wS λ , respectively. By implementing the proposed TPUT, the wrapped stress values were retrieved as the continuous stress 
value expressed in yellow line. Obviously, the retrieved stress value is equal to S . Figure 1(b) displays the experimental 
data of S  (black dotted-line) as well as 

1wS λ  (red line), 
2wS λ  (green line) and 

3wS λ  (blue line) at wavelengths of 690nm, 
650nm and 610nm, respectively. The yellow line shows the unwrapped result by using the proposed TPUT.  It can be seen 
that most of the regions of wrapped stress value can be appropriately unwrapped except the regions near the extremities of 

1wS λ , 
2wS λ and 

3wS λ . That is because experimental values of 
1wS λ , 

2wS λ  and 
3wS λ  have larger deviation near their 

extremities. Two means can be used to effectively remove the unwrapped deviation near extremities, i.e. the pre-processing 
of normalized wrapped stress values and the post-processing of spatial smoothing of unwrapped results. The purple line in 
Fig. 1(b) shows the processed results after implementing post-processing of spatial smoothing. It is clear that the unwrapped 
deviation is almost removed and the processed results match the values of S . Therefore, the feasibility and availability of 
the proposed TPUT were verified. 
 

  
(a) Unwrapped results of the simulation data                 (b) Unwrapped results of the experimental data 

Figure 1. Unwrapped results by using the proposed TPUT 
 

CONCLUSIONS 
 

   By using the information at three wavelengths, a TPUT was proposed in this paper to unwrap the modulo π phase. Not 
only the simulation values but also the experimental values of the wrapped stresses at three wavelengths obtained by TEToP can 
be appropriately unwrapped through the proposed TPUT. Theoretically, the proposed TPUT can also be applied in other 
photoelastic techniques to acquire the modulo π isochromatic retardation. Moreover, it can also be used in other optical 
methods as long as the modulo π phase is proportional to the determined physical quantities with the linear function of the 
wavelength, e. g., the thin film interferometry. More applications of the proposed TPUT are expected. 
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Summary The size-dependent mechanical properties and the edge effect of the tangential interface between graphene and a polyethylene 
terephthalate substrate (PET) are investigated. The interfacial mechanical parameters of graphene with seven different lengths (50μm-1cm) are 
measured by in-situ Raman spectroscopy experiments. The three bonding status (adhesion, slide and debond) of the interface between the 
graphene and the substrate results are identified. New phenomena are observed in the interfacial stress/strain transfer process, such as the 
existence of the edge effect and the length of the edge of the interface can be affected by the size of graphene. Additionally, the interfacial shear 
stress exhibits a size effect, with its value significantly decreasing with an increase of the length of graphene, hence the interface between large-
sized graphene and PET is relatively weak. However, the ultimate stiffness and failure strength of the interface are size-independent as they are 
constant regardless of the length of graphene. 
 

INTRODUCTION 

 
Varisized graphene materials have been widely applied to the new domain of microelectronic devices, such as flexible 

electronic components and strain sensors. [1] The quality and performance of these devices are often limited by the 
mechanical properties and the deformation transmission efficiency of the interface between graphene and the substrate or 
surrounding material. [2] However, there have only been a few experimental studies on the interfacial mechanical properties 
of graphene, and these experimental studies have mainly focused on small-sized graphene samples that are a few to dozens 
of microns in length. Therefore, the studies on the interfacial performance of graphene on the macro- to micro-scales and 
the size effects on the performance are insufficient. Herein, we focus on the size effect of graphene, and investigate the size-
dependent mechanical properties of the tangential interface between multi-sized graphene and PET substrate.  
 

TECHNIQUES 
 

 
FIG.1 Sketch of the seven graphene/PET specimens with different lengths (not to scale) and schematic diagram of the experimental setup 

(micro-Raman system and graphene/PET specimen, not to scale). 
 

To explore the size effect of graphene, seven graphene/PET specimens are designed. The lengths of graphene range 
from the macro (L1=1cm) to micro (L7=50μm) scales, as shown in Fig.1, and the width of graphene is identical (W=2mm). 
The graphene sheet is produced by CVD method (chemical vapor deposition) and is physically adsorbed on the PET 
substrate by Van der Waals forces at the interface. These forces guarantee that the graphene can be deformed 
simultaneously as the PET substrate is subjected to a uniaxial tensile displacement-controlled loading process by an 
ingenious micro-loading device, and the in-situ Raman spectroscopy is employed to measure the whole-field deformation of 
graphene, as shown in Fig.1. [3-5] 
 

RESULTS 

 
To explore the size-dependent interfacial mechanical behaviors, Fig.2 provides the variations of strain along the 

centerline of the longest (L1) and shortest (L7) graphene for PET tensile strains (εP) of 0%–2.5% during the loading process. 
The evolution of the strain across the entire graphene can be divided into three stages. In the adhesion stage (εP≤0.5%), the 
strain of the entire graphene, except for the edge, equals the strain of PET. In the sliding stage (0.5%＜εP≤2%), the graphene 
strain is less than the PET strain because the Van der Waals force is not sufficiently strong. In the debonding stage (εP＞2%), 
the curves of graphene strain do not change even as the PET strain keeps increasing indicating the damage of the interface. 
The critical PET strain at which the interface begins to debond is defined as the failure strength of the interface and the 
maximum strain that can be transferred to the graphene before the interfacial failure is defined as the ultimate stiffness of 
the interface. As Fig.2 shows, these two mechanical parameters of the interface is hardly affected by the size of graphene. 
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The variations of strain along the centerline of graphene with two different lengths are both composed of two areas at 

every PET strain. These are the central region, where the strain is stable, and the edge region, which is controlled by the 

interfacial edge effect that exhibits the strain gradient. However, the lengths of the edge region are different depending on 

the size of graphene. If the length of this edge region, in which the graphene strain rises from 0% to approximately 90% or 

100% of the plateau value, is defined as the ‘critical length’, 𝑙𝑐, [6] then the ratio of the critical length to total length, 𝑙𝑐 𝑙⁄ , 

is defined as the ‘relative critical length’, ϑ, which can represent the extent that the interface is influenced by the edge 

effect, where the smaller the ϑ, the smaller the extent. From Fig.2, the longer the graphene, the smaller the relative critical 

length, and hence the smaller the extent that the interface is influenced by the edge effect. 
 

 
FIG.2 Variations of the strain along the centerline of (a) the longest 10000-μm-long graphene (L1) and (b) the shortest 50-μm-long 
graphene (L7) at 13 different levels of PET tensile strain during the loading process. (Inset) Schematic showing the locations of the 

sampling points along the centerline of graphene (the length of graphene is normalized and the fractional coordinate is used). 
 

To systematically discuss the size-dependent interfacial performance of graphene, Table I gives the experimental results on 
the graphene with seven different lengths, including five interfacial mechanical parameters, are included in, where the 
deformation parameters, such as the failure strength and stiffness of interface, are size-independent, while the critical length, 
relative critical length and maximum interfacial shear stress are size-dependent. The relative critical length, ϑ, is considered as a 
dimensionless parameter to evaluate the interfacial edge effect of graphene. As the scaling factor tends toward being constant, 
the size of graphene reaches the macroscopic scale and the interfacial edge effect is no longer influenced by the size of graphene. 
 
TABLE I. The interfacial mechanical parameters of graphene with seven different lengths. 
Graphene length  𝒍                         (μm) 50 100 200 800 2000 5000 10000 
Failure strength of interface  𝜺𝒎               (%) 2 2 2 2 2 2 2 
Stiffness of interface  𝜺𝐦𝐚𝐱                    (%) 0.988 0.988 0.988 1.00 1.013 1.013 1.013 
Critical length  𝒍𝒄                          (μm) 40 70 116 280 400 1000 2000 
Relative critical length 𝛝                        0.80 0.70 0.58 0.35 0.20 0.20 0.20 
Maximum interfacial shear stress 𝝉𝒎𝒂𝒙       (Mpa) 0.237 0.158 0.089 0.055 0.022 0.009 0.003 

 

CONCLUSIONS  

 
   We experimentally investigated the size-dependent mechanical properties and edge effect of the tangential interface between 
graphene and a PET substrate. The experiments on graphene with seven different lengths show that the edge effect in the 
interface is affected by the size of graphene, and this size effect can be described by the scaling factor, that is, the relative critical 
length (defined as the ratio of the critical length to total length). This scaling factor decreases with an incremental change of the 
graphene length and tends toward being constant when the graphene reaches the macroscopic level. Additionally, we show that 
the interfacial shear stress is size-dependent, and its value significantly decreases with an increase of the graphene length, hence 
the interface between large-sized graphene and PET is weak. However, the ultimate stiffness and failure strength of the interface 
are size-independent. 
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Summary: Si-based multilayer semiconductor heterostructures are widely used in microelectronics. Inhomogeneous residual stress is 
induced during their preparation. In this work, a methodological study on the residual stress measurement in Si-based multi-layer 
heterostructure was presented. The geometric parameters of the multilayer structure was measured by using scanning electron microscopy 
(SEM) and transmission electron microscopy (TEM). Meanwhile, the relationship between the Raman spectrum and the internal stress on 
the [100] and [110] crystal orientations for silicon and germanium silicon was determined to enable surface and cross-section residual 
stress analyses, respectively. Based on the Raman mapping results, the distribution of residual stress along the depth of the multi-layer        
heterostructure was successfully obtained 

 
INTRODUCTION 

 
Strain is introduced into Si-based semiconductor devices to effectively promote carrier mobility and reduce thermal 

energy consumption [1]. Nevertheless, intrinsic and/or processing residual stresses are always introduced during the 
manufacture of Si-based structures coincident with the artificial strain[2]. Because semiconductor materials usually have 
good Raman activity and Raman sensitivity to strain and stress, micro-Raman spectroscopy (MRS) has been regarded as an 
effective method of residual stress measurement on the micro-scale[3-5]. Although several works have attempted to 
characterize the mechanical behavior of Si-based materials using Raman spectroscopy, there still remains a lack of 
systematic investigation of a method for measuring internal mechanical behavior, especially the distribution of residual 
stress near internal interfaces inside the multilayer heterostructures. 

 
EXPERIMENT 

 
Materials and samples 

The multilayer structure, shown in Fig.1a, was manufactured by means of reduced pressure chemical vapor deposition 
(RPCVD). The cross-section samples, shown in Fig.1b, were prepared to allow the accurate investigation of the internal 
material properties and mechanical behaviors.  

 
Fig. 1. Schematic of (a) multi-layer structure and (b) cross-section sample 

 
Raman-Mechanical Relationship of Silicon-Based Semiconductor Materials 

For the backscattering measurements on the cross-section, it was essential to understand the Raman-mechanical 
relationship on the crystal orientation before further analysing the Raman results. Eq. (1) shows the wavenumber-
stress/strain relationship for [110] crystal orientation applicable to evaluate the residual stress of monocrystalline silicon (C-
Si) and germanium silicon alloy (GexSi1-x), respectively, where x is the mol content of Ge in alloy. 
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Characterization methods 
The material properties and mechanical behaviours of the cross-section samples were measured at different spatial 

scales using experimental techniques including SEM, TEM, and micro-Raman spectroscopy. The Raman spectroscopy 
experiments utilized a Renishaw InVia microscopic confocal Raman spectroscope. A UV laser with 325nm wavelength, 
was used to analyze the surface of the ε-Si wafer. For the cross-section sample, spectral data from a 40 μm × 20 μm region 
in the vicinity of the multilayers was obtained through Raman mapping (streamline) whose step lengths were 1.2 μm and 
0.1 μm along the X and Y directions, respectively. A 532nm laser and a 50× object lens (NA= 0.80) were used, giving an 
incident laser spot size of about 1μm in diameter. 
 

RESULTS 

 
Fig.2a shows a SEM image of the cross-section sample. The interface between the silicon substrate and the graded 

germanium silicon (GexSi1-x) buffer layers clear, straight, continuous and complete. The thicknesses of the graded and 
relaxed germanium silicon (Ge0.2Si0.8) buffer layers are 2.7 μm and 0.9 μm, respectively. The strained silicon (ε-Si) layer is 
too thin to be observable by SEM. The UV Raman spectrum from the ε-Si surface has a single, strong, and narrow peak 
near 500cm−1, indicating that the ε-Si was primarily in monocrystalline state, which is in good agreement with the result of 
the TEM. The residual stress of ε-Si is about 1.70 GPa. For the backscattering measurements on the [110] cross-section, the 
wavenumber distribution along the depth direction is shown in Fig.2b. By using Eq. (1), the residual stress of sampling 
spots in the C-Si substrate and germanium silicon layers can be obtained, respectively. The experimental results show that 
the residual stress inhomogeneously distribute inside the material. Near the ε-Si/Ge0.2Si0.8 interface, it is about 2.45 GPa. 

 
Fig.2. (a) SEM image of a cross-section sample (b)Measured wavenumber distribution along the depth direction for the 

cross-section sample. 
 

CONCLUSIONS 

 
Taking ε-Si/Ge0.2Si0.8/GexSi1-x/C-Si as an example, this paper presented a methodological study of residual stress 
measurement in Si-based multi-layer semiconductor heterostructure. The distribution of residual stress along the depth of 
the multi-layer heterostructure can be determined by combining the experimental and theoretical results. The geometric and 
material properties measured by SEM, TEM, MRS and/or EDS experiments are all essential parameters for the 
determination of the Raman to stress/strain relationship to evaluate the residual stress and its distribution. 
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Summary We present an approach of utilizing a nanomechanical fluctuation based highly sensitive microcantilever sensor, 
which is capable of characterizing the viability of cells and quantitatively screening (within tens of minutes) their responses 
to a drug with the obvious advantages of real-time and in-situ assay. The microcantilever sensor operated influctuation 
mode was used in evaluating the paclitaxel effectiveness on breast cancer cell line MCF-7. This study demonstrated that the 
nanomechanical fluctuations of the microcantilever sensor are sensitive enough to detect the dynamic variation in cellular 
force which is provided by the cytoskeleton, using cell metabolism as its energy source, and the dynamic instability of 
microtubules plays an important role in the generation of the force. We propose that cell viability consists of two parts: 
biological viability and mechanical viability. This new method provides a new concept and strategy for the evaluation of 
cell viability and the screening of anti-cancer drugs. 

INTRODUCTION 

   Cell viability assays have been gaining attention due to their strategic importance in both fundamental science and 
clinical medicine. Various techniques, such as flow cytometry (FCM), direct immunofluorescence staining, clonogenic 
assays, colorimetry and microscopic imaging have been used to investigate cell viability and its change under drug 
treatment [1-4]. However, most of the current approaches are either relatively expensive or unable to quantifiably evaluate 
cell viability and are only able to distinguish between live and dead cells. In addition, some of these methods require 
chemiluminescent, fluorescent, or radioactive labeling steps which often involve destruction of the physiological function of 
cells and the loss of certain important biological information on viable cells. Thus, label-free, real-time, noninvasive, 
inexpensive and fast methods to quantify cell viability and its change under drug treatment are essential in cancer 
management, especially in anti-cancer drug discovery and screening. However, as a highly sensitive sensor, cantilevers 
have not yet been used in the quantification of cell viability, especially in quantifying the viability of cancer cells, which 
plays an important role in anti-cancer drug screening. When we used a cantilever sensor to detect the presence of cancer 
cells, we found that the deflection and resonance frequency shift of the cantilever was detected as expected, and 
additionally, found that the presence of cancer cells on the cantilever produced a larger fluctuation of the microcantilever 
(Fig. 1), which was also been found in the presence of normal mammalian cells and bacteria [5]. The energy released from 
the metabolism of cells may drive the fluctuations of the cantilever. Therefore, in the present study, we developed a 
methodology to monitor the viability of cancer cells in a label-free and real-time manner using the fluctuations of a 
microcantilever. The amplitude of the fluctuation reflects the viability of the cancer cells, and thus we quantified the 
viability of cancer cells by calculating the variance of the deflection curves. Based on this feature, we exploited the 
microcantilever sensor in a fluctuation mode to characterize the viability change in breast cancer cells (MCF-7) subjected to 

various doses of an anti-cancer drug, and thus anti-cancer 
drug screening can be realized in a rapid and quantitative 
manner. 

Fig. 1. Schematic representation of the fluctuation mode 
measurement set-up. (A) Real-time nanomechanical 
deflection of the microcantilever with MCF-7 cells adhered 
to it. Illustration: optical micrograph of a microcantilever, 
on which several adherent cells can be observed. (B) 
Corresponding results for the naked microcantilever 
without cells. Illustration: optical micrograph of a 
microcantilever. (C) Schematic representation of the 
microcantilever sensor experimental setup. (D) Depiction of 
nanomechanical fluctuation caused by adherent cells on the 
microcantilever surface. 

RESULTS AND DISCUSSION 

    The experimental setup used to detect microcantilever fluctuations was a home-built microcantilever sensing system 
which measured the deflection of the microcantilever tip in the nanometer scale [6-9] and is described in detail in the 
Methods section. When the cells (MCF-7) had adhered to the microcantilever in the incubator (micrograph in Fig. 1A), the 
microcantilever was mounted in the liquid cell and the deflection of the microcantilever was measured in real-time (Fig. 
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1C). The mechanical movements driven by the metabolic energy of the cell produced a larger fluctuation of the cantilever 
(Fig. 1A and 2A), while the microcantilever fluctuated very little for the naked microcantilever in PBS without cells (Fig. 
1B).  

We investigated the characteristics of microcantilever fluctuation in the MCF-7 cell line treated with different 
concentrations of paclitaxel which can inhibit cell viability [10] and is one of the most effective natural anticancer agents 
usually used in clinical practice for the medical treatment of ovarian, breast and non-small cell lung cancers [11]. We next 
evaluated the effect of paclitaxel exposure on MCF-7 cells in the measurement process. To understand the origin of the 
fluctuations, the morphology of adherent cells (MCF-7) was observed in-situ using conventional optical microscopy 
(Supporting Information section S6). We observed both live and dead cells which died due to lack of culture medium 
(Supporting Information Video 1 and 2). It can be seen from the microscope videos that live cells moved continuously and 
dead cells was relatively motionless. For a deeper insights of the origin of the fluctuation, the Cell Counting Kit-8 (CCK-8) 
which provides a sensitive colorimetric assay of the biological viability of cells was conducted. 

 
CONCLUSIONS 

 
 In this study, we demonstrated the capability of a fluctuation-based nanomechanical sensor for monitoring the 

micromotions of live cells under various conditions. We proved that the microcantilever sensor is capable of quantifying 
cell viability by measuring nanoscale fluctuations of the microcantilever and calculating the variance of the fluctuation 
curve when cancer cells were exposed to different concentrations of anti-cancer drug. Compared with existing methods, this 
new mode based on fluctuations of the microcantilever has obvious advantages in cell viability monitoring and anti-cancer 
drug screening due to the rapid, label-free, quantitative, noninvasive, real-time and in-situ assay of cell viability within tens 
of minutes instead of days or weeks. This presents the successful use of nanomechanics for anti-cancer drug screening, 
namely that of characterizing the viability change of cancer cells (MCF-7) subjected to various doses of anti-cancer drug.  

The experiments show that fluctuations of the microcantilever with cancer cells (MCF-7) adhered to it decreased with 
increasing concentrations of paclitaxel. The experiments demonstrate that the nanomechanical fluctuations are driven by the 
force generated from the cytoskeleton, using cell metabolism as an energy source, and the dynamic instability of 
microtubules plays an important role in this process. We propose that cell viability consists of two parts: biological viability 
and mechanical viability. The results show that paclitaxel has little effect on biological viability which can be estimated by 
existing biological methods such as the CCK-8, but has a significant effect on mechanical viability which was estimated by 
the nanomechanical method. The technique can not only determine the biological viability of cells, but can also quantify 
mechanical viability in the pN range, which cannot be determined by existing methods. This will be particularly useful for 
anti-cancer drugs which cannot be screened out by existing methods. One might consider the nanomechanical approach as 
being more direct than the electrical and optical methods. This new method provides a new concept and strategy for the 
evaluation and assay of cell viability and the screening of anti-cancer drugs. 
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Summary This paper presents scaled experimentation of a wind turbine interacting with soil at its base and investigates the dynamic 

responses of the scaled experimental turbine for different excitation frequencies with and without a tuned liquid column damper. The 

natural frequency of the wind turbine is a function of its interaction with soil. It is observed that small-scale experiments can be useful for 

inexpensive demonstration and assessment of passive control of wind turbine towers in the presence of varying soil conditions. 

 
INTRODUCTION 

 

   Control of unwanted structural vibrations can lead to a longer life of wind turbines by decreasing stress and fatigue [1], 

reduction of gearbox faults [2] and reduced load on foundation. Studies into the use of Tuned Liquid Column Dampers 

(TLCDs) have indicated that TLCDs may be a reasonable way to reduce wind turbine tower vibrations [3]. When coupled 

with a wind turbine, the success of TLCDs depend on their tuning to the natural frequency of the turbines, which in turn is 

linked to the boundary condition created by its interaction with soil [4] Such soil properties change with respect to the 

loading, increasing the complexity in understanding the long behaviour of the turbine and thereby introducing the risk that 

the natural frequency may change gradually over time [5]. This paper investigates the influence of soil conditions on the 

control performance of a TLCD coupled with a wind turbine. 
 

EXPERIMENTAL SETUP 
 

Experimental Design 

Modelling the system as a cantilever connected to springs related to soil conditions at the boundaries [5] and applying 

relevant non-dimensional parameters, a 1:100 geometrically scaled experimental setup was created [Figure 1]. For the 

construction of the TLCD, piping with a diameter of 20mm and 16mm, inner and outer respectively, was chosen. This was 

guided by the mass-ratio of the TLCD to the primary system, with a ratio of 5% being desirable [6]. To determine the 

TLCD damping effects, two orifice sizes, of 8mm and 12mm, were investigated resulting in a varying head-loss coefficient.  

In order to eliminate grain size effect in scaling, the ratio between the average grain size and the pile diameter is kept 

larger than 88 [7]. The set-up was measured using a wireless accelerometer and the soil was standard garden soil whose 

grain size falls between sand (coarse) and kaolin (fine). For the monitoring of the experimentation, an X-Bee Waspmote 3D 

accelerometer was utilized, consisting of a Waspmote board, an X-Bee Series-2 radio, an SD card and battery pack. The 

accelerometer was placed at the top of the experimental model turbine, on the opposing side to the TLCD. 
 

 
Figure 1. Image of scaled experimental wind turbine with attached TLCD. 
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Experimental Procedure 

To determine the effects of the TLCD on the model wind turbine, responses due to impulse forces of equal magnitude 

were recorded for varying levels of water column in the TLCD. A baseline case was initially established for the system with 

no water in the TCLD, i.e. model wind turbine with no control. Subsequent to this, liquid was added to the system at 

increasing 15ml volumes and identical testing was conducted for each liquid column height.  
 

EXPERIMENTAL RESULTS 

 

It was determined from the baseline case that the natural frequency of the wind turbine with no control was 8.4Hz. From 

this, the optimal water column length can be calculated, which proved to be 278mm for the chosen experimental TLCD, 

equalling a total volume of water of 0.056L. This equates to 5.2% of the mass of the primary structure above the level of the 

soil. At a water column height of 278mm, it was observed that the response of TLCD the controlled wind turbine to an 

impulse response was significantly mitigated when compared to the uncontrolled, baseline case [Figure 2]. It was 

determined that the influence of the optimised TLCD resulted in a 48.5% reduction compared to the TLCD not being 

present. It was found that the level of response is significantly sensitive to the change in length of column, and hence the 

volume and weight, of water around the optimum value. With an increase of 1ml of water, from 55 ml to 56 ml, the response 

amplitude in the frequency domain dropped significantly, with a 28.57% reduction being observed. When this optimum 

volume of 56 ml was surpassed by 1 ml, the response quickly returned to the magnitude of response observed at for 1 ml 

below the optimal value.   

 
Figure 2. Experimental results for top soil with a 12 ml orifice for TLCD comparing controlled and uncontrolled situation. 

 

CONCLUSIONS 
 

This paper presents a study on TLCDs deployed to control vibrations of wind turbine towers while considering the 

interaction of the tower and the foundation soil through small scale model experimentation. It was found that the 

introduction of a TLCD with the model wind turbine resulted in a reduction in vibrations. The largest reduction in vibration 

was found to be valid for a relatively short domain of frequency range. Such experimentation may be extended to assess 

TLCD control in future with variations in TLCD design and for other soil or structural conditions. 
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Summary  The fatigue performance of unidirectional glass fibre reinforced epoxy is found to be highly dependent on at which 

curing temperature the composite is manufactured. Performing the curing at 110C instead of at 40C is found to reduce the life-

time dramatically with a factor of 10. Even though, the volumetric shrinkage of the epoxy at the two curing cycles is identical,

the resulting residual strain in an embedded optical fibre measured using fibre Bragg Grating is found to be increased with a 

factor of 3. Together with, 3D x-ray tomography of partly fatigued test specimens there is an indication of a link between the 

measured increased residual strains with the governing fatigue damage mechanism.           

INTRODUCTION 

   In the attempt of making wind turbines cost-competitive, size matters. By increasing the size of wind turbines from less 

than 20 meters as the dominant design for more than 30 years ago to the present turbines with a turbine diameter on more 

than 120 meters, the cost of energy has been reduced with more than a factor of 6. A reduction, which have made the 

electricity price for electricity coming from onshore wind turbines comparable with electricity coming from conventional 

energy sources. Throughout the life-time, the load carrying laminates inside a wind turbine blades experience load cycles in 

the order of 108-109 cycles and the material fatigue resistance is together with the material stiffness considered as one of the 

key material design parameters when designing new wind turbine blade [1]. Therefore, improving the material fatigue 

resistance will make it possible to design larger or lighter wind turbine blade and thereby reducing the cost of energy.  

   Another way to reduce the blade price is by reducing the mould time of the wind turbine blade during the production. 

Nevertheless, in the present study it will be demonstrated that this will have a significant influence on the fatigue life time.

Test-laminates are typically manufactures using a so-called 2-stage cure cycle which include a low temperature curing for at 

least 16-24 hours followed by a post-cure sequence performed at an elevated temperature. Manufacturing large wind turbine 

blade under such conditions will results in un-realistic long mould time and wind turbine blade is therefore often 

manufactured at an elevated temperature throughout the full curing cycles which here will be called a 1-stage cure cycle.      

   In the present study, an optical in fibre Bragg gratings sensor system are used in order to extract the residual stress 

experience by the glass fibre reinforcement during different curing cycles as suggested by [2]. In here, one optical fibre are 

placed in the neat epoxy resin and based on the strains experience by the optical fibre Bragg Grating sensor, the residual 

stresses in the composite can be back-calculated. Some composite material test specimens are manufactured prescribing the 

same cure cycle. Those test specimens is loaded in fatigue, and the corresponding fatigue S-N curves during a tensile-tensile 

fatigue loading are extracted. Some of the fatigue tests are stopped before the final failure and 3D X-ray technique are used 

exploring the fatigue damage evolution.   

MATERIAL SYSTEM 

A representative unidirectional glass fibre reinforced epoxy matrix composite which could have been used in the wind 

turbine industry are used in the study. The composite layup is given by [±45/b/0/b/0]s where the skin-layer, ±45, is a biax 

600 g/m2 woven fabric while the internal part is build-up of a non-crimp UD 1150 g/m2 fabric with a biax100 g/m2 as the 

backing. The orientation of the backing in the layup is indicated by the b in the 0/b sequence. After the stacking, the dry 

fibre fabric is epoxy impregnated with Araldite LY 1564SP/XB3486 from Huntsman by vacuum infusion. Following this, 

the laminate is cured using one of the following two curing cycles; 40ºC in minimum 18 hours followed by a post-curing 

sequence at 75 ºC in minimum 5 hours or a fast curing cycle on 110 ºC in 2 hours. In the following, those two different 

curing sequence will be denoted 40C and 110C, respectively. Both curing cycles will results in a fully cured laminate with a 

final thickness on approximately 4.5mm.  

For the neat epoxy resin, some additional test was performed curing the epoxy in silicon bags where there central in the 

silicon bag was mounted an optical fibre Bragg Grating sensor system. This system was cured one of the two temperature 

profiles mention above.  

RESULTS 

   The neat resin will independent on the curing sequence results in the same overall volumetric shrinkage. Nevertheless, 

the response from the fibre Bragg Grating will show a change going from 0.4% strain for the 40C curing sequence to a 1.2% 

strain for the 75C curing sequence. The 110C curing sequence are resulting in a residual strain somewhere between those to 
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values and this lower value for an even higher curing temperature is believed to be linked to some non-linear effects going 

in due to some very high exothermic reactions going on at this high temperature. Static test of the neat resin is found to 

results in nearly identical stress versus strain curves. This is also the case for the static stress versus strain curve for the

composite material. Nevertheless, testing the composite material cured at the two different temperature profiles in fatigue 

are leading to very different fatigue resistance as seen in Fig. 1. Going from a curing temperature on 40C to 110C the life-

time is seen to be reduced with a factor of 10. Additional test was also performed for a curing temperature on 75C. This was 

resulting in a curve which was only slightly above the 110C curve.  

      

Fig. 1 The fatigue curves for the laminates manufactured at different curing temperatures and example on typical damage failure inside a 

fatigued sample.  

   Based in scanning electron microscopic pictures of fatigue specimens, Hansen [3] has postulated a fatigue damage 

mechanism where the fibre failure in the load carrying fibres are introduced from transverse cracks in the off-axis backing 

layers. This is a failure mechanism, which is expected to be sensitive to the magnitude of the residual stresses. The slide of a

3D X-ray scan shown in Fig 1, is taken after 67,000 cycles loaded to 1% strain at 1 Hz of a damage region. The region is 

identified using thermography during the testing looking for hot-spot at the surface. After this, a full test sample width 

15x15mm scan is performed of a hotspot region. From the large field of view scan, a localized damage region can be 

observed which subsequently has been scanned in a zoom field of view scan of a 2.5x2.5 mm region. The localized damage 

region is seen to be align with the backing bundle direction shown to the right in the figure. Observations, which may 

indicate that the backing bundles are controlling the fibre failure of the load carrying fibers. Opposite to [4], it has not been

necessary to make any physical cuts in the specimen and therefore, the cyclic fatigue loading can be continued afterwards 

exploring the growth of the observed damage region.     

CONCLUSIONS 

   There has been observed a large influence of the curing cycle on the fatigue resistance of a glass fibre epoxy matrix 

composite. Curing cycles which is seen to results in different levels of residual strains. In addition, X-ray scan show fibre failures 

which are aligned with the backing bundles in the non-crimp unidirectional fabric. An observation which indicate that backing 

bundle transverse cracking are influencing the final fatigue damage evolution. A fatigue damage mechanism which are believed 

to be sensitive to the present of residual stresses.  
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Summary In-situ SEM fatigue experiments were carried out to study short fatigue crack propagation behavior of various regions (weld 
zone, interface region and heat affected zone) in a dissimilar metal welded joint (DMWJ). The local microstructural effect on short fatigue 
crack initiation and propagation behavior was investigated with its influence on both the material fatigue and structure fatigue analyzed. 
The fatigue crack propagation rate of each region was compared and analyzed. 
 

INTRODUCTION 
 

Dissimilar metal welded joints (DMWJs) are typically used in the primary system of nuclear power plant (NPP) to 
connect the pipe-nozzles to the safe-ends. The fatigue loading is an important concern for the failure of DMWJ. Knowledge 
of fatigue crack initiation and propagation behavior in each region of DMWJ is essentially important for the safety design 
and integrity assessment of NPP. However, fatigue crack propagation (FCP) investigations of DMWJ in NPP are mainly 
focused on the macroscale regime nowadays, and the microstructural effect on the FCP is far less completely understood. 

In order to investigate the short FCP mechanism of various regions in DMWJ (A508/309L/308L/316L), in-situ low 
cycle FCP experiments (f=10Hz, R=0.1, T=320℃) were carried out under SEM with single edge notched specimens taken 
from the weld zone (one specimen FCP direction is parallel to the columnar grain, the other one is perpendicular to the 
columnar grain) and interface region (weld/316L interface and weld/A508 interface), see Fig.1. The microstructural effect 
on the FCP path and rate of each region was compared and analyzed. 
 

 
Fig.1. (a) Illustration of sampling location (b-e) specimens of various regions (the SEM images were 

taken before fatigue experiments) 
 

RESULTS 
 

Fig.2 shows the short FCP modes in various regions of DMWJ. In the weld region, the FCP is mainly influenced by the 
duplex microstructure of γ austenite dendrite, δ ferrite and γ/δ interface. It can be concluded that the crack propagates 
preferably along the slip lines of γ austenite dendrite, δ ferrite and γ/δ interface [1-4], and the grain boundary may be an 
obstacle for crack propagation. For the structural fatigue of weld/316L interface region, the weld/316L interface may have 
resistance to the FCP by changing its direction with the influence of the local γ austenite dendrite structure. After 
penetrating the interface, the crack tends to propagate along the slip lines of various grains and coalesce with the secondary 
cracks formed by slip lines of various directions in the 316L region. For the structural fatigue of weld/A508 interface region, 
the weld/A508 interface without buttering (namely a mixed martensite and austenite zone) may also have resistance to the 
FCP by crack deflection and second crack initiation. After penetrating the interface, the crack propagates or branches along 
the coarse martensite transgranularly within the coarse grain in A508 HAZ. 
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Fig.2. Schematic of short fatigue crack propagation modes in various regions of DMWJ 

 
Fig.3 shows the fatigue crack growth rates of each specimen. In the weld region, when propagating perpendicular to the 

columnar grain, the crack tends to deflect and branch due to the vertical grain boundary, γ austenite dendrite, δ ferrite and 
δ/γ interface and results in a much fluctuant FCP rate; when propagating parallel to the columnar grain, the crack propagates 
preferably along the δ ferrite and penetrates the austenite, resulting in a decreased but less fluctuant FCP rate. In the 
weld/316L interface region, the FCP rate decreases significantly when deflecting at the 316L/weld interface, indicating the 
316L/weld interface has a resistance to the structure fatigue failure. In the weld/A508 interface region, the strength of 
weld/A508 interface of mixed martensite and austenite is much higher than the weld region and A508. Therefore, when the 
crack tip plastic region reaches the weld/A508 interface, the FCP rate stagnates or even decreases. It can be concluded that 
the high strength martensite zone at the weld/A508 interface is beneficial for the structural fatigue failure. When the crack 
propagates in the A508 HAZ region, due to the coarse grain and lathy martensite structure, the FCP rate decreases when the 
crack penetrating the martensite, branching at the martensite or initiating the second crack. 

 

 
 

Fig.3. Fatigue crack growth rates of each specimen 
 

CONCLUSIONS 
 

In-situ SEM fatigue experiments were carried out to study short fatigue crack propagation behavior of various regions in 
DMWJ. In the weld region, the FCP is mainly influenced by the duplex microstructure of γ austenite dendrite, δ ferrite and 
γ/δ interface. The weld/316L interface and weld/A508 interface have resistance to the FCP. The crack propagates or 
branches along the coarse martensite transgranularly within the coarse grain in A508 HAZ. 
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Summary In this article, we show how to combine reduced order modeling and multiobjective optimal control techniques in order to effi-
ciently solve multiobjective optimal control problems constrained by PDEs. Using Galerkin projection and Proper Orthogonal Decomposi-
tion (POD), the underlying PDE is replaced by a system of ordinary differential equations, thereby drastically reducing the computational
effort. We develop a gradient based algorithm by using an adjoint approach in combination with a scalarization method and the numerical
results are illustrated with the example of the two-dimensional incompressible flow around a cylinder.

INTRODUCTION

In a wide range of applications it is desirable to optimally control a dynamical system with respect to concurrent, po-
tentially competing goals. This gives rise to a multiobjective optimal control problem where, instead of computing a single
optimal solution, the set of optimal compromises, the so-called Pareto set, has to be approximated. When the problem under
consideration is described by a partial differential equation (PDE), as is the case for fluid flow, the computational cost rapidly
increases and makes its direct treatment infeasible. Reduced order modeling (ROM, see e.g. [1]) is a very popular method to
reduce the computational cost, in particular in a multi query context such as uncertainty quantification, parameter estimation
or optimization. In the following, we present a method for the solution of multiobjective optimal flow control problems. The
velocity field U(x, t) is described by the 2D incompressible Navier Stokes equations within the domain Ω (Fig. 2). Dirichlet
boundary conditions (BC) with a constant horizontal velocity are imposed on the inflow as well as on the upper and lower
boundary, whereas a standard no-shear Neuman BC is imposed on the outflow boundary. On the cylinder we prescribe a time
dependent Dirichlet BC such that it performs a rotation with the angular velocity γ(t). The system is controlled by γ(t) and
the aim is to compute the Pareto set of optimal compromises for the conflicting objectives minimization of flow field fluctua-
tions u(x, t) = U(x, t)− 〈U(x)〉 around the mean flow field 〈U(x)〉 = 1

T

∫ T
0
U(x, t) dt and control cost for the flow around

a cylinder at Re = 200:

min
U,γ

Ĵ(U, γ) = min
U,γ

( ∫ te
t0
‖u(·, t)‖2L2 dt

‖γ‖2L2

)
. (1)

A more detailed description and derivation of the algorithms can be found in [2].

REDUCED ORDER MODELING

Reduced order models obtained by Galerkin projection and POD [3] have been very successful in the past for the analysis
of coherent structures in fluid flow. In the context of flow control, ROMs have been investigated by many researchers (see [2]
for an overview). Here, we follow the procedure in [4] to derive a ROM for a system with non-homogeneous, time-dependent
BC. The flow field is decomposed into the mean value 〈U(x)〉, a so-called control function Uc(x) and a fluctuating field
u(x, t) in such a manner that u(x, t) possesses homogeneous BC. The Galerkin Ansatz U(x, t) ≈ 〈U(x)〉 + γ(t)Uc(x) +∑l
i=1 αi(t)Ψi(x) is inserted into the weak formulation of the Navier-Stokes equations, resulting in the following optimality

system (see [2] for details):

α̇ = A+ Bα+ C(α) +Dv + (E + Fα)γ + Gγ2,

λ̇ = −∂J
∂α
−
(
B +

∂C(α)

∂α
+ Fγ

)T
λ,

γ̇ = v,

µ̇ = −∂J
∂γ
− (E + Fα+ 2Gγ)

T
λ,

0 =
∂J

∂v
+DTλ+ µ, (2)

α(0) = α0, λ(T ) = 0, µ(0) = 0, µ(T ) = 0,

with ordinary differential equations for the states α and γ as well as for the adjoint variables λ and µ. Note that by introducing
a new control function v = dγ/dt (v is the time derivative of the angular velocity), the actual control γ is now formally a
state variable. The optimality condition (2) is only satisfied by an optimal control function, otherwise it provides a descent
direction for the optimization algorithm.
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Figure 1: (a) Scalarization of (1) using target points T . (b) Pareto set of optimal compromises between fluctuation energy (J1)
and control cost (J2). (c) Comparison of different Pareto optimal controls.

(a) (b) (c)

Figure 2: (a) Solution for γ(t) = 0: von Kármán vortex street. (b) Solution corresponding to maximal stabilization after
T = 10 seconds. (c) Solution corresponding to maximal stabilization after T = 60 seconds using a periodic control [5].

RESULTS

Problem (1) can now be expressed in terms of the reduced model (J1 =
∫ te
t0

∫
Ω
‖
∑l
i=1 αi(t)ψi(x)‖22 dx dt and J2 =

l
∫ te
t0
γ2(t) dt, where l is the dimension of the ROM) and transformed into a scalar optimization problem with the objective to

minimize the euclidean distance between a feasible point (J1, J2) and an infeasible target point (T1, T2) in image space (cf.
Fig. 1a) such that the optimal solution (J∗

1 , J
∗
2 ) is on the boundary of the feasible set in image space and hence Pareto optimal

(i.e. there does not exist a feasible point J with J1 ≤ J∗
1 and J2 ≤ J∗

2 ).
The resulting Pareto set and a selection of Pareto optimal controls are depicted in Fig. 1 (b, c), indicating that a tradeoff

between flow stabilization and control cost is almost exclusively achieved by varying the amplitude whereas the oscillatory
behavior is changed only marginally. The reason for this is very intuitive: the control has to counteract the natural oscillations
of the von Kármán vortex street (cf. Fig. 2a). The uncontrolled solution and the solution corresponding to a strong stabilization
are shown in Fig. 2. Note that due to the relatively short time interval, the effect is restricted to the immediate wake region
behind the cylinder. For longer time intervals, the effect becomes more evident [5].

For future work, we intend to investigate error estimates for multiobjective optimal control problems constrained by PDEs.
Moreover, we will extend our method to systems of coupled nonlinear PDEs, for instance the coupling of the Navier-Stokes
and scalar transport equations, e.g. for the temperature, in order to solve multiobjective optimal control problems for HVAC
applications.
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Summary The mechanical systems encountered in biology have many degrees of freedom (DOF). Even the relatively rigid arthropods and
crustaceans have at least 5 DOF in each limb; tentacles and human hands have many more. Here we present a theoretical argument why
multiuse mechanical systems in the natural world have many DOF. Under the assumption that they are power and force limited, and must
furthermore resist environmental disturbances to their state, we derive a limit on the rate of the mechanical system to express multiple
distinct states needed for different uses. As a consequence, higher DOF systems would intrinsically out-compete lower DOF systems.

BACKGROUND

One of the mysteries of the natural world is the staggering structural complexity of organisms. Why does nature select for
mechanisms so much more complex than those we build? In this short paper we offer a motivating argument for why a high
DOF count is an inevitable consequence of requiring versatility. To do so, we must combine ideas from computer science,
theoretical mechanics, and pure mathematics.

Borrowing from computer science[2], let us define sufficient versatility as the ability to express any string in a language
Σ∗ generated by a set of symbols Σ. By “expressing a symbol σ” we will mean the system needs to maintain its configuration
close enough to some nominal configuration that represents σ ∈ Σ. By abuse of notation we will take Σ ⊆ Q to be a discrete
finite subset of the configuration space Q of our mechanism, and the configuration space to be embedded in a real space
Q ⊆ RN which we will use to induce a norm on Q. A symbol σ is expressed if the state q(t) remains within distance ρ from σ
for an interval of time of length δt, i.e. symbol σ was expressed at time t is equivalent to:

∀s ∈ [t− δt, t] : ‖q(s)− σ‖ ≤ ρ (1)

We add some mechanical assumptions, and assume that our mechanism has a finite maximal velocity Vmax when changing
configurations by exercising its degrees of freedom. In robotics and biology such velocity limits are usually due to power
limitations and the interaction of intrinsic limits of the motors or muscles with dissipation arising from friction or fluid
dynamics. We shall also assume our mechanism can only exert a force of Fmax or less because of limitations on its material
properties and actuators. Finally, we assume that the environment introduces arbitrary disturbances of bounded energy ∆E.

If a state is maintained without exercising an active DOF, it must be a local minimum of the potential energy. To resist our
postulated disturbances and maintain the state in a neighborhood of a symbol σ, requires introducing a potential energy well
that is at least ∆E deep. Doing so with a force limited to Fmax requires a ball of radius r := ∆E/Fmax or larger around σ to
be contained within the potential well, otherwise the mechanical work done by the potential energy is insufficient to neutralize
some disturbances. Thus to meet the requirement that symbols can be reliably expressed at all, our mechanism must satisfy
ρ ≥ r.

Let us now examine the switching time between some pair of symbols α and β. To switch between symbols, our mecha-
nism must escape the potential well of α and enter the expression ball of β. As a consequence of the previous paragraph we
may conclude

∀α, β ∈ Σ : ‖α− β‖ > 2ρ (2)

However, because there are non-intersecting balls of radius ρ around each symbol, that is a severe underestimate. Instead,
one must look to mathematical theory to estimate the density of packing of hyper-spheres[1]. As as a crude underestimate,
since hyper-spheres are measurable sets with the standard Borel measure µ(·), one may safely estimate an upper bound using
volumes. We use # to denote set cardinality, and Br(x) is a “ball” {yRN |‖x− y‖ < r}:

∀x ∈ RN : # (Σ ∩BR(x)) <
µ(BR(0))

µ(Br(0))
=
µ(B1(0))RN

µ(B1(0))rN
= (R/r)N (3)

Let us choose a τ to indicate the maximal inter-symbol delay, i.e. our mechanism is to express #Σ symbols at a rate of
at least one for each δt + τ units of time. Even if the distubances placed us at the most convenient state within Bρ(α), the
transition to Bρ(β) requires a configuration change travel distance of at least ‖α− β‖− 2ρ. Thus, for a given α, if we require
the ability to travel to any σ ∈ Σ, then ‖σ − α‖ < 2ρ + τVmax =: R. Choosing R in this way gives Σ ⊆ BR(α) and
#Σ < (R/r)N .
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Main result
By manipulating the last expression we may therefore conclude:

N > (log(2ρ+ τVmax)− log r)/ log(#Σ)

> log(2 + ξ)/ log(#Σ)

ξ :=
τ

r
Vmax =

FmaxVmax
∆E/τ

(4)

Thus, there is a minimal number of DOF required to express a language in the presence of disturbances, velocity and force
limits. That dimension grown with the logarithm of the ratio maximal device power to average disturbance power per symbol.

ILUSTRATIVE EXAMPLE

Let us consider a case of 1, 2, and 3 DOF systems, with parameters Fmax,∆E, Vmax all set to 1, and τ = 2. For all these
systems, each symbol must be surrounded by a unit ball associated with it. For the 1 DOF system, only 3 unit balls (intervals)
can be within τVmax of each other, and therefore at our desired rate τ = 2, only 3 symbols at most can be expressed reliably.
If we relax τ , the number of symbols will grow linearly with τ .

For a 2 DOF system, at most 7 unit balls (discs) can be within τVmax of each other, and therefore at our desired rate τ = 2,
7 symbols at most can be expressed reliably. If we relax τ , the number of symbols will grow quadratically with τ .

Holding the number of symbols and τ constant, we must conclude that a mechanical system that needs to express more
than 7 symbols must have at least 3 DOF.

CONCLUSION

The argument we present is very elementary, and includes many simplifying assumptions. We make no claim that these
assumptions correctly describe the constraints placed on real world systems. Many of our assumptions can be relaxed to be
even more realistic without changing the essence of our result, and were made in the current form for ease of exposition. For
example, the assumption of bounded disturbance can be replaced with a suitably low probability of large disturbances, and a
requirement for bounded probability of symbol expression failure.

The core of our observation is that expressing symbols in manner robust to noise implies a packing problem for the stability
basins of the symbols, and that the limits of packing bound the rate of expression of such symbols. The consequence is that
at a given symbol rate and noise, the number of distinct symbols that can be expressed is bounded by an exponential in the
number of DOF. Thus a high number of DOF is an essential requirement for expressing many distinct symbols rapidly and
robustly.

Our astute reader may wonder why organisms would need to express many symbols in the sense we describe here. The
inspiration for this notion comes from looking at locomotion and manipulation[3]. In both cases, organisms must rapidly and
deftly adopt a set of contacts that transfer the required forces the ground or object being manipulated. While that problem
requires only few DOF with flat ground, or spherical objects, it seems to require many distinct specialized configurations when
manipulating complex objects or when small animals move through complex terrain. One may thus envision that the life of
a mouse critically depends on escaping predators through the clutter of a forest floor, and requiring many distinct, complex,
rapid, and deft foot placement choices. Thus, the mouse with many effective DOF in its feet out-competes the one whose feet
are simpler, and allow fewer ways to interact with the substrate rapidly and reliably.

Finally, we draw the reader’s attention to the fact that nowhere in this calculation did we presume an inertia for the system,
nor did our bounds depend on the value of δt required to express a symbol. This means that our conclusion applies equally to
mechanical systems at all scales, and without regard to how briefly they are required to express their symbols, provided our
remaining assumptions apply. The implication is that for systems of all scales, at high levels of environmental noise, if we
want the ability to rapidly express many distinct mechanical configurations, we invariably need more Degrees of Freedom.
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Summary Electric power distribution has been a continuous power flow system from high potential energy sources to low potential loads.
Recently we realized a power packet dispatching system and demonstrated. It may change power distribution completely different from the
conventional in low power network. In the system a packet is a quantized power delivered from potential nodes to others. The packet is also
attached an information to identify the direction of power and so on. The dynamics of quantized distribution form is discussed.

OUTLINE

The power packet is defined as a wave of power with information[1, 2]. As for the physical layer, various configurations are
possible with keeping this concept. However, the substantial characteristic is that the power is quantized and transferred by the
density distribution in a duration of time between two nodes. That is, power is digitized and quantized. In the quantized form,
the spatially transferred power is decided between nodes. Wave equation isa form of relationship in neighboring elements.
Single power packet, which corresponds to a quantized power, is exactly a wave between nodes. The relationship does not
include the long distance over the next node. In and out flow of power at a node corresponds to a density of packet. The
deference of the densities implies the stored power at the node and loss. As for the link, the power is kept between nodes. We
would like to represent the system based on the coupling of resonators and quantum mechanics[3].
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Figure 1: Power Packet dispatching system

Here, we define the density (probability) [4] of power packet by σ(n, t) at a node n in the s-th time duration [ts, ts+∆ts)],
v(n, t) is set as the voltage of packet, and i′(n, t) the current between nodes by the packet. The energy u(n, s) is given in the
duration by the following relation:

u(n, s) =

∫ ts+∆ts

ts

σ(n, t) · v(n, t) · i′(n, t)dt. (1)

Hereafter, the system is normalized by an appropriate base.
The total flow of power from the k-th node depends on the total flow into the node. The spatial node index is given

by subscript. If there is no storage at the node, the energy conservation law at ts is represented by
∑

i∈{i→k} u
k
i (s) =∑

j∈{j←k} u
j
k(s). The density of packet in a time duration gives the energy flow as follows:

uk(s) = −
∫ ts+∆ts

ts

σk(t) · vk(t) · ik(t)dt. (2)

Here, assume the single connection of nodes, then the energy flow by packets is defined between node k and (k + 1) as
uk+1
k (s) = −uk+1(s) + uk(s). In the connection, uk+1

k (s) = 0 implies lossless line. Between nodes, the relationship holds:

uk+1
k (s) = −

∫ ts+∆ts

ts

{σk+1(t) · vk+1(t) · ik+1(t)− σk(t) · vk(t) · ik(t)}dt, (3)

The power packet is quantized in voltage. At the setting, vk+1(s) = vk(s). When σk+1(s) = σk(s), the transferred energy
from node k to k + 1 at ts becomes

uk+1
k (s) ∼ −vk(s)

∫ ts+∆ts

ts

σk(t) · {ik+1(t)− ik(t)}dt. (4)

∗Corresponding author. Email: hikihara.takashi.2n@kyoto-u.ac.jp
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The relationship implies that the the energy between nodes depends on the current through the neighboring loop.

σk =

∫ ts+∆ts

ts

σk(t)dt (5)

gives the temporal rate of packet.
The total energy of the system is give by U(s). It normalizes the system as

jk+1
k (s) = −

uk+1
k (s)

U(s)
∼ Aσk

K
vk(s) · {ik+1(s)− ik(s)} (6)

Here A is the normalizing coefficient and K the coupling inductance. The Γ-shaped radder connection of L and C is the unit
element of distribution line. Then, ik+1(s) − ik(s) = vk(s) · iωC. Here the current can be replaced by voltages of nodes.
Real value vk can be replaced by using complex conjugate voltage vck + vc∗k . And the current

jk+1
k (s) ∼ iωCAσk

K
(vck(s) + vc∗k (s)){(vck(s)− vck+1(s))− (vc∗k (s)− vc∗k+1(s))} (7)

n the time duration ∆ts, we set that there exists a single packet at duty ratio 0.5. pk(s) = 1. The packet has a dc averaged
value and a fundamental component with the period ∆ts/2. The frequency is set as ω(s). The average of jk+1

k (s) becomes

Jk+1
k (s) ∼ iωA′

2K
[vc∗k (s)(vck(s)− vc(k+1)(s))− vck(s)(v

c∗
k (s)− vc∗(k+1)(s))] (8)

Where A′ = CAσk. There the components with 2ω(s) and higher are neglected because of averaging in the duration.
The differential form can be rewrite as vck(s) − vck+1(s) = ∆v/∆x. At a limit of k + 1 to k, ∆x goes to 0. Jk+1

k (s)
converges to J(x) and ∆v/∆x to dv/dx.

J(x) =
iωA′

2K
(vc · dv

c∗

dx
− vc∗ · dv

c

dx
) (9)

Then
iωA′

2K

d

dx

∫
x

|vc(x)|2dx = J(x) (10)

holds. This formulation corresponds to the representation by Schrödinger wave equation [3]. The averaged energy between
nodes is defined generally.

iωA′

2K

d

dx

∫ x2

x1

|vc(x)|2dx = J(x2)− J(x1) (11)

CONCLUSION

The power packet dispatching system is described as a classical realization of quantized power distribution. In the formu-
lation, the power distribution is defined as a density of power packet in the network spatially and temporally. This formulation
includes the conventional swing dynamics in a conventional power system. It will give us a clue to develop the power delivery
system into multi-scale system with various network.
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Summary Unsteady fluid flows have rich dynamics generated from the nonlinear interactions that take place over a broad range of
spatial and temporal scales. We can view these interactions to be present between vortical elements in physical space or between modal
structures in wave space. To characterize these interactions, the use of network analysis that combines graph theory, operator theory,
and dynamical systems theory is considered in our work. We show that network theory is able to capture the important vortical or modal
interactions present in the flow field to provide physical insights beyond those from conventional analyses. The current approach enables
the identification of key interactions and the examination of the resilience of the global interaction network to external disturbances.
Moreover, we can derive the sparsified dynamics models that preserve conservation properties, using concepts from graph theory.
Applications of network-based analysis to vortex dynamics, turbulence, and separated flows are presented.

INTRODUCTION

Network theory studies the underlying mathematical structure of a network (graph), consisting of individual units,
or nodes, with their own local dynamics, as well as their connectivity and mutual influence, given by edges [2, 1, 4].
Collectively, this system is described by a dynamical system on a graph [5]. These fields of study are fundamental
in nature, and have impacted a wide range of applications, including social networks, biological and artificial neural
networks, epidemiology, and cyber security [5]. Network theory can reveal the structural connectivities amongst a set of
elements and analyze their collective dynamics.

While there has been a wealth of studies performed to examine unsteady fluid flows from a variety of perspectives,
there have been limited attempts to capture the vortical interactions using advanced mathematical toolsets. Network
analysis is ideal for the modeling and control of large-scale fluid dynamics systems with high-dimensionality, multi-scale
coherence, and nonlinearity. The vortices or modal structures present in the flow field can be viewed as graph nodes
and the interactions among them can be seen as graph edges. The objective of the present work is to capitalize on these
unique capabilities of network theory to perform network-based characterization and modeling of vortical interactions in
unsteady fluid flows. In what follows, we briefly describe our recent findings from examining unsteady fluid flows with
network-theoretic analyses.

NETWORK-BASED ANALYSIS OF FLUID FLOWS

Vortex dynamics network
To demonstrate the strength of network-theoretic analysis for fluid flow applications, we consider the dynamics of a

set of discrete point vortices [3]. We characterize the network by taking individual point vortices as the network nodes
and the vortical induced velocities as the edge weights based on the Biot–Savart law. This leads to the vortical interaction
network to be described by a complete graph with a range of edge weights. With the mathematical formulation established
for the vortical interaction network, we employ graph theory based sparsification techniques [8] to significantly reduce
the number of edges to model the dynamics without altering the collective behavior of the vortices. This approach gives
rise to the sparsified-dynamics model that has a sparse state operator while preserving physical conservation properties.
The model problem with discrete vortices not only demonstrates the unique capabilities of network and graph theories to
extract important vortical interaction network but also lays the pathways for extensions to the other problems below.

Turbulence network
We examine the dense vortex interactions in two-dimensional isotropic turbulence and find that the vortical interaction

network can be characterized by a (weighted) scale-free network. Cartesian spatial cells can be viewed as nodes in
this example with interaction strength determined by the vorticity of each cell. Shown in Figure 1 are the turbulent
vortical interaction network, network node strengths s, and probability distribution of the strength P (s) ∼ s−2.7. Such
scale-free network structure is representative of airline, internet, and social networks and plays an important role in
modeling collective network behavior and designing control strategies for uninterrupted services or for combatting disease
transmissions [5]. In two-dimensional turbulence, we found that the turbulent flow network retains its scale-free behavior
until the characteristic value of circulation reaches a critical value. Furthermore, we show that the two-dimensional
turbulence network is resilient against random perturbations but can be greatly influenced when forcing is focused towards
the vortical structures that are categorized as network hubs. These findings can serve as a network-analytic foundation to
examine complex geophysical and thin-film flows.

∗Corresponding author. Email: ktaira@fsu.edu
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Figure 1: Vortical interactions in two-dimensional isotropic turbulence described by a scale-free network [9]. (a) Turbu-
lence network. (b) Node strength. (c) Scale-free strength distribution.

Modal interaction network
We can also gather physical insights associated with modal interactions. Network analysis can play a key role in

the identification of these nonlinear interactions amongst modes. In addition, network analysis highlights interaction
dynamics which can be subsequently used for modification (control) of the flow. In this work, we focus on interactions
between modes in terms of energy pathways. We utilize the Galerkin-projection based reduced-order modeling technique
[6] and modal analysis based on finite-time thermodynamics [7] for network-based representation of nonlinear modal
interaction. This formulation enables us to show energy transfer between modes, as presented in Figure 2. In this example
of separated flow over a cavity, we find that the interaction network highlights the dominant Rossiter mode and the
nonlinear energy transfer to its higher harmonics but not to the energetic hydrodynamic modes. We also note that there
are network-theoretic metrics that can reveal important modal nodes for energy transfer analyses.
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Figure 2: (a) POD modes arranged based on energy contents, (b) network model (normalized) of nonlinear modal inter-
actions for cavity flow, and (c) Laplacian centrality of cavity flow network. The edge color indicates edge weights and the
size of the node represents the node strength.

CONCLUSIONS

We considered the utilization of network theory to establish a novel formulation of analyzing and modeling the vor-
tical and modal interactions present in unsteady fluid flows. This approach is able to capture the underlying structure of
nonlinear interactions and can produce a sparse representation of the essential interaction physics. The presented formu-
lation opens up a promising avenue in interaction-based studies of a wide variety of unsteady fluid flows complementing
classical analysis techniques. We foresee that network theory and graph theory can provide new insights into the behavior
of fluid flows and provide means for new techniques for modeling and controlling complex unsteady flows.
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Summary Better understanding the hydromechanical behavior of clay-based materials is of interest for a variety of applications in petroleum or 
civil engineering. Here we study self-standing clay films whose thickness is of a few dozen microns. We characterize how the elastic and creep 
properties of those porous systems depend on relative humidity or, equivalently, water content: the dependence is very significant, and the 
relationship between stiffness and water content exhibits no hysteresis. The characterized mechanical properties also depend on the cation 
present in the interlayer water, from which we infer that the mesostructure of the films must play a significant role on their mechanical behavior. 
 

INTRODUCTION 

 
   Clay-based materials are known to be sensitive to water: for instance, upon drying, a clayey soil cracks. This sensitivity 
is a direct consequence of the fact that clay is porous. Better understanding the influence of water on the mechanical 
properties of clays (i.e., their hydromechanical behavior) is of interest for nuclear waste storage, since, in France, the future 
underground storage center will be implemented in an argillite, which is a clayey rock. It is also of interest for a variety of 
applications in civil or petroleum applications, e.g., stability of buildings built on clay rich soils, or stability of boreholes 
drilled through clayey cap rocks. 
   Clay-based materials are also known to be heterogeneous and multi-scale, which makes it more complex to understand 
their hydromechanical behavior at the macroscopic scale. Therefore, here, we work with relatively simple systems made of 
pure clay since, in clay-based materials, clay is the phase that is the most sensitive to water. The systems considered are 
self-standing clay films with a thickness of a few dozen microns. The basic building units of those films are the same as for 
any clay-based material, i.e., nanometer-thick clay solid layers. For most clays (and in particular for the montmorillonite 
clay here tested), those layers are negatively charged. In order to ensure electroneutrality, the interlayer water between 
adjacent clay layers contains cations, whose nature is known to influence the hydromechanical behavior of the clay. 
   Here, we characterize the elastic and creep properties of montmorillonite clay films with various interlayer cations. We 
characterize how those properties depend on the hydric state. First, we present the materials and methods. Then we present 
and discuss the elastic and creep results, before concluding.  
 

MATERIALS AND METHODS 

 

   The films here studied were manufactured with the montmorillonite clay SWy-2, which naturally contains both calcium 
and sodium interlayer cations. We homoionized part of the material with sodium cations, and part of the material with 
calcium cations, so that we could eventually manufacture films with 3 types of interlayer cations: only sodium, only 
calcium, and a mix of both. The films were manufactured by evaporation of a clay suspension on a polyethylene surface. 
After drying, the solid film was just peeled off from the substrate. The films were a-few-dozen-microns-thick and highly 
ordered (see Fig. 1). 

 
Figure 1: ESEM picture of the edge of one of the manufactured films (credits: L. Wang). 

    
   Elastic and creep properties were characterized by tensile testing (see Fig. 2a). The samples were cut from the 
manufactured films into rectangles with a width of 9.3 mm and a length of 80 mm. All experiments were performed at room 
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temperature in a controlled environment: humidity was varied from 5% to 90% for the elastic characterization and from 
50% to 99% for the creep characterization. Strains were measured by digital image correlation, which is a contact-free 
technique, with the in-house software CMV. 

 
Figure 2: Measurement of elastic stiffness: a) Pictures of setup and b) Results. 

    
   We also characterized the adsorption isotherms of the films, by weighing the films after equilibration at various relative 
humidities. Thus, we can display next the mechanical properties of the films versus relative humidity as well as versus water 
content. 
 

RESULTS AND DISCUSSION 

 
   In terms of elastic properties, at given water content, the normalized Young’s modulus of the films depended on the 
interlayer cation (see Fig. 2b). When the relative humidity or water content increased, the stiffness of all films decreased. 
On a full cycle of relative humidity, stiffness displayed a hysteretic behavior when plotted versus relative humidity, but no 
hysteretic behavior when plotted with respect to water content (see Fig. 2b), suggesting that the natural parameter on which 
elastic properties of the films depend is the water content, not the relative humidity. 
   All films exhibited a creep strain which, after a transient period, increased logarithmically with respect to time. We 
introduce a creep parameter 𝜅 (expressed in Pa-1) defined as 𝜅 = (𝑏𝑑 𝐹) 𝑑𝜀 𝑑(ln 𝑡)⁄⁄ , where 𝑏 is the width of the film, 𝑑 
is its dry thickness, 𝐹 is the load applied to the film, and 𝜀(𝑡) is the measured creep strain. This creep parameter 𝜅 
depended on the interlayer cation and was very much sensitive to water: over the whole range of relative humidities 
considered, this parameter was an exponential function of the water content. 
   The results obtained on those films can be compared with results we obtained previously at the scale of the clay layer by 
molecular simulations [2]. In particular, for what concerns elastic properties, molecular simulations showed that the 
stiffness of the clay layer does not depend on the interlayer cation. Therefore, the dependence observed on our films must 
stem from a scale greater than that of the clay layer: the mesostructure of the films, i.e., how clusters of clay layers are 
arranged with respect to each other in space, must play a significant role on their mechanical properties.  
 

CONCLUSIONS 

 
   Here we characterized the elastic and creep properties of self-standing thin clay films. With increasing relative humidity, 
independent of the cation, the films creeped more and were softer. At given water content, the interlayer cation played a 
significant role on those properties: the mesostructure of the films must play a significant role on their mechanical properties. 
Hysteresis disappeared when stiffness was displayed versus water content rather than versus relative humidity. Also, all films 
exhibited a creep strain that evolved logarithmically with respect to time, which is reminiscent of the logarithmic creep observed 
on macroscopic clay samples: this logarithmic feature must originate from the scale of the films or from a lower scale. 
   The gathered data, on top of having made it possible to shed some light on the effect of water or of the interlayer cation on 
mechanical properties of clay, can be of interest for researchers aiming at performing bottom-up approaches and upscaling the 
hydromechanical behavior by starting from the scale of the clay layer: the results that we here gathered on our films provide a set 
of data on which those researchers can validate a first step of their upscaling scheme. 
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Abstract Composite porous materials have been the subject of micro-scale experimental and theoretical mechanics for decades, with their 
mineral and organic composite matter well defined a priori. However, natural composites in geomaterials with organic and mineral 
content, e.g., energy source shale, are inhomogeneous and anisotropic multi-phase components at all scales.  Kerogen is lenticular and 
woven within the mineral clay and non-clay porous matrix, making the source shale hard to mechanically characterize. In this study, 
composite porous shale samples were manufactured as micro-pillars and micro-beams using a Focused Ion Beam and loaded in situ to 
failure in a Scanning Electron Microscope. Results show the polymer nature of kerogen-rich shale has a tensile elastic behaviour with a 
tensile “modulus of toughness” greater than any known natural geomaterial. Also, kerogen acted like a cross-linked polymer with 
substantial tensile strength and large tensile modulus of toughness, when compared to the brittle behaviour of kerogen-free shale. 
 

INTRODUCTION  
 
   Organic-rich shale is a nonhomogeneous multi-phase composite termed as “source rock.” This shale got its famous 
reputation recently from the oil and gas industry in the fracking business in search of more economical resources of fossil 
energy [1]. The fracking consisted of huge volumes of low-viscosity water (2-3 million gallons) pumped with some sand 
proppant to keep the fracture open. These practices met with very challenging outcomes, in particular large pumps in series, 
at huge cost, in addition to economical production per fractured wellhead lasting less than 20 months in best case scenarios. 
The problem was clearly the “tight” low permeability, organic-rich shale. Mechanical characterization was back to square 
one, in terms of the Representative Elementary Volume (REV) of organic-rich shale problem domains and their intricate 
multi-porosity systems [2, 3]. Early micro-mechanical testing conducted by Ulm and Abousleiman [4] attempted to isolate 
the REV of shale using the nanoindenter. Their results showed that 100’s of nm are the scale at which porous organic-rich 
shale exhibited its full upscaling mechanical characteristics. However, the tensile characteristics and the large tensile 
“modulus of toughness” were not discovered in the previous suite of nanoindentation and micromechanical characterization.    
   In this work, new methods for testing and characterizing organic-rich shale were thought of by manufacturing shale micro-
beams and micro-pillars using a Focused Ion Beam (FIB). Using nanotechnology techniques and equipment, the micron-sized 
geometries were milled via the FIB in a scanning electron microscope (SEM), then loaded to failure via nanoindentation in 
the SEM. The associated loads/forces in micro-Newtons and failures at displacements in the range of 100s of nanometers 
have shown the true nature of the failure mechanisms, in compression and tension, of the composite polymer nature behavior 
of the organic-rich shale. 
 

EXPERIMENTAL PROTOCOL AND RESULTS 
 
   Micro-cantilever beam and micro-pillar sample production: A sample with dimensions of 1 x 1 x 0.4 cm was cut from 
a preserved shale sample and an FIB was used to clean the surface for better sample imaging as well as to prepare the desired 
micro-beams geometries shown in Fig 1. A Hysitron Pi-85 picoindenter was used to load the micro-beams under displacement 
control mode at a rate of 15 nm/s all the way to sample failure. Similarly, prismatic micro-pillars, with minimal taper, were 
manufactured in the FIB instrument (Quanta 3D FEG) with successively lower beam currents. The aspect ratio (micro-pillar 
height divided by width) was set close to 3:1. These dimensions are not perfect for the shale samples seen in Fig. 2 (a), and 
they may vary slightly during FIB milling. A different Hysitron indenter was used to uni-axially compress the micro-pillars 
using a diamond flat punch tip indenter, with 60° conical, and a 10 µm diameter flat tip, as shown in Fig. 2 (c). The micro-
pillars were loaded, following the micro-cantilever beams, at a predetermined displacement rate of 15nm/s until failure. 
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Fig. 1 The micro-cantilever beam from sample to failure, Micro-Beam, T3 
 

 
 

Fig. 2 The three FIB milled micro-pillars in (a); loading configuration in (b) and (c) 
 
    Results and Discussion: Four micro-cantilever beams were tested. The results are illustrated for three micro-beams in 
Fig. 3. Observe the brittle failure of micro-beam T3 when compared to micro-beam T1 that exhibited strain softening, while 
micro-beam T2 showed strain hardening before failure. While loading is in pre-yield from the elastic response, the estimated 
Young’s moduli of the micro-beams were very close to their macro-scale values [5]. However, it is the post-yield behaviour 
that is not typical of a granular cohesive and frictional porous media when tested unconfined. Post yield behaviour is typical 
of fibre reinforced porous material, such as reinforced concrete beams.      
  

 
                Fig. 3 The load/displacement curves of the three micro-cantilever beams tests, T1, T2 and T3       
 

CONCLUSIONS 
 
   These experimental results show that the composite nature of the organic-rich shale has tensile strength characteristics 
such as the modulus of rupture that can be more relevant and problematic to fracking and optimizing field applications. An 
obvious question is why for the past decade or so in rock mechanics testing we did not pick up on the tensile attributes of the 
organic rich shale as a fiber composite porous media? The answer is simply that these tensile characteristics of composite 
porous polymers, like kerogen (organic matter), are easily masked when practicing the recommended ASTM and ISRM 
standard testing methods for macroscale geomechanics material characterization, such as the Brazilian test and/or other 
recommended tensile strength measurements for rocks. 
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Summary Strength and other mechanical properties of cement paste and concrete rely upon the formation of Calcium–Silicate–Hydrates (C–S–
H) during cement hydration. Here we propose a novel description of the C–S–H meso-scale texture with an opportunity to translate results from 
the fundamental (nano) scale to the macro-scale of engineering properties. We use simulations that combine information of the nano-scale 
building units of C–S–H and on their effective interactions, obtained from atomistic simulations and experiments, into a statistical physics 
framework for aggregating nanoparticles. We compute small angle scattering intensities, pore size distributions, local densities, indentation 
modulus of the material, providing a new quantitative understanding of different experimental investigations. Our results lead to a quantitative 
insight into how the heterogeneities developed during the early stages of hydration persist in the structure of C–S– H and impact the mechanical 
performance of the hardened cement paste. 
. 
 

INTRODUCTION 
 
   Controlling the structure and properties of the C–S–H phase is still a challenge, due to the complexity of this hydration 
product and of the mechanisms that drive its precipitation from the ionic solution upon dissolution of cement grains in 
water. Departing from traditional models that are mostly focused on length-scales above the micrometer, recent research has 
addressed the molecular structure and properties of C–S–H. However, small angle neutron scattering, electron-microscopy 
imaging and mechanical nanoindentation experiments, all suggest that an even more important role may be played by the 
mesoscale organization of the C–S–H structure that extends over hundreds of nanometers. In this paper, we illustrate the 
bottom-up modeling effort applied to C–S–H and provide a mesoscale picture of cement paste that results from fundamental 
interactions between grains gained at the atomistic level. 
 

COMPUTATIONAL METHODS 
 
   We have used a statistical physics approach to gain new insight into the C–S–H at the scale of hundreds of nanometers, 
based on the knowledge developed at the nanoscale [1]. The effective interactions between C–S–H nanograins at the end of 
setting (hardened paste) are modelled with a generalized Lennard-Jones potential: 

 (1) 
where r is the inter-particle distance, ε is the strength of the attraction between two particles with diameter σ and γ=12. The 
temperature was T=0.15 in reduced units and the particles size σ was randomly distributed between 3.78 and 9.2 nm. The 
simulations have been performed with box size L = 585.54 nm containing up 6.1·105 particles (total packing fraction η = 
0.33 and 0.52) with at least 5 independent samples. Simulations of C–S–H precipitation were performed using a hybrid 
scheme of Grand Canonical Monte Carlo (GCMC) and Molecular Dynamics (MD). A GCMC cycle consists of NMC 
attempts of particle insertion or deletion followed by NMD = 100 MD steps in the NVT ensemble. The pore size 
distribution (PSD) was obtained from the distribution of diameters of the largest spheres (non-overlaping with the solid 
particles) that can be accommodated in the void regions. The local packing fractions ηlocal were computed in a spherical 
region of radius 35 nm around each C–S–H spherical particle. or the small angle scattering I(q), we first generated a 
digitized 3D image of the structure with a voxel size of 0.571 nm, much smaller than the minimum particle diameter 3.78 
nm and well below the box size. Having computed the two points fluctuation auto-correlation function η(r)2, the scattered 
intensity, I(q), was deduced in absolute scale using the following relation: 

 
(2) 

where ∆ρ is the scattering length density contrast and η ̃(q) 2 the 1D Fourier transform of η(r)2. The stiffness of the 
interaction between two particles of size σ is defined as the curvature of the generalized Lennard-Jones potential and at the 
local equilibrium distance rm = ε / (444σ2). By assuming that the cohesive strength between particles is the same as for the 
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calcium-silicate layers within a C–S–H grain, we express the inter-particle stiffness as Y A/rm, where Y is the Young 
modulus of solid C–S–H (68.4 GPa from atomistic simulations of few nanometers C– S–H grains with Ca/Si= 1.7 [2]) and 
A=πrm

2 is the cross section of the applied force. All this leads to a unit pressure ε/σ3 = 0.51GPa. The C–S–H configurations 
were relaxed to zero stress before computing indentation modulus M and hardness H. To compute M, we slightly deform 
the simulation box in the three axial directions and the three shear planes. The range of strain for the elastic deformation is 
±0.005. The indentation modulus M was computed as a linear combination of the bulk K and shear modulus G, 
M=4G(3K+G)/(3K+4G).  

 
Figure 1: The mesoscale model of C–S–H (at η=052) showing the local packing fractions distribution 

 
RESULTS AND DISCUSSION 

 
   In our model, the complex pore network and the structural heterogeneities naturally emerge from the short range 
cohesive interactions typical of nanoscale cement hydrates and from the non-equilibrium conditions under which C–S–H 
densifies during cement setting. The scattering intensity, pore size distribution (related to water and nitrogen 
adsorption/desorption exp.), local volume fractions, indentation modulus obtained from our simulations are compared with 
experiments, and provide a first consistent characterization of the elusive meso-scale structure of C–S–H. 

   
Figure 2: (left) Pore size distributions,  (center) Small–Angle Scattered intensity, (c) Nanoindentation modulus for 

mesoscale model of C–S–H at various packing fractions 
 

CONCLUSIONS 
 

   Calcium-silicate-hydrate nanoscale gel (C–S–H) is the main binding agent in cement and concrete, crucial for the strength 
and the long-term evolution of the material. We use a statistical physics framework for aggregating nanoparticles and numerical 
simulations to obtain a first quantitative model for such a complex material. The extensive comparison with experiments ranging 
from SANS, adsorption/desorption of N2 and water to nano-indentation provide new, fundamental insights into the microscopic 
origin of the properties measured. Unraveling such links in cement hydrates can be groundbreaking and controlling them can be 
the key to smarter mix designs of cementitious materials. 
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Summary As discovered experimentally two decades ago, the wetting front propagating through some porous media can exhibit two very 
different regimes distinctly visible in the log-log plot: the front covers two thirds of its eventual propagation distance in just a few minutes and 
then it takes many hours for it to advance over the remaining third. The first of these regimes is well described by any of the Washburn-type 
models, with the differences between them being insignificant on the log-log plot, whilst the second one is different both quantitatively and 
qualitatively. A new approach to the modelling of the dynamics of wetting fronts in porous media is formulated which makes it possible to 
describe simultaneously both regimes as well as the transition between them. A fundamental issue with Darcy’s law for essentially 2D flows is 
brought to light and a new class of models required to address it is discussed. 

 
INTRODUCTION 

 
   In essence, the problem of the Darcy-scale description of how a wetting front propagates through a porous medium boils 
down to formulating the dynamic boundary condition on the free interface confining the domain where the bulk equations, 
namely Darcy’s law and the continuity equation, operate. The kinematic boundary condition stating that the interface 
propagates with the (volume-averaged) velocity of the fluid is obvious, so it is only the dynamic boundary condition that is 
required to complete the problem formulation. This problem is conventionally addressed by relating the fluid’s velocity to 
the capillary pressure at the surface of the menisci which collectively form the wetting front. The origins of this approach 
can be traced back to Washburn’s 1921 paper [1], where the author considered the Poiseuille flow driven by the pressure 
gradient between the supply reservoir and the meniscus whose surface is bent to meet the wall of the capillary at a 
prescribed contact angle. Variants of this approach include the use of velocity-dependent (dynamic) contact angle in the 
Poiseuille formula instead of the static one used by Washburn as well as longitudinally profiled (as opposed to cylindrical) 
capillaries. These models collectively referred to as Washburn-type models have broadly similar properties and adequately 
describe a host of phenomena observed in experiments [2]. 
   However, experiments show that in some porous media, notably in the sandstone-like ones in controlled experiments 
represented by porous matrices made of densely packed spherical beads [3, 4], there appears another regime of the wetting 
front propagation. Pictorially, it looks as follows: after a very short period of rapid advancement, when the wetting front 
covers approximately two thirds of its eventual propagation distance, its motion slows down so that it takes many hours for 
the front to cover the remaining third and reach its equilibrium position. Importantly, in this last regime the Darcy-scale 
propagation of the wetting front consists of ‘stick-slip’ unsteady motion of individual menisci. This ‘anomalous’ regime of 
the wetting front propagation holds the key to such phenomena as the trapping of ganglia of oil or carbon dioxide 
sequestration by a porous matrix and the problem of removing the former and retaining the latter. With regard to the 
anomalous dynamics of the wetting front the Washburn-type models not only appear to be inadequate, the very approach 
offers no conceptual framework that would allow one to generalize these models to describe the regime in question.  
 

A NEW APPROACH 
 
   The key idea of the new approach to the modelling of wetting fronts in porous media is to consider the modes of motion 
that the individual menisci collectively forming the wetting front go through as the front advances on the Darcy scale. The 
two main modes of motion are: (a) the wetting mode, where in essence the meniscus moves as a whole until the contact line 
formed at the intersection of the free surface and the pore wall gets pinned by asperities or at the throat-chamber junction, 
and (b) a threshold mode, where, with the pinned contact line, the meniscus bends as the pressure on the free surface mounts   

 

until some critical values of the meniscus’ parameters are reached and it is released back 
into the wetting mode. Schematically, the modes of motion are illustrated in Figure 1. The 
Darcy-scale propagation of the wetting front results from the ‘dynamic average’ of the 
pore-scale advancements of individual menisci which intermittently go through different 
modes of motion with the main contribution coming from the mode in which menisci 
spend more time. From the viewpoint of the new approach, all Washburn-type models 
appear as variations on the wetting mode of motion and hence unable to describe the 
phenomenon where, as observed experimentally, the pinning and de-pinning of the contact 
lines of individual menisci play the key role. The new approach provides a conceptual 
framework for incorporating processes occurring on the pore scale and, importantly, offers  

Figure 1. 2D illustration of 
modes of motion. 1: wetting 
mode; 2: threshold mode.  

a methodology for constructing mathematical models of increasing complexity. The main 
difficulty in the way is the averaging in the situations where more than two mode of motion 
are to be considered and non-isotropic porous matrices are involved. 
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   The parallel treatment of the wetting and threshold modes means that one has to consider simultaneously the direct and 
the conjugate problem where the latter is needed to calculate the ‘termination pressure’ and contact angle, i.e. the maximum 
values of the pressure and the contact angle corresponding to the threshold mode. To describe the anomalous regime of the 
wetting front propagation [3], the simplest model developed in the framework of 
the new approach [5] was generalized to account for the possibility of the 
menisci’s release from the threshold back into the wetting mode as a result of 
fluctuations of pressure on their surfaces coming, for example, from the motion 
of the neighbouring menisci. This effect is accounted for by assuming that, for 
subcritical values of the contact angle, the time spent by the meniscus in the 
threshold mode is proportional to the difference between the critical and the 
maximum value the contact angle reaches in the threshold mode for the current 
position of the wetting front. Figure 2 shows the application of the resulting 
model to one of the sets of data from [3]. One can clearly see the two distinct 
regimes of the wetting front propagation with the data indicating that no simple 
empirical power-law dependence would be able to describe them. In contrast, the 
developed theory, where the interface formation model [6] is used for the 
dynamic wetting process on the pore scale and the spherical-cap approximation   
for the meniscus’ shape is applied for both the wetting and the threshold mode, 
describes the whole experimental curve, from the onset of the motion in the 
Washburn regime to the moment when the interface reaches its equilibrium state. 

Figure 2. Open circles: experimental data 
for the capillary rise through the packed 253 
micron-sized beads [3]; solid line: theory.   

 
 

AN EMERGING CLASS OF MODELS/PROBLEMS 
 
   The developed theory is straightforward to apply for unidirectional flows for which most experiments are performed but 
when it comes to essentially 2D and 3D problems, it highlights an issue with the classical Darcy model itself in its 
application to such flows. In the case where, on the Darcy scale, a fraction of the wetting front moves while the 
neighbouring fraction remains at rest it becomes necessary to consider flows in domains with corners greater than 180 
degrees. Such problems also occur, for example, in a situation where a drop sitting on a porous substrate is imbibed into the 
latter: the free surface of the drop and the boundary of the substrate will then form a corner of 270 degrees and the fluid will 
pass round it. In such cases, the classical Darcy model gives rise to singularities in the velocity field. Although integrable, 
such singularities become unacceptable from the physical standpoint for the problems involving moving interfaces since it 
is the velocity and not its integral that features in the boundary conditions on such interfaces. Therefore, these singularities 
have to be regularized by generalizing the model used to describe the bulk flow. The issue here is that the singularity in 
question occurs solely due to the flow geometry so that no generalization, like Brinkman’s model, which would alter the 
Darcy model for unidirectional flows would be acceptable.     
   An analysis of the issue has shown that the only generalization that would (a) remove the singularity and (b) preserve 
the Darcy model for unidirectional flows for which it is well justified is a model where the permeability of the porous 
matrix is a function of the curvature of the streamlines of the flow that passes through this matrix. By considering a flow in 
a bent channel as a representative analogy of the flow in a porous medium, one can show that, indeed, the permeability 
decreases as the curvature of the streamlines goes up. It can be shown that an algebraic decrease is sufficient to regularize 
the flow velocity. This analysis introduces a new class of models/problems for the fluid flows in essentially 2D and 3D 
configurations where, for a given porous matrix, the permeability is not a prescribed constant but a function to be found 
simultaneously with the flow. A simple example illustrating this class of problems is considered. 
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Summary We present a theoretical model of solidification of a colloidal suspension when a partially frozen region (mushy layer) forms.
The relative motion between solvent and colloidal particles within the mushy layer can be described as diffusion of particles, as regelation
of the particles or as flow of the interstitial solvent through the porous matrix of particles driven by a cryosuction pressure. We illustrate
these ideas using similarity solutions of the governing equations.

INTRODUCTION

When mixtures are frozen, their constituents tend to become segregated. This is equally true whether the mixture is a
molecular solution or a suspension of solid particles. The physical character of the segregated, partially frozen material can
differ markedly between solutions and suspensions (figure 1), though similar structures to those produced from solutions
(figure 1a) are sometimes seen when the suspension is dilute and colloidal (figure 1b).

Any segregation requires relative motion (transport) between the constituents. In the case of solutions, such relative
motion is typically described by Fickian diffusion, with fluxes proportional to concentration gradients. In the case of dense
suspensions, particularly those near to being close-packed, such relative motion is typically described by Darcy’s law of fluid
motion through porous media, with fluxes proportional to pressure gradients. For example, in the case illustrated by figure 1c,
water must flow from the upper layer of original, colloidal suspension, through the intermediate porous medium formed by
the compacted suspension, whether unfrozen or partially frozen, to form the ice lenses below.

Peppin, Elliott & Worster [1] showed that Fickian diffusion and Darcy flow are equivalent and are end members of a unified
thermodynamic model of relative motion. They used their formulation [2] to calculate freezing rates and segregation at planar
interfaces of ice growing from suspensions of different particle sizes, representing the two extremes of dilute solutions and
concentrated suspensions. Both are prone to constitutional supercooling in a layer of rejected solute (colloid), which can lead
to morphological instability of the interface [3, 4], as originally quantified for solutions by Mullins & Sekerka [5].

Here we extend this unified thermodynamic approach to the solidification of mixtures by analysing the formation of mushy
layers from colloidal suspensions, simply using a phase diagram appropriate for colloidal suspensions and following the
approach established for solutions [6]. The unified approach allows connections to be made between studies of solidification
of binary alloys and studies of freezing in soils through the intermediate cases of colloidal suspensions, particularly the
equivalence of solute diffusion to regelative fluxes in partially frozen systems.

(a) (b) (c)

Figure 1: Segregation during solidification upwards of solutions and suspensions. (a) Dendritic microstructure of ammonium chloride solidifying

from aqueous solution (photo MA Hallworth). (b) Dendritic microstructure of ice solidifying from a dilute aqueous suspension of bentonite (5%
by mass) (photo SSL Peppin). (c) From bottom to top, there is a layer of ice lenses (dark coloured) separating lenses of frozen colloid (light
coloured); a continuous layer of frozen colloid (also light coloured); a thicker layer of unfrozen, compacted colloid (dark grey); all forming from
an aqueous suspension of alumina (27% by volume of approximately 3µm particles) (uppermost, light grey layer)[7].
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MATHEMATICAL FORMULATION

Central to the mathematical formulation is an expression for the osmotic pressure

Π(φ,R) = φ
kBTm
vp(R)

z(φ), (1)

where φ is the volume fraction of solute (colloid), kB is Boltzmann’s constant, Tm is the absolute freezing temperature of
the solvent, vp = 4

3πR
3 is the (effective) particle volume for each element of the solute of (effective) radius R and z(φ)

is a dimensionless ‘compressibility factor’ that accounts for particle–particle interactions. From the osmotic pressure, the
equilibrium freezing temperature (liquidus) is calculated from the Clausius-Clapeyron equation and the diffusion coefficient
is determined from the generalised Stokes-Einstein relation as

Tf (φ,R) = Tm

[
1 − Π(φ,R)

ρL

]
and D(φ,R) = φ

k

µ

∂Π(φ,R)

∂φ
(2)

respectively, where k(φ,R) is the permeability of the suspension, µ is the dynamic viscosity of the solvent, ρ is density and
L is the latent heat of fusion. The solute flux, both in unfrozen and partially frozen (mushy) colloid, can be written in three
equivalent forms as

−D(φ)
∂φ

∂z
= φ

k

µ

∂p

∂z
= φ

k

µ

ρL

Tm

∂Tf
∂z

, (3)

where χ is the volume fraction of unfrozen colloid and p = P − Π is the ‘pervadic pressure’ [1], which is the difference
between the bulk pressure P and the osmotic pressure and can be interpreted as the pore pressure in a close-packed colloid or
porous medium. In solutions and dilute colloidal suspensions, it is convenient to work with and think in terms of the diffusive
flux (3a) but as the close-packed limit is approached the diffusivity diverges while the concentration gradient tends to zero and
it is more convenient to work with and think in terms of the Darcy Flux (3b). Within a mushy region T = Tf and the diffusive
flux is equal to the regelative flux (3c) driven by ‘thermodynamic buoyancy’ [8].

RESULTS

We have used these fundamental ideas to determine similarity solutions for solidification from a cooled boundary within
partially frozen colloidal suspensions (e.g. figure 2). As particle size increases, the interfacial concentration increases and the
concentration more quickly reaches the close-packed limit within the mushy layer.
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Figure 2: The particle volume fractions (solute concentration) as functions of vertical position for particle sizes (a) 0.5nm, (b) 2nm and (c)
10nm in the vicinity of the mush–liquid interface (dashed line): mush below (red); unfrozen colloid above (blue). Note the different axis scales.

CONCLUSIONS

Regelation within a partially frozen colloidal suspension or soil results from a balance between thermodynamic buoyancy,
driving particles towards warmer temperatures, and viscous drag forces associated with flow through the partially frozen
porous medium. It is fundamentally equivalent to diffusion of solute or of particles within a molecular solution or dilute
suspension of small particles. We have developed a unified model that illustrates this equivalence and provides a means of
computing the characteristics of freezing colloids of arbitrary particle size and concentration.
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Summary The proposed approach is a marked departure from the FEM for the modeling of three-dimensional faults. Significant meshing 
difficulties arise when faults (multiple) are modeled using the FEM, where the mesh has to conform to the geometry of the fault(s) and 
hence a structured mesh cannot be used.  Unstructured mesh generation (triangles in 2D and tetrahedra in 3D) is needed for the FEM. On 
using the X-FEM, a structured mesh suffices and the faults can arbitrarily cut the elements in the mesh. This advantage of the X-FEM has 
been leveraged for many applications in fracture mechanics, and in [2] we have shown that it is equally advantageous for modeling faults. 
In this paper we focus on modeling intersecting faults. 
 

ABSTRACT 
    

Faults are geological entities with thicknesses (of the order cm) several orders of magnitude smaller than the grid 
blocks (of the order 10 m) typically used to discretize reservoir and/or over-under-burden geological formations. Introducing 
faults in a complex reservoir and/or geomechanical mesh therefore poses significant meshing difficulties. In this paper, we 
consider the strong-coupling of solid displacement and fluid pressure in a three-dimensional poro-mechanical (reservoir-
geomechanical) model. We introduce faults in the mesh without meshing them explicitly, by using the extended finite element 
method (X-FEM) in which the nodes whose basis function support intersects the fault are enriched within the framework of 
partition of unity [1]. For the geomechanics, the fault is treated as an internal displacement discontinuity that allows slipping 
to occur using a Mohr-Coulomb type criterion. For the reservoir, the fault is either an internal fluid flow conduit that allows 
fluid flow in the fault as well as to enter/leave the fault or is a barrier to flow (sealing fault). For internal fluid flow conduits, 
the continuous fluid pressure approximation admits a discontinuity in its normal derivative across the fault, whereas for an 
impermeable fault, the pressure approximation is discontinuous across the fault. Equal-order displacement and pressure 
approximations are used. 

The proposed approach is a marked departure from the FEM for the modeling of faults. Significant meshing 
difficulties arise when faults (multiple) are modeled using the FEM, where the mesh has to conform to the geometry of the 
fault(s) and hence a structured mesh cannot be used.  Unstructured mesh generation (triangles in 2D and tetrahedra in 3D) is 
needed for the FEM. On using the X-FEM, a structured mesh suffices and the faults can arbitrarily cut the elements in the 
mesh. This advantage of the X-FEM has been leveraged for many applications in fracture mechanics, and in [2] we have 
shown that it is equally advantageous for modeling faults. 

In the X-FEM, only the nodes whose basis function support intersects the fault are enriched. Modeling many (tens 
or even hundreds) faults is relatively straightforward since the faults are never meshed and hence they can be placed within 
the reservoir mesh by simply identifying their plane(s). However, as we pointed out in [2], there existed a limitation in our 
implementation at the time, namely, we could not accommodate nonplanar faults in 3D, which presents significant additional 
challenges.  This has been the subject of ongoing research and we have now succeeded in overcoming this limitation, and 
this is the focus of this communication.  

As an example, we consider a three-dimensional cube 40 m  40 m  40 m   that is cut by two intersecting 
faults at angles 0 0

1 235 and 55    , respectively. The rock permeability used is 14 2
rock 3.33 10  mk   , and a 

uniform inflow fluid flux 6 310  m /sfq 
 
is prescribed on the top boundary. No flow is assumed to take place on all lateral 

boundaries, and a free-flow boundary is used at the bottom where the fluid pressure 0fp  . Both fault are assumed as acting 

as flow conduits, and are assigned a thickness 210 0.02 mt h    and their transverse and longitudinal permeability are 

chosen as 3
rock10nk k  and 3

rock10tk k , respectively.  The structured mesh is shown in Fig.1a, and contains 1,337 
nodes and 1,000 hexahedral elements. The unstructured mesh is shown in Fig. 2a and contains 3,223 nodes and 16,281 
tetrahedral elements. The resulting Darcy fluid velocities are shown in Fig. 1b and Fig. 2b. Note that most of the flow is taking 
place along the fault planes of both faults due to their high longitudinal permeability (and low transverse permeability). 
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Fig. 1: Extended FE solution for the fluid flow in a 3D domain. (a) Structured mesh (two intersecting faults are present); (b) 

Darcy velocities; maximum velocity is 104.5 10  m/s . 

 

Fig. 2: Extended FE solution for the fluid flow in a 3D domain. (a) Unstructured mesh (two intersecting faults are present); 
(b) Darcy velocities; maximum velocity is 104.5 10  m/s . 
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Summary We present the investigation of imbibition, drainage and drying in porous asphalt (PA), a macroporous material with a wide range of 
pore sizes ranging from microns to millimeters. In macroporous media, due to the presence of large pores, gravity becomes the most important 
driving force for liquid transport and consequently the transport behavior of PA is very different from that of microporous materials. To obtain a 
fundamental understanding of a highly complex media like PA, experiments, simulations and modeling are performed at a variety of material 
scales to investigate the physics of air and water transport during imbibition, drainage and drying in PA with an overall objective of predicting 
the residence time of water in PA under specific environmental conditions.    

INTRODUCTION 

   A comprehensive understanding of fluid transport in porous media is of great commercial, built and natural 
environmental and scientific interest. A variety of commercial activities like enhanced oil recovery from seabed reservoirs, 
drying of paper pulp, water management in polymer electrolyte membrane fuel cells, cooling by porous heat exchangers etc. 
are directly dependent on the accurate prediction of transport properties in porous media. From a scientific point of view, 
transport in porous media is a challenging area to understand due to the co-occurrence of many physical, thermal, chemical 
and biological processes. 

In macroporous media, due to the presence of large pores in the range of millimeters, gravity becomes the most 
important driving force for liquid transport. Additionally, in the large pores, gaseous transport is enhanced and 
consequently, continuum-scale transport properties such as permeability curves cannot be calculated in a straightforward 
manner without considering additional complexities. Moreover, pore space characteristics such as pore size distribution, 
tortuosity, connectivity etc. can influence both the rate of evaporation of the liquid within the material and the subsequent 
transport of the evaporated gas by diffusion and convection, but the degree of their influences may be different in 
microporous and macroporous media. 

This study focuses on the investigation of imbibition, drainage and drying in porous asphalt (PA), a macroporous 
material with a wide range of pore sizes ranging from microns to millimeters. PA is used as the surface layer of roads to 
allow the seepage of water and thereby prevent aquaplaning and splash-spray effects during and after rain events. PA has a 
porosity of approximately 20% and is a composite material made from fine and coarse mineral aggregates, a bituminous 
binder and air voids. Due to its high permeability, a large area of the internal structure of PA is exposed to water after a rain 
event. This leads to an accelerated deterioration of the material since water destroys the adhesion between the bitumen and 
the aggregates, a phenomenon called stripping. Therefore, in order to design longer lasting PA pavements, it is imperative to 
obtain a comprehensive understanding of the residence time of water in PA under typical environmental loadings. 

METHODOLOGY 

   The occurrence of typical transport phenomena such as gravity-driven drainage, capillary uptake [1], forced convective 
drying [2] and thermal drying is experimentally investigated by subjecting PA to downscaled recreations of various 
environmental loadings in laboratory conditions. Neutron radiography (NR) imaging is used to visualize the spatial and 
temporal distributions of water in PA during these experiments. The three-dimensional pore space of all the PA specimens 
used in these experiments is characterized by high-resolution X-ray microcomputed tomography (X-ray -CT). Various 
pore space characteristics such as pore diameter distribution, connectivity and tortuosity are clearly identified from the 3D 
images. By carefully combining the moisture content distribution in the specimens as observed from NR images with the 3D 
structure of the specimens as observed from X-ray -CT images, a deeper understanding of the physics of moisture flow in 
PA is obtained.  

From the NR experiments, a macroscopic picture of the influence of high wind speeds on drying in PA is obtained. 
However, further investigations are required to conclusively establish the role of wind. It is known that wind flow above a 
wet macroporous material can accelerate the drying of the material in two ways: by thinning the air boundary layer and by 
air penetration into the material. To investigate the first phenomenon i.e. boundary layer above the air-PA interface, wind 
tunnel experiments are carried out on large slabs of PA [2]. Particle imaging velocimetry (PIV) is used to visualize the wind 
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boundary layer as well as the turbulent structures that are active just above the air-PA interface at different wind speeds. To
investigate the second phenomenon i.e. air entrainment into PA, single-phase computational fluid dynamics (CFD) 
simulations of airflow above a real PA geometry are performed. The results from some of the investigations are presented in 
figure 1.  

Having obtained a clear picture of the transport mechanisms that are critical to predict the residence time of water in PA, 
the next step is to model the drainage and drying behaviors of a fully saturated PA using pore network models, in which the 
pore space of PA, obtained from X-ray -CT scans, is converted to an idealized geometry in which the large voids, the 
pores, are connected to each other by constrictions, the throats. Multiphase flow is modeled in this idealized geometry to 
calculate macroscale transport properties such as relative permeability curves and capillary pressure curves. These 
macroscale properties are then used as input parameters for modeling the drying of PA as a continuum process which has 
the major advantage of being computationally inexpensive for carrying out various parametric studies.  

Figure 1: Investigation of transport phenomena in PA at various material scales; (a) capillary uptake in a PA specimen of 
dimensions 45×25×10 mm3, (b) gravity-driven imbibition in a PA specimen of dimensions 180×35×12 mm3 and (c) wind 
boundary layer above a PA specimen of 2400×400×30 mm3.
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Summary In this paper, the coupled effect between adsorption and deformation of hybrid porous materials are studied with the help of a multi-
scale model. The Grand Canonical Monte Carlo (GCMC) [1] and Molecular Dynamic (MD) [2] simulations are employed to characterize the 
micro-pores. On the other hand, the meso-pores are modelled by the Derjaguin-Broekhoff-de Boer (DBdB) theory. Then the macroscopic 
properties of the material are modelled using the Dependent Domain Theory (DDT). The result shows that strong coupling effect between 
adsorption and deformation exists in the hybrid porous materials and it has significant influence on the macroscopic behaviour of the materials. 
 

INTRODUCTION/METHODOLOGY 
 
   Adsorption originates at the molecular scale from the interactions between the atoms of the solid skeleton and the 
molecules of the fluid. When the size of the pores is in the order of the range of the molecular interactions (micro or nano-
porous materials), a mechanical pressure arises orthogonal to the porous interface leading to sorption induced deformations. 
Besides, in a pore of nanometer size, fluid molecules are not in their bulk state anymore since they interact with the atoms of 
the solid. For such microporous media, conventional poro-mechanics breaks down. To address this problem, a multi-scale 
model is constructed to investigate the coupled behaviour between adsorption and deformation of hybrid porous materials 
which contain both micro-pores and meso-pores. For the micro-pores, the adsorption-deformation character is modelled using 
atomistic modelling method, including Grand Canonical Monte Carlo (GCMC) [1] and Molecular Dynamic (MD) [2] 
simulations. For the meso-pores, the adsorption-deformation character is modeled using the Derjaguin-Broekhoff-de Boer 
(DBdB) theory [3]. Then the macroscopic properties of the material are assembled using the Dependent Domain Theory 
(DDT), in which the material behavior is considered to be the global outcome of the interaction of elements with different 
pore characteristics (size, orientation)[4]. Based on the results acquired from atomistic modelling and DBdB theory, the 
behavior of each element is modelled using a coupling matrix between the mechanical variables (stress and strain) and the 
adsorption parameters (chemical potential and fluid content). 

 
Figure 1: Adsorption isotherms acquired from hybrid GCMC/MD simulation 

 
SIMULATION RESULTS 

 
   Figure 1 shows the adsorption isotherms of a single micro-pore under different strains, from which we can derive the 
relationship between strain and critical chemical potential. Figure 2 shows the relationship between the strain and adsorption 
amount and adsorption induced stress. With the help of above relationships, we have derived the coupling matrix between the 
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mechanical variables and the adsorption parameters for micro-pores. By combining with the DBdB theory for meso-pores, 
the constitutive relationship for basic element of DDT theory can be determined. The simulated macroscopic behaviour of the 
material is shown in Figure 3.  
    

 
Figure 2: Influence of deformation on the adsorption amount and adsorption induced stress 

 

 
                         (a)                                        (b) 

Figure 3 (a) Basic element is Dependent Domain Theory. (b) Isotherms for adsorption induced strain.  
 

CONCLUSIONS 
 

   The simulation results show both the adsorption induced deformation and mechano-sorptive effect. In addition mechanical 
and adsorption hysteresis are observed.  It is shown that the hysteresis originates from capillary condensation for meso-pores 
and from coupled behaviour at lower scale for micro-pores. Strong coupling effects between adsorption and deformation are 
present in the hybrid porous materials and have a significant influence on the macroscopic behaviour of the materials. 
 
 
References 
 
[1] Bonnaud, P. a, Coasne, B. and Pellenq, R. J.-M. Molecular simulation of water confined in nanoporous silica. J. Phys. Condens. Matter 22, 284110, 2010. 
[2] Kulasinski, K., Guyer, R., Derome, D. and Carmeliet, J. Poroelastic model for adsorption-induced deformation of biopolymers obtained from molecular 

simulations. Phys. Rev. E 92, 022605, 2015.  
[3] Neimark, A. V & Ravikovitch, P. I. Capillary condensation in MMS and pore structure characterization. Microporous Mesoporous Mater. 44-45, 697–707, 

2001. 
[4] Guyer, R. a., Kim, H. A., Derome, D., Carmeliet, J. and Tencate, J. Hysteresis in modeling of poroelastic systems: Quasistatic equilibrium. Phys. Rev. E - Stat. 

Nonlinear, Soft Matter Phys. 83, 1–13, 2011. 

3191



 

 

a) Corresponding author. Email: Christian.Hellmich@tuwien.ac.at. 

 

XXIV ICTAM, 21-26 August 2016, Montreal, Canada  

LIQUID CRYSTAL INTERFACE MICROMECHANICS 

 

Christian Hellmich1a), Viktoria Vass1, Claire Morin2, Mehran Shahidi3 & Bernhard Pichler1 

1Institute for Mechanics of Materials and Structures, TU Wien – Vienna University of Technology, Vienna, Austria 

2Centre for Biomedical and Healthcare Engineering, Ecole Nationale Supérieure des Mines de Saint-Etienne, 

Saint-Etienne, France 

3Institute of Structural Engineering, BOKU – University of Natural Resources and Life Sciences, Vienna, Austria 

 

Summary: Liquid crystals within interfaces embedded in material micro- and nanostructures are key to the creep and plastic 

behavior of many geo- and biomaterials. We here review latest developments in continuum micromechanics-based upscaling of 

viscous interface-to-creeping bulk material behavior; and we present novel results concerning the plastic effects at the bulk material 

scale, arising from inelastic frictional behavior of the type of interfaces mentioned before. 

 

Inelastic deformations (such as creep or plastic strains) in hydrated geo- and biomaterials often stem sliding events in very 

thin layers of layered viscous fluids in an otherwise elastic matrix [10]. Recent explicit micromechanical homogenization 

schemes [5-7, 9] allow for upscaling the liquid crystal behavior confined to 2D interfaces, up to the 3D creep behavior of the 

overall bulk material. These schemes are based on limit cases of the Eshelby-type solution for eigenstressed ellipsoidal 

inclusions in infinite matrices [1-3] together with the compatibility requirements fulfilled in so-called Mori-Tanaka schemes 

[11]. They have been developed for interfaces with identical size and viscosity [5], as well as for such varying sized and 

viscosities [6-7, 9]. 

 
Figure 1: Representative Volume Element of flat interfaces embedded into a solid matrix 

It turns out that there exists a full analogy between the customarily used spring and damper parameters of classical rheological 

models of the Maxwell and Kelvin-Voigt types, and the interface sizes and viscosities. In particular, the parameters related 

the Kelvin-Voigt representation, i.e. a serial arrangement of one spring and one damper each being positioned in parallel, 

appear as naturally related to the interface properties; each spring-damper unit is uniquely related to one interface family [7]. 

This allows for retrieval of intrinsic interface properties from a series of macroscopic creep on different bio- or geomaterials, 

such as bone [4] or concrete [8]. 

In the present contribution, we discuss the extension of this concept to elastoplasticity, the source of which is the inelastic 

sliding of opposite interface lips once the interface traction exceeds a critical threshold value, namely the cohesion value c. 

Even if this threshold is constant, the overall elastoplastic behavior turns out to be of the hardening type, as ongoing sliding 

events also result in increasing „frozen“ energy in the elastic matrix in-between the plastic interfaces. Interestingly, the 
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corresponding macroscopic hardening modulus H depends on the interface density d and the Poisson’s ratio ν of the elastic 

matrix, but neither on the elastic modulus of the latter, nor on the interface size, see Figure 2. 

 
Figure 2: Dimensionless hardening modulus-interface density relation in dependency of the Poisson´s ratio of the matrix ν 
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Summary A multi-phase model for predicting surface subsidence and heave caused by changes of the groundwater table is presented. The 
employed multi-phase model allows considering the interactions between the air flow and water flow in the water saturated/unsaturated soil 
regions and the nonlinear response of the unsaturated/saturated soil. Special attention is paid to the implementation of the model into a 
parallelized multi-phase FE code and to the efficient iterative solution of the resulting nonlinear system of equations. The application of the 
model is demonstrated by a large-scale 3D numerical simulation of subsidence induced by groundwater withdrawal. 
 

MULTI-PHASE MODEL 
 
   Numerical models of different complexity and capabilities have been used for predicting surface subsidence and heave 
caused by changes of the groundwater table [1,2]. In the present contribution the benefits of a multi-phase model for 
predicting subsidence in unsaturated and saturated soil due to changes of the groundwater table are addressed. It is 
characterized by taking into account water and/or air flow within a deformable porous solid skeleton and coupling effects 
between the three phases solid, water and air [3,4,5].  
   The governing equations of the multi-phase model consist of (i) the linear momentum equations for the three-phase 
mixture, formulated in terms of the total stresses, (ii) the linear momentum equations for the fluid phases, from which 
Darcy‘s law for the artificial velocity of a particular fluid phase, relative to the soil skeleton, is derived, (iii) the kinematic 
equations for the soil skeleton, relating the displacements of the soil skeleton to the strains in the soil skeleton, (iv) the mass 
balance equations for the fluid phases, describing the balance between the inflow of a particular fluid phase into a volume 
element and storage of the latter in the volume element by an increase of the degree of saturation of the respective fluid 
phase and/or an increase of the volumetric strain of the soil skeleton and/or by an increase of the density of the respective 
fluid phase and (v) a number of constitutive equations, which describe the 
volumetric behavior of the fluid phases, the relationship between matric suction 
and the degree of water saturation, the permeabilities in terms of the degree of 
water saturation and last but not least the nonlinear behavior of the soil 
skeleton. The latter is represented by a multi-surface plasticity model for water 
saturated/unsaturated soils, which is formulated in terms of the generalized 
effective stress and matric suction, allowing a straightforward transition from 
unsaturated to saturated conditions. The smooth yield surface (Fig. 1) is 
formulated in terms of the effective stress with I1eff and ||s|| denoting the first 
invariant of the effective stress and the norm of the deviatoric stress tensor, 
respectively, and pc representing matric suction. The soil model is described in 
detail in [6]. Three material parameters determine the elastic behavior of the 
soil skeleton, five parameters are required for defining the yield surface with 
two further parameters describing the dependence of the yield surface on the 
Lode angle, four material parameters are required for defining the hardening 
law and four parameters determine the soil water retention behavior. Particular emphasis is placed on the efficient 
implementation using only single-surface projections due to the smoothness of the yield surface and on the robustness by 
employing problem-fitted start-up procedures for the stress update based on investigations of the non-linear projection 
equations. 
   The numerical formulation of the multi-phase model is derived within the framework of the finite element method 
(FEM), placing particular emphasis on the efficiency of the developed parallel FE-code for solving 3D large-scale multi-
phase problems.  
 

IMPLEMENTATION ASPECTS 
 
   The MPI [7] parallelized object oriented FE-program contains implementations of three-phase elements with the nodal 
unknowns, consisting of the displacement vector of the soil skeleton, matric suction and excess air pressure. The complex 
elasto-plastic constitutive model for unsaturated soils requires storage of a relatively large number of internal variables at 
the integration points. Furthermore, compared to ordinary displacement-based structural FE-problems, the additional 
unknowns reduce the sparsity of the system matrix. Thus, memory requirements are quite demanding and special care was 

Fig. 1: Smooth yield surface of the cap model 
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taken during program development to have at all times a fully distributed storage of graphs, system matrices, system 
vectors, node data, and element data. The graph partitioning is also done in parallel using ParMETIS [8].  
   The resulting nonlinear system of equations for the mass balance of the water phase, the linear momentum balance of 
the three-phase continuum, and the mass balance of the air phase is solved using Newton’s method. For problems of 
moderate size, solutions of the linearized system of equations can be obtained easily using parallel direct solvers like 
MUMPS [9], for instance. For larger systems, iterative solution methods can be advantageous. The success of these methods 
however heavily depends on the use of a good preconditioner, which due to the special matrix structure described above is 
not straightforward to design. The developed multi-phase finite element code provides an interface for the iterative solution 
of the linearized system using block preconditioning strategies and multigrid methods provided by the TRILINOS package 
[10,11,12]. Solution methods provided by the PETSc package [13] are supported as well.  
 

APPLICATION TO A LARGE-SCALE 3D PROBLEM 
 

A large-scale fully-coupled solid-fluid 3D numerical simulation of two-phase flow and of the associated ground 
settlements due to groundwater withdrawal is presented. To this end one quarter of a cylindrical domain, characterized by a 
radius of 80 m and a depth of 40 m, is discretized by 72.447 finite 
elements with quadratic serendipity shape functions for displacements and 
linear shape functions for air pressure and matric suction with altogether 
1.082.735 degrees of freedom. The arrangement of the soil layers, the 
properties of the soil layers and the initial conditions and boundary 
conditions are omitted here because of the limited space. Groundwater is 
withdrawn from several pumping wells, which are located close to the 
center of the discretized domain. In this simulation, the drawdown of the 
groundwater table is caused by setting pressure boundary conditions for 
the wells. Fig. 2 depicts the employed FE-mesh together with the 
computed lowered groundwater table and the distribution of the 
volumetric plastic strain in the soil skeleton. Further results like the 
surface settlements, the deviation of the air pressure from the atmospheric 
pressure and the water pressure fluctuations in the course of groundwater 
withdrawal are also obtained from the multi-phase simulation. These 
results allow the study of short-term pressure responses to pumping which 
have previously been studied only in the fully saturated, elastic context. 
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Fig. 2: FE-mesh, lowered groundwater table and                
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Summary Extraction of salt by leaching process is used intensively nowadays. In this analysis about cavity dissolution modeling, we 
consider the case of a binary system characterized by a chemical solute corresponding to the solid that is dissolved by a “solvent”. Salt 
dissolution is controlled by thermodynamic equilibrium at the interface, i.e., equality of the chemical potentials. In this paper, a local non-
equilibrium Diffuse Interface Model and an explicit treatment of the brine-salt interface are introduced in order to solve such dissolution 
problems. Equations are obtained by upscaling micro-scale equations for a solid-liquid dissolution problem using a volume averaging 
theory. Based on this mathematical formulation, dissolution test cases are presented. We introduce and discuss the main features of the 
method. Illustrations of the interaction between natural convection and forced convection in dissolution problems are presented and the 
time and space evolution of the rock salt-fluid interface is shown through several examples. 
 

INTRODUCTION 

   Dissolution of porous media or solids is widely concerned in many industrial fields, e.g., acid injection into petroleum 
reservoirs, dissolution of rocks caused by underground water, etc. In the latter, rock dissolution creates underground cavities 
of different shapes and sizes, which induce a potential risk of collapse as shown in Fig.1. In most applications, modeling 
such liquid/solid dissolution problems is of paramount importance.  
 
 
 
 
 
 
 
 
 
 
 
Fig. 1: Land Subsidence in Central Kansas Related to Salt dissolution (a), explanation of the variables at the local level to the interface (b) 
and averaging volume at pore scale level with material point position vector and 3-phases model (the third phase may be insoluble species 

for instance) (c).[1]  
   Among all methods used for modeling dissolution process, we present two generic ways for simulating such problems. 
The first one is a direct treatment of the evolution of the fluid-solid interface, for instance using an ALE (Arbitrary 
Lagrangian-Eulerian) method. The second uses a Diffuse Interface Model (DIM) to smooth the interface with continuous 
quantities [1, 3, 6 ], like the liquid phase volume fraction, species mass fractions, etc. 
 

MATHEMATICAL MODEL  

 
   According to [1], the Darcy-scale diffuse interface model for Solid/Liquid dissolution problems in a binary system 
includes the 3 following balance equations: the mass balance for the -phase, the mass balance for the -phase, the mass 
balance for species A. 
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where   is the volume fraction of -phase, A  is the mass fraction of species A in the -phase, eq is the equilibrium 

mass fraction at the  interface,  is the mass exchange term, *
  and   are respectively the -phase and -phase 

densities, and *
AD   is the effective diffusion tensor for species A.  *

AD is the macroscopic diffusion/dispersion coefficient,
* *such that:  A A          =  and is the mass exchange coefficient between the two phases. The macroscopic 

diffusion/dispersion coefficient and the mass exchange coefficient are obtained by solving “closure problems” over 
representative unit cells of the pore-scale geometry, characterized by two boundary value problems for two "mapping 
variables" (closure variables In the DIM model, there is no “pure liquid phase” since   is used continuously to represent 
the fluid as well as the solid regions. Therefore, the Navier-Stokes equations are no longer suitable for this situation. 
Instead, we can adopt a Darcy-Brinkman model to take the place of Navier-Stokes equations for the momentum equations, 

 
   * 1 0A
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where K is a permeability function of  . The Darcy-Brinkman equation will approach Stokes equation when K is very 
large and will simplifies to Darcy’s law when K is very small. If inertia terms are not negligible, a similar penalization of 
Navier-Stokes equations may be used by adding Darcy-Forchheimer contributions. 
 

NUMERICAL MODELLING 

   Whenever density variation is present in the fluid phases, gravity (buoyancy force) plays an important role in mass and 
heat transports, through natural convection mechanisms. This natural convection phenomenon, often called salt fingering, is 
well illustrated by our model Figures 2 [2]. 

 
Fig 2: Examples of concentration plumes for a 2D simulation with gravity at time 100 s (a) and 1000 s (b) and salt block size 8 mm, and 
for a salt (c) and (d) block size 16 mm (from [2]). 

   The second illustration deals with the modeling of an experimental leaching test performed in a salt layer (Fig. 3). The 
numerical model was extended to gypsum material and one can observe the significant difference in terms of rate of 
dissolution (at the beginning of the test there was no cavity). 

 
 
 
 
 
 
 
 
 
 
Fig 3: From left to right: experimental dissolution-leaching test (and final cavity shape) in a salt layer, cavity after in salt after 12 day and 
then cavity shape in case of gypsum material after 3years. (The cavity is in red and the solid material in blue). 
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Summary We report simultaneous measurements of capillary pressure and water distribution in an unsaturated bed of glass beads
subject to evaporation-induced drainage using xray computed tomography (CT) and a tensiometer. The data reveal that drainage
can occur with or without pressure jumps. In the statistical mechanics framework of Xu and Louge [PRE 92:062405, 2015], these
observations suggest that the drainage phase transition involves reversible periods punctuated by irreversible avalanches.

BACKGROUND

Unsaturated porous media are familiar features of industrial and geophysical systems such as fuel cells, oil deposits
and soils. Recently, Xu and Louge [1] proposed a statistical mechanics that regards permeable solids as an ensemble
of interconnected pores exhibiting geometrical “frozen disorder”, which they characterized by the distribution of two
parameters α and λ measuring, respectively, the specific areas of neck cross section and wettable pore surface relative
to pore volume. In that framework, these authors attributed drainage and imbibition to irreversible collective first-order
phase transitions occurring at capillary pressures ψ and degrees of saturation in wetting fluid S predictable from known
distribution of α and λ and surface energies. They showed how hysteresis in the “retention curves” plotting S vs ψ is
an inevitable consequence of collective interactions among pores, like other systems where statistical mechanics applies,
such as magnetic materials [2]. After calculating the “latent” energies released in the draining and wetting transitions,
they attributed sudden “Haines” jumps in ψ and S to the viscous dissipation of those energies by rapid fluid motion. They
then devised a simple model reproducing the time-history of fluid speed jumps observed in an ordered pore network [3].

In those experiments, Armstrong and Berg [3] noted the limited extent of domains where pores interact collectively.
Xu and Louge [1] called them “mesoscopic domains”, and estimated their size in terms of S. Following Preisach [6], they
showed that, if capillary pressure is applied on boundaries located farther than the mesoscopic size, then retention curves
may no longer be unique. For example, upon reversing the rate of change of ψ, a new curve may invade the region in
(ψ, S) between the two “main” hysteretic retention curve of drainage and imbibition [5]. This “return-point” hysteresis is
also commonly observed in magnetization [2].

Recalling the numerical simulations of Ji and Robbins [4], Xu and Louge [1] also recognized that “avalanches” can
follow the main drainage phase transition, particularly if the degree of geometrical pore disorder, measured as the standard
deviation of α relative to the mean λ, exceeds a critical value. Like the main drainage phase transition, these avalanches
should be irreversible, perhaps contributing, once again, to “return-point” hysteresis.

Therefore, an important question arising in the theoretical framework of Xu and Louge [1] is whether a sample of
mesoscopic size but relatively weak disorder also experiences irreversible avalanches as it loses wetting fluid following
the draining transition and, conversely, whether any fluid drainage can ever occur reversibly.

OBSERVATIONS

To inform this question, we carried out experiments on an open DELRIN plastic tube tightly fitting the 5 mm outer
diameter of a T5x tensiometer with −160 to +100 kPa pressure range and ±0.5 kPa accuracy manufactured by UMS
GmBH (Munich), holding glass beads (65% SiO2, 25% Na2O, 8% CaO, 1% K2O, Potters MIL-PRF 9954-5) with di-
ameter in the range 300 to 425μm to a height of about 20 mm, initially saturated with degassed, deionized water. This
relatively small sample was on the order of the mesoscopic domain size [1]. A micro-CT scanner manufactured by Aus-
tralian National University operating in the double-helix mode with a General Electric nano-focus x-ray source at 80 keV
and 100μA produced 9000 counts on the detector in 1.3 s with a 0.8 mm-thick aluminum filter [7]. Three-dimensional
tomographic reconstructions were achieved using the MANGO software package from 1440 projections acquired in ap-
proximately 30 min. Segmentation between air, water and glass was relatively straightforward (Fig. 1). To find the
capillary pressure ψ− where drainage transition occurs (a.k.a. the air-entry potential), we also evaporated the same beads
over ten days in the much larger HYPROP kit of UMS GmbH with a cylindrical vessel of 80 mm diameter and 50 mm
height. Air entry occurred after about 4 hours at ψ− � 1.2 kPa (Fig. 1, bottom left).

As Fig. 1 suggests, drainage from the smaller CT sample exhibited no jump in ψ above noise for the first 4 hours. Then,
near (likely after) the phase transition, significant pressure jumps occurred between long periods of gradual adjustment.
During the latter, B and C had visible changes in water and air conformation from the previous scan, but without jump.
This suggests that some changes in saturation can occur reversibly, as Berg, et al [8] implied. Conversely, irreversible

∗Corresponding author. Email: MYL3@cornell.edu
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Figure 1: Top: tomographic reconstruction of scans A to D; light blue is air without discernible motion from the previous
scan. Deep blue and red are, respectively, advancing and receding air; ε is air volume fraction. Middle: capillary pressure
ψ vs time; segments show scan duration. Bottom right: glass beads shown without surrounding air or water; ν is solid
volume fraction. Bottom left: drainage retention curve S ≡ 1 − ε/(1 − ν) vs ψ measured in the larger UMS HYPROP.

ψ-jumps occurred around the drainage transition, again with detectable changes in water and air conformation. (However,
it is unclear what role the cylindrical wall played). Meanwhile, because the retention curve had a obvious “kink” in ψ
(Fig. 1, bottom left), we suspect that the sample holder of the HYPROP was much larger than the mesoscopic domain
size, thereby allowing the (ψ, S) region between the main curves of drainage and imbibition to be invaded [1, 6], possibly
leading to irreproducible return-point hysteresis, albeit yielding a smoother retention curve.

In short, our simultaneous tomographic reconstructions and tension measurements suggest that the drainage phase
transition predicted by Xu and Louge [1] is accompanied by irreversible “avalanches” [2, 4] interspersed with reversible
periods of gradual changes in saturation. In future, faster synchrotron CT-scans should be conducted to observe these
avalanches as they redistribute liquid on msec timescales [1, 3], while simultaneously recording their pressure jumps.

This paper was made possible by the support of NPRP grant 6-059-2-023 from the Qatar National Research Fund.
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Summary We investigate shear fracture and mixed mode fracture in inhomogeneous fully saturated porous media with a 2D central force 

lattice model. For this purpose we adopt the extended Biot’s theory. The bars of the lattice break only under traction. This breaking process is 

simulated with a continuous damage model where after a partial failure event spring elements get a new failure threshold sampled from a 

uniform distribution. We investigate avalanche behaviour of the breaking events as well as the pressure evolution and the existence of pressure 

jumps linked to the breaking events in the disordered medium. It is found that the behaviour under pure shear loading is brittle while under 

mixed mode loading overall elasto-plastic behaviour is recovered as was previously observed under biaxial tension loading. 

 

INTRODUCTION 

 

   We have analysed crack propagation in inhomogeneous media under dry and fully saturated conditions in prevailing mode 

I conditions under different loading conditions adopting a 2D central force lattice model [1]. For this purpose we have 

adopted the extended Biot’s theory and developed a special element, shown in Figure 1. The bars of the lattice break only 

under traction. This breaking process is simulated with a continuous damage model where after a partial failure event spring 

elements get a new failure threshold sampled from a uniform distribution which implies an annealed disorder in the system. 

The loading conditions investigated were boundary traction, assigned pressure and assigned flow. We have investigated 

avalanche behaviour and the connected power law behaviour [2, 3]. We have found that the existence of fluid itself does not 

destroy this power-law behaviour except when the following condition is satisfied: the length scales introduced in the model 

through fluid flow become effective which happens when the value of the increment per step of the external loading 

(pressure or flow) increases above a certain threshold. Moreover we have found the confirmation that crack tip advancement 

is step-wise and that pressure rises or drops at crack tip advancement according to the applied loading condition [4]. This 

behaviour has been explained with Biot’s theory.  

   We extend now the study to shear fracture and to mixed mode fracture. It has been found that the behaviour strongly 

depends on the sample size and the boundary conditions. For a square sample, by imposing a relative horizontal 

displacement between the top and bottom sides a 45° crack is obtained at failure, shown in Figure 2. This is typical for a 

shear test on a small sample. For periodic boundary conditions at the vertical edges (horizontal strip) for the same loading 

conditions a crack parallel to the horizontal side develops at failure, shown in Figure 3. In both cases the failure is sudden 

(brittle behaviour) without a stepwise development of the fracture which on the contrary was observed in case of mode I 

type fractures. Avalanches of the breaking events of the bars in the domain are still observed in both cases. Also pressure 

fluctuations in the samples are observed. Careful examination of the snapshots of the deformed configuration evidences that 

these pressure oscillations happen each time a broken bar results in some opening in the lattice which corresponds to a 

sudden increase of the volumetric strain. This is consistent with Biot’s theory. Both examples show a strong pressure jump 

at failure. This is depicted in Figure 4 for the blue point of Figure 3. For both cases the behaviour is brittle as opposed to the 

overall elasto-plastic behaviour of the mode I type case. When a horizontal traction is added at the vertical sides, which 

corresponds to mixed mode behaviour, pressure oscillations as well as overall elasto-plastic behaviour, typical for mode I 

type situations, are recovered, see Figure 5. The avalanches (number of broken bars for a time step) for such a mixed mode 

case are shown in Figure 6. The number of loading steps to reach failure in case of pure shear loading is roughly ten times 

that for prevailing mode I and mixed mode loading. 

 

CONCLUSIONS 

 

   It has been shown that fracturing in disordered fully saturated porous media at mesoscopic level under shear loading differs 

substantially from mode I type fracturing, while mixed mode fracturing recovers some of the features of mode I type fracturing. 

The former is clearly brittle; the latter shows overall elastoplastic behaviour.  
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Figure 1. The three-layer finite element of the model. From the 

bottom to the top: the fluid pressure 4-node plane element (blue), the 

coupling 9-node plane element (orange) and the solid skeleton made 

of 20 2-node trusses (green). The layers are superposed on the same 

plane. 

 

 

 

 

Figure 2. Square sample under shear deformation: deformed shape 

at failure. The red bars are damaged, the yellow ones undamaged. 

 

 

 

 

Figure 3. Periodic boundary conditions: deformed shape at failure. 

The blue dot is the point where the pressure evolution of Figure 4 is 

recorded. The red bars are damaged, the yellow ones undamaged. 

 

 

 

 

 

Figure 4. Periodic b.c., pressure oscillation at the breaking event 

recorded at the blue point of Figure 3. 

 

 

Figure 5. Mixed mode loading: Average stresses in the trusses versus 

equivalent strain 

 

 

 

 

 

Figure 6. Mixed mode loading: Avalanche distribution versus 

loading steps for the simulation of Figure 5. 
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COMPETITIVE ADSORPTION OF GAS MIXTURES IN FRACTAL SLIT NANOPORES
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Summary Fractal slit nanopore is a ubiquitous pore structure in porous media such as shale. Gas in rough pores exhibits different adsorption
characteristics from that in smooth pores. In this study, graphite slit nanopores with different roughness (quantified by fractal dimension)
were created using random midpoint displacement method to model the most common pore structure in shale, and the competitive adsorption
of CH4/N2 and CH4/CO2 mixtures was investigated through grand canonical Monte Carlo simulation, which elucidated the effects of
roughness on the selective adsorption capacity of the nanopores. The result of this study is helpful not only for understanding the microscopic
mechanism of competitive adsorption of gas mixtures in rough nanopores with fractal characteristics but also for estimating the separation
efficiency of methane from other components of shale gas.

INTRODUCTION

Shale gas, as a clean and high-efficient energy, has been attracting more and more attention from all over the world.
Because shale gas is mainly stored in adsorbed state, adsorption is a key factor in the gas-in-place reserve estimation and in
separating of methane from other components of shale gas.[1] In addition, according to experimental observation, the pore
wall of shale has obvious fractal characteristics, with fractal dimension ranging from 2.5 to 2.9 and fractal regime from 0.5 nm
to 2,500 nm, indicating that even at atomic scale it also shows fractal irregularity.[2, 3, 4] On the other hand, in shale, most of
the pores have slit pore shape,[5] and the diameters of most pores are at nanoscale.[6, 7] In summary, the study of competitive
adsorption in fractal slit nanopores is representative for reveling the effects of roughness on adsorption in shale. To our best
knowledge, most studies focused on the comparison between smooth and rough effects on adsorption, and there have been
few reports about the effects of quantified roughness on adsorption using a mathematical description. Therefore, this study
may throw some new lights on understanding the effects of roughness on competitive adsorption behavior.

COMPUTATIONAL MODELS AND METHODOLOGY

A series of fractal Brownian surfaces with different fractal dimension was created using random midpoint displacement
method characterized by the following three parameters: (1) the initial standard deviation σ , (2) the iteration number N, and
(3) the Hurst parameter H = 0.9, 0.8 . . . , 0.1. In terms of the relation between the fractal dimension and the Hurst parameter
D = 3−H, the roughness of the pores is quantified by the fractal dimension D = 2.1, 2.2 . . . 2.9 respectively. A smooth
surface (D = 2) was also created as reference. Then the slit nanopore models were generated by cutting a graphite bulk using
two identical surfaces with corresponding roughness. (Figure 1)

TraPPE force field was adopted to the gases to describe all the interatomic interactions.[8, 9] Grand canonical Monte Carlo
simulations under 298 K were performed from using Multipurpose Simulation Code (Music) 4.0.[10] The partial fugacity,
ranging from 0.001 to 18 MPa, was taken equal for each component of the gas mixtures. Periodic boundary conditions were
applied on the two directions that are perpendicular to the pore width direction. In total, 100 million trials were performed for
each simulation: the initial 50 million trials for system equilibration, and the remaining 50 million trials for the calculation
pV T properties.

Figure 1: Fractal Brownian surfaces and corresponding slit nanopore models with different roughness quantified by fractal
dimension of the pore wall.

∗Corresponding author. Email: niulsh@mail.tsinghua.edu.cn
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Figure 2: Selectivity coefficient of CH4/N2 and CO2/CH4 mixtures.

RESULTS AND DISCUSSION

Roughness has significant effects on the selectivity of the gas mixtures. (Figure 2) The selectivity coefficient decreases
with increasing roughness, which means the smoother pore has higher efficiency to separate the gas component that has
stronger interaction from the gas mixture. On the other hand, under the simulation conditions, the physical properties of CH4
and N2 are similar, so the selectivity of CH4/N2 is between 1 and 2, indicating that the pore has no obvious selective adsorption
capacity on the two gas components. However, as CO2 liquefies but CH4 turns into supercritical fluid state at high pressure,
the selectivity coefficient of CO2/CH4 can reach 7.

The cause of the decrease of the selectivity coefficient with roughness is that the density of the adsorption layer decreases
with roughness increasing. Moreover, as roughness increases, the difference of the adsorption layer density between the gas
components also decreases. This is because with roughness increasing, the interaction between gas molecules and the pore
wall descends, so the number of adsorption sites decreases. If roughness is large enough, the adsorption layer disappears and
thus the pore will no longer has the capacity to adsorb gas molecules.

CONCLUSIONS

Roughness has obvious effects on the competitive adsorption behavior of gas mixtures. The selective adsorption capacity
decreases with increasing roughness, indicating that roughness is an unfavorable factor in the separation of gas mixtures,
which could help us to understand the mechanism in the process of shale gas transportation and displacement.
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Summary In this work, a micro-macro mechanical model is proposed to describe elastic-plastic behaviors of porous geo-
materials. The studied material is considered as a porous medium composed of a solid matrix and spherical pores. The
solid matrix exhibits a pressure-dependent plastic behavior which is described by an associated plastic model based on a
Mises-Schleicher yield criterion. A macroscopic yield criterion is firstly presented, explicitly taking into account effects of
porosity. With an appropriate plastic hardening law, the micro-mechanical model is then formulated and implemented in a
finite element code. The proposed model is then applied to describe mechanical behaviors of two representative porous rocks,
sandstone and chalk.

MACROSCOPIC CRITERION FOR POROUS MEDIA WITH MISES-SCHLEICHER MATRIX

Porous rocks are frequently encountered in various engineering applications such as oil and gas exploration,
mining engineering, slope stability, sequestration of residual gas such CO2 etc. In this study, we will proposed a
micro-macro model to describe the mechanical behavior of porous rock-like materials. For the purpose of obtaining
an analytical expression of macroscopic yield criterion, a hollow sphere with a porosity f is considered. The solid
matrix here is assumed to be an isotropic and pressure sensitive plastic medium, which obeys to the Mises-Schleicher
yield criterion [2]:

f(σ) = σ2
eq + 3ασ0σm − σ2

0 ≤ 0 (1)

Based on some particular conditions and requirements [3, 1], the searched macroscopic yield criterion for porous
materials with a Mises-Schleicher matrix is finally given by:

Φ =

Σ2
eq

σ2
0(

1−f
1−Γ

)2

− 3α 1−f
(1−Γ)2

Σm

σ0

+ 2Γ cosh

(
A ln

(
1 − 3α

Σm
σ0

))
− 1 − Γ2 = 0 (2)

in which Γ =
[
α2W 2(fp) + 2α2W (fp)

]A
, A = sign(Σm)

1 − 1−α2W 2(fp)−2α2W (fp)
9

2α
.

FORMULATION OF THE CONSTITUTIVE MODEL AND NUMERICAL IMPLEMENTATION

Based on its good performance, the macroscopic criterion (2) is adopted in this work with suitable plastic
hardening laws to describe plastic deformation of porous rocks, explicitly taking into account effects of porosity f
and plastic compressibility of the solid matrix. An associate plastic flow rule is adopted here and is defined by the
normality rule: Dp = λ̇ ∂Φ

∂Σ where Dp denotes the macroscopic plastic strain rate. The plastic multiplier λ̇ can be
determined by the classical plastic consistency condition:

Φ̇(Σ, f, α, σ̄) =
∂Φ

∂Σ
: Σ̇ +

∂Φ

∂f
: ḟ +

∂Φ

∂σ̄
: ˙̄σ = 0 (3)

Finally, one has:

λ̇ =
∂Φ
∂Σ : C : D

∂Φ
∂Σ : C : ∂Φ

∂Σ − ∂Φ
∂f

[
(1 − f) ∂Φ

∂Σm
− 3α

Σ: ∂Φ
∂Σ

2σ̄−3α Σm
1−f

]
− ∂Φ

∂σ̄
∂σ̄
∂εpeq

Σ: ∂Φ
∂Σ

(1−f)(σ̄2− 3
2ασ̄

Σm
1−f )

√
σ̄2 − 3ασ̄ Σm

1−f

(4)

According to the values of λ̇, the tangent elastic-plastic operator of the studied porous material can be determined
as follows:

L =


C if Φ ≤ 0, Φ̇ < 0

C−
(
C : ∂Φ

∂Σ

)
⊗
(
∂Φ
∂Σ : C

)
HG

if Φ = 0, Φ̇ > 0
(5)

Then the proposed micro-mechanical elastic-plastic model is implemented in a finite element code (Abaqus) via a
subroutine UMAT by using a standard elastic predictor - plastic corrector operator split algorithm for the local
integration at each Gauss point.
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VALIDATION OF THE PROPOSED MODEL FOR POROUS GEOMATERIAL

The proposed micro-mechanical model is now applied to the description of mechanical behaviors of two repre-
sentative porous rocks: sandstone and chalk. The efficiency of the model is assessed by comparing numerical results
and experimental data for hydrostatic and triaxial compression tests with different confining pressures. A good
agreement is observed (Figure 1 and 2).The main aspects of mechanical behaviors of the studied porous rocks have
been correctly described.

Application to sandstone
As a first application, the Vosges sandstone will be considered which is mainly composed of quartz grains (93%).

The average porosity is about 22%. Concerning the plastic hardening function σ̄ of the solid matrix used in (2), an
isotropic hardening law is here considered: σ̄ = σ0 +H(εpeq)

m.
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Figure 1: Simulation of a triaxial compression test on Vosges sandstone with different confining pressure.

Application to chalk
For the second application example of the proposed model, the Lixhe chalk will be studied whose average porosity

is f = 43%. Based on experimental data, the following form is chosen for the plastic hardening function of the solid

matrix: σ̄ = σ0

(
1 + b(εpeq)

m + c(enε
p
eq − 1)

)
.
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Figure 2: Simulation of hydrostatic and triaxial compression test on Lixhe chalk.
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Summary A local scattering approach (LSA) was introduced to study the effect of local porous coating on the stability of an incompressible
boundary layer. The prediction by LSA was verified by direct numerical simulation (DNS), and was compared to that by linear stability
theory (LST) in order to check the validity of the latter. A systematic parametric study was performed, and the results show that local porous
coating significantly enhances Tollmien-Schlichting (T-S) waves, and the effects can be quantified naturally by a transmission coefficient,
which is an intrinsic physical property of the problem.

INTRODUCTION

Porous coating is a passive control of boundary-layer transition, and its effects on supersonic flows over flat plates and
cones have been studied by means of theoretical analyses [1], experiments [2, 3] and numerical simulations [4, 5, 6, 7].
Almost all previous work focussed on the case of extended coating, for which the effects of coating can be understood from
viewpoint of the local linear stability theory (LST). It was found that the second mode growth is massively reduced, but the
first mode growth is moderately increased. However, for local porous coating over a streamwise width comparable with the
wavelength of the instability of the unperturbed flow, conventional LST becomes invalid, because even though the disturbances
far upstream and downstream are essentially eigen modes, the fluctuation near the porous coating is not and can indeed be
rather complex. In this case, the effects of abrupt change (local coating or of rigid-porous junctions) must be accounted for
by a local scattering approach (LSA) [8, 9]. In this paper, the effect of local porous coating on the stability of incompressible
boundary layer on flat plate will be studied in this framework, which is both efficient and accurate numerically.

PROBLEM DESCRIPTION AND METHOD

This problem is illustrated in figure 1. A T-S wave approaches a local porous coating centred at xc and having a width
d. The local porous coating is modelled mathematically by the relation between blowing-suction velocity and the pressure:
v′ = λp′, where λ = λm exp(iφ)f(x) with f(x) = 0.5 cos[2π(x − xc)/d] + 0.5, when |x − xc| ≤ 0.5d; here λm is the
coating porosity, φ represents the phase delay between the velocity and pressure, and the function f(x) characterizes the
distribution of impermeability. The propagation of the T-S wave through the region of coating should be formulated as a local
scattering problem (LSP)[9] and can be solved by local scattering approach (LSA)[9], in which the disturbance is written in
the form Q′(x, y, t) = q(x, y) exp(−iωt) + c.c., and the linearized Navier-Stokes equations are solved subject to inlet and
outlet boundary conditions respecting the flow physics. The key concept of LSA is the transmission coefficient[8], defined
as the ratio of the amplitude of the instability wave after the porous coating to that before the coating, and it is a natural
characterization of the effect on stability. If the non-parallel effect of the mean flow is ignored, LSP can be formulated as
an eigenvalue problem, in which the transmission coefficient appears as the eigenvalue, and the resulting prediction will be
referred to as EVF (eigenvalue formulation).

RESULT

Figure 2 shows the evolution of the amplitude and local growth rate obtained by LSA, LST, EVF and DNS. The predictions
by LSA and DNS agree quite well, which verifies the validation of LSA. The result obtained by EVF with a parallel-flow
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(b)
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Figure 1: Diagrammatic illustration of (a) local scattering problem and (b) transmission coefficient Tr = AT (xc)/AI(xc)
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Figure 3: Variation of transmission coefficient with (a) porosity λm and (b) frequency F .

assumption is in good agreement with that by LSA, which includes non-parallelism, implying that the non-parallelism of the
mean flow is a weak effect compared to that of local porous coating. There is a sharp increase of the amplitude in the region
over the porous coating, and the corresponding transmission coefficient is Tr ≈ 3.8, indicating that local porous coating
significantly enhances the T-S wave. The evolution of the amplitude and growth rate obtained by LSA is non-monotonic,
indicating that LSA, being of elliptic nature mathematically, captures the upstream and downstream influences of local porous
coating. In contrast, LST only predicts variation within the porous section even though it captures also the overall enhanced
amplification.

Figure 3 shows the variation of the transmission coefficient with the porosity and frequency. The transmission coefficient
predicted by EVF is in good qualitative agreement with those by LSA and DNS, with a quantitative difference of 5% due to the
non-parallelism of the mean flow, indicating that the abrupt change of porosity is the dominant effect. Significant deviations
between LST and LSA arise for large porosity or for small frequencies. LST fails as it does not capture the upstream or
downstream influence of the porous coating.

CONCLUSION

The effect of local porous coating on the stability of an incompressible boundary layer on a flat plate was studied by using
LSA. The approach was validated by DNS, and the prediction by LSA, which includes the non-parallelism of the mean flow,
is compared to that by EVF and LST. The non-parallel effect of the mean flow is found to be very weak compared to that of
local porous coating. T-S waves are significantly destabilized by local porous coating and the enhancement can quantitatively
be characterized by a transmission coefficient. LST is inadequate except for very weak porosities.
Acknowledgments This work was supported by the National Natural Science Foundation of China (11332007), the Tianjin Natural Science
Foundation (15JCYBJC19500) and an open fund from the State Key Laboratory of Aerodynamics (SKLA201401).
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Summary The organization and dynamic of the concentration in the heterogeneous porous media are key physical factors driving the
chemical reactivity. At equilibrium, the chemical reactivity depends not only on the concentration distribution but also on concentration
gradients for a simple precipitation. We derive the transport equation for concentration gradient and set up an adapted diffusion velocity
method to approximate them numerically. The numerical results give optimal predictions of the chemical reactivity.

INTRODUCTION

A precipitate P dissolves yielding two solute species A and B, P ⇔ A+B. Solute concentrations cA and cB are related
through the equilibrium constant K = cAcB . The reactive rate r between the two species A and B is given by :

r =
2K

((δc)2 +K)3/2
∇(δc)D∇(δc) with δc = cA − cB (1)

Reactivity does not depend only on the concentration distribution but also on the local diffusive dynamic of concentration
mixing [Le Borgne et al., 2010]. Concentration gradients follow complex spatial and temporal dynamics as they are created
by velocity gradients through elongation and shear stress of the mixing fronts and dissipated by diffusion [Le Borgne et
al., 2015]. Numerical methods should give accurate approximations of both concentration distributions and concentration
gradients. The transport equation for concentration gradients is derived and solved with a particle method based on a diffusion
velocity scheme [Beaudoin et al., 2003]. The particle methods are frequently used to solve the transport equation in porous and
fractured media [Beaudoin et al., 2013] [Robinet et al., 2013]. When transport by advection largely dominates dispersion and
diffusion processes, the particle methods offer a relevant alternative to Eulerian methods [Zhang et al., 2007]. Furthermore,
particle methods can handle a large panel of inert as well as chemical and biological particle types [Tartakovsky et al., 2007].

TRANSPORT EQUATION OF CONCENTRATION GRADIENTS

The transport equation of concentration gradient∇δc i obtained by applying∇ to the transport equation :

∇
(
∂δc

∂t
−∇ · (Dg) +∇ · (uδc)

)
= 0 with g = ∇δc (2)

where D is the diffusion coefficient, g the concentration gradient and u the flow velocity. Using the properties of vector
operators and the assumptions of incompressible and irrotational flow, the previous equation becomes :

∂g

∂t
−∇ · (∇(Dg)) + (g · ∇)u+∇ · (u⊗ g) = 0 (3)

The last step consists in writing the diffusion term of equation (3) as an advection term by means of the diffusion velocity :

∂g

∂t
+∇ · ((ud + u)⊗ g) + (g · ∇)u = 0 with ud ⊗ g = −∇(Dg) (4)

where ud is the diffusion velocity. The transport equation of g (Eq. 3) is then transformed in a purely convective equation
with a source term (Eq. 4). The expression of ud is derived by means of a simple identification between equations (3) and (4).

NUMERICAL RESULTS

The transport of a concentration difference δc between two species is studied in a 2D heterogeneous flow field, see Figure
1. The porous medium is defined by a rectangle with the dimensions Lx = 2048 m and Ly = 512 m. The mean flow direction
is the x axis. The permeability field K, assumed isotropic and heterogeneous, is characterized by a stationary log-normal
probability distribution Y = ln(K), defined by a zero mean and a covariance function given by C(r) = σ2exp(−|r|/λ)
where σ2 and λ are the variance and the correlation length of Y . σ2 and λ are fixed to 4 and 10 m. The classical laws
governing the steady flow in a porous medium are mass conservation and Darcy law, u = −K∇P and ∇ · u = 0 with P the
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Figure 1: Scheme of problem considered (left) and horizontal component of the flow velocity (right).

Figure 2: Concentration difference δc (left, colored contour lines) and its gradient norm |g| (right, colored contour lines) with
the set of numerical particles (full red circles) at time t = 150 seconds. The black arrows show the flow field.

hydraulic head. Boundary conditions are homogeneous Neumann on upper and lower sides, and Dirichlet P = 0 on left side
and P = Lx on right side. To characterize the mass transport, the Peclet number is defined by Pe = λ|u|/D. The norm of the
mean flow velocity |u| is equal to 1 m/s. Thus the Peclet number Pe is equal to 10000 for a diffusion coefficient D = 0.001
m2/s. At the initial time, the concentration difference δc is injected at the source point Xo = (256 m, 256 m). The numerical
simulation is stopped at time t = 150 seconds. The set of numerical particles is initialized by using a gaussian function. Figure
2 shows the concentration difference δc (left) and its gradient norm |g| (right) with the set of numerical particles at time t
= 150 seconds. We can observe that the negative values do not appear on the field of δc. Thus the chemical mechanisms
can be simulated efficiently. The fields of δc and |g| follow the flow. The zones of high values and low values are the same
for the two quantities. The gradient particle method seems to simulate correctly the effects of the heterogeneous flow on the
transport of the concentration, mixing and spreading. These two mechanisms are important for evaluating the impact of the
heterogeneous flow on the chemical reactivity. These first results, obtained from the context of modelling groundwater flow
and mass transport, allow to show how the gradient particle method can be used for simulating the reactive transport in high
heterogeneous porous media.
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Summary Bone healing is observed in Live Allograft Biological Systems (LABS) where human mesenchymal stem cells that have been
reseeded on human cortical and trabecular bone. After 15 days a collagenous matrix is produced and after 39 days hydroxyapatite crystals
are produced by the cells that are undergoing differentiations into osteocytes. The tissues produced after 109 days exhibits nearly a third of
the stiffness of mature bone tissue.

INTRODUCTION

With increasing life expectancy in the US and in Europe, bone pathologies related to massive bone loss occurring later in
life following a cancer resection or a massive trauma on osteoporotic bone carry 5−10 billion financial burden on the health-
care system. Human Haversian cortical bone is a complex heterogeneous tissue resulting from continuous remodeling that
resorb microdamage by osteoclasts before tubular multi-lamellar structures (osteons) are formed by osteoblast cells issued
from differentiated mesenchymal stem cells (progenitor osteocytes) laying collagen fibrils mineralizing with hydroxyapatite
crystals that are glued together with non-collagen proteins and proteoglycans. Trapped osteoblasts further differentiate into
mechano-sensitive mature osteocytes sensing stimulation from microdamage through 40 to 60 cytoplasmic processes extend-
ing into canaliculi to create an extensive syncytial network with the neighboring cells. Because osteocytes regulate healthy
bone turnover, it is essential to quantify the relationship between in situ mechanical stimulations and the cell biological re-
sponse to improve allograft bone treatments.

MATERIALS AND METHODS

Live Allograft Bone Systems (LABS) were created using human donor bone tissues and bone cells from human patients to
study the osteocyte in situ mechanobiology. Micro mechanical tests were conducted on the live systems bearing characteristic
micro cracks that are controled stress concentrators [2]. Hybrid experimental and numerical top-down investigations are
applied to image the growth of the controled nascent sub-microscopic damage near live progenitor (hMSCs) and mature
(MLOY4s) osteocytes [3]. UV, fluorescent and laser confocal microscopies coupled to a hierarchical multi-level numerical
simulations fed the assumed multi-scale local constitutive fracture mechanisms that were validated through scale by scale
identifications after the balance of the energies between the global and local scales [1]. The model includes the mineralization
heterogeinities of the osteons, the cohesive interfaces between the lamellae, and the diffuse damage mechanism inside the
lamellae. The finite element discretization of the bone tissue morphology was explicit and the Dirichlet boundary conditions
were calculated by digital image correlation.

 

 
A 
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C 

Figure 1: A- Live Allograft Biological Systems of human reseeded with human cells, B- 3D morphology reconstructions
of the human bone tissue from micro CT images and C- 3D morphology of mature human osteocytes extracted from laser
confocal imaging.
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RESULTS AND DISCUSSION

The model evaluates the in situ stress field near the cells and quantified the nascent diffuse damage thresholds within osteon
lamellae and confirmed the known brittle/ductile fracture behavior of bone. The osteocyte morphology was reconstructed from
confocal microscopy images that were demultiplied to account for the information of finite thickness planes that had been
compressed into single images of the 3D plane segmentation. The canaliculi were traced by tubular geodesics and the edges
of the contours of the cell body were detected by contrast enhancement techniques [3]. The cell meshing was built through
a customized 3D meshing algorithm adequate to interpolate geometrical elements for complex morphologies exhibiting lack
of information. The in situ cell 3D environment were numerically reconstructed from micro CT imaging parallel planes
segmentations with a 5 micron resolution. The highly irregular tubular structures of the osteons were interpolating with a 10
microns resolutions [4]. The live systems mechanically behaved in agreement with the known behavior of fresh human bone.
The mature osteocytes undergo a stable intake of cytoplasmic calcium under loading, nearly 1 to 13 nM under 124 pN local
micro force. This is observed with CFSE and Calcium dye specific. The mixture of progenitor and differentiated osteocytes
release a significant amount of calcium, 7 to 64 nM under 31 pN local micro force and regain about a third of its lost calcium
after successive micro loading cycles. The progenitor and mature osteocytes reorganized in vitro as they are in vivo after 10
days. After 15 days a collagenous matrix is produced and after 39 days hydroxyapatite crystals are produced by the cells that
are undergoing differentiations into osteocytes. The tissues produced after 109 days exhibits nearly a third of the stiffness of
mature bone tissue.

CONCLUSIONS

A successful bone on chip has been implemented to measure osteocyte mechano-biology ate different stages of their
differentiation for period of at least 170 days. The in situ cell biological response to mechanical load in particular its cytosolic
calcium circulation was tracked by two fluorochromes and showed that the calcium membrane exchange rate adapts to the
expected in vivo mechanical load seen by the cells through their differentiation. The created LABS are able to heal micro
cracks in producing a mineralizing collagenous matrix of significant stiffness.
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Summary Considering the porous nature of a seabed, lift-up problem has been studied theoretically. It is assumed that the
seabed is anisotropic in nature and the pore flow is governed by Brinkman equation and the gap flow is governed by Stokes
equation. An analytical series solution is obtained for the flow inside the gap and the seabed in terms of stream function via
separation of variables. It is shown that increasing of vertical permeability enhances the vertical flow, hence decreases the
lift-up force. Breakout phenomenon in terms of the anisotropic ratio and the width of the gap has been discussed.

MATHEMATICAL FORMULATION
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Figure 1: Schematic of the lift up problem

The lift-up process in general is a slow process and involves a slowly increasing gap between the bottom of the
object (to be uplifted) and the porous bed until a turning point when it detaches itself from the porous bed. This
point sometimes is referred as breakout point (see Mei[1], Chang et al.[2]). The relevant two-dimensional domain
of interest is shown in Fig. 1. In this model we assumed that the gap width is less than the size of the pore and
hence the gap flow initially comes from the pore of the rigid porous bed. We further assumed that the gap flow
is governed by Stokes equation and the pore flow is governed by Brinkman equation together with the equation of
continuity given as follows

− ∇p+ µ∇2u⃗−B
µφ

K
u⃗ = 0, ∇.u⃗ = 0 (1)

where B = 0 for the gap region and B = 1 for the porous region. u⃗ is the velocity, φ is the porosity, p is the fluid

dynamic pressure, K is the permeability tensor given by K =
(
K1 0
0 K2

)
(see Kohr et al. [4]).

Boundary conditions
We use u⃗ = (u, v) with superscript (1), (2) correspond to the fluid and porous regions respectively. Gap

region/ Fluid region: No-slip condition at the flat bottom of the object (u(1) = 0, v(1) = V ) at y = h; symmetry
about y-axis (u(1) = 0, ∂v1

∂x = 0) at x = 0; parallel flow at the periphery of the gap (∂u
(1)

∂x = 0, v(1) = 0) at x = L;
negligible of pressure effect at the periphery p1 = 0 at x = L.

Porous region: Symmetric condition about y-axis (u(2) = 0, ∂v(2)

∂x ) at x = 0; finiteness at the bottom of the
porous medium, i.e., u(2), v(2) is finite at y = −∞; below the periphery of the gap parallel flow condition and
negligible pressure, i.e., ∂u(2)

∂x = 0, v2 = 0, p(2) = 0 at x = L.
At the porous liquid interface, we have, (i) Continuity of velocity component: u(1) = φu(2), v(1) = φv(2) at

y = 0 (ii) Continuity of stress: τ (1)
xy = τ

(2)
xy , τ

(1)
yy = τ

(2)
yy (refer Song and Huang [3]). We introduce the corresponding

non-dimensional variables: ψ = ψ
V L , x = x

L , y = y
h , p = p

µV√
K1/φ

, ε = h
L , Dax = K1

L2 , Day = K2
L2 . Dax and

Day are the corresponding Darcy numbers along horizontal and vertical directions respectively which represent the
ease at which flow can percolate through the pores. Since it is assumed that the gap flow initially is vertical from
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the porous medium, increasing vertical permeability enhance the gap flow. Hence our primary interest is the case
Day ≥ Dax. After introducing the non-dimensional parameters the corresponding governing equations in terms of
stream function reduce to

Fluid region:(0 ≤ y ≤ 1)
∂4ψ

∂y4 + 2ε2 ∂4ψ

∂x2∂y2 + ε4 ∂
4ψ

∂x4 = 0. (2)

Porous region:(−∞ < y ≤ 0)

∂4ψ

∂y4 + 2ε2 ∂4ψ

∂x2∂y2 + ε4 ∂
4ψ

∂x4 − ε4 φ

Day

∂2ψ

∂x2 − ε2 φ

Dax

∂2ψ

∂y2 = 0. (3)

We have solved Eqs. 2 and 3 analytically subject to the boundary conditions mentioned above. We have discussed
the breakout phenomenon in terms of anisotropic ratio ξ = Day/Dax and the gap width ε.

RESULTS AND DISCUSSION
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Figure 2: (a) Force per unit area for different values of anisotropic ration for Dax = 1.02×10−8, V = 2.3×10−5m/s
(b) Streamlines near the interface region for Dax = 10−8, ξ = 1, ε = 10−1.5.

Fig. 2(a) shows the force per unit area with respect to the ratio of the gap width and the object length (ε) for
different anisotropic ratio ξ. For an imposed constant velocity, force decreases with the anisotropic ratio. One may
note that increase in the anisotropic ratio (i.e., increase of vertical permeability) assists more flow to come from the
porous bed. This initiates increase in the gap ratio and reduces the lift-up force. This process indicates that an
object can be lifted easily when the anisotropic ratio is high. Fig. 2(a) shows that force remains constant before
the first turning point and reduces to zero at the breakout point (ε = 10−1.7). Our results agree with Chang et al.
[2] for ξ = 1, i.e., for corresponding isotropic situation. Initially when the gap width is less than the pore size the
gap flow mainly comes vertically from the porous seabed. Flow from the periphery of the gap play a vital role for
larger gap-width. Fig. 2(b) shows that when the breakout occurs (ε = 10−1.5), most of the gap flow comes from
the periphery of the gap.
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Summary A macroscopic model for slightly compressible gas slip flow in homogeneous porous media is derived by upscaling the micro-
scopic boundary-value problem. A Darcy-like macroscopic momentum equation is obtained first, where the apparent permeability tensor,
Ks, is non intrinsic and features a non linear behavior with respect to the Knudsen number, Kn. A further development is carried out
using an expansion in ξKn, ξ being related to the tangential momentum accommodation coefficient. All the macroscopic coefficients in
this model are obtained from intrinsic and coupled closure problems. The upscaled model, up to the first order in Kn, coincides with
the classical Darcy-Klinkenberg law for an ideal gas. As illustrated from numerical solutions on model porous structures, validated from
analytic solutions, higher-order terms of the expansion are required in order to recover the non-linear behavior of Ks versus Kn.

INTRODUCTION

The interest for studying slightly compressible gas slip-flow in porous media for which the characteristic pore-size is com-
parable to the gas mean free path at the pressure and temperature under consideration is tremendous for many applications that
encompass characterization of low permeable porous materials [4, 3, 6] involved in processes ranging from gas production [2],
gas or nuclear waste storage, filtration and separation [1], to composite manufacturing [7], among many others. Consequently,
a great deal of interest may also be focused on the prediction and estimation of the coefficients governing the physics of gas
transport at the macroscale. This can be carried out by best-fitting experimental or numerical simulations. An alternative
is to derive the upscaled model and to predict the associated coefficients. In this work, we follow this last alternative using
the volume averaging method, which also allows identifying the corresponding length scale constraints and assumptions that
support the model.

MACROSCOPIC MODEL

Using the volume averaging method, the macroscopic model is derived in which the momentum balance equation is given
by 0 = −∇〈pβ〉β − µβK−1

s · 〈vβ〉 in which 〈pβ〉β is the intrinsic average of the gas pressure and 〈vβ〉 the superficial (or
filtration) velocity in the gas phase of dynamic viscosity µβ . The apparent permeability, Ks, can be predicted by solving a
closure problem and is non intrinsic as it depends on the mean free path, λβ , in the gas phase. This closure problem was solved
on periodic unit cells of model porous structures made of arrays of parallel cylinders arranged on a regular square pattern or
randomly distributed cylinders (see Fig. 1). The resulting apparent permeabilities predicted from solving the closure problem
on these structures are represented in Fig. 2 versus ξKn = ξλβ/`β , for different values of the porosity, ε, `β being the
characteristic pore size and ξ a parameter related to the tangential momentum accommodation coefficient of the gas-solid
system.

Clearly, the apparent permeability depends non-linearly on Kn, even though this number remains characteristic of the
slip-flow regime, and this effect becomes more significant as porosity increases.
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Figure 1: Velocity fields on unit cells of 2D model porous structures. Unit pressure gradient along ex. a) and b) Square array
of parallel cylinders - ε = 0.8 - ξKn = 1.8510−4 (a)) and ξKn = 0.185 (b)). c) Randomly distributed parallel cylinders -
ε = 0.804 - ξKn = 0.0185 .
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Figure 2: Apparent to intrinsic permeability ratio versus ξKn. Left: square pattern of parallel cylinders - ε = 0.8. The solid
line corresponds to an analytic solution. Right: random distribution of parallel cylinders.
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Figure 3: Dimensionless apparent permeability computed from the complete closure problem and using the expansion up to
the 3rd order. Square pattern of parallel cylinders. Left: ε = 0.25. Right: ε = 0.8.

To further elucidate the non linear dependence of the velocity upon the pressure gradient versus the Knudsen number, the
closure problem yielding Ks was developed using an expansion in ξKn. This allows expressing the macroscopic momentum

equation, up to the mth order in Kn, under the form 〈vβ〉 ' − 1
µβ

K ·
(

I +
m∑
j=1

(
ξλβ

)j
Sj

)
· ∇ 〈pβ〉β .

In this expression, K is the intrinsic permeability tensor, while Sj is the slip correction tensor at the jth order, I being the
unit tensor. The tensors K and Sj can be predicted from their corresponding closure problems having all the same structure but
coupled together. Up to the first order (m = 1), for which the corresponding apparent permeability remains linear in Kn, the
classical Darcy-Klinkenberg model is recovered if the gas is assumed to be ideal, as was already reported in a previous work
[5]. The higher order terms allow recovering the non-linear behavior observed in the original model prior to the expansion.
This is highlighted in figure 3 representing the apparent permeability versus ξKn that was computed from the solution of the
closure problems up to the 3rd order on unit cells of the porous structure reported in Fig.1a. A careful analysis of the slip-like
boundary condition in the closure problem at the jth order indicates that it contains an explicit dependence upon the curvature
of the solid-fluid interface that is, however, filtered out for j = 1, explaining why, for a structure like the one in Fig.1a, the
first-order apparent permeability becomes more inaccurate as porosity increases since curvature scales as (1− ε)−1/2.

CONCLUSIONS

Upscaling of slightly compressible gas slip flow in homogeneous porous media was carried out using the volume averaging
method yielding a macroscopic momentum balance equation having a Darcy-like form in which the apparent permeability
depends non-linearly on the Knudsen number in the general case. Using an expansion in the Knudsen number, the apparent
permeability was expressed in terms of the intrinsic permeability and slip-correction tensors, all of them being determined from
closure problems intrinsic to the microstructure of the medium. A thorough analysis indicates that the non-linear dependence
of the apparent permeability on the Knudsen number is related to the curvature of the solid-fluid interface.
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Summary: Nanoscale fluid transport with high controllability and efficiency is highly desired in developing high performance nanofluidic 
materials and systems. In this work, fast and elaborately controllable fluid flow in carbon nanotube (CNT) sponges has been achieved. Based on 
the electrocapillary effect, the affinity between the electrolyte and the CNT surfaces can be regulated by applying low electric potentials, which 
produces or diminishes the capillary pumping pressure inside the sponge, leading to controllable fluid flow. Prefilled oil in the sponge is directly 
extractable with high recovery by electrically switching CNT surfaces from oleophilic to hydrophilic assisted by surfactant. Moreover, it is 
possible to build deformable imbibition media with desired pore sizes since the bulk sponges can be compressed to different degrees while 
maintaining the imbibition function.  
 

INTRODUCTION 

 
   Nanoscale fluid transport is a phenomenon widely presents in processes such as energy conversion and water 
desalination. Enabling controllable, efficient fluid transport through predefined channels is an important consideration in 
developing high performance nanofluidic systems for biological and environmental applications [1]. The spontaneous 
imbibition of fluids in nanoporous hydrophilic media is one issue of present interest. The imbibition dynamics are 
determined by the geometry of the porous host, the fluid-wall interaction, the fluidity and capillarity of the liquid imbibed. 
Those properties are static or hardly externally changeable during the transport process, rendering a flexible, active control 
of the fluid flow very challenging. Recently, the electrocapillary effect was utilized to accelerate the liquid flow through a 
conductive media (nanoporous gold) under low operating voltages (e.g., −1 V) [2]. However, more elegant control of the 
fluid flow in nanoporous gold requires preloading of another organic solution (e.g., cyclohexane). In addition, flexible 
nanofluidic systems with tailored pore sizes are also highly desired for many applications.  
   Carbon nanotube (CNT) sponges, readily fabricated by chemical vapour deposition, are macroscopic assemblies of 
nanotubes with high porosity, intrinsic hydrophobicity, electrical conductivity, and mechanical flexibility [3]. In this work, 
we show that these CNT sponges could serve as an electrocapillary imbiber to achieve efficient water imbibition under low 
voltages and on–off switchability. Moreover, electrocapillary water imbibition can displace adsorbed oil in the porous 
sponge and extrude oil out smoothly and completely. 
 

ELECTROCAPILLARY IMBIBITION IN CARBON NANOTUBE SPONGES 
 
Sponge samples and experiment setup 

   Sponge samples supported by copper wires were used for imbibition test under electric potential. As illustrated in Figure 
1A, the sponge sample in contact with an electrolyte solution was hung from a microbalance to monitor the instantaneous 
mass change. A three-electrode potentiostat was used to control the electric potential of the system with the sponge as the 
working electrode, a commercial Ag/AgCl (in 3 M KCl) as the reference electrode, and another sponge as the counter 
electrode in the electrolyte solution [4]. The electrolyte solution was 1 M KOH. 
 

Electrolyte imbibition in empty CNT sponges 

   We first probed the possibility to render CNT sponges from intrinsically hydrophobic to hydrophilic by applying electric 
potential so as to initialize the electrolyte imbibition. The mass change monitored by the microbalance keeps almost 
constant in potential range from −0.1 to −0.52 V, indicating no electrolyte was sucked inside the pores, as an as-grown CNT 
sponge is hydrophobic and water cannot enter its pores spontaneously. Right after this threshold voltage, imbibition was 
initiated with a detectable change of m which kept increasing upon more negative potentials. By applying two voltages (-1.2 
V and -0.13 V) alternatively, controlled on-off switching is demonstrated (Figure 1B). This means that the liquid front is 
completely arrested within the pores in the absence of a proper negative potential. The flow velocity can be adjusted by 
applied voltage as well. This on-off switchable imbibition rate is over 20-fold higher than in the oil-pre-saturated 
nanoporous gold. 
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Oil imbibition in compressed CNT sponges 

   We investigated how compression affects the capacity and effect pore size of CNT sponges using cyclohexane 
imbibition. The saturation mass value is found to decrease significantly in compressed sponges, and the imbibition capacity 
can be tailored over nearly an order of magnitude by mechanical compression. Intriguingly, the liquid invasion velocity 
initially drops for the sponge compressed to 38% of original volume, but then starts to increase under further compression. 
This may be related the well-known phenomenon in CNT systems, i.e., liquid slippage, which shows faster fluid transport 
through smaller CNT pores. 
 

 
Figure 1. (A) Experiment setup of the imbibition in CNT sponges. (B) On-off switching during the imbibition of 1M KOH 
into as-grown and unidirectionally compressed CNT sponges, respectively.  
 
Direct oil recovery in CNT sponges 

   If the CNT sponge is saturated with organic solvent, the electrolyte imbibition is suppressed even when a relatively 
large voltage is applied. To solve the problem, a regime of surfactant-assisted electrocapillary imbibition is adopted. With 
the help of surfactant, electrolyte is imbibed into the CNT sponge and the organic solvent is extracted out smoothly and 
completely by applying a low voltage. The process is repeatable and the capacity of oil imbibition and oil displacement is 
maintained. Organic solvents in a wide range of viscosities can be extracted, and the recovery of the organic solvents can go 
up to 95%. 
 

CONCLUSIONS 

 
   We have demonstrated a high-performance CNT sponge-based nanoporous imbiber utilizing its 3D conductive network 
and highly porous structure. Compared to traditional porous materials, the CNT sponges show distinct advantages such as 
easy on–off control, fast imbibition and high capacity, as well as being compressible and pore-size tunable. A simple and 
efficient electrocapillary method to recover adsorbed oil from saturated CNT sponges in controlled manner has been 
developed. More than 95 % of adsorbed oil could be directly recovered, and the CNT sponges can be reused for many 
cycles with high capacity. 
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ABSTRACT 
   Stereoscopic particle image velocimetry has been used to investigate the flow dynamic in a randomly packed bed of 
mono sized spherical particles. By using an index matched fluid the studied bed is optically transparent and measurements 
can be performed within the bed. The velocity field observations are done for particle Reynolds numbers between 30 and 
4000. Results show that in porous media the dynamics of flow can vary significantly from pore to pore. Also in the studied 
plane a considerable amount of the fluid moves in the perpendicular directions to the main flow direction and the averaged 
magnitude of the velocity in the main direction is only about 40 % of the magnitude of the total velocity. This percentage is 
only weakly dependent on Rep.  
 

INTRODUCTION 
   Fluid motion within porous media takes place in geological, biological and technical processes. Due to the vast amount 
of applications the area has been in focus for more than a century.  Still the knowledge of some fundamental issues is 
lacking. This includes information about the detailed flow as the Reynolds number increases and the flow becomes inertia 
dominated or even turbulent. To disclose the details of the flow experimentally, tomographic or optical techniques may be 
applied. Tomographic techniques include Magnetic Resonance Imaging (MRI) (Baldwin et al. 1996; Sederman et al. 1997 
and 1998; Ogawa et al. 2001 and Suekane et al. 2003), Particle Emission Tomography (PET) (Khalili et al. 1998), Nuclear 
Magnetic Resonance (NMR) imaging (Baldwin et al. 1996 and Johns and Gladden 1999), Gamma attenuation and X-ray. 
The drawbacks of these techniques are that they require rather expensive test facilities and may give poor spatial and 
temporal resolution (Kutsovsky et al. 1996; Chang and Watson 1999 and Gladden et al. 2006).  

In contrast to the tomographic techniques, the relative simplicity and low cost of optical techniques such as particle 
image velocimetry (PIV) make them attractive. Usage of such optical techniques in porous media require all phases to be 
transparent and refractive index matched (RIM) (Johnston et al. 1975; Yarlagadda and Yoganathan 1989; Stephenson and 
Stewart 1986; Peurrung et al. 1995; Moroni and Cushman 2001; Rashidi et al. 1996; Huang et al. 2008; Lachhab et al. 2008 
and Patil and Liburdy 2013). One result from a recent study (Khayamyan et al, 2014, 2015) with PIV on packed beds is that 
measurements of all velocity components are required to get a full understanding of the flow.  
 

EXPERIMENTAL 
 The studied packed bed is made from a randomly packing of Plexiglas (PMMA) spherical particles with a diameter Dp = 
12.5 mm. The bed has a square cross section of 100 × 100 mm2 and its length is 310 mm. The bed width to particle diameter 
ratio is consequently 8. This is about two times larger than the bed width to particle diameter ratio used by Patil and Liburdy 
2013. This ratio is large enough to avoid major effects of channeling near the confining walls on bed overall porosity and 
permeability (Chu and Ng 1989). The bed overall porosity (ϕ) which is the ratio of void volume to bed volume is about 
0.414 from direct geometrical calculations. All PIV measurements were performed at the mid-section of this porous bed. 
The fluid is circulated in a closed loop with a centrifugal pump, Tapflo HTM15PP, from an atmospheric pressure storage 
tank where the temperature of the fluid is regulated and kept at 20 ± 0.1 °C with a temperature control unit. The fluid is 
pumped through an electromagnetic flowmeter from ABB, ProcessMaster FEP300, to the Plexiglas box and finally back to 
the storage tank in a completely closed system. The pressure difference over the porous bed was recorded with pressure 
transducers from General Electric, GE PTX5012. 

As already mentioned the Plexiglas box is longer than the bed to enable a uniform flow entering and leaving the 
bed. To fulfill this requirement the jet entering the box is broken and pushed towards the side walls by a baffle plate. After 
the baffle plate the flow passes through a net and a honeycomb to reduce its level of fluctuations and also to break down 
large scale eddies. The net has square openings with a mesh size of 2 × 2 mm2 and the cells in the honeycomb have a 
circular cross-section with a diameter of 2 mm. The thickness of the honeycomb in the flow direction is 25 mm. The inlet to 
the packed bed is 150 mm downstream the honeycomb. To have optical access to the flow field within the bed, the bed has 
to transmit light rays without distortion. To have such a medium the refractive index of the working fluid is matched to that 
of the spheres in the bed.  

A commercial PIV system from LaVision GmbH was used for imaging. This system is based on a double pulsed 
Nd:YAG laser at a wavelength of 532 nm with a maximum frequency of 100 Hz, a minimum inter-frame time for image 
pairs of 5 µs, and two LaVision double-frame FlowMaster Imager Pro cameras with spatial resolution of 1280 × 1024 pixels 
per frame with pixel size of 12 × 12 µm2. Two Nikon AF Nikkor 105 mm lenses were used, with an f-stop of 2.8. The time 
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delay between image pairs was adjusted to restrict seeding particles mean displacements between 6 to 8 pixels. The laser 
and camera were mounted on a 3D traversing system so that the laser sheet and camera can be moved up to 500  mm in the 
x-, y- and z-directions. Hollow glass spheres with a diameter of 10  µm from Dantec were used as seeding particles. The PIV 
software DaVis 7.2.2 based on a cross-correlation algorithm was used to derive velocity vectors. A multi-step correlation 
processing algorithm with decreasing window size was used to evaluate recorded images with a final window size of 
32 × 32 pixels. The overlap of windows was constant at 50 % for all steps. This final window size gives a vector spacing of 
0.28 mm or 44 vectors per particle diameter. Vectors, for which, RMS exceeds 1.5 times of the neighboring vectors RMS 
were recognized as false vectors and were removed. At the end a 3 × 3 Gaussian kernel was used to smooth the vector field. 
All velocity data presented here are located in the x-y plane near the center of the bed. Stereoscopic PIV consists of two 
cameras capturing the particles in the light sheet from two different directions giving a stereo vision in the same fashion as 
the human eyes.  

 
RESULTS 

  Time-averaged velocity fields at two Re are presented in Figure 1. Since the main flow is in the x-direction ux is mostly 
positive while uy and uz take up a fair amount of negative values. Statistical analysis yields that u* covers a narrower range 
at Rep ≈ 1460 due to less pronounced recirculation zones probably caused by turbulent flow. A comparison between the 
velocity vector field at Rep ≈ 300 and 1460 shows the same trend, a more uniform flow being aligned in the axial direction 
of the pores like flow fields in channel flow. Also the rotational part of the flow decreases significantly with Rep. 
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Figure 1. Velocity vector field consist of ux and uy components and uz contour plot at Rep ≈ 300 and 1460. 
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Summary Molecular dynamics (MD) simulations are conducted to investigate arabinoglucuronoxylan (AGX), one of the major hemicellulose 
in softwood. Mechanical tests and structural analyses reveal that mechanical weakening happens with the increasing of moisture content until 
saturation point, due to the loss of interpolymer hydrogen bonds. Thermal softening and glass transition temperature are also discussed. These 
results will help improve our atomic model of wood cell wall S2 layer to unravel the underlying mechanism of hygromechanical behaviour of 
wood cell wall. 

 

INTRODUCTION 

 

   The wood cell wall S2 layer, a nanoporous composite material that strongly interacts with moisture, is the thickest cell 
wall layer which plays a key role in the hygromechanical behavior of wood. It consists of cellulose, hemicelluloses and 
lignin. Xylan is the most common hemicellulose and the second most abundant biopolymer in plant[1].  The aim of this 
study is to investigate the hygromechanical properties of the S2 layer, more especially to understand its swelling and 
moisture-induced shape memory effect. The understanding of this behavior is important with respect to the paper, 
pharmaceutical, cosmetic, biofuel and food industries. 
   Molecular dynamics simulations, where the time evolving trajectory of a set of interacting atoms is presented by 
integrating the equations of motion, is applied in this study. Simulations capture the system behavior across a subtle 
spatiotemporal domain—length scales up to thousands of angstroms, and timescales up to milliseconds, at femtosecond 
resolution.  

 
HYGROMECHANICAL BEHAVIOR OF AGX 

 

   In this study, we investigate a major hemicellulose in softwood: arabinoglucuronoxylan. We model the AGX according 
to the reported chemical composition and stereochemical structure[2], and then randomly add water molecules to the bulk 
dry material thus mimicking the adsorption phenomenon. Mechanical tests as well as comprehensive structural analyses are 
conducted to identify the sorption isotherm, the bulk and shear stiffness, the free swelling, the diffusion coefficient, as well 
as porosity changes and hydrogen bonding breakage, as the moisture content increases. With the increasing of moisture 
content, the AGX material swells in a linear and isotropic way with an almost constant swelling coefficient. The diffusion 
coefficient increases with moisture content which is mainly related to an increase of porosity and a decrease of tortuosity. 
The stiffness decreases with increasing moisture content until around 30% (mass by mass), after which no further 
weakening is observed. The weakening is attributed to the breakage of hydrogen bonds. At moisture contents higher than 
30%, no hydrogen bond breakage occurs explaining the constant mechanical properties above fiber saturation point as 
observed in macroscopic experiments. Finally, we also studied the glass transition temperature for dry and wet materials and 
the important thermal softening of the material. 

a) b)  
Fig. a) Diffusion coefficient of water; b) average Young’s modulus. 
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   In a next step, AGX is combined with cellulose[3], galactoglucomannan[4] and lignin, to form a representative system 
of wood cell wall S2 layer. Different representative systems are studied to identify its main hygromechanical properties as 
well as the bonding between the microfibrils and the matrix. Special attention is paid to the so-called hot spots connecting 
different microfibrils [5]. The final goal of this study is to upscale the MD-identified hygromechanical behavior into a poro-
mechanical finite element model allowing also to unravel the underlying mechanism of sorption hysteresis and moisture-
related shape memory effect [6]. 
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Abstract In this paper, CO2 migration in porous rocks under conditions of saline aquifers is numerically simulated with lattice Boltzmann 

method (LBM). An improved LBM model has been given to minimize the unphysical interfacial current. Using the newly formulated LBM 

model, brine-CO2 two phase flow past through real rock geometry under the conditions of CO2 storage in saline aquifers is numerically 

simulated in pore scale. Through the simulation, the effects of different parameters on the permeability of the pores rocks are analysed and 

discussed. 

 
INTRODUCTION 

 

Geological storage of CO2 in saline aquifers is presently one of the most promising technologies for reducing the 

emissions of CO2 into the atmosphere [1]. So far, numerical investigations of CO2 transport in porous media have been 

conducted using two different types of models, i.e. continuum field-scale models [2] and pore-scale models [3]. The 

continuum field-scale models can only provide information under average conditions and rely heavily on the knowledge of 

the effective properties of the rock such as relative permeability and capillary pressure functions, which depend critically on 

the geometry and topology of the pore space and the interaction between the fluids and the pore boundaries. Thus, it is 

necessary to conduct the pore-scale modeling to identify key parameters or physical processes that control macroscopic 

phenomena but which are not captured by continuum field-scale models. In this paper, a new LBM method is developed to 

simulate brine-CO2 two-phase flow past through porous rocks in pore scale.  

 

METHODOLOGY 

 

LBE for Interface Capturing 

According to the phase-field theory, an interface-capturing equation is formulated as [4], 

                              (1)  

where and  are the velocity and time respectively; and M is a diffusion parameter named as mobility, is a 

chemical potential,
  

acts as an order parameter to distinguish the different fluids.  

A LBE for interface capturing of Zheng et al. [5] is introduced below to recover the Cahn-Hilliard equation,  
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Eq. (2) was initially proposed to track the interface of two phase flow in 2D [5]. In this study, it is extended to solve 3D 

problem by developing new equilibrium distribution function . On the basis of three-dimensional fifteen-velocity 
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LBE for Velocity and Pressure 

  A LBE for velocity and pressure fields of He et al. [7] is introduced to solve the velocity and pressure field,  
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where, F is the force associated with surface tension, is a relaxation time related to fluid kinetic viscosity, and G is the 

body force.  is the distribution function for pressure and velocity,  is its equilibrium states given by 

 ,         (5) 

Hydrodynamic pressure
 

 and the macroscopic velocity  are computed by,  

 ,

   

                     (6)  

 

NUMERICAL SIMULATION 

 

The sandstone rocks from Bramhope [8] are studied. Samples of the rocks are scanned using the X-ray computed 

micromotography (CMT) and digital images with a size of 1mm×1mm×1mm are produced, an example of which is shown 

in Fig. 1. It is assumed that the fluid flow through rocks is laminar and fluid parameters used in the LBM simulations are: 

ρbrine/ρCO2 =2, μbrine/μCO2 =8 and contact angle is set as 30
o
. The fluids flow is driven by the pressure gradient and gravity 

along the vertical (upward) direction and the periodic boundary condition is imposed on the top and bottom faces. Two 

layers of voids are added on top and bottom faces to enable the boundary conditions to be applied. The side surfaces are 

made symmetric boundary conditions. Fig. 2 shows the preliminary results of time dependent phase distributions when the 

situation of brine=0.79. 

 

  
(a) t=400s;                    (b)t=500s 

Fig. 6. Digital image of a rock 
reproduced by the CMT. 

Fig. 7. Evolution of phase distribution with brine saturation of 0.79 (green: solid; blue: 
supercritical CO2; clear: saline water). 

 

CONCLUSIONS 

 

In this paper, CO2 migration in porous rocks under conditions of saline aquifers is numerically investigated using LBM 

in pore scale. A new LBM method has been developed. Using the newly formulated LBM model, brine-CO2 two phase flow 

past through real rock geometries is numerically simulated. CO2 and saline-water properties under conditions of CO2 

storage in saline aquifers are used in the simulation. Through the simulation, the effects of different parameters on the 

permeability of the pores rocks have been analysed and discussed. 
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CONVERTING WAVE ENERGY FROM FLUID-ELASTICITY INTERACTIONS 

Clotilde Nové-Josserand1, Frederico Castro Hebrero2, William Megill3, Caroline Cohen4, 
Ramiro Godoy-Diana1 & Benjamin Thiria1 
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Summary Aquatic plants are known to protect coastal lines and riverbeds from erosion by damping waves and fluid flow. These flexible 
structures are able to absorb the energy of an incoming fluid by deforming mechanically. Although this natural phenomenon is well 
accepted in the literature, it is not yet well understood. Our research focuses on the mechanisms involved in these fluid-elasticity 
interactions in order to develop an efficient energy harvesting system. The system consists of a forest of flexible rods interacting 
collectively. We investigate the role of different parameters (that concern both the system characteristics and the environmental 
conditions) on the ability of our system to absorb energy from the flow. In these first experiments, we vary the spatial distribution of the 
rods, their flexural rigidity, the frequency and amplitude of incoming waves. 

INTRODUCTION 

   Understanding the mechanisms involved between fluid flow and vegetation reconfiguration has been the focus of a 
number of recent studies [1][2]. This is particularly interesting when looking at particle transport and coastal erosion. It has 
been observed that when flow passes through a vegetation field, the kinetic energy of the fluid is transferred to the plant 
through mechanical bending, which results in a damping of the flow. This mechanical energy can then be returned to the 
fluid or could instead be harvested and converted into useful electrical energy. In this study, we investigate the potential 
energy which could be extracted from such fluid-structure interactions.  

EXPERIMENTAL SETUP 

   The studied system consists of a field of flexible beams made from silicone (Polyvinyl siloxane (PVS)). Two different 
flexibilities were tested: a first silicone with a Young’s Modulus ranging between 200 – 300 kPa, and a second silicone with 
a Young’s Modulus ranging between 600 – 700 kPa. The beams were moulded into 12cm long and 1.9cm diameter 
cylinders, which were then onto a plexiglass base of thickness 1cm. The base has 10 x 10 holes with a regular spacing of 
2.6cm.  

Figure 1: Experimental setup. (a) Schematic of the flume. (b) Tested configurations. 

   Several configurations were explored for both rigidities: no beams (« 0 beams »), a single beam (« 1 beam »), two rows 
of 4 beams each off set from one another (« 8 beams »), a row of 10 beams (« 10 beams »), and two rows of 8 beams 
parallel to each other (« 16 beams ») (see Fig. 1). 
   Experiments were conducted in a small scale flume at the PMMH laboratory. A schematic of the setup is given in Figure 
1. The dimensions of the flume are 1.8m long (L) and 0.6m wide (w).  The flexible beams were placed in the center of the
flume onto the acrylic base, which possesses a 1 to 5 ramp on either side in order to minimize any effects of the change in
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water depth. A linear driven wave paddle was used to produce continuous waves of various frequencies and amplitudes. 
  
   The method used for measuring the surface waves is Fourier Transform Profilometry (FTP). The optical profilometric 
technique developed at the PMMH laboratory by Cobelli et al. [3] uses global measurement of free-surface deformations. In 
this system, a video-projector is used to project a fringe pattern of known characteristics onto the free surface of the flume 
and its image is registered by a digital camera. This image then serves as a reference image and is compared to the deformed 
images for which the deformed fringe pattern can be analyzed and the free surface reconstructed.  
 

RESULTS 
 

 
 
Figure 2: (a) Surface deformation map for “0 beams” configuration. (b) Surface deformation map for “16 beams” configuration. (c) Comparison of wave 

height for the tested configurations. 
 

   Fig 2 displays a typical comparison between unperturbed and controlled wave energy maps. The beam configuration in 
this example consists in a double array of 8 beams dispatched along the span (see Fig. 1 (b) bottom right) corresponding to 
the “best” configuration in terms of energy absorption. In Fig (a) and (b), the square of the local height integrated in time 
(over 80 periods) is shown as a function of space. As can be seen, the presence of the beams (located at x = 18cm in Fig 
2(b)) have a strong effect on the incoming wave energy where up to 60% of dissipation can be achieved for this case. Fig. 
(c) summarizes the progressive effect of the beam density for three different configurations. Here the wave energy has been 
integrated along the transversal coordinate and displayed as a function of x for the sake of clarity.       
 

CONCLUDING REMARKS & FUTURE WORKS 
 
   The first results shown in Fig. 2 confirm the strong ability of this system to control the transmitted energy beyond the 
artificial vegetation. We have been conducting an extensive parametrical study as a function of beam rigidity and spatial 
configuration in order to highlight optima. This point will be discussed in terms of wave interaction and beam mechanical 
response. 
   As seen on Fig. 2, this system is undeniably efficient for the prevention of coast erosion, we shall now determine to what 
extent it is also efficient in harvesting energy.  Future works will focus on such systems involving this time mechanical loading 
to mimic energy harvesting.  
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OPTIMAL DESIGN OF RECTANGULAR FINS FOR UNDERWATER PROPULSION

Jean-Philippe Boucher1 and Christophe Clanet ∗1
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Summary Inspired by fish swimming, the propulsion of crafts with flexible plates has recently regained interest. In this experimental study,
we look at the effect of geometry on the propulsive performance of rectangular flexible fins subjected to an oscillatory forcing. The optimal
design of a rectangular fin appears to be only dictated by its resonant frequency.

INTRODUCTION

In a world in which the impact of the climate change on our societies is more and more sensitive, the propulsion of
crafts and floats with flexible plates set into motion by water waves appears like an attractive alternative to conventional
means of propulsion. It has indeed been observed that a flexible plate forced to oscillate vertically at one edge propels itself
horizontally. This experimental study is mainly focused on the understanding of the physical mechanisms at stake in this kind
of high Reynolds number propulsion in order to design fins with optimal shapes and mechanical properties.

Figure 1: (a) Schematic of the experimental set-up. (b) Experimental set-up used by [1] and [2]. (c) Rectangular flexible plate
of length L, width l, thickness e (e � l < L) and Young’s modulus E ∼ 2GPa. (d) Picture of an oscillating plate : the
leading edge oscillates at the frequency f with the amplitude A, whereas the trailing edge oscillates with the amplitude Aq

and a phase difference Φ.

We use the experimental set-up presented in Figure 1-(a), which is inspired from [1] and [2] (see Figure 1-(b)). Two iden-
tical rectangular flexible plates are attached at the extremities of a rod on either side. This rod has its center linked to a vertical
axis which is set into motion by an electromagnetic linear actuator and is free to rotate about the vertical direction. When the
system oscillates, it spontaneously starts rotating. With this set-up, we measure the propulsion speed U and the propulsive
force F that drives the motion for different amplitudes A and forcing frequencies f as well as for different geometries of the
plate (Figure 1-(c)). As we observe that the speed U is related to the propulsive force F , we focus in the following on the
propulsive force characterization.

EXPERIMENTAL RESULTS

Figure 2-(a) illustrates the typical evolution of the propulsive force with the forcing frequency for plates of different
lengths: one can observe, for a given plate, that this force reaches a plateau at a characteristic frequency. Video recordings of
the deformation of the plate in this forcing regime show that the appearance of the plateau corresponds to the resonance of the

∗Corresponding author. Email: clanet@ladhyx.polytechnique.fr
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plate. Equivalently, we observe that the propulsive force is proportional to the trailing edge amplitude squaredA2
q , as predicted

by Lighthill [3]. The length of the plate has a significant effect on this plateau as an increase in the length decreases the force
reached at the plateau as well as the resonant frequency. As a result, a compromise is needed to achieve high propulsive force
with a low forcing frequency. Considering plates of different length L, width l and thickness e, we show that the resonant
frequency fr scales like

√
Ee3/(ρL4l) (withE the Young’s modulus of the plate and ρ the density of water), while the plateau

force Fr can be written as Ee3A4/(L4l). Figure 2-(b) shows the evolution of the force F , rescaled by Fr, with the forcing
frequency f , rescaled by the resonant frequency fr, for different lengths, widths and thicknesses of the plate. All the data
collapse for f/fr . 1 proving the validity of both scales.
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Figure 2: (a) Propulsive force F as a function of the forcing frequency f for four plates of different length L but same width
(l = 5 cm) and same thickness (e = 1 mm). The four data sets show the appearance of a plateau indicated by the horizontal
dotted lines (corresponding force noted Fr) and reached at the resonant frequency fr of the plate (highlighted by the vertical
dotted lines). (b) Propulsive force rescaled by the plateau force Fr as a function of the frequency rescaled by the resonant
frequency fr for the four data sets plotted in (a) and for plates with varying length, width and thickness. The red line represents
the function f(x) = x4.

In order to build a model to account for these observations, the flow field around the rectangular plate is characterized
using flow visualization with fluorescein and Particle Image Velocimetry (PIV). In the model, both the friction force due to the
vortices shed at the trailing edge and the added mass effect are considered. The resulting numerical model gives close results
to the experimental ones and also predicts qualitatively the same deformation of the plate.

CONCLUSION

These experimental results provide a straight forward way of predicting the optimal shapes of a rectangular flexible plate
for a given forcing. As Fr ∼ ρA4f2r , the crucial parameter in the design of optimal rectangular fins appears to be the resonant
frequency. Moreover, with this set-up, we also looked at the effect of a wall or of a free surface on the propulsive performance
of such fins. For further work, it would be of great interest to look at the propulsion of other geometries of fins such as
triangular or streamlined shapes.
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A potential-flow model of viscous dissipation for the oscillating wave surger converter
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Summary A mathematical model of an oscillating wave surge converter is developed to study the effect that viscous dissipation has on
the behaviour of the device. Recent theoretical and experimental testing have suggested that the standard treatment of viscous drag (e.g.,
Morison’s equation) may not be suitable when the effects of diffraction dominate the wave torque on the device. In this paper, a new model
of viscous dissipation is presented and explored within the framework of linear potential flow theory, and application of Green’s theorem
yields a hypersingular integral equation for the velocity visco-potential in the fluid domain. The hydrodynamic coefficients in the device’s
equation of motion are then calculated, and used to examine the effect of dissipation on the device’s performance. A special focus is given
to the effects of dissipation on the performance of a device that is tuned to resonate with the incoming waves.

INTRODUCTION

The oscillating wave surge converter (OWSC) belongs to a family of wave energy converters (WECs) known as ‘flap-
type’ WECs [6]. In its simplest form, the OWSC comprises a buoyant flap that is hinged to the seabed, and typically operates
in the nearshore environment where its pitching motion couples with the surge component of the incident waves [9]. Recent
theoretical and experimental studies have shown that OWSCs can achieve high levels of power capture in commonly occurring
seas [9]. This has prompted researchers to develop new mathematical models of the OWSC in order to better understand its
hydrodynamic behaviour. To date, considerable understanding has been achieved primarily through the use of semi-analytical
models to examine the hydrodynamic performance of the OWSC [4, 5], an array of OWSCs [3], and a farm of OWSCs [7].

In each of these studies, the fluid is deemed to be inviscid, and hence the effects of viscous dissipation are neglected.
However, recent experimental wave tank tests and computational fluid dynamics simulations have found that flow separation
occurs at the flap’s tips [8]. In this paper, we assess the effect that viscous dissipation has on an OWSC by modifying the
semi-analytical theory of [4] to include the effects of viscous dissipation near the flap’s edge. We achieve this by applying
an effective pressure discharge in the vicinity of the flap’s tips. The equation of motion of the flap is solved in the frequency
domain, and the solution to which is used to quantify the effect of viscous dissipation on the device’s performance.

MATHEMATICAL MODEL

Consider an OWSC in an open ocean of constant water depth h′, where the prime indicates a quantity with a physical
dimension. The OWSC is represented as a buoyant box-shaped flap of width w′ and thickness 2a′, hinged at a depth d′ on
a rigid platform of height h′ − d′ as shown in figure 1. Monochromatic waves of amplitude A′I and period T ′ are normally
incident upon the flap, which set the device oscillating about its hinge line. Let θ′(t′) be the pitching amplitude of the device
and let t′ denote time. We define the reference system of coordinatesO′(x′, y′, z′) with x′ pointing in the opposite direction to
the incoming waves, let the y′-axis lie along the width of the device and the z′-axis points upwards from the still water level.
The origin O′ is located in the middle of the device at the still water level.

The fluid is deemed to be inviscid and incompressible and the flow irrotational. Hence, there exists a scalar potential
Φ′(x′, y′, z′, t′) for the velocity field v′ = ∇′Φ′ that satisfies the following equations (and invoking 2a′ � w′ [4, 5, 7]):

∇′2Φ′ = 0, (x′, y′, z′) ∈ V ′, (1a)

Φ′,t′t′ + gΦ′,z′ = 0 at z′ = 0 and Φ′,z′ = 0 at z′ = −h′, (1b)

Φ′,x′ = −θ′,t′(t′)(z′ + d′) Heaviside(z′ + d′), x′ = ±0, |y′| < 1
2w
′, (1c)

where V ′ is the fluid domain, g the acceleration due to gravity, and we have assumed that the behaviour of the system is
linear [4] – a subscripted comma indicates differentiation. In order to incorporate the dissipative effects due to viscosity,
we introduce a ‘dissipative surface’ D′ close to the flap’s edge, as shown in figure 1(b). Across D′, we impose a pressure
discharge ∆P ′, which is a function of the local velocity component (v′n = Φ′,n) along the outward unit normal vector n to D′

∆P ′ = f
(
Φ′,n

)
, x = ±0, 1

2w
′ < |y′| < 1

2 (w′ + `′) ; ∆P ′(y′, z′, t′) = P ′(−0, y′, z′, t′)− P ′(+0, y′, z′, t′), (2)

where P ′ is the hydrodynamic pressure in the fluid. The relationship (2) represents the energy loss due to vortex shedding near
the flap’s edge [1], previously reported in simulations and laboratory tests of the OWSC [8]. The function f typically takes
the form of a linear [1] or quadratic function [2] of the flow velocity. We consider a linear law, with ε̄ the linear coefficient
measuring the strength of viscous dissipation; setting ε̄ = 0 gives equivalence to existing inviscid models of the OWSC [5].

∗Corresponding author. Email: cathal.cummins@ucd.ie
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Figure 1: The geometry of the surface-piercing OWSC with dissipative surface D′: (a) section (b) front view.

THE RESULTS

Using the model formulated in [5], we find that the capture factor (the ratio of captured to available wave power) curve
contains a spike near the flap’s resonant period; however, including a small amount of dissipation removes this spike. Figure 2
reveals the effect that increasing dissipation has on the resonant peak (T ′ ≈ 9 s). We find that increasing ε̄ to 0.01 is sufficient
to reduce the resonant peak to below the level of the peak corresponding to maximum exciting torque (T ′ ≈ 2.2 s).

The capture factor curve of an OWSC contains an unphysical spike when standard inviscid linear potential theory is used.
We show that the inclusion of dissipation in the form of a pressure discharge in the vicinity of the flap’s tips is sufficient to
eliminate this spurious behaviour, and give a more realistic prediction of the hydrodynamic performance of the OWSC.
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Figure 2: The influence of dissipation on the capture factor of an OWSC with spike at the resonant wave period at T ′ ≈ 9 s.
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Summary We study experimentally the effect of vessel compliance on the propagation of a two-phase flow in a confined geometry. The 
experimental set-up consists of a rigid, thin-gapped rectangular channel topped with an elastic membrane. The injection of air in the oil-filled 
channel leads to the steady propagation of an air finger. Depending on the initial profile of the membrane and the bubble speed, different 
propagation modes can be observed, characterized by the bubble shape and pressure. We show that for weakly collapsed membrane shapes, the 
propagation mode is predominantly governed by the dynamic local membrane vertical displacement at the bubble tip, whereas for strong levels 
of initial collapse the initial (static) non-uniform channel cross-section plays a major role. 
 

INTRODUCTION 

 
   The first breath after birth is an important physiological event in which air first enters the collapsed fluid-filled lungs 
[1]. A related process can occur later in life, when reopening accidentally collapsed regions of the lungs through artificial 
ventilation. Understanding the mechanics of this process is fundamental in designing ventilation strategies that quickly 
reopen the airways while minimizing lung damage [2]. 
   The mechanical problem of airway reopening is complex: during air propagation the airway changes shape in response 
to fluid motion inside it as well as external forces (bronchoconstriction). To understand the reopening of a single airway, 
pioneering experiments [3] have investigated the coupling of a tube deformation to a two-phase flow inside it by studying 
air injection in a fluid-filled, initially collapsed elastic tube. The results have shown the existence of a variety of air 
propagation modes as the tube reopens. Among those, air fingers that propagate at higher speed and lower air pressure are 
of particular biological interest [4]. Those fingers are only observed for high levels of initial collapse and take a surprising 
“pointed” shape in which the tip of the finger propagates in the thin layer of liquid in the middle of the collapsed tube cross-
section. These experiments have demonstrated the strong influence of the initial (static) level of collapse of the tube on the 
observed propagation modes. However, the role of the shape of the cross-section and the dynamic tube geometry changes in 
response to fluid motion to select the propagation mode remains unclear. Here we propose to experimentally investigate the 
effect of vessel compliance on the propagation of a two-phase flow by designing a simpler compliant channel in which the 
cross-section geometry is partially decoupled from wall elasticity. With this system, we aim to understand the selection of 
the propagation modes observed in the collapsed tube, and assess their generality. 
 

EXPERIMENTAL SET-UP 

 
   Control over the vessel’s cross-section and its compliance is achieved by designing an elasto-rigid channel. A long, 
rigid, thin-gapped rectangular Hele-Shaw channel is milled from a block of Perspex. Only the top wall of the channel is 
made of an elastic membrane which can be inflated or deflated by a uniform pressure loading. The injection of air at a given 
flow rate in the initially oil-filled channel leads to the propagation of a steady bubble. During propagation, a differential 
pressure sensor records the bubble pressure, while a first camera placed vertically well above the channel allows us to 
monitor the bubble speed and shape. The vertical deformation of the membrane during propagation is imaged by a second 
camera recording the position of a laser line shone on the membrane across the width of the channel. This set-up allows us 
to precisely control the shape of the membrane in the initial statically collapsed state, as well as monitor the dynamic 
changes in the cross-section during air injection. This is essential to understand how fluid motion couples with the 
membrane displacement to select the shape of the air finger. 
 

RESULTS 

 
Influence of the level of initial collapse at fixed bubble speed 

   For a given bubble speed, we show that two different modes of propagation can be obtained depending on the level of 
initial collapse. For moderate initial collapse (finite measurable channel depth in the middle of the cross-section), the static 
depth of the channel prior to air injection is smoothly reduced towards the middle of the cross-section (see figure 1-a). A 
single centered air finger is observed, which resembles the one first observed by Saffman and Taylor [5] for two-phase flow 
in an entirely rigid thin-gapped rectangular channel. However, the finger in the elasto-rigid channel is always wider than the 
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one observed under the same conditions in a rigid cell. We show that membrane deflection at the tip of the propagating 
bubble is responsible for this modification in the selection of the finger width.  
   At high levels of collapse, a thin layer of a few dozens of microns of liquid separates the membrane from the channel 
bottom along most of the cross-section, and is matched to the rigid edges by two wedges of liquid at the sides (see figure1-
b). This results in the selection of a completely different mode of propagation in which the air finger is very wide and 
exhibits an unusual ‘flat-tipped’ shape. This propagation mode seems to be selected by the extreme shape of the channel 
cross-section. 
Reopening dynamics from initially strongly collapsed states 

   We also discuss the role of bubble speed on finger selection for high levels of initial collapse, which is a case of 
particular interest to the problem of airway reopening. It is also the limit in which the biologically relevant “pointed finger” 
can be obtained in collapsed elastic tubes. In the elasto-rigid channel, we show that the flat-tipped bubble disappears below 
a critical speed and, after a short region of bi-stability, is replaced at low speeds by a propagation mode in which two long 
air fingers travel down the deeper sides of the channel. This transition due to the extreme shape adopted by the channel 
cross-section at high levels of collapse seems to be general and the equivalent of the transition to the propagation of the 
pointed bubble in elastic tubes [3,4]. The simpler constitutive law of the elasto-rigid channel leads to a simplified phase 
diagram compared to the tube case. We take advantage of this more easily controlled geometry to investigate the 
mechanisms underlying this transition.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURE 1: Typical shape of the channel cross-section imposed prior to air injection for (a) a moderately collapsed state and 
(b) a highly collapsed state. The channel rigid bottom lies at z=0. The vertical height has been scaled by the channel depth 
(1 mm), and the transverse length by the channel width (30 mm). Top pictures show the shape of the finger obtained for 
propagation at the same speed in the two cases.  
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Summary Water Droplet Impingement Erosion (WDIE) is a result of liquid/solid interaction at high speeds (sub/supersonic speeds). 
Extensive research is carried out at the TMG lab at Concordia University to further understand this phenomenon. It is of great concern to 
the power generation and aerospace industries and leads to failure of multiple airplanes components, when flying in the rain, steam turbine 
blades, and gas turbine compressor blades. In this article, WDIE mechanisms of Martensitic 12% Cr stainless steel, TiAl4V and TiAl, 
widely used alloys in the power generation and aerospace fields, are discussed. In addition, a unified energy intensity method to represent 
WDIE results is presented.  
 

 EXPERIMENTAL PROCEDURE 
 
   WDIE experiments were performed using a state of art erosion rig, which was designed based on the ASTM G73 standard. A 
schematic of WDIE rig is presented in Figure 1-a. In a vacuum chamber, the disk rotates at speeds up to 20,000 rpm, which corresponds to 
500 m/s linear impact speed. Liquid/solid impingement parameters including impact speed, impact angle, droplet size, and number of 
impacting droplets are controlled in this test rig. In addition, different types of nozzles (single-ray, multi-ray and shower-head) can be used, 
as shown in Figure 1-b and 1-c. In this work, a single-ray nozzle generating 460 µm droplets was used. Moreover, the generated droplets 
impact the surface of samples at relative speeds of 300 and 350 m/s. It is worthy to note that the generated water droplets were shielded 
against the turbulence occurring inside the chamber to ensure the straightness of water ray with minimum aerodynamic distortion of the 
droplets until impacting the rotating sample.  

 
Figure 1. (a) Schematic of water droplet erosion rig, (b) Droplets generated using single-ray nozzle, (c) Droplets generated using multi-

ray nozzle. 
 

RESULTS 
 
Erosion performance of structural alloys in aerospace industries  
   Figure 2 presents the results of a set of experiments performed using a single-ray nozzle for three different alloys: Ti6Al4V, TiAl 
and 12% Cr stainless steel. In Figure 2-a, the superiority of TiAl could be observed when tested at 300 m/s. As the impact speed increases, 
TiAl loses its superiority to stainless steel. At 350 m/s, the WDIE performance of the 12% Cr stainless steel becomes superior to both 
Ti6Al4V and TiAl. It can be concluded that the erosion performance of solid surfaces is a function of many interacting parameters 
representing the mechanical properties of the solid and the impingement conditions. Figure 2-c shows the evolution of solid damage due 
to liquid droplet impingements in the case of TiAl. 
 

  

Figure 2. Erosion test results for 
three alloys using 460 µm droplets at 
impact speeds of (a) 350 m/s, (b) 300 
m/s, (c) Macrographs of eroded TiAl 
surface during the erosion experiment 

carried out at 300 m/s. 
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Unified energy intensity method 
   The erosion representation method used in Figures 2-a and 2-b is applicable when comparing the results of WDIE tests carried out 
using the same experimental procedure, especially when using the same erosion test rig. Different WDIE test rigs have various factors that 
may influence the erosion results, for instance, the pressure in the rig, the direction of water droplets injection, the amount of water droplets 
impacting the surface of the sample per cycle, etc. A new method of representation should be developed to directly link the experimental 
results to the impingement conditions and their physical meanings. If the underlying physical principles are uncovered, experimental results 
performed using different erosion rigs could be compared accurately, and the differences between test rigs can be accounted for. The 
physical quantity that could include most of these parameters is the kinetic energy of the impacting water droplets. Therefore, experimental 
results were re-presented in Figure 3 as curves between the volume loss per unit impacted area and the intensity of the applied kinetic 
energy. The kinetic energy intensity is calculated using the impingement speed, droplet size and the number of impinging particles. Using 
kinetic energy intensity as the x-axis is a novel method to represent WDIE test results. The dashed arrow lines in Figure 3-b represent a 
specific amount of applied kinetic energy, and it is clear that the Ti6Al4V response varies at different test speeds. Understanding the reasons 
of such variation is the topic of our current and future work. Our most recent findings in this regard will be presented in this conference. 
 

 
Figure 3. WDIE curves represented using the unified energy intensity method for (a) Ti6Al4V, TiAl and 12%Cr St. Steel, (b) Ti6Al4V. 

 
Erosion damage mechanism  
   WDIE damage initiation mechanism is a function of erosion severity (liquid/solid interaction conditions) and dynamic mechanical 
properties of the target. Figure 4 shows a schematic for liquid behaviour and solid response in the case of high speed impingements. Figure 
5 demonstrates SEM images of slightly eroded martensitic stainless steel and TiAl alloys within their incubation period. In the case of 
stainless steel, after initial droplet impacts shallow depressions appeared on the surface, as shown in Figure 5-a. Such depressions led to 
the generation of surface asperities which became a trigger for material loss initiation. The localized depressions imply that impact pressure 
of hitting droplets would be higher than the dynamic yield strength of stainless steel. On the other hand, TiAl as a semi-brittle material did 
not show surface depression. However, large amount of micro plasticity in the forms of miro-slips and twinning was detected on the surface 
of eroded TiAl, as shown in Figure 5-b. The formed asperities and the raised micro-slips are considered as the surface irregularities, which 
could be cracked and detached from the surface as shown in Figure 4.    
 

      

CONCLUSION 
 

   Water droplet impingement erosion of three structural alloys were investigated. Their response to sub/supersonic impacts of water 
droplet were characterized. Microstructure of the solid materials and their mechanical properties in relation to impact pressures played 
notable role in damage evolution. A novel approach for representing WDIE results has been developed in this work. Introducing applied 
energy intensity as a new measure of erosion exposure and presenting erosion results in terms of applied energy intensity was found to be 
a comprehensive approach, as it covers most of impingement parameters. This approach enabled comparing results obtained using the same 
rig for different materials as well as comparing results from different rigs. 
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Figure 5. Slightly eroded surface in the incubation period of (a) Stainless steel 
and (b) TiAl.  

 

Figure 4. Schematic for the liquid/solid 
interaction during WDIE initiation 
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Summary This work explores a simple model of a slender, flexible structure in a uniform flow. We present analytical solutions for the
translating, axially flowing equilibria of strings subjected to a uniform body force and drag forces linear in the velocities. This is an
extension of the classical catenaries to a five-parameter family of shapes, represented as trajectories in angle-curvature “phase space”. A
sixth parameter affects the tension in the curves. Limiting cases include neutrally buoyant towed cables and freely sedimenting flexible
filaments.

The catenary, or hanging chain, is one of the oldest problems in analytical mechanics. As shapes, the catenaries are a
family of curves with a single scaling parameter that can effectively describe the length of a string hung, or arching, between
two points. Additional axial flow along the tangents of the curve serves only to increase the tension in the string, leaving shape
equilibria intact. Here we extend these classical results to include the effects of linear, anisotropic drag forces, such as would
arise if the translating, axially flowing catenary were immersed in a highly viscous fluid. The presence of fluid breaks multiple
symmetries and turns the one-parameter family of catenary curves into a five-parameter family. The additional parameters
beyond scaling are the magnitude and direction of the translational velocity, the magnitude of the axial velocity, and the
anisotropy of the drag forces. A sixth parameter, the inertial mass of the system, affects only the tension in the catenaries, not
their shapes.

Our augmented catenaries are generically planar curves, and admit an analytical description as a first-order dynamical
system for the tangential angle θ, with arc length s as the independent variable. Figure 1 shows several curves along with their
phase portrait representations and locations in parameter space. Further details may be found in [1].

6
ẑ

?
v̂

θ

∂sθ

q

|v|T

Figure 1: Five catenaries taken from the dotted locations on the central diagram, where |v|, q, and T are the normalized
magnitudes of the translational velocity, body force, and axial velocity, such that |v|2 + q2 + T 2 = 1. The curves translate
at an angle of −89.9◦ with respect to the horizontal, in response to a body force oriented at −90◦. The ratio of tangential to
normal drag coefficients on the body is 0.5, and material is flowing along the catenary axis at a normalized velocity of 0.2.
The other two parameters vary, and are given by |v| = (0.83, 0.81, 0.78, 0.76, 0.74) and q = (0.52, 0.55, 0.59, 0.62, 0.64).
The configurations (right), and several periods of orbits (left), correspond to a generic π-subtending heteroclinic connection, a
2π-subtending heteroclinic special case, a generic π-subtending single-sided blow up solution, a 2π-subtending double-sided
blow up special case, and a generic π-subtending double-sided blow up solution. Dashed ends indicate that the configuration
extends indefinitely, while a dot on the end of a curve indicates that the configuration terminates at finite length.
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Summary We present a new method for FSI based on discretizing the inverse of the motion function, known as the reference map. By
storing and updating this field, finite-deformation solid constitutive relations can be implemented numerically in Eulerian frame. Together
with an Eulerian-frame method for the fluid motion, the two phases can be represented on a single, fixed background grid, with interfaces
between phases resolved using level-sets. The universally Eulerian nature of the method removes certain computational costs and simplifies
issues such as resolving contact between (submerged) solids and as well as implementation of incompressibility conditions. We demonstrate
the method in problems involving one to twenty submerged hyperelastic solids interacting within low and moderate Reynolds fluid flows,
both compressible and incompressible. We demonstrate the ability to model plastic media and capture shocks by way of discretizing the
system in conservative form.

BASICS

This talk discusses a new Eulerian-frame method for simulating fluid-structure interaction problems on a single fixed
grid. Central to the method is the use of the newly proposed Reference Map Technique (RMT), which permits the simula-
tion of large-deformation solid mechanical behaviors, such as hyperelasticity, in a straightforward Eulerian finite-difference
framework [1, 2]. In the fluid phase, our approach transitions naturally into a Navier-Stokes solver. A level-set is used to
distinguish the fluid and solid phases, and two methods to treat the interfacial conditions are employed. The first is a sharp-
interface method utilizing ghost-point extrapolations of the stress and velocity to guarantee proper jump conditions. The
second method is a blurred interface technique in which these jumps are implicitly upheld. Thanks to the single-fixed-grid
nature of our approach, FSI solutions can be calculated rapidly with this technique, as will be demonstrated. Of note, our
method can be applied to situations where fluids induce large, continuous solid deformations, such as the interaction of fluid
with soft, hyperelastic bodies.

RMT is based on advection of the reference map field on a finite-difference grid. The reference map X = ξ(x, t) is
a spatial vector field, which indicates the original position X of material current;y at x. Because the original location of a
material point does not change, the evolution of the reference map obeys

ξt + v · ∇ξ = 0 (1)

(a) (b)
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Figure 1: Reference Map Technique for FSI. Deformed grid lines indicate solid deformation, dots are fluid tracers. (a) Inflow
from the lower left passes four elastic anchored rods inducing vortex-shedding and rod vibrations. (b) Twenty neo-Hookean
hyperelastic objects of differing sizes, shapes, and topologies interact with each other while settling in a stirred fluid low-
viscosity fluid (Re = 1000).
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The ability to simulate large-deformation solid constitutive relations results from the kinematic identity

F = (∇ξ)−1 (2)

where F is the deformation gradient tensor. By storing and evolving ξ(x, t) on a fixed Cartesian grid, a spatial finite-difference
gradient can be conducted to obtain the needed kinematic variable, F, for the stress in solid mechanics. In this talk we will
primarily be concerned with hyperelastic relations, whose constitutive relation has the form

The above formulation can be included within an explicit discretization of momentum conservation in order to update the
spatial velocity field v(x, t). Hence, each grid point stores two vectorial quantities, the reference map and the velocity, with
each having a consistent rule for time-step updating.

Note that this routine for solids is very similar to that of a fluid solver, with the exception that the numerical reference
map gradient is utilized in calculating the shear stress rather than the gradient of velocity. This duality is taken advantage of
to produce a rapid, explicit (or semi-implicit) FSI routine.

INTERFACIAL TREATMENT AND SOLID CONTACT

Here, we employ a level-set to distinguish the phases. Because solid interfaces are a persistent material set, the reference
map can be used to ‘correct’ the level set field to ensure the solid mass is always conserved. utilize two different approaches
to maintain continuity between the fluid and solid phases at the interface. The sharp-interface approach ensures satisfaction
of the continuity of normal traction and normal velocity at the interface through subgrid calculation of the zero level-set. A
simpler blurry interface approach permits the fluid and solid properties to switch over gradually, over the course of several
grid spacings. The added simplicity of the latter approach enables us to add certain additional capabilities. Recently, we have
demonstrated the ability to simulate fluid-solid-solid interaction; i.e. solid-solid contact under fully submerged conditions.
The contact interaction is simulated by using the difference of the two solid level-set fields as a measure of relative distance
between the two solid interfaces.

INCOMPRESSIBILITY

The method can be implemented for both compressible and incompressible materials. To implement incompressible
material relations, for the solid and fluid, we can append a projection step to the update procedure, which calculates the
pressure from the solution of a Poisson equation, as solved with a multi-grid method. This approach for implementing
incompressibility is rather straightforward as it is a linear constraint on the spatial velocity gradient, and serves as one of the
benefits of the Eulerian framework.
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Summary In some arid regions an important source of water is fog. The method used to collect water from mist consists in erecting a large
net on which the droplets carried in the mist can impact. The two main issues involved in this process are the impact of the drop on the
fibers and the drainage of the fluid from the fibers to the tank below the net. In this work we consider a system with only vertical parallel
fibers and aim at optimizing its design to maximize the drainage. We experimentally study this fluid-structure interaction problem with a
wind mist tunnel and characterize the collecting efficiency of the fibers array. We develop theoretical models considering the interaction of
wind, drops, wetting of the fibers and deformations of the fibers in order to identify and characterize the physical mechanisms at play.

INTRODUCTION

In some arid regions like Chile, fog is an important resource of fresh water. Historically, people raise large meshes (fish
nets) to collect this water. When the mist passes through the net, some drops impact the fibers, slide along them and are
collected bellow the net. This water is then used as drinking water, crop irrigation and livestock beverage. This simple and
cheap method is widely used around the world and allows collection of up to ten litres of water per day per square meter of
net [1].

(a) (b) (c)

Figure 1: (a) Fog collector deployed in the Chilean mountain. ( c©Anne Lummerich ) (b) An example of square mesh with
droplet deposit on it. (c) A structure with only parallel vertical fibers .

Many questions arise around the collection of mist water. The main questions are the impact of the drops on the fibers and
the conditions under which drops adhere to the fibers or are re-entrained in the flow [2]. An additional question is the drainage;
if the drainage is not efficient, large droplets can appear on the mesh and obstruct the flow ( figure 1.b ). We propose a new
system to limit this clogging effect as well as the re-entrainment by considering an array of vertical parallel fibers (figure 1.c).
We study the collection efficiency of this structure with wind tunnel experiments, as well as a model drainage experiment.

EFFICIENCY OF MIST COLLECTION ON AN ARRAY OF PARALLEL FIBERS

In order to have an homogeneous laminar flow of mist, we have built a custom environmental wind tunnel. The water drops
are created with piezoelectric membranes that vibrates the air-water interface of a water tank. With this system, we obtain
drops of uniform size around 3 µm, similar to the drop size in natural fog. The drops are mixed in air in a turbulent chamber
to obtain an homogeneous mist, that is then pushed through a convergent and laminarized with an honeycomb structure. We
obtain a uniform mist flow of speed v ( 0.3 < v < 5 ms−1 ). At the exit of the wind-mist tunnel, we place a small structure
on which the fibers grating is attached. At the bottom of this structure there is a container where the water caught by the
fibers is collected. The structure is suspended in the mist flow and attached to a force sensor that measures the total mass of
the structure (and thus of the collected water) in time. The density of water droplets in the mist is highly dependant on the
environmental conditions, we thus use a reference net for all experiments. We define a dimensionless quantity, the relative
efficiency, as the ratio of the collection rate of the structure to the collection rate of the reference net.

We first study a regular array of well spaced rigid fibers, and vary the size of the structure and the diameter of the fibers.
We then vary the distance between fibers in order to study their interaction and in particular the effect of the formation of
capillary bridges between fibers on the water collection efficiency.

∗Corresponding author. Email: camille.duprat@ladhyx.polytechnique.fr
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We then study the effect of the fibers elasticity on the collection. In particular, adjacent fibers can collapse under capillary
forces when bridges are formed between them [3]. This results in the formation of long liquid columns ( Figure 1.c ,[4] ). The
probability of column formation and the resulting shape of the deformed fibers depend on the inter-fiber distance, tension in
the fibers and on the fibers oscillations under the forcing of the wind. We study the effect of this column formation on the
overall efficiency of collection. We can thus identify an optimal structure for water collection, but we have to understand the
role of the drainage on the collection efficiency and the fibers deformation.

INFLUENCE OF THE DRAINAGE

The drainage is also modified by the fibers elasticity. In order to investigate this effect, we have built a model experiment
consisting in two nylon fibers between which liquid is drained at a constant flow rate Q ( figure 1.a ). We adjust the tension in
the fibers by varying the mass M . As the liquid front advances between the fibers, we observe the formation of a large drop
at the front suspended by thin liquid film ( figure 2.b.1 ). The drop volume increases until the drop reaches a critical size, at
which capillary forces can not balance the weight of the drop any more and the drop falls while the liquid film recedes. A new
drop is then created, this phenomenon appears at a constant frequency as a function of the flow rate Q.

We can define two dimensionless parameters, N? = Mglc
2γH2 with lc the capillary length, that compares the capillary forces

holding the drop to the tension within the fibers and a geometric parameter L?init = L/2lc. At hight tension (large N? ) or
large distance L?init, the fibers are only weakly deformed and the dynamics is similar to the rigid cases (figure 2.b.1). At low
tensions (small N? ) or small distance L?init, the fibers are strongly deformed and part of the fibers collapse on each other
forming a liquid column (figure 2.b.3). In these two regimes the drop falls at a constant frequency, similar to the rigid case.
Finally, there is an intermediate regime where the system oscillates between large and small deformation of the fibers (figure
2.b.2). In that case the frequency at witch the drop falls is irregular. We obtain a phase diagram figure 2.c as function of the
two dimensionless parameters.
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Figure 2: (a) sketch of the experimental setup (b.1) Typical picture of an experiment at high tension (b.2) typical picture of
an experiment at intermediate tension (b.3) typical picture of an experiment at low tension (c) Phase diagram in the space N?

and L?init.

We develop a simple model by considering two rigid beams in rotation undergoing a torque from the fluid (surface tension)
and a torque from the tension in the fiber. With this model we predict the shape of the deformed fibers, the dynamics and the
boundaries between the different regime in good agreement with experimental values. We combine these results with previous
considerations in order to understand and model the overall liquid collection from mist.

References

[1] O. Klemm, R. S. Schemenauer, A. Lummerich, P. Cereceda, V. Marzol, D. Corell, J. van Heerden, D. Reinhard, T. Gherezghiher, J. Olivier, P. Osses, J.
Sarsour, E. Frost, M. J. Estrela, J. a. Valiente, and G. M. Fessehaye. Fog as a fresh-water resource : overview and perspectives. Ambio, 41(3) :22134,
May 2012.

[2] K.-c. Park, S. S. Chhatre, S. Srinivasan, R. E. Cohen, and G. H. Mckinley. Optimal Design of Permeable Fiber Network Structures for Fog Harvesting.
Langmuir, 29 :1326913277, 2013.

[3] C. Duprat and H. A. Stone. Elastocapillarity. In C. Duprat and H. A. Stone, editors, Fluid Structure Interactions in Low-Reynolds number Flows. RSC
publishing, 2015.

[4] S. Protiere, C. Duprat, and H. A. Stone. Wetting on two parallel fibers : drop to column transitions. Soft Matter, 9 :271276, 2013.

3240



XXIV ICTAM, 21-26 August 2016, Montreal, Canada

ENTRAINMENT MODELS OF TURBINE WAKES, WIND FARMS, AND FLOW
ADJUSTMENT IN CANOPIES

Paolo Luzzatto-Fegiz∗1, Samaneh Sadri1, and Colm-cille Caulfield2

1Department of Mechanical Engineering, University of California at Santa Barbara,
Santa Barbara, California, USA

2BP Institute for Multiphase Flow and Department of Applied Mathematics and Theoretical Physics,
University of Cambridge, Cambridge, UK

Summary In this conference presentation, we build on the turbulent entrainment hypothesis to develop models for flow past individual wind
turbines, large wind farms, and other canopy flows. The entrainment hypothesis consists of a concise turbulence model, which has been
widely used in geophysical fluid mechanics. We develop models for the wake of a single wind turbine, as well as for fully-developed flow
in a large wind farm, inclusive of atmospheric stratification. We next consider flow adjustment at the front of a canopy, which may be rigid
(for wind farms) or flexible (for vegetation). The resulting theories, based on this general turbulence model, agree with field and laboratory
measurements without the need for introducing flow-specific parameters. Finally, this framework can be used to yield a limit for the output
of large wind farms, which we find to be an order of magnitude larger than the performance of current designs.

AN ENTRAINMENT MODEL FOR WIND TURBINE WAKES

Simple models for turbine wakes have been used extensively in the wind energy community, both as independent tools
for engineering calculations, as well as to complement more refined and computationally-intensive techniques. Jensen [6]
developed a model assuming that the wake radius grows linearly with distance x, and approximating the velocity deficit with
a top-hat profile. This model has been widely implemented in the wind energy community; however, recently Ref. [1] showed
that this theory does not conserve momentum. Ref. [1] proposed a momentum-conserving theory, which assumed a Gaussian
velocity deficit and retained the linear-spreading assumption, significantly improving agreement with experiments and Large
Eddy Simulations of turbine wakes.

While the linear spreading assumption facilitates conceptual modeling, it requires empirical estimates of the spreading rate,
and does not readily enable generalizations to other turbine designs. Furthermore, field measurements show sub-linear wake
growth with x in the far-wake, consistently with results from fundamental turbulence studies, and with similarity solutions
that are expected to hold in the very far wake [8].

We develop an integral model, for a turbine wake, by relying on a simple and general turbulence parameterization, namely
the entrainment hypothesis, which has been used extensively in other areas of geophysical fluid dynamics [7, 3]. Without
assuming similarity, we derive an analytical solution for a circular turbine wake, which predicts a far-wake radius increasing
with x1/3, and is consistent with field measurements and fundamental turbulence studies.
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Figure 1: (Left): power density (corresponding to power per unit planform area), in a large wind farm, versus planform-
averaged turbine thrust coefficient. (Right): power density versus atmospheric stability, expressed by Obukhov length.
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Figure 2: Flow adjustment for a model canopy of vertical cylinders. (Left): height of the developing boundary layer over the
canopy. Right: flow velocity, averaged over the canopy cross section.

AN IDEAL LIMIT FOR POWER OUTPUT IN LARGE WIND FARMS

Wind turbines are often deployed in arrays of hundreds of units, where interactions lead to drastic losses in power output.
Remarkably, while the theoretical “Betz” maximum has long been established for the output of a single turbine, no corre-
sponding theory appears to exist for a generic, large-scale energy extraction system, although models exist for specific turbine
designs and layouts. Recent work with vertical-axis turbines indicates that large performance gains may be achievable [5],
making the search for a theoretical upper bound even more compelling.

By building on the turbulent entrainment hypothesis, we develop a model for an array of energy-extraction devices of
arbitrary design and layout, focusing on the fully-developed regime. When tailoring our model to reflect current wind farm
designs, the predicted power output is consistent with field measurements, as shown on the left-hand-side of Fig. 1. Further-
more, by considering a suitable ideal limit, we establish an upper bound on the performance of a large wind farm. This is
found to be an order of magnitude larger than the output of existing arrays, thus supporting the notion that performance im-
provements may be possible. In addition, by making use of an entrainment parameterization from geophysical measurements
of stratified turbulence, we extend our model to account for the effect of atmospheric stability. Our model is consistent with
field data for large wind farms, as shown in the right-hand panel of Fig. 1.

FLOW ADJUSTMENT IN RIGID AND FLEXIBLE CANOPIES

At the front of a canopy, flow deceleration is associated with strong vertical fluxes of mass and momentum. Accurately
describing this region is important in many applications, including terrestrial and aquatic vegetation, as well as wind farms.
Simple models can provide a framework to analyze these flows, thereby guiding and complementing more refined and com-
putationally intensive tools. Belcher et al. [2] introduced a linearised model that describes the flow field through sparse
canopies, albeit at the cost of solving a PDE. A simpler approach involves vertically integrating the governing equations
across the canopy, yielding scalings that relate key variables (e.g. [4]), which in turn can be used to construct empirical fits.

We build a simple and complete theory, by extending our model for fully-developed canopies. We account for upstream
pressure variations, retain nonlinear advective terms, and neglect pressure gradients inside the canopy. Our entrainment-based
model quantitatively describes the flow velocity and boundary layer height in developing canopy flows, as shown in Fig. 2.
Finally, we extend our theory to account for effects of flexibility in vegetation canopies.
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Summary A parameter space study is presented of the flow past an elastically-mounted cylinder constrained to oscillate in the cross-stream

direction, where the cylinder is also forced to rotationally oscillate. The focus is on enhancing the cross-stream heaving response with

the intent of harvesting energy. Linear damping is applied to the heave to simulate power extraction. The variation of power output with

damping coefficient and geometry is investigated, with circular, elliptical and aerofoil cross-sections tested. Of interest is the variation of

the flow and configuration parameters for the optimal case for each geometry. For these optimal cases, an increase in power output, cylinder

displacement and wake width is observed with increasing cross-section aspect ratio, while a roughly constant driving frequency of 0.180 is

observed for aspect ratios greater than 1.0.

Harvesting energy from flow-induced oscillation of bodies in a freestream has been a focus of renewable energy research.

[1, 2, 3]. With regard to cross-sectional shape, the focus for this problem has been on aerofoils; this study seeks to explore the

effect of geometry and aspect ratio and to also consider the role of vortex-induced vibration, more commonly associated with

circular cross-sections. Of interest will be the changes in flow behaviour and power output across a range of cross-sectional

shapes; more specifically, the elliptical cross-section, of aspect ratio, 1.0 < Γ < 6.0 and more standard aerofoils. Are

there common factors between the flows with optimal configurations for energy-harvesting for circular, elliptical and aerofoil

geometries?

PROBLEM DEFINITION AND METHOD

The study investigates flows for rotationally-oscillating geometries ranging from the circular cylinder to the aerofoil,

where energy is extracted via a damper on the passive heaving motion. The harmonic oscillator equation governing the

heaving motion is:

M
(
ÿ +

c

M
ẏ + (2πfn)

2
y
)
= Fy, (1)

where ÿ, ẏ and y are respectively the acceleration, velocity and displacement of the cylinder perpendicular to the freestream,

Fy is the lift force on the cylinder, M is the mass of the cylinder, m∗ is the ratio of the mass of the cylinder to the mass

of the equivalent volume of fluid, c is the damping coefficient and fn is the natural structural frequency of the system. The
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Figure 1: Contour maps of output power, Pout, for aspect ratios, Γ = 1.0, 1.5, 2.0, 4.0 and 6.0, over the driving frequency, fd,

normalized damping coefficient, c
M

, parameter space. Axis ranges and contour scales are constant across the five maps.
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Γ = 1.0, c
M

= 0.628, fd = 0.152 Γ = 1.5, c
M

= 0.251, fd = 0.180 Γ = 2.0, c
M

= 0.214, fd = 0.183

Γ = 4.0, c
M

= 0.377, fd = 0.175 Γ = 6.0, c
M

= 0.503, fd = 0.180

Figure 2: For the optimal power output cases of figure 1 for aspect ratios, Γ = 1.0, 1,5, 2.0, 4.0 and 6.0, the vorticity fields at

the moment of maximum body displacement.

natural structural frequency is chosen to be close to the vortex shedding frequency for a stationary circular cylinder, that is,

fn = 0.20. Active control is implemented via a pitching motion, with θ = A sin(2πfd), where θ is the angular displacement,

fd is the driving frequency and A is the pitching amplitude. An amplitude of A = π is chosen; although large compared

with other studies of similar problems, for elliptical cross-sections this pitching amplitude results in the major and minor

axes of the geometry both presenting fully-perpendicularly to the freestream during the oscillation. This makes the pitching

amplitude A = π a fundamental starting point for the parameter space. The driving frequency of the pitching motion is varied

by 0.00 ≤ fd ≤ 0.40. Optimal power output is explored by also varying the damping of the system, c. A constant ratio of

body density to fluid density is chosen as, m∗ = ρbody/ρfluid = 5.0. All times and distances are non-dimensionalized by

D/U and D respectively, where D is the major axis of body cross-section and U is the freestream velocity. The Reynolds

number is defined as Re = UD/ν, where ν is the kinematic viscosity; all simulations were run with Re = 200.

Simulations are carried out using an immersed boundary method to represent the moving circular and elliptical bodies on

an underlying Cartesian grid, on which the flow is solved using a finite-difference scheme[4]. The pitching motion of the body

is controlled, while the heaving motion is solved with equation 1 using a Newmark-β method.

RESULTS & CONCLUSIONS

Figure 1 presents contour maps of power output, Pout = cẏ2, as function of both driving frequency, fd, and the damping

coefficient normalized by the cylinder mass, c
M

, for five elliptical cross-sections of aspect ratios, Γ = 1.0, 1.5, 2.0, 4.0 and

6.0, where Γ is the ratio of the major axis of the cross-section to the minor axis, with Γ = 1.0 corresponding to a circular

section. The axis ranges and contour scale are constant across the five plots. The limiting case fd = 0.00 represents the case

with no rotational forcing. The plots show that across the geometries an increase in power output from the unforced case

is possible. For the five geometries, the cases of maximum power output are grouped in the range of driving frequencies,

0.150 ≤ fd ≤ 0.200, below the natural structural frequency of the system, fn = 0.200. The heave response in this region is

periodic, with a single dominant frequency. An increase in the magnitude of power output is observed with increasing aspect

ratio. This can be partially explained by the change in mechanism by which the rotation of the body transfers energy to the

flow. For the circle of aspect ratio, Γ = 1.0, energy from the rotation is transferred only via viscosity; for an ellipse, for

sections of the surface, the rotation contributes to a velocity component normal to the surface. Energy is then also transferred

via pressure. The elliptical shape does also result in a greater power required to produce the rotation; however, incorporating

a Pin does not significantly affect the results of figure 1.

Figure 2 plots the vorticity fields for each case of maximum power output from figure 1, with the cylinder in each case

at maximum displacement. The maximum displacement of the cylinder and the width of the wake increase with aspect ratio.

The fields for aspect ratios Γ = 4.0 and 6.0 are qualitatively similar; the geometry converges to a flat plate with increasing

aspect ratio, so some convergence in behaviour is expected. The variation of the flows for these geometries and for those of

aerofoils of equal aspect ratio is the subject of further work, as well as consideration of the effect of pitching axis location.
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Summary Flow-induced vibrations such as the flag instability can be used to harvest energy from fluid flows when coupled to an electric
generator (e.g. piezoelectric materials). Focusing on piezoelectric flags, we investigate here the coupling of the fluid-solid mechanical
system to the electric output circuit, and resulting energy transfers. In particular, a new fluid-solid-electric lock-in mechanism is identified
that greatly enhances the harvesting efficiency of the system. Finally, we investigate the synchronization of two piezoelectric flags under
the combined effect of hydrodynamic and electrodynamic interactions.

PIEZOELECTRIC FLAGS AS ELECTRIC GENERATORS

Flow-induced instabilities such as the flutter of flexible plates in axial steady flows generate spontaneous vibrations of
solid bodies. When coupled to an electric generator, these flow-induced vibrations effectively act as flow energy harvesting
mechanisms that can power an output circuit. A piezoelectric flag consists in a flexible plate covered by pairs of piezoelectric
patches: during the flapping motion, the periodic stretching and compression of these patches result in periodic charge dis-
placements that can power an output circuit (Figure 1). These elements also introduce a feedback of the electric circuit on the
solid dynamics: the voltage applied to the piezoelectric electrodes generates an additional mechanical torque on the flag. An
essential property is the piezoelectric coupling factor α that is a measure of the electromechanical energy transfer.

In this work, we present a fully-coupled model for the nonlinear dynamics of the fluid, solid and electric systems, and
investigate the influence of fluid-solid-electric couplings and energy exchanges on the harvesting efficiency, defined as the
ratio of the power effectively used in the output circuit to the kinetic energy flux through the flow section occupied by the
flag [1, 2].
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Figure 1: (Left) Piezoelectric flags in an axial flow. Each piezoelectric pair is connected to an output circuit consisting of a
resistor (where the energy is harvested) and an inductor. (Right) Fluid-solid-electric lock-in: when the fundamental frequency
of the circuit ω0 is comparable to the flag’s spontaneous flapping frequency, the motion of the flag locks onto the circuit
dynamics, resulting in high output efficiency.
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FLUID-SOLID-ELECTRIC LOCK-IN AND HARVESTING EFFICIENCY

Piezoelectric components have an intrinsic capacitance. For purely resistive circuits, a tuning of the flapping frequency to
the characteristic time scale of the RC circuit results in maximum efficiency of the energy transfer [2]. When the output circuit
also includes an inductive component, the circuit has resonance properties that greatly enhance the harvesting performance,
regardless of the intensity of the piezoelectric coupling [3]. Further, for strongly-coupled systems (largeα), we demonstrate the
existence of a fluid-solid-electric lock-in phenomenon: within an extended range of parameters (i.e. characteristic frequency of
the circuit, flow velocity...), the electric circuit is able to prescribe its characteristic frequency ω0 to the flapping motion. This
results in a permanent forcing of the output circuit at its resonance frequency: the energy transfer and harvesting efficiency is
then maximized (Figure 1, [4]).

ELECTRO- VS. HYDRODYNAMIC COUPLINGS OF TWO PIEZOELECTRIC FLAGS

flags

wake

Figure 1: A schematic representation of two piezoelectric flags placed side-by-side in an
axial flow. The flags’ electrodes are connected in a same circuit.

e31 the reduced piezoelectric coupling coefficient (Bisegna et al., 2006) and
intrinsic capacitance C. The resulting three-layer plate has bending rigidity
B per unit length and mass per unit area µ. In the following, the problem
is non-dimensionalized using L, L/U1, µL2 and U1

p
µL/C respectively as

characteristic length, time, mass and voltage scales. Fluid forces are natu-
rally scaled by ⇢U2

1.
The flag’s deformation induces a charge displacement Qi within the i-th

piezoelectric pair, driven by the change in the patches’ length. For a thin
structure, it is determined by the local orientation of the flag’s trailing edge
⇥i (the leading edge is clamped):

Qi =
↵

U⇤⇥i + Vi, (1)

where Vi is the voltage across the pair, and ↵ and U⇤ are the piezoelectric
coupling coefficient and relative velocity of the fluid flow and of structural
bending waves, respectively defined as:

↵ = �

r
L

BC U⇤ = U1L

r
µ

B
. (2)

The inverse piezoelectric effect converts the electric field within the piezo-
electric material into mechanical stress. For thin patches, this leads to a
piezoelectric torque applied at the flag’s trailing edge:

Mpiezo = � ↵

U⇤Vi. (3)

4

Figure 2: Resistive circuit in normal connection

3. Electrodynamic and hydrodynamic synchronizations

In this section, we focus on the normal connection of the two piezoelec-
tric flags with the simplest harvesting circuit, namely a single resistor R
(Figure 2). Equations (1) and (13) now become:

2
@V

@t
+

V

�
+

↵

U⇤

✓
@⇥1

@t
+

@⇥2

@t

◆
= 0. (16)

In the normal connection, the voltage between the upper and lower electrodes
is identical for each flag, and so are the piezoelectric torques applied at
each flag’s trailing edge: electrodynamic coupling of the piezoelectric flags is
therefore expected to favor an in-phase flapping pattern.

3.1. Hydrodynamic synchronization with no piezoelectric coupling
The flapping pattern without piezoelectric coupling (↵ = 0) is first in-

vestigated. Alben (2009b) reported a continuous evolution of the phase shift
�� with varying d. This observation is confirmed in our work using the
same model in the absence of piezoelectric coupling (Fig. 3): increasing d,
the flapping pattern evolves continuously from in-phase flapping (d = 0.95,
Fig. 3a, d) to out-of-phase flapping (Fig. 3c, f). Rather than a sharp tran-
sition, the evolution from in-phase to out-of-phase is continuous (see inter-
mediate phase for d = 1.65, Fig. 3b, e). Increasing d further, the phase shift
maintains this smooth and monotonic evolution (Alben, 2009b).

3.2. Effect of piezoelectric coupling
We now focus on the modification introduced to this hydrodynamic syn-

chronization when the piezoelectric coupling is activated (↵ 6= 0). All other
parameters being held fixed, for a single flag, an optimal energy harvesting
is obtained when the output circuit is perfectly tuned, i.e. when the time
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Figure 4: Evolution with d of (a, b) the relative phase of the flags ��, and (c, d) the
rescaled harvesting efficiency ⌘↵�2, for M⇤ = 5, U⇤ = 10, � = 0.17 (a, c) or M⇤ = 3,
U⇤ = 13, � = 0.15 (b, d).

For larger separation distances, the electrodynamic coupling modifies the
synchronization, in favor of an in-phase dynamics (�� ! 0) as anticipated
(see for example, Fig. 4b). As a result, the harvesting efficiency at large
distance is more important and comparable to the one obtained for in-phase
flapping at small distance (see Fig. 4d). Those results also show a scaling of
⌘ as ↵2 in the efficient regime as explained by Michelin and Doaré (2013) for
small electromechanical coupling.

3.3. Hydrodynamic vs. electrodynamic forcing
These observations are consistent with the weakening of hydrodynamic

coupling with increasing d, while electrodynamic coupling is independent

10

T1 T2

B1 B2

Figure 2: (Left) Electro-hydrodynamic coupling of two parallel flags: each flag is covered by one single pair of piezoelectric
patches connected to the same output resistive circuit. (Right) Evolution of the relative phase of flapping of the flags and
the efficiency of the assembly with their relative distance: at large distance, piezoelectric coupling overcomes hydrodynamic
synchronization forcing the flags into an in-phase flapping that maximizes the forcing on the output circuit.

To increase the output power, multiple piezoelectric flags can be used at the same time. In that situation, however, their
dynamics are coupled both through the output circuit to which they are connected (through the reverse piezoelectric effect) and
hydrodynamically: each flag modifies the flow environment of the other. In particular, we show that this competition between
electric and hydrodynamic synchronization sets the relative phase of two parallel flags. For large (resp. small) distances, the
electric (resp. hydrodynamic) synchronization is dominant. Because both flags force the same circuit this competition in the
synchronization fundamentally alters the efficiency of the assembly (Figure 2).
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Summary In this work, a reduced-order model (ROM) is constructed to study the physiological flow and wall stress conditions for abdominal 

aortic aneurysms. The method of snapshot Proper Orthogonal Decomposition (POD) is used to construct the reduced-order bases based on a 
series of CFD results, which are then improved using a QR-factorization technique to satisfy the various boundary conditions in physiological 
flow problems. This method can effectively construct a computationally efficient FSI model, which allows us to examine a large range of 
physiological flow parameters. 

 
INTRODUCTION 

 

Simulating physiological flows remains to be computationally expensive and difficult for clinical usage. This is not only 
because of the geometrical complexity involved in these kinds of flow simulations, but also because one might be interested 
in a parametric study of several physiological flow parameters (for example, asymmetry of the inflow, and its flow velocity 
and frequency) for a given model. Here we focus on an abdominal aortic aneurysm. A reduced order model (ROM) of this 
system, which is very highly nonlinear and geometrically non-uniform, can replace the full, nonlinear model with a low-
degrees of freedom ROM model, thus reduce the overall computational cost. In the present problem, we utilize the ROM by 
Proper Orthogonal Decomposition (POD) method to estimate the flow-induced wall shear stress (WSS) and pressure loading 
of a simplified abdominal aortic aneurysm (AAA) based on a decoupled fluid structure approach. This method allows us to 
investigate a wide range of different physiological flow parameters without conducting CFD simulations repetitively.  

 

 
Figure 1: The POD modes from a training set and the reconstructed flow velocities and WSS distributions for different inflow angles 
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SNAPSHOT POD WITH TIME-DEPENDENT BOUNDARY CONDITIONS 

 

The snapshot POD method is used here to construct the ROM model [1]. Assume the incompressible Navier-Stokes 
equations are solved in the abdominal aneurysm’s flow domain with time-dependent inflow velocity and outflow pressure 
boundary conditions. The resulting time series are sampled at a fixed time interval and are called a set of snapshots. Because 
each snapshot is divergence free due to the incompressible flow condition, a linear combination of these snapshots will also 
be divergence free, thus only the discretized Navier-Stokes equations are required to be satisfied. The POD modes are found 
by calculating the time-correlation coefficients between each two snapshots, and repetitive information is filtered out. This 
can be confirmed by recognizing that the energy stored (or the eigenvalue) in each POD mode decays rapidly as the mode 
number increases. Because the flow is strongly driven by the time-dependent pressure, pressure POD modes are directly used 
to model the pressure distribution without additional pressure-velocity equation [2]. 

To adapt the unsteady boundary conditions of the physiological flow on multiple inlets and outlets of the computational 
flow domain, the method discussed in [3], using the QR decomposition algorithm, is utilized. A series of N snapshots is 
generated from a simulation, containing multiple time-dependent boundary conditions, which can be separated into K spatial 
and temporal components. Several different boundary conditions can exist in the same section of the boundary. For example, 
a Womersley flow profile defined on a circular inlet can be expressed as a superposition of a parabolic flow profile and a 
reverse flow profile. The temporal components can then be decided such that they satisfy the overall flow profile based on 
various Womersley numbers.  

The flow velocity is subsequently approximated by the combination of a series of eigenmodes, chosen by the POD 
technique, to ensure that the dominating dynamic behavior is captured with a relatively small number of modes. The 
eigenmodes consist of N particular and N-K homogenous modes. The particular modes have non-zero values for the inflow 
and traction on the boundaries, and are used to satisfy the prescribed inflow condition and the solved boundary traction 
condition. The number of particular modes equals to the number of discretized boundary conditions. Consequently, a limited 
number of particular flow modes are capable of satisfying multiple boundary conditions, which are continuous functions in 
spatial coordinates. The homogenous modes have zero velocity or traction values on the boundaries, and are used to satisfy 
the reduced order model using Galerkin’s technique to discretize the Navier-Stokes equation. 

  
TRAINING SET AND RECONSTRUCTION WITH VARIOUS FLOW PARAMETERS 

 

To construct a reduced order model that is capable of predicting a wide range of behavior of different systems, we obtain a 
set of snapshots from a flow simulation with multiple variable parameters. The created set of snapshots is called the training 
set. The training set should be simulated by changing the parameters of interest as widely as possible, to create the richest 
dynamic behavior for the snapshots and thus to make the POD model a more closely representative model of the full system. 
In order to estimate the reliability of the reduced order model, one seeks to compare the results of the reconstructed solution 
to the exact simulated solution. One method to estimate the relative error in a POD solution without the knowledge of the 
exact solution is by calculating the POD solution’s residual of the Galerkin method. We show that both the velocity and 
pressure distributions are well reconstructed when compared with the exact simulated values with relatively small number of 
modes (Figure 1). A meshless shell model is used to estimate the aneurysm sidewall’s in-plane stresses. Sidewalls with non-
uniform thickness are considered to model the influence of local weakness on the aneurysm’s risk of failure. It is found that 
the sensitivity of the material’s strength to the local weakness depends on the aneurysm’s sidewall’s Gaussian curvature, the 
curvature to thickness ratio, and the distribution of the flow loading. We have pinpointed the locations where the aneurysm’s 
sidewall is most sensitive to the local weakness. 

 
CONCLUSIONS 

 

A reduced-order model (ROM) is constructed to study the physiological flow in abdominal aortic aneurysms. The method of 
snapshot Proper Orthogonal Decomposition (POD) is used to construct the reduced-order bases based on a highly robust training 
CFD simulation, thus a rich dynamic behavior can be captured by the POD modes. Reconstructed distribution of flow velocities, 
pressure and wall shear stress are calculated based on a wide range of physiological flow parameters and show excellent agreement 
with the exact simulated solutions, while keeping the ROM runs computationally efficient. 
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Summary Wake stiffness is the tendency of the wake of an upstream body to pull a downstream body toward the centerline of the wake.
Here, we investigate and discuss the validity of applying the wake stiffness model to the dynamics of a tethered pair of cylinders in a
uniform flow. We find that wake stiffness provides an effective simplified model for tethered cylinders, but does not explain the whole
behavior, particularly for cylinder spacings above 3.5 diameters. We also explore the extension of the wake stiffness concept to modeling
the underlying mechanics of flying snakes.

WAKE STIFFNESS IN THE MOTION OF TANDEM, TETHERED CYLINDERS

When considering cylinder oscillations in the wake of an upstream cylinder submerged in a uniform flow, several re-
searchers have found that oscillations persist and even amplify beyond the lock-in region for single cylinders in a flow [2][4].
Assi et al. [1] have proposed an explanation for the effect of the upstream wake that they refer to as “wake stiffness”. They
demonstrate in their experimental system that the wake of the upstream cylinder acts as a linear spring, pulling the downstream
cylinder toward the centerline of the wake.

To understand the behavior of tandem bluff bodies and investigate this concept of wake stiffness, we focused our experi-
mental efforts on investigating tandem circular cylinders. Using a free surface water channel at Virginia Tech, we conducted
experiments over a range of cylinder spacings, x0/D ∈ [3.0, 5.0], and a range of Reynolds numbers, Re ∈ (4×103, 1.1×104).
In our experiments, the upstream cylinder is fixed and the trailing cylinder is tethered to this fixed cylinder; that is, the down-
stream cylinder is constrained to move along a circular path around the upstream cylinder, as pictured in Figure 1(a) and shown
schematically in Figure 1(c). The trailing cylinder is displaced to angular amplitudes up to 22.1◦, giving a nearly transverse
cylinder motion. Since the majority of the literature considers transverse oscillations [1][2][4], we will compare with such
experiments.

In their investigations of wake induced vibration of tandem cylinders, Assi et al. [1] conducted experiments on a fixed
upstream cylinder with a transversely constrained downstream cylinder on air bearings. They found that steady oscillations
of the trailing cylinder persisted when they removed the structural restoring force from their experiments, and they introduce

Figure 1: (a) Photo of experimental setup, including grey upstream PVC cylinder and red-capped downstream acrylic cylinder
(b) Front view of C. paradisi in flight. From Socha [6]. (c) Configuration of the tandem, tethered cylinder system. The trailing
cylinder is constrained to move around the upstream cylinder along the “cylinder path.” (d) Schematic of side view of tandem
wing model of flying snakes. The wings move together and are constrained to a constant distance, giving the similarity to
tethered cylinders. (e) Power spectral density (PSD) of dynamic response for cylinder spacing x0/D = 4, showing frequency
peaks corresponding to Strouhal frequency and wake stiffness frequency. (f) Apparent Wake Stiffness, fwD/U , for tandem,
tethered cylinders at various spacings. Wake stiffness effects decrease for x0/D ≥ 3.5, but remain constant for x0/D = 3.0.
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wake stiffness to explain the frequency of oscillations that they measure. As the cylinder is displaced from the wake centerline,
the average magnitude of the coefficient of lift increases, giving the overall wake a stiffness-like behavior for quasi-steady
dynamics. The wake stiffness is generated by the mean pressure difference between the surrounding flow and passing vortices
shed from the upstream cylinder, providing an approximately linear dependence on displacement.

Since our experiments have no structural restoring force, any forces on the cylinders are due solely to fluid forces. For
cylinder separations of x0/D ∈ [3.5, 5], the power spectrum of cylinder motion is dominated by two frequencies: a lower
power, higher frequency component consistent with the corresponding Strouhal frequency for a stationary cylinder at that flow
velocity; and a higher power, lower frequency component that we associate with the wake stiffness, as shown in Figure 1(e).
When x0/D = 3, the power spectrum shows one frequency peak. Based on results from the literature [7], this behavior lies
within the little-studied gap-flow switching regime for tandem cylinders, which occurs for spacings x0/D < 3.5 according to
[7]. As the trailing cylinder is displaced, flow around the cylinders is redirected through the gap, causing the cylinder to be
forced back toward the centerline. Assi et al. [1] did not conduct experiments in the gap-flow switching regime.

In the present study, we non-dimensionalize the measured frequency of oscillation by flow velocity and diameter to calcu-
late an apparent wake stiffness, which we define as the stiffness necessary to give the measured frequency. Our experimental
results support the use of the wake stiffness model in our tethered cylinder system. Figure 1(f) shows that apparent wake stiff-
ness decreases slightly as Reynolds number increases for all cases within the wake induced vibration regime for which Assi et
al. [1] initially postulated wake stiffness. This decreasing relative frequency is also shown in the original paper. In contrast, in
the gap-flow switching regime the apparent wake stiffness remains essentially constant throughout the tested range, suggesting
that the wake stiffness model is even more applicable to this regime than to the parameter range proposed in [1].

APPLYING WAKE STIFFNESS TO A MODEL OF FLYING SNAKES

A tandem wing model of flying snakes provides an opportunity to extend wake stiffness to tethered, non-circular bluff
bodies. Five species of arboreal snakes native to Southeast Asia, most notably Chrysopelea paradisi, are able to flatten their
bodies into a symmetric airfoil-like shape and glide through the air, as pictured in Figure 1(b). They continue to undulate their
bodies throughout the flight much as snakes do on the ground, leading to complex flight mechanics. The flow structure around
their bodies is unknown, but Holden et al. [3] have investigated the fluid forces on a representative cross-sectional body shape
and have found that the cross-section is a bluff body with a vortex wake at every angle of attack.

In the investigation of flying snakes, work has been done to represent the essential components of the mechanics of gliding
with simplified models. One such model, developed by Jafari et al. [5], uses the mean lift and drag forces on the snake body
shape from experiments by Holden et al. [3] to influence a tandem wing model, considering the wings as rigidly connected,
aerodynamically decoupled bodies, as shown in Figure 1(d). Each wing represents an approximately straight segment of the
snake that is transverse to the incoming flow, which is a bluff body at any angle of attack. The tethered cylinder experiments
provide a connection between previous cylinder experiments and the rigidly connected snake model. Therefore, we assume
that we can apply the concept of wake stiffness to the model, and thereby achieve a first order improvement over the initial
model. We find that wake stiffness affects glide stability and distance for the tandem wing model of the snake.

CONCLUSIONS

We examined the validity of the concept of wake stiffness, first introduced by Assi et al. [1], on a tethered cylinder
configuration, fixing the distance between the cylinders rather than the direction of oscillation. We found that wake stiffness is
a suitable framework for predicting these oscillations, but does not hold completely constant for increasing Reynolds number.
The cylinder experiments lay a foundation for exploring the implications of extending the wake stiffness model to a non-
circular pair of bluff bodies, such as the cross-sectional body shape of flying snakes.
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Summary The phenomenon of infinite-lock-in/resonance-forever is investigated at low Reynolds numbers. It corresponds to the situation

where the structure exhibits large amplitude oscillation up to infinite reduced speed (U∗). Computations have been carried out for various

mass ratios (m∗) to obtain the critical value, m∗

crit
, that demarcates the synchronized and desynchronized response at U∗ = ∞. The study

brings out significant differences between high Reynolds number and 2D flow regime.

INTRODUCTION

Unsteady aerodynamic forces arising from vortex shedding from a bluff body may lead to its vibrations. There is a strong

interdependence between the motion of the body and the wake structure associated with it. Free-vibrations are often associated

with resonance/synchronization/lock-in, wherein the structure exhibits relatively large amplitude of oscillation [1]. The range

of reduced speed over which lock-in occurs increases with decrease in the mass-ratio of the cylinder [2]. The mass ratio is

defined as the ratio of the mass of the oscillating structure to the mass of the displaced fluid. Experimental studies carried out

at large Reynolds numbers regime show that below a critical value of mass ratio (m∗

crit
), the range of lock-in extends up to

infinite reduced velocity [3]. This situation is referred to as infinite-lock-in/resonance-forever. In this work the critical mass

phenomenon is explored in the laminar regime. Compared to high-Re regime, significant differences are noted in the response

of the fluid-structure system in the laminar flow regime. The differences have been investigated in detail.

COMPUTATIONAL DETAILS

The Navier-Stokes equations in primitive variable form are used to model the incompressible fluid flow. The structure

is modeled as a rigid cylinder mounted on linear spring. To encourage high amplitude oscillations, the structural damping

coefficient is set to zero. Only transverse oscillations are considered. A stabilized space-time finite element formulation

has been utilized to carry out the computations. The details of the formulation along with the boundary conditions and the

mesh employed for the study has been presented in our earlier works [4]. The reduced speed is defined as U∗ = U/fnD,

where, U is the free stream speed, D is the diameter and fn is the natural frequency of the oscillator in-vacuo. The Reynolds

number is based on U and D. Computations have been carried out over a wide range of reduced speed and for U∗ = ∞. For

computations at U∗ = ∞, the natural frequency of the oscillator is assigned zero value in the equations governing the motion

of the oscillator.

RESULTS

Figure 1(a) and (b) shows the variation of the amplitude of cylinder oscillation with reduced speed (U∗) at Re = 150 and

100 for different values of mass ratio. Also shown is the response of the cylinder corresponding to U∗ = ∞. The amplitude

has been non-dimensionalized with the diameter of the cylinder. At Re = 150, the response of the cylinder for m∗ > 0.1
is associated with two jumps at the two ends of the lock-in boundary with respect to U∗. Outside the lock-in regime, the

cylinder exhibits low amplitude oscillation. The reduction of mass ratio to m∗ = 0.1 results in an interesting situation. The

cylinder exhibits large amplitude oscillation up to U∗ = 100, the largest finite reduced speed for which the computations have

been carried out. The amplitude of cylinder oscillation for U∗ = 100 is found to be very similar to that at U∗ = ∞. The

difference in the two amplitude values for all mass ratios is less than 1%. It therefore, appears that for m∗ = 0.1, the extent of

lock-in regime persists up to U∗ = ∞. At U∗ = ∞ the amplitude of cylinder oscillation shows a sharp increase as the mass

ratio is reduced to m∗ = 0.1. This jump is associated with the transition of the response of the fluid-structure system from

desynchronization to lock-in. Therefore, the critical mass ratio for Re = 150 is 0.1.

For Re = 100, the response of the cylinder for m∗ = 10.0 is similar to that at Re = 150. It is associated with two

jumps. However, for m∗ < 2.0, only one jump is observed. Unlike, at Re = 150, the amplitude of cylinder oscillation at

U∗ = ∞, increases smoothly with decrease in mass ratio. Therefore, the critical mass ratio, based on the criteria of jump in

the amplitude of cylinder oscillation at U∗ = ∞, does not exist for Re = 100. In this situation, a frequency based criteria is

used to identify m∗

crit
. At the critical mass ratio the frequency of cylinder oscillation at U∗ = ∞ achieves its lowest value.

This definition is found to be consistent with the conventional definition of m∗

crit
that is based on the jump in amplitude at

U∗

∞
. Detailed computations show that for Re > 111, the critical mass phenomenon is associated with amplitude jump at

m∗

crit
, while for Re ≤ 111, the amplitude at U∗ = ∞ decreases smoothly across m∗

crit
.
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3251

sophie
Typewritten Text
___________



 A
*  

 U* 

∞0.0

0.2

0.4

0.6

  1  10 100

 A
*  

 U* 

∞

m*=0.1
m*=0.2
m*=0.5
m*=1.0

m*=10.0

0.0

0.2

0.4

0.6

  1  10 100

 m
*  

 Re 

0.1

0.2

0.3

0.4

0.5

0.6

 100  1000  10000

(Present)

S
yn

ch
ro

ni
ze

d

D
es

yn
ch

ro
ni

ze
d

Morse & Williamson (2009)3D flow regime

Desynchronized

Synchronized

Desynchronized

2D flow regime
(Present)

(a) (b)

(c)

Figure 1: Flow past a free vibrating cylinder: variation of non-dimensional amplitude with reduced for various mass ratios for (a) Re =
150, and (b) Re = 100. Also shown is the amplitude corresponding to U∗ = ∞. (c) Variation of critical mass ratio with Re.

Earlier studies at large Reynolds number have shown that during lock-in the mode of vortex shedding at U∗ = ∞ is 2P .

In the 2P mode two pairs of counter-rotating vortices are shed per cycle of cylinder oscillation. The present study shows that,

in the laminar flow regime, the vortices are shed in 2S pattern at U∗ = ∞. In this mode, two vortices of opposite circulation

are shed in one cycle of cylinder oscillation. Figure 1(c) shows the variation of m∗

crit
with Reynolds number. It is observed

that in the laminar flow regime, m∗

crit
increases with increase in Re. This is different from observation made at large Re,

where m∗

crit
decreases with increase in Re. A few computations were carried out beyond the 2D flow regime also. These

points are shown in the figure.

CONCLUSIONS

The phenomenon of resonance-forever is investigated in the laminar flow regime. Computations have been carried over a

wide range of U∗ and U∗ = ∞. The response of the cylinder for U∗ = 100 is found to be nearly the same as the response

at U∗ = ∞. For Re > 111, the amplitude of cylinder below critical mass ratio jumps from desynchronized response to

locked-in state at U∗ = ∞. On the other hand, for Re ≤ 111, the amplitude of cylinder oscillation for U∗ = ∞, increases

smoothly with decrease in mass ratio from no lock-in to lock-in. Unlike large Re, the value of critical mass ratio decreases

with increase in Re in the 2D regime.
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Summary This paper presents a numerical study of the deviation motion of 2D flexible flapping in propulsion regime. The wing evolves
in an incompressible flow at low Reynolds number and is subject to large structural deformations. It is shown that the deviation motion
amplitude and phase are influenced by the wing inertia as well as by two feathering mechanisms.

INTRODUCTION

The study of flapping wings has received much attention in the last several years. This subject is of great interest in life
sciences since insects, birds, and many aquatic animals use flapping wings or fins to move. Interest is also growing in the
engineering community as flapping wings constitutes an interesting alternative to conventional aerodynamic principles (fixed
or rotary wings) when it comes to design a lift or propulsion system for small scale devises such as micro air vehicles. In this
context, this paper presents a study of self-propelled flexible flapping wings. The study focuses specifically on the deviation
motion of such wings with different masses and flexibilities.

PROBLEM DEFINITION

Figure 1: Geometry and motion de-
scription of the flat plate wing con-
sidered here. The grayed region is
flexible.

The self-propelled flexible flapping wing investigated in this paper is assimilated to
a flat plate of chord c whose profile is modeled by an Euler-Bernoulli beam model. The
beam model is formulated to take into account geometrical nonlinearities since the wing
undergo significant deformations even though the internal strains remain small. The flow
field surrounding the wing is modeled by the incompressible Navier-Stokes equations.
A harmonic pitching motion given by θ = θ0 sin(2πft) as well as a harmonic vertical
heaving motion given by h = h0 cos(2πft) are imposed at the leading edge of the wing
which is let free to move horizontally (see Fig. 1). The heaving amplitude is h0 = c, the
pitching amplitude is θ0 = 30◦, f is the motion frequency. Since the horizontal velocity
is a priori unknown, the Reynolds number is defined as Re = h0fc/ν, where ν is the
kinematic viscosity of the fluid. The Reynolds number is set to Re = 200 throughout
this study. The other relevant dimensionless parameters are:

Σ =
ρfh0
ρse

, δ∗P =
ρf (h0f)2c3

EI ′
,

where ρf and ρs are respectively the fluid and the solid densities, E is the solid rigidity,
e is the wing thickness, and I ′ is the inertia of the wing frontal section per unit span
given by I ′ = e3/12. Σ represents the ratio of pressure forces over inertia forces that act on the wing structure. On the
other hand, δ∗P represents the dimensionless flexibility of the wing with respect to pressure forces. As such, δ∗P provides an
estimation of the trailing edge relative displacement with respect to the leading edge. Lastly, it is worth pointing out that the
deviation motion is defined as the horizontal back and forth motion of the wing with respect to a point that moves at the wing
average velocity.

NUMERICAL METHODS

The 2D flexible flapping wing scenario described above is a fluid-structure interaction problem. In order to obtain a
numerical solution for such problem, a partitioned algorithm is used. That is, the fluid flow and the structural deformations are
computed by two dedicated tools while the interaction is realized by transferring loads and velocities through the boundary
conditions on the wing itself. The fluid flow is solved with a second-order finite-volume code based on the OpenFOAM
library. The code uses an iterative PISO algorithm and the mesh motion is handled by inverse-weighting interpolation. On
the other hand, the beam model is implemented using an in-house finite-element code that uses Hermite shape functions and
Newton-Raphson iterations. The two solvers are embedded in a fixed point iterative loop to ensure full implicitness of the
temporal scheme upon convergence. Because such coupling scheme is unstable when the fluid-solid interaction is strong [1],
a stabilization strategy based on artificial compressibility similar to [2] was implemented. The numerical method is presented
in more details and is thoroughly validated in [3].
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RESULTS AND DISCUSSION

(a)

(b)

Figure 2: Vorticity field surrounding very
flexible wings at ft = 0. (a) Σ = 50, and
(b) Σ = 0.1.

Numerical simulation results show that both flexibility and mass produce sig-
nificant effects on the deviation motion of a flexible flapping wing. Fig. 3a shows
the deviation motion of rigid wings. It clearly appears that decreasing the mass of
the wing (increasing Σ) increases the amplitude of the deviation motion. This is
simply explained by the fact that heavier wings undergo a smaller acceleration at
a given aerodynamic force. As such, the motion of heavier wing and their general
behavior resembles that of fully-constrained flapping wings (i.e., with an imposed
horizontal velocity). On the other hand, the deviation motion of light wings has a
feathering effect that levels and reduces the magnitude of aerodynamic forces.

The effect of wing flexibility on light wings (Σ = 50) is illustrated in Fig. 3b.
It is observed that increasing flexibility reduces the amplitude of the deviation
motion. This is attributable to another feathering effect, this time caused by wing
flexibility. Indeed, when Σ is high, the wing shape of flexible wings tends to align
itself with the local velocity field since the wing deformation is govern mainly by
pressure forces. This behavior is clearly visible in Fig. 2a. Moreover, increasing
flexibility also has an effect on the phase of the deviation which alters the open-
ness of the figure-of-eight pattern. The effect on the phase is attributable to thrust
peaks that are damped out by flexibility. While aerodynamic forces do not sig-
nificantly influence the trajectory of heavy wings, Fig. 3c shows that increasing
the flexibility of such wings increases the magnitude of the deviation motion that
would be mostly nonexistent otherwise. This increase in deviation is explained by
the fact that heavy wings deform at the extremities of their vertical course at which points, the trailing edge is pulled downward
or backward because of its high inertia (see Fig. 2b). When the deformation is large, the trailing edge displacement also has
a significant forward component that has the effect of pulling the leading edge backward so that the center of mass position
remains mostly unchanged, hence the increase in the amplitude of the deviation motion.
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Figure 3: Deviation motion of flapping wings. (a) Rigid wings for different values of Σ, (b) Flexible light wings (Σ = 50),
and (c) Flexible heavy wings (Σ = 0.1). dx and dy are respectively the x- and y-components of the leading edge relative
displacement.
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Summary This paper presents numerical simulations of passive control of flutter applied to a two dimensional airfoil-aileron configuration. 
The geometric model is composed of two joint solids: a main airfoil which can pitch (α) and plunge (h), and a hinged Control Surface (β). 
Under potential flow, low angle and frequency hypothesis, a linearization of the aeroelastic system reaches out a strongly coupled formulation. 
The time-domain expression of the Theodorsen unsteady aerodynamic model is computed using R.T. Jones approximation the Wagner 
function. This work focuses on three strategies to shift the critical speed. Firstly, the called “Linear Vibration Absorber” (LTVA) is a tuned 
mass damper (TMD), placed inside the airfoil, which oscillates in the plunge direction. Secondly, the “NES” is a nonlinear damper, based on 
the Nonlinear Ensegy Sink technology. Thirdly, the named “Cubic Control Surface” (CCS) configuration consist nonlinear hinge jointure 
featuring cubic restoring forces.  

 
PRESENTATION OF THE PROBLEM AND METHODS 

 
   Dynamic aeroelasticity issues are contemporary research topics given their dangerous, hard to predict and their long, 
expensive certification stages [1]. The Tuned Vibration Absorbers technology (TVA) [2], consisting in adding a light 
{mass, spring, damper} (Fig. 1) device in the structure, is usually used by dynamists to passively transfert energy to a small 
subsystem. This method has been widely used to control bridge flutter but less on the airfoil application [3]. More recently 
oscillators with a cubic nonlinear stiffness (NES and NLTD) have shown interesting capacity in energy sinking and 
robustness [4], [5].
   The goal of the study is to improve the understanding of adding such devices to an airfoil-aileron configuration (Fig. 2). 
According to potential aeroelasticity hypothesis, the Theodorsen model can be written in the compact, strongly coupled 
form [6] (eq. 1), where 𝑢 is a general generalised coordinate vector containing unsteady aerodynamic informations and f̃nl 
is the nonlinear restoring force vector. In the case where jointures are fully linear, reduced natural pulsations 𝛺 and modal 
damping ratios 𝜁 of normal modes can be computed with the eigenvalues “𝜆” (2). Thus, the sign of the aeroelastic damping 
is opposite to the eigenvalues real part. Linear reduced flutter speed is reached when the damping ratio becomes negative. 
At the uncontrolled configuration, the flutter speed is 6.25 𝑟𝑎𝑑−1 (Fig. 3). 
 
 

 
 
 
 
 
Figure 1. Tuned Mass Damper Attached to a  
Linear Oscillator 
 
 
 
 
 
 
 
      
 
Figure 2. Aileron-Airfoil configuration with an  Figure 3. Flutter Diagram of the airfoil without passive  
Attached TMD      control device. 
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RESULTS AND CONCLUSIONS 

 
   Three passive technologies have been considered to shift flutter. The linear TMD, the Nonlinear Energy Sink TMD (NES), 
inside the airfoil, and a control surface including cubic restoring force (CCS). A frequency domain analysis coupled with a 
section method allows fast computation of the flutter speed (Fig. 4). Two areas show increasing of the flutter speed over 10%. 
Since the mass is a critical parameter in the aeronautical industry, the optimal position is at the trailing edge for an added mass 
around 2%. A fall of the flutter speed around the center of the airfoil is observed and goes behind 90%. Hence, it is important 
that the linear TMD keeps its position during the flight. 
   The indicator of efficiency of the nonlinear devices has been chosen as the ratio between the permanent root mean square 
amplitude and the initial condition (eq. 3). Hence, when the indicator equal 1, it means that the amplitude RMS is ten times 
under the initial condition. 

𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 = − log10(𝛼𝑟𝑚𝑠/𝛼0)  (3) 
   Figure 5 shows the indicator as function of the position and the reduced nonlinear term of the added NES 5% over the linear 
flutter speed. The NES mass is 5% of the airfoil. The optimal position is at the leading edge for high nonlinear stiffness. Around 
the small extremum, the NES configuration decreases the aeroelastic behaviour. 
   Figure 6 shows the indicator as function of the flutter velocity ration and the reduced nonlinear term of the CCS. The flutter 
speed increases as the cubic stiffness. If the nonlinear term is below 1E6, no flutter shift is observed. According to the parameter 
mapping, the CCS device can increase the flutter velocity of 7%. 
 
   This work confronted two nonlinear damping technologies to ‘well known’ linear TMD for flutter control. The linear 
absorber appears to be the most efficient (10%) for a light increasing of the mass (2%). However, the CCS device looks very 
interesting since it can increase the flutter speed of 7% without mass addition. The nonlinear TMD appears to be the less efficient 
method. In a future work, it would be interesting to verify the robustness of nonlinear methods and to continue the parametrical 
study with focusing on the TMD’s damping ratio. 
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Figue 5. Indicator as function of the reduced nonlinear stiffness and 
the position 5% over the linear flutter speed for the “NES” 
configuration. 𝜖 = 5%. 

 

 
Figure 4. Flutter speed increasing as function of the 
reduced position, stiffness and mass of the linear 
TMD  

 
Figue 6. Indicator as function of the reduced nonlinear stiffness 
and wind velocity for the “CCS” configuration. 
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Summary At the intermediate Reynolds number Re = 100, a two-dimensional, linearly-sprung, circular cylinder restricted to move in
the cross-flow direction and incorporating a rotational nonlinear energy sink (NES; consisting of a mass freely rotating about the cylinder
axis and whose angular motion is restrained by a linear viscous damper) can undergo repetitive cycles of slowly decaying oscillations —
which can lead to significant vortex street elongation with partial stabilization of the wake — interrupted by chaotic bursts. We construct
a reduced-order model of the fluid-structure interaction dynamics and employ analytical techniques to show that the strongly modulated
response is the manifestation of a resonance capture into a slow invariant manifold (SIM) that leads to targeted energy transfer from the
cylinder to the rotator. Capture into the SIM corresponds to transient cylinder stabilization, and escape from the SIM to chaotic bursts.

FORMULATION OF THE FLUID-STRUCTURE INTERACTION PROBLEM
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Figure 1: Circular cylinder in
cross-flow with rotational NES.

We consider a two-dimensional circular cylinder of mass Mcyl and diameter D, im-
mersed in an incompressible fluid of density ρf and kinematic viscosity ν, mounted on a
linear spring of stiffness Kcyl, and allowed to move only in the direction transverse to the
free stream. A pendulum of mass MNES is attached to the cylinder and freely rotates at
constant radius r0 about the cylinder’s generatrix (cf. Fig. 1). Inertial coupling allows en-
ergy to be transferred from the cylinder to the rotator, part of which is dissipated by a linear
rotational viscous damper about the axis of rotation of the NES [1]. The Reynolds number
Re = UD/ν is based on the cylinder diameter and on the free-stream velocity. We de-
fine a dimensionless time τ = tU/D, scale the length, velocity and pressure by D, U and
ρfU

2/2, respectively, and introduce the dimensionless quantities y = Y/D, r̄0 = r0/D,
m∗ = ρb/ρf as well as a mass ratio εr = MNES/(Mcyl +MNES). The equations governing
the motion of the two coupled oscillators are then expressed in non-dimensional form as

ÿ + ω∗
r
2y = εrr̄0

d

dτ
(θ̇ sin θ) +

2CL

πm∗ and θ̈ + λrθ̇ =
ÿ

r̄0
sin θ, (1)

where ˙( ) = d ( ) /dτ and ρb is the density of the cylinder with the NES [2]. The lift force FL has been scaled in favor of a
dimensionless lift coefficient CL = 2FL/(ρfU

2D), while the natural frequency of the linear spring supporting the cylinder
has been non-dimensionalized as ω∗

r
2 = (2πf∗n )

2
= D2Kcyl/[U

2(Mcyl +MNES)], and a dimensionless damping coefficient
has been defined as λr = DCNES/(UMNES). The density ratio m∗ is set equal to 10, and the Reynolds number to Re = 100.
The natural frequency f∗n of the linear spring is chosen close to the normalized shedding frequency of a stationary circular
cylinder at Re = 100, which is equal to the Strouhal number St = 0.167. The cylinder is initially at rest, while the NES
initial conditions are selected as θ(0) = π/2 and θ̇(0) = 0. Our computational approach is based on the spectral-element code
Nek5000 [3]. The Navier-Stokes equations are cast in an arbitrary Eulerian-Lagrangian frame and integrated forward in time
in a staggered fashion, together with (1) governing the motion of the two coupled oscillators.

PHYSICAL PHENOMENA FOR FINITE MASS RATIOS

For NES parameters εr = 0.33, λr = 0.002745 and r̄0 = 0.458, the dynamics is characterized by successive cycles of
regular motion of the cylinder and the NES interspersed by chaotic bursts. During periods of regular motion, the cylinder
oscillation amplitude gradually decreases and the NES becomes locked in a regime of steady rotation that corresponds to 1:1
resonance capture with the cylinder. As the slowly decaying cycle progresses, the amplitudes of the lift and drag coefficients
reduce drastically, while the cylinder, NES and lift coefficient are in clear 1:1:1 resonance, dominated by a single frequency
that slowly decreases and reaches a minimum right before the dynamics transitions toward instability. More interesting, as
the lift coefficient approaches zero and the drag coefficient tends to a minimum, the structure of the flow aft of the cylinder
changes noticeably. The attached vorticity is considerably elongated and straightened, suggesting that the steady, symmetric
solution (unstable at Re = 100) is partially stabilized due to the indirect action of the NES on the flow (cf. Fig. 2) [2, 4].
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ORDER REDUCTION OF THE DYNAMICS AND NUMERICAL VALIDATION

We analytically study the dynamics of the system governed by (1) in the aforementioned regime of resonance [4]. The
cylinder interacts with the surrounding fluid only through the lift coefficient CL, for which numerical data provides enough
information to formulate an ansatz ĈL for the asymptotic analysis. In order to apply classical complexification-averaging
techniques, we impose the condition of 1:1:1 resonance and formally introduce the slowly varying instantaneous frequency
ω = ω(τ) that depends on the amplitude of cylinder oscillations. We then use a slow-fast partition of the dynamics by letting
R(τ)ejζ(τ) = ẏ + ω(τ)y and θ = ±ζ(τ) + ψ(τ). The instantaneous frequency ω and “fast” phase ζ are related through
ζ̇(τ) = ω(τ). We assume an ansatz lift coefficient of the form ĈL = B(τ) sin[ζ(τ) + η(τ)]. In the above expressions, R, ψ,
B and η are slowly varying functions of time. These steps are consistent with the numerical results in that they incorporate
the essential assumption that, in the regime of 1:1:1 resonance, the NES, the cylinder and the lift coefficient are dominated by
a single, slowly varying frequency ω and, consequently, that additional small-amplitude harmonics may be neglected.

Traditional averaging procedure yields the complex slow-flow equations, from which we extract the expression of the slow
invariant manifold (SIM) of the problem, given by R cosψ = −2λrr̄0. The SIM is composed of two branches (the one stable,
the other unstable), and breaks down by the mechanism of saddle-node bifurcation. Past this point, the slow flow leaves the
regime of 1:1:1 resonance and enters a different regime of dynamics. At the super-slow scale, on the stable branch of the
SIM, further approximations and algebraic manipulations allow us to reduce the dynamics down to a system of one nonlinear
ordinary differential equation governing the slow modulation of the fast oscillations of the cylinder during the slowly decaying
cycle, Ṙ = f(R,ω); and one algebraic equation relating the frequency of the cylinder oscillation to its amplitude, ω = g(R).
The asymptotic analysis is validated by comparing the analytical predictions to numerical data obtained with Nek5000. Figure
2 shows the “sliding” of the trajectories on the stable branch of the slow invariant manifold. In the absence of a stable fixed
point on the SIM, the “sliding” of the dynamics continues until the trajectory escapes the SIM and transitions into intermittent
chaos, after which the dynamics is again captured on the stable branch of the SIM, and the previous cycle starts anew.
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Figure 2: Capture into the 1:1 slow invariant manifold, for NES parameters εr = 0.33, r̄0 = 0.458 and λr = 0.002745. From
left to right: comparison between the raw data obtained by direct numerical simulation and the analytical prediction resulting
from integration of the reduced-order slow-flow model (ROM); and spanwise vorticity field at the beginning (top right) and
end (bottom right) of the slowly decaying cycle highlighting significant elongation of the attached vorticity.

CONCLUSIONS

The mechanism of passive VIV suppression of a sprung cylinder in cross-flow with a rotational NES characterized by
successive cycles of regular, slowly decaying motion interrupted by chaotic bursts, is proven to be the result of a resonance
capture into the stable branch of a slow invariant manifold. This clarifies the action of the rotator on the resonance dynamics
of the fluid-structure interaction problem, including the partial wake stabilization observed for finite mass ratios.
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Summary Multi-frequency vortex-induced vibrations of a slender cylinder in non-uniform flow are explored based on finite element 
simulations. A hydrodynamic model taking account of the interaction between fluid and structural dynamics is developed and combined 
with the finite element method so as to carry out multi-frequency vortex-induced vibration (VIV) of a slender cylinder in shear flow. Our 
numerical results shows that multi-frequency VIV may occur due to participations of several excited modes. As the towing speed (or the 
maximum speed of the linearly sheared flow) increases, the average RMS stress progressively rises and the spectral contents of the mixed 
standing-traveling wave structural responses become wider; but the displacement amplitude changes just a little. The region of first-
dominant frequency shrinks because more and higher-order modes are involved into the responses. 
 

1. INTRODUCTION 

Vortex-induced vibration of long flexible cylinders such as riser, tension leg and pipeline of deep water platform 
experiencing ocean current (or wave) become more complicated as water depth increases. The dynamic characteristics of 
slender cylinder usually presents low-frequency and high-density natural modes due to large structural flexibility. The 
distribution of fluid field is no longer uniform. Several modes, rather than a single mode, are often excited during cylinder’s 
VIV[1,2]. Further understanding and development of practical prediction model of the VIV for long cylinder like deep water 
riser experiencing non-uniform flow are significantly challenging. 
 

2. HYDRODYNAMIC MODEL AND FINITE ELEMENT SIMULATION  

For a long cylinder undergoing VIV, to get the theoretical solution is pretty difficult. Thus a numerical method based on 
a hydrodynamic model and finite element method is used here. First, based on our understanding of VIV and observations on 
experimental results[3,4], particularly in large-scale fields, along with CFD simulations, we found the lift force expression 
during lock-in would be more accurate and reasonable if the coupling between structural and fluid dynamics are taken into 
accounts. A third-order polynomial of the structure velocity, instead of the previous constant lift coefficient 

LC , is proposed 
to model the vortex-induced lift force ( , )Lf z t

 

as: 
2 2 3

0 1 2 3( , ) (1/ 2) ( sin( ) ( , ) ( , ) ( , )) ( ( , ))L L f Lf z t V D C t C y z t C y z t C y z t p C y z t                (1) 
where z, y and are respectively the axial position and transverse displacement of the cylinder and t is the time. V and   are 
the velocity and density of the fluid. D is the diameter of the cylinder. The values of the coefficients in Eq.(1) can be derived 
by fitting experimental data[4,5]. Observing Eq. (1), we may say it can capture, to some extents, features of VIV. For examples: 
the feature of self-excitation is represented by the first and second term; self-limitation is represented by the nonlinear terms; 
span coherence behavior is automatically captured because of the axially varying amplitude of structure’s velocity.  

Then the dynamic response of the cylinder undergoing VIV can be obtained by combining the presented hydrodynamic 
force model with the finite element method. The cylinder is uniformly divided into N  elements which are normal two-node 
Euler beam element. The vortex-induced lift force and the drag force exerted by the ambient fluid are applied at the nodes 
respectively in the excitation and damping region. Regarding the nonlinear load, the Newmark-Beta direct numerical 
integration is used to solve the dynamic equations. 

 
3. MULTI-FREQUENCY VIV RESPONSES AND DISCUSSIONS 

The VIV responses of a 90-meter tension cable in linearly sheared flow at ten towing speeds were simulated by our FEM 
simulations and compared with the experiments[5]. Here selected results, at two towing speeds of 0.54m/s and 1.14m/s, are 
presented in Fig.1. 
3.1 RMS and temporal-spatial evolution of displacement 

Fig.1a and c show that the calculated RMS displacement and the dominating modes give acceptable agreements with 
the experiments. Observing the evolution of displacement versus time and cylinder span, see Fig.1b and d, the response is a 
mix of standing wave and travelling wave. Standing wave dominates the two regions closer to top or bottom ends where it is 
easier for the excited wave to meet the reflected wave and form a standing wave. Travelling wave becomes more obvious at 
higher towing speed (1.14m.s) because the damping effect is faster for the modes with higher modal order.  
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3.2 Influences of speed on the displacement and stress 

The temporal power spectral densities (PSD) of displacements at the maximum RMS displacement are plotted in Fig. 2. 
They present the vibrations at multiple frequencies and the structural responses differ in the participating mode: as the towing 
speed increases, the highest modal order increases, while the band width of mainly excited frequencies broadens. Interestingly, 
more and/or higher-order participating modes do not necessarily mean larger displacement, see Fig.3, since different modes 
participate into (or drop out of) dynamic response and the excitation region for a certain mode change too. However, the stress 
obviously rises, see Fig.3, because new modes with higher-order number are excited. The higher level of stress with higher 
frequencies will inevitably impact the fatigue performance of structure.  

                   
a RMS displacement           b Temporal-spatial evolution      c RMS displacement        d Temporal-spatial evolution 

Figure 1 VIV of flexible cylinder in shear flow respectively at towing speed 0.54m/s (a and b) and 1.14m/s (c and d). 

3.3 Distributions of dominating frequencies along cylinder span 

The distributions of dominant frequencies along cylinder length are presented in Fig.4. It is noted that the distributions 
along cylinder span, in terms of the band width and length of dominant frequencies, varies as the towing speeds rises. The 
band width of dominant frequencies gets wider and the first-dominant region gets smaller while the second and other 
dominant frequencies share more region along the span. It is partly because there are more participating modes into the 
dynamic response as the towing speed gets larger, the modal competition gets fiercer. This phenomena of multi-frequency 
dominance along cylinder span was also reported in Ref.[6,7].  

 

     
Figure 2 Frequency spectrum of the       Figure 3  Effects of towing speed on    Figure 4  Distributions of dominant 

point with maximum displacement              VIV response                frequencies along the cylinder span 

 
CONCLUSIONS 

More and higher-order modes take part in the dynamic response as the towing speed increases. And, the average 
displacement slightly changes while the stress progressively increases, approximately linear, with the increase of towing speed. 
High-level of stress at higher frequency could be a concern owing to fatigue problem. There are different dominant frequencies 
distribute along cylinder span, and the length of the first dominant frequency gets smaller due to larger shear parameter along 
with more intense competition between participating modes. 
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Summary The following work presents the basic components of fluid systems containing liquid diaphragm pumps. First, the elastic com-
ponents of liquid diaphragm pumps are isolated and a mathematical representation for these elements is introduced. Then a formalism for
the behaviour of polymer tubing is presented, which is then combined with the model of the diaphragm pump and other simple fluid system
components. Measurements of such fluid systems are then compared with simulation results.

INTRODUCTION

Models of pumps which are connected to pipes have been treated in a variety of works [1, 2]. However, the elastic
pump components are mostly represented with a linear model and pipes are modelled according to a linear elastic material
behaviour. Both assumptions cannot represent small liquid diaphragm pumps whose elastic components consist of rubber and
are connected to polymer tubes. In this paper we propose a model for the representation of the non-linear behaviour of the
elastic components of a diaphragm pump and introduce an existing model for the viscoelastic material behaviour of tubes [3].

ELASTIC PUMP COMPONENTS

The flow–pressure behaviour of a working and resonating diaphragm in liquid diaphragm pumps can be represented with
the following equation

Q =
dp

dt

(
c(p) +

dc(p)

dp
p

)
(1)

, where Q is the flow generated by a certain pressure change in such a diaphragm. The pressure dependent hydraulic capacity
c(p) can be determined with help of the geometrical constraints and the material properties of a specific diaphragm, according
to non-linear plate theories [4]. A possible representation of the variable c(p) is:

c(p) = w0(p)
πa2

3p
(2)

where a is the radii of the clamped diaphragm, p the pressure acting on this diaphragm and w0 the maximal deflection of
this diaphragm, according to the approximative expression developed by Timoshenko [4]. Solving equation (1) for dp/dt
yields two differential equations one for the pressure inside the working chamber and one for the pressure in the resonating
chamber of the pump. These equations can then be solved numerically. Measurements of these non-linear pressure-volume
relationships show good agreement with the established theoretical models, as can be seen in figure 1

Figure 1: Measured volume depending on pressure for a rubber plate with a thickness of 0.3mm. Black solid line: Measured
pressure acting on the resonating diaphragm. Red solid line: Measured volume displaced by the resonating diaphragm. Blue
dotted line: Simulated volume curve according to linear plate theories. Green dotted line: Simulated volume curve according
to non-linear plate theories

∗Corresponding author. Email: frey@imes.mavt.ethz.ch
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TUBING

The behaviour of fluids flowing in tubes can be represented with a set of two partial differential equations (continuity and
momentum equation). In the one dimensional case these partial differential equations can be transformed to a set of ordinary
differential equations with help of the method of characteristics. These equations can then be solved numerically. Furthermore
steady and unsteady friction and the viscoelastic material behaviour of tubes can be integrated into the equations which are
describing the tube flow [3].

FLUID SYSTEM MEASUREMENTS AND MODEL VALIDATION

For the solution of this set of differential equations describing the tube flow, boundary conditions at the tube ends are
needed. At the end of the upstream tube and at the beginning of the downstream tube the model of a diaphragm pump serves
as boundary condition. Reservoirs with a constant liquid level at the other ends of the tubes serve as boundary conditions at
these ends. Measurements on a liquid diaphragm pump are compared to a model of this pump. The results of this comparison
are shown in figure 2

Figure 2: Measured (solid lines) and simulated (dashed lines) flow rates in the upstream and downstream tube as well as in
the resonating chamber of a diaphragm pump

The overall flow characteristic, especially the characteristic in the resonating chamber, of the measured pump is in relatively
good agreement with the simulation. Flow rate peaks are overestimated for the flow in the upstream and downstream tube
as well as in the resonating chamber (RC). This could be due to cavitation which may occur for this measurement situation.
Furthermore there is a shift of about 5ms between measured and simulated flow rates in the resonating chamber. If vapour
pressure is reached this will act like a supplementary capacity, which could cause this shift. The viscoelastic property of
rubber could be another explanation.

CONCLUSIONS

The presented non-linear models for the elastic pump components, show relatively good agreement to measurements and
provide good insights in the behaviour of such pump elements. It is therefore possible to use these models, to design new
pumps with a specific flow–pressure behaviour, for example.
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Summary Flow past rigid cylinders with an attached flexible splitter plate is investigated for low Reynolds numbers. Cross-sections with
corners (square) as well as without any corner (circle) are considered. An isolated circular cylinder with flexible splitter plate is mounted
on spring. The effect of flexibility of plate on suppression of vibrations is considered. The rigid plate is found to be more effective for
suppressing the vibrations. The interference between two square cylinders with splitter plates is considered for side-by-side configuration
for different values of stiffness of the plate. Large amplitude of vibrations is observed for the cases in which dominant frequency of the plate
vibrations locks–in with the first natural frequency of its bending oscillations.

INTRODUCTION

Flow past a bluff body with a flexible splitter plate is a classic problem in fluid-structure interaction. The interaction of
the separated shear layers with the vibrating plate leads to interesting dynamical phenomena. Splitter plates/filaments are
commonly used as devices for controlling vortex shedding and vibrations associated with bluff bodies. Several researchers
have studied the effect of rigid [1, 2] as well as flexible [3] splitter plates on the vortex shedding from a stationary circular
cylinder. However, the effect of splitter plates on multiple cylinders and on oscillating cylinders has not been studied in detail.
In this paper, the effect of flexible splitter plates on flow past two square cylinders and on elastically mounted single circular
cylinder is studied.

COMPUTATIONAL METHOD

The fluid flow problem over the deforming domain is solved by using the SUPG/PSPG stabilized space-time approach
known as DSD/SST [4]. The movement of the mesh in the deforming domain is modeled as a linear elastic pseudo-solid.
The nonlinear elastic structural dynamics calculations are carried out via an open-source program [5] based on the standard
Galerkin FEM in a total Lagrangian framework. The fluid and structure dynamics is coupled using a block iterative technique.

RESULTS AND DISCUSSION

Results for the flow past two square cylinders with splitter plates in a side-by-side arrangement are presented. The cylinder
centers are separated by a distance twice the edge length (L) of the cylinders. Each plate is of length of 4L and 0.06L
thickness. Reynolds number based on edge length of the cylinder is 100. The flexibility of the plate, characterized by the
non-dimensionalized Young’s modulus Ae(= E/ρfU

2
∞), is varied from 4× 105 to 32× 105. The ratio between the densities

of the structure and the fluid is 84.746. Initially, the flow is allowed to develop over the rigid structure for a fixed period of
time. As the flexibility is switched on, the plates exhibit small amplitude oscillations while moving out-of-phase with each
other. However, over a period of time depending on Ae, the motion of the plates eventually becomes in-phase. The frequency
and amplitude of the fully developed response varies with the flexibility of the plates. Figure 1(a) shows the variation of the
amplitude and frequency of vibration of the plates with Ae. The filled blue circles correspond to the amplitude, while the
frequency of vibration is shown with triangles. Also shown, for reference is the variation of natural frequency of the plates
with Ae using a continuous red curve. As seen from the figure 1(a), relatively large amplitudes are observed for the cases
wherein the frequency of oscillation of the plates is close to their first natural frequency. These cases correspond to ‘lock-in’.
During lock-in a well defined closed orbit exists in the phase portraits drawn between tip displacements of the two plates.
Figures 1(b) and 1(c) show the vorticity fields for a lock-in and a no lock-in case, corresponding to Ae equal to 4 × 105 and
12 × 105 respectively, at a time instant corresponding to the maximum deflection of the plates. During lock-in, the wake is
wider and vortices are released further downstream as compared to the no lock-in case.

Next, the results for the flow past an elastically mounted circular cylinder with splitter plate are presented. The Reynolds
number based on the cylinder diameter (D) is 150. The plate is 3.5D long and 0.2D thick. The value of the parameter Ae
is 8735, while the ratio of structure and fluid densities is 10. The natural frequencies, non-dimensionalized by U∞ and D, of
the rigid body and bending oscillations are 0.1667 and 0.0778 respectively. Figure 2 shows the vorticity fields for – (a) an
isolated cylinder, (b) cylinder with an attached rigid plate and (c) cylinder with an attached flexible plate, each having the same
natural frequency of rigid body oscillations. For cases (b) and (c), splitter plate interacts with the shear layers separated from
the cylinder, while inhibiting communication between the two sides of the cylinder. This leads to changes in the frequency
of vortex shedding and amplitude of vibration. The cylinder with the deformable plate has Strouhal number St equal to
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0.1664, which is slightly more than the value of St for an isolated cylinder. However, for the cylinder with a rigid plate St is
0.1166, which is much less than the other two cases. The presence of plates delays the release of shed vortices to a relatively
downstream location in the wake. The delay is more pronounced in the case of the rigid plate than the compliant one. The
reduction in amplitude of cylinder oscillations is also significantly more for the rigid plate than the flexible one. This suggests
that the rigidity of the splitter plate plays an important role in suppressing vortex induced vibrations.
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Figure 1: Re = 100 flow past two square cylinders with flexible splitter plates: (a) variation of frequency and amplitude of
displacement with Ae (b) instantaneous vorticity field with Ae = 4 × 105 and (c) Ae = 12 × 105. The plate are in their
maximum deflection configuration.
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Figure 2: Re = 150 flow past an elastically mounted circular cylinder instantaneous vorticity field for: (a) isolated cylinder
case (b) rigid plate case and (c) flexible plate case.

CONCLUSIONS

In this study, results have been presented for the flow induced vibration of flexible plates attached behind rigid cylinders.
In the case of flow past two square cylinders, the two plates initially exhibit out-of phase vibrations, but eventually get
synchronized with each other and show in-phase fully developed response. The lock-in of the frequency of plate oscillations
with the first natural frequency of bending oscillations is observed for certain values of stiffness. The lock-in cases show
relatively large amplitudes of oscillations, which is consistent with the well studied behavior of isolated cylinders at lock-in.
For the case of elastically mounted cylinder with splitter plate, the rigidity of the plate is found to play an important role in
reducing both amplitude and frequency of the cylinder oscillations.
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LARGE DEFORMATION OF CHIRAL RODS AND RIBBONS SUBJECTED TO WIND

Masoud Hassani1, Simon Molgat-Laurin1, Njuki W. Mureithi1, and Frédérick P. Gosselin *1

1Department of Mechanical Engineering, École Polytechnique de Montréal, Montréal, Québec, Canada

Summary In the present work, we seek to understand the reconfiguration of plants with a chiral morphology by experimental and theoretical
modeling of the large deformation of flexible chiral rods under wind. Test specimens are made of ABS plastic and polyurethane foam
reinforced with nylon fibers. Wind tunnel tests are performed to evaluate the effect of chirality on flow-induced reconfiguration. A theoretical
model is developed by coupling the Kirchhoff rod theory with a semi-empirical formulation for aerodynamic loading evaluation. A range of
geometrical and material properties and flow velocity is studied in the experimental and theoretical model. It is shown that chirality reduces
the effect of the loading direction on deformation.

INTRODUCTION

In general, plants and vegetation are flexible and are prone to significant deformation under fluid loading, their own
weight or precipitation load. The deformation of plants in flow is usually accompanied by a drag reduction which is termed
reconfiguration [1]. The reconfiguration of plants has been studied fundamentally by modeling them as simple mechanical
structures such as bending beams, fibers and plates [2, 3]. Although these aforementioned models can simplify the two-
dimensional deformation of plants, they are not representative for all forms of plants’ reconfiguration. For instance, some
species of plants grow with a chiral morphology which cannot be modeled by a bending beam. Plants with erect slender
leaves such as typha latifolia usually demonstrate a level of chirality [4]. It has been argued in several studies that chirality
renders plants less vulnerable to wind-induced deformation and buckling [4, 5, 6]. The effect of chirality on the stability of
plants against buckling has been studied by modeling them as upward pre-twisted beams [4, 5]. However, the role of chirality
in the three-dimensional reconfiguration of plants under transverse loading is missing from the literature. The goal of this
work is to study the mechanisms underlying the reconfiguration of chiral biological structures in the flow by modeling them
as a chiral rod. We seek to understand the effect of chirality on the ability of plants to withstand the fluid loading.

METHODOLOGY

Experimental Procedure and Materials
The tests on flexible specimens with chiral morphology are performed in a wind tunnel. A 6-axis force balance is used in

the present experiments to measures the aerodynamic forces and moments. The specimens are clamped to the force balance
at one end using a mast to subtract the effect of boundary layer from the measurements and they are free at the other end. The
measurements represent the time-averaged values of fluctuating loads within the stable region of the test specimens.

Two types of flexible specimens are used in the experiments: circular rods and flat ribbons. The circular rods are made
using polyurethane foam and are internally reinforced with nylon fibers as detailed in [7]. The fibers are positioned along
one diameter of the circular rod and twist around its centerline to form a rotating material frame (ex, ey, ez) with anisotropic
rigidity λ =(EI)y/(EI)x < 1 (see Fig. 1a). This geometry is used in order to simplify the fluid loading evaluation in the
theoretical model. The bending rigidity of the rods is evaluated from a three-point bending test. The flat ribbons on the other
hand have intrinsic directional rigidity due to their less-than-unity thickness to width ratio (Fig. 1b). They are made of ABS
plastic and twisted along their length with a range of pre-twist angles ϕ. Annealing at 100 C for several hours is performed to
make the twisted state of the rods their stress-free state (Fig. 1c,d). For a chiral ribbon, fluid loading depends on the alignment
of its sections with respect to the flow direction i.e. the local angle of incidence ψ. In the tests, the directional rigidity gives
rise to a three-dimensional deformation in asymmetric bending. The clamped end of each specimen is rotated around its
centerline to have different values of angle of incidence at the clamped end ψ0. Eleven rod specimens are made for a range of
natural twist ϕ from 0 to 720 degree and a variety of bending rigidity ratio λ.

Theoretical Model
The three-dimensional reconfiguration is modeled theoretically using the Kirchhoff theory of rods. In the model, a rod is

represented by a deforming three-dimensional and inextensible curve with the assumption of small strains [7, 8]. It is also
assumed that each cross section of the rod remains planar and normal to the centerline. Bending moments and the twisting
moments are proportional to the curvatures, (κx , κy) and the twist (τ), respectively. In this model, the rotation of the material
frame around the centerline is considered by coupling the derivatives of the direction cosines to the Kirchhoff equations. A
semi-empirical formulation of the pressure drag force on an oblique cylinder is also used to evaluate the aerodynamic loading

*Corresponding author. Email: frederick.gosselin@polymtl.ca
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Figure 1: A section of a) circular reinforced rod and b) a chiral ribbon. c) A ribbon made of ABS d) A ribbon with 90 degree
of pre-twist angle ϕ after annealing.

on the deformed specimens [7]. For the ribbon, lift and drag are evaluated based on the sectional angle of incidence and the
normal component of the flow velocity to the ribbon’s centerline. The lift and drag coefficients are evaluated from the wind
tunnel tests on a rigid metallic ribbon with the same aspect ratio as the flexible specimens. The governing equations are solved
using Matlab as a boundary value problem.

RESULTS AND CONCLUSIONS

A static bending test is performed on the foam rods by hanging them horizontally under their own weight. Figure 2a shows
the variation of the maximum tip deflection of the hanged rods as a function of ψ0 for three value of ϕ. It is found that by
increasing ϕ from 0 to 720 degree, the deformation becomes less dependent to the loading direction. Figure 2b illustrates the
drag for two ribbons for different angles of incidence, one without twist and the other with a natural twist angle of 360 degree.
The results show that chirality decreases the dependency of the drag to the flow direction. This is in agreement with the results
from the static bending test. Moreover, the drag generally decreases for a naturally twisted ribbon compared to a straight one.
Both of these conclusions support the hypothesis that a chiral morphology could provide an evolutionary advantage to plants
in reducing drag load and making their properties more isotropic.

Figure 2: a) Maximum vertical deflection of a horizontally hanged beam for a range of ψ0. Here, the angle of incidence is
measured with respect to the gravity direction. b) Drag measurement for two ribbons with a natural twist of 0 and 360 degree
for different values of angle of incidence ψ0
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PARTITIONED ITERATIVE AND DYNAMIC SUBGRID-SCALE METHODS FOR FREELY
VIBRATING OFFSHORE STRUCTURES IN TURBULENT FLOW
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Summary Fully-implicit combined field scheme proposed in [1, 2] has been extended to model flow-induced vibration of 3D offshore struc-
ture in a turbulent flow. We employ a partitioned iterative and dynamic subgrid-scale (SGS) schemes for solving coupled fluid-rigid body
interaction using unstructured grid. The iterative scheme relies on the so-called non-linear interface force correction formulation to stabi-
lize the variational coupled system based on the filtered Navier-Stokes equations. The interface corrections provide the force equilibrium
with arbitrary accuracy while maintaining the velocity continuity condition along the fluid-structure interface. We show that our second-
order scheme is stable for both VIV and galloping instabilities found in a freely vibrating square cylinder with strong added-mass effects.
We demonstrate the SGS-based large-eddy simulation solver for 3D multicolumn semi-submersible floater subjected to flow-induced mo-
tions at Reynolds number Re = 20000. The transverse amplitude and the Strouhal number of the offshore floater are validated against the
experimental data.

INTRODUCTION

Coupled dynamical fluid-structure systems undergo a great variety of flow-induced vibrations (FIV), both useful and
destructive manners in numerous engineering applications. In particular, ocean environments are full of such self-excited
instabilities, which constitute an interesting problem for the numerical modeling and can have a significant impact on the
systems used in ocean and offshore engineering, including moorings, risers, subsea pipelines, large floating structures. Off-
shore structures interacting with ocean currents are inevitably subject to fluid forces and they may undergo FIV at certain
conditions [4]. Square shaped columns are widely used in offshore floating structures such as semi-submersible. Predicting
FIV in column floaters is a challenging task due to complex wake interference, vortex-induced vibrations and galloping and
several other self-excited instabilities. These coupled instabilities associated with rhythmic oscillations are undesirable for
the riser and mooring fatigue. The motivation of this study is to understand the fundamental FIV behavior of multicolumn
configurations employed in semi-submersible structures. This numerical study focuses on the wake flow fields and vibration
characteristics of the single and multicolumn floating structure. We develop a partitioned iterative procedure to couple the
filtered Navier-Stokes solver with rigid-body dynamics. To account for fluid-body interaction, a partitioned iterative scheme
so-called nonlinear interface force correction (NIFC) has been developed to rigid-body coupling for capturing flow-induced
vibration. The coupled fields are advanced explicitly and the interface force correction is constructed at the end of each fluid
subiteration.

We introduce a new variational formulation along the fluid-body interface through combined interface [5] and nonlinear
iterative force corrections [2]. We provide a modified form of the interface force correction which can be applied with arbitrary
solid dynamics. In addition, we construct a dynamic sequence parameter for stabilizing the interface force along fluid-
structure interface through nonlinear sub-iterations. We show that the geometric extrapolations with the nonlinear iterative
force correction and the CIBC corrections can provide stable solution fluid-structure interaction with strong added-mass
effects. We perform systematic flow-induced vibration study of a square cylinder vibrating freely for the range of reduced
velocity Ur ∈ [1, 20] and mass ratio m∗ ∈ [0.1, 10]. The developed dynamic LES scheme is then validated for the vortex
shedding benchmark problem of an incompressible fluid flow at high Reynolds number (Re = 22000) flow past a squared
cylinder. For the first time, the NIFC procedure based on CIBC corrections has been extended for turbulent flow calculation
using the LES technique. The motion and forces of the floater is discussed as a function of structural damping and reduced
velocity. The numerical results are validated with the recent towing test in the ocean basin [6]. In our numerical study, we
demonstrate that flow-induced vibrations must be considered during the design process of column floater.

REPRESENTATIVE RESULTS

This section reports a set of numerical experiments to understand flow-induced vibrations of the column deep draft semi-
submersible. All the geometry parameters of the semi-submersible model is adopted from [6]. The model is scaled at 1:70 to
the real operational semi-submersible with the sharp cornered columns, as shown in Fig. 1a. The model has four columns with
four pontoons and in the full-load and deep draft condition and is elastically mounted and free to oscillate in the in-line and
transverse directions. The mesh consists of about 1.7 million nodes and 10 million linear tetrahedral elements for capturing
the turbulent wake using the dynamic subgrid LES model. Figure 1b presents the relationship between the reduced velocity
and the transverse vibration amplitude. The ”lock-in” region of VIV happens at Ur ∈ [7, 15], which changes into the galloping
mode after increasing the reduced velocity further.
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Figure 1: Semi-submersible structure with four pontoons in deep draft condition: (a) Detail of the dimension of semi-
submersible, (b) Comparison of response amplitude Amax

Y /D between experimental data and computational results, (c,d)
Vorticity contour plots at 2D cross-section at pontoon level

CONCLUSIONS

To overcome the deficiencies in the partitioned scheme, we have employed a sub-iteration based nonlinear iterative force
correction procedure for fluid-structure interactions. Second-order temporal accuracy of the NIFC scheme has been confirmed
through a systematic analysis of flow-induced vibration. Three-dimensional semi-submersible platform model is then simu-
lated to investigate flow-induced vibration at Re = 20000 and m∗ = 0.83 for range of reduced velocity corresponding to
the VIV branch. The transverse amplitude and the Strouhal number agreed reasonably well with the model test conduced
in the ocean basin. This study confirms that the partitioned iterative scheme can handle flow-induced vibration of low mass
offshore structure at higher Reynolds number. In future, the effects of flow incidence and wave-current interactions on semi-
submersibles will be considered.
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A VIBRATING MEMBRANE MODEL FOR MITRAL VALVE HONKS

Edmund Kay*1 and Anurag Agarwal1

1Engineering Deparmtent, University of Cambridge, United Kingdom

Summary A novel flow-structure interaction that simulates mitral valve vibration in the heart, is investigated experimentally. The mitral
valve is modelled by a thin latex rubber membrane and its vibrations are modelled by the Föppl-von Karman equations for the motion of thin
plates. Scaling analyses are used to determine the deflection of the membrane under a given pressure difference, the frequency of vibration
and the critical pressure difference for the onset of oscillation.

INTRODUCTION

A flow-structure interaction is investigated for air flowing over a semi-circular latex rubber membrane as shown in figure 1.
When the pressure difference across the membrane is increased above a critical value (dependent on membrane thickness) the
membrane starts to vibrate with large amplitude. Investigating this phenomenon should help give an insight into the production
mechanism for the “precordial honk”, a tonal heart sound heard in some patients with mitral valve regurgitation [1–3]. The
“precordial honk” is believed to be caused by valve vibration [3, 4]. In this paper we will look to describe the motion of the
membrane by determining non-dimensional relationships from the governing equations.

To the
Plenum

w
Cap

Membrane

Figure 1: Photo and schematic of the experimental apparatus

EXPERIMENTAL APPARATUS

The experimental apparatus and a schematic representation are shown in figure 1. Air is sucked from atmosphere through
the opening between the cap and the membrane and then along a pipe to a plenum. The cap overlaps the edge of the membrane
by 7 mm, the tube has a diameter of 69 mm, so the semi-circular membrane has a radius of 34.5 mm . The steady-state velocity
through the tube is measured by a venturi tube downstream of the membrane.

MATHEMATICAL MODEL

The motion of the membrane may be described by the Föppl-von Karman equations for the motion of thin plates (equations
1 and 2). The bending stiffness of all membranes tested is negligible. The material law is given by

1

E
∆2φ = w2

,xy − w,xxw,yy (1)

where E is the Young’s modulus ∆ is the Laplacian operator, φ is the Airy stress function, and w is the deflection of the
membrane. The equation of motion for the membrane is given by

ρ

h
ẅ = φ,yyw,xx − 2φ,xyw,xy + φ,xxw,yy +

∆p

h
(2)

where ρ is the density of the membrane, h is the thickness, and ∆p is the pressure difference across the membrane. The
amplitude of vibration of the membrane is large and so these equations cannot be further simplified.

*Corresponding author. Email: ek360@cam.ac.uk
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RESULTS

The equations describing the large amplitude vibrations are non-linear and difficult to solve. Therefore, the analysis is
restricted to scaling arguments.

Static Analysis
A static analysis is performed to determine how the deflection of the membrane varies with the pressure difference across

it. Equation 1 gives
φ ∼ EW 2 (3)

Using this in equation 2 gives (
EhW 3

)
∆PL4

∼ 1 (4)

Membranes of 5 different thicknesses are tested at a variety of pressures (below the pressure required to cause them to vibrate)
in order to test the non-dimensional relationship given in equation 4. The results are shown in figure 2, with the vertical lines
indicating error bars which assume a maximum error of 1 mm in the reading of membrane deflection.

6 7 8 9 10 11 12 13
0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

w/ mm

W
h
1/
3

∆
p1

/3

h=0.48mm
h=0.42mm
h=0.35mm
h=0.27mm
h=0.20mm

Figure 2: Verification of scaling relationship in equation 4

Unsteady Analyses
The vibration of the valve can be caused by two mechanisms. The first is if the unsteady pressure force oscillates at the

same frequency as the natural frequency of the membrane, then this will cause the valve to vibrate. The second mechanism is if
the pressure force is in-phase with the velocity of the membrane, for part of the oscillation cycle, then the pressure can provide
a “negative damping” force where energy from the fluid is transferred to the membrane, causing it to become unstable. By
analysing the functional form of the unsteady pressure force it is possible to determine which of these mechanisms is causing
the vibration of the membrane.

CONCLUSIONS

A flow-structure interaction problem, modelling mitral valve vibration in the heart, has been investigated experimentally.
Scaling analyses have been performed on the governing, Föppl-von Karman, equations to determine non-dimensional rela-
tionships for the deflection of the membrane under a given pressure difference, the frequency of vibration and the critical
pressure difference for oscillation.
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INVESTIGATION ON AEROELASTIC RESPONSE OF A HYPERSONIC WIND TUNNEL 
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Summary A coupling numerical simulation technology which combined computational fluid dynamics (CFD) method with computational 

structure dynamic (CSD) is developed. Several kinds of mode to exchange data for CFD/CSD coupled computation is designed. Aeroelastic 

response of hypersonic wing under Ma 5 wind tunnel experimental condition is calculated as an example. The coupling of bending and torsion 

mode is captured. The computed result indicates that CFD/CSD method of aeroelastic simulation is feasible and credible. 

 

INTRODUCTION 

 

   In this paper, CFD/CSD coupling simulation method is used to predict the aeroelastic response of two wind tunnel 

experiment models. The aeroelastic response is simulated at the wind tunnel experimental condition, the influence of the 

coupling algorithm used in CFD/CSD coupling simulation is discussed. The CFD/CSD coupling simulation result is 

contrasted to the result predicted by piston theory. Finally, the simulation results are compared to the experiment data 

acquired by binocular vision measurement in hypersonic flutter wind tunnel. 

 

NUMERICAL SIMULATION METHOD 

 

   CFD/CSD simulation method is adopted to predict the flutter boundary of hypersonic wind tunnel model. The procedure 

of data exchanged between CFD and CSD code is split up into three steps: pre-contact search, association and interpolation. 

In flux interpolation, the value is adapted to the element sizes to preserve the integral. In field interpolation, the values are 

kept to ensure a conservative transfer. 

 

COMPUTATIONAL RESULTS 

 

   The wind tunnel experimental condition is used as the computational condition. Two kinds of wind tunnel model are 

analyzed which the thicknesses are 0.47mm and 0.58mm severally. The computational condition is Ma5, static temperature 

60K. 

   Firstly, the steady CFD simulation is done and applied as the initial condition of unsteady CFD/CSD coupling 

simulation. Velocity initial condition is applied to the element nodes of finite element model, in this example it is set to be 

1m/s. The wall-forces of the model are interpreted to the structural model as the force boundary condition. The 

displacements of boundary nodes of the structural model are interpreted and sent back to the flow field solver as the 

boundary condition. The unsteady flow field is calculated again under the new boundary condition and transfer new force 

data to the structural model.  

   The iteration continues in time domain. Four different dynamic pressures are used to capture the flutter boundary. 

Results of displacements in time domain are shown in Figure 1.  
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Figure 1: Deformed displacement of front node of the wing 

   For the model which the thickness is 0.47mm, the calculated results show that when the dynamic pressure grows from 

0.0315MPa to 0.0385MPa, the vibration displacement of the wing appears divergent. The flutter appears in this region where the 

flutter dynamic pressure is between 0.0315MPa~0.03325Mpa. The amplitude of vibration of the wing is about 1.3mm. 
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   To obtain the vibration displacement, the optical binocular vision measurement system is applied to achieve the flutter 

model vibration displacement in hypersonic wind tunnel experiment (see Fig. 2.). The system is constituted with CCD 

camera, image acquisition card and control computer mostly. The morphologies of the flutter model are solved by self-made 

programs. 

 

Figure 2: optical binocular vision measurement system in wind tunnel 

   For the model which the thickness is 0.58mm, the CFD/CSD simulation result is compared to the results which are 

obtained by optical binocular vision measurement system (see Fig. 3.). 

 

Figure 3: Contrast numerical simulation with experiment results 

   Because the displacement is plotted in time domain, the two pictures are somewhat different. The vibration frequencies 

acquired by simulation and optical binocular vision technique are 56Hz and 42Hz respectively. The reason is that the effect 

of reflect plate and wind tunnel wall is not be considered in simulation at present. 

 

CONCLUSIONS 

 

   The CFD/CSD coupling numerical simulation method is introduced in this paper. The method is used for the simulation of 

the flutter problem of a hypersonic vehicle wing model. The flutter in time domain is simulated using this method and the 

physical phenomena of the coupling of bending and torsion mode is captured. The simulation results offer an efficient reference 

to the wind tunnel flutter experiment design. 
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Summary The inflatable membrane boom, as the support structure of space mission, has certain stiffness from the inner pressure. 

With more and more precise requirements of space mission, it is especially significant to predict the vibration characteristics of 

the boom accurately. Base on the study on fluid-structure coupling analysis, this paper establish a new method of the vibration

characteristics of boom considering the influence of the in-tube gas. Taking the 1m inflatable tube for example, this paper 

investigates the effect of the in-tube gas for the vibration characteristics of the inflatable boom. This investigation can provide a 

theoretical basis for accurate calculation of the vibration characteristics of the inflatable structure. 

INTRODUCTION 
As the important support member of space structure, the pneumatic membrane structure required particular stiffness, 

and then it is often filled with the certain pressure gas. So, to improve the prediction accuracy of its vibration characteristic,

a large quantity of pre-stress model analyses are investigated by domestic and foreign scholars. Base the Finite Element 

Methods, Pazhooh[1] and George[2] proposed a hexagonal membrane element and nine-node membrane element for the pre-

stress model analysis. However, Pramila[3] found the natural frequencies of the inflation membrane structure come from the 

experiment measured increased 15 to 30% than from the pre-stress model. The natural frequency and damping ratio of the 

membrane model which had difference cable-net structure area ware investigate by Yang. This study verified the vibration 

characteristics of membrane would change due to the surrounding gas, and showed the gas would bring added mass and 

aerodynamic damping for this structure. Some approaches to solving the vibration characteristics of the membrane 

surrounding gas were proposed. Kassem first calculated the add mass by the potential flow theory, then solved the modal by 

applied the add mass to the membrane[4]. Moreover, the added mass could be solved by potential flow theory, also solved by 

numerical method. Deruntz and Geers applied the boundary element method to solve the added mass, and this reduced the 

amount of computation compared with the potential flow theory. In this paper, a new method is proposed by the earlier 

study of fluid-structure coupling, and the model and harmonic response of the boom is analysed base this method.  

MATHEMATICAL MODEL 

In view of shortcomings of virtual-density method, the fluid-structure coupling method is used to establish a new 

method for the model of the inflation boom has inner gas. As a kind of the finite element method, the model of both the 

inflatable boom and the gas field need be established. As you know, it is important for the set of the coupled boundary 

conditions for gas-membrane coupling. Whole cavity of the inflatable boom is filled with gas, and the gas in the boom is the 

compressible and inviscid.  

Base the fluid-structure coupling method, the normal velocity of the wall on inflation booms and the air normal 

velocity nearby the wall of the inflation boom keep continuous on the contact boundary of the inflation booms and the air 

domain. The equation of contact can be written as

fn f s snv v n v n v� � � � �
� � � �

                                     (1) 

Where, fnv , snv  are the normal direction velocity of the wall of booms and gas, respectively; fv� , sv�  are the velocity of 

the wall and the gas, respectively. The fluid momentum equation is projected to the normal direction of the wall, and be 

expressed  
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Where f�  and u is the gas density and the wall displacement respectively. Moreover, the coupling boundary demand 

the force continuity, so 

ij j si jn p n� �
                                         (3) 

Where ij�  and sip  are the stress of the membrane and pressure of the gas. Base the dynamic equation of the structure, 

the dynamic equation of the inflation booms considering the inner gas can be express as  
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In there, sM  and fM  are the mass matrix of the membrane booms and inner gas; sK and fK  are its corresponding 

stiffness matrix; Q and sF  are the coupled matrix and load vector of inflatable booms. This equation shows the mass matrix 

and stiffness matrix of this structured system is unsymmetrical  

RESULTS 
The change curve of the boom natural frequency with the gas density and the sound velocity are showed in Fig.1. Form 

the lift diagram, one can obtain the fundamental frequency of the boom is 70.3HZ when the gas density is 0.8 kg/m3. And 

the second natural frequency is the same as the fundamental frequency. Moreover, the first to the fourth natural frequency 

descends with the increase of the gas density. The fourth modal frequency decreases faster than the third natural frequency, 

and the two curves overlap while the gas density is 1.8 kg/m3, then the frequency is 148HZ. When the inner gas density less 

than 1.8 kg/m3, the third modal shape is expand and contract vibration. While the inner gas greater than 1.8 kg/m3, the third 

modal shape is the same as the fourth modal shape, is wave motion. The right image sees the change law of the boom 

natural frequency with the increase of the sound speed. It shows the natural frequency of 1st mode and 4th mode keep 

remain constant, and the 3rd mode frequency is linear increased before 380 m/s. When the sound velocity exceeds 380 m/s, 

the 3rd mode frequency is the same as the 4th mode, and the frequency is 169.6HZ.  
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Fig.1  The change curve of the boom natural frequency with the gas parameters  

CONCLUSIONS 
    

In this paper, the in-tube gas effect on the vibration characteristics of the inflatable boom are investigated by the fluid-structure 

coupling method. The change law of the natural frequency with the gas parameter is obtained, and this result shows that the 

mode shape would change when gas parameters are within a certain range.  

References 

[1] Pazhooh M D, Dokainish M A, Ziada S, etcl. Experimental Modal Analysis of an Inflatable Selfrigidizing Toroidal Satellite Component. Experim- ental and 

Applied Mechanics,2011(6):187-198. 

[2] George R B, John P. A finite element in elliptic coordinates with application to membrane vibration. Thin-Walled Structures,2005,43:1444-1454.  

[3] Pramila A. Shell flutter and the interaction between sheet and air. TAPPI-Journal,1986,69:70-74. 

[4] Kassem M  Dynamics of lightweight roofs. Dissertation of the University of Western Ontario, 1990.  

3274



XXIV ICTAM, 21-26 August 2016, Montreal, Canada

THRUST GENERATION BY A HEAVING FLEXIBLE FOIL
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2Aix-Marseille Universit́e, CNRS, Centrale Marseille, IRPHE UMR 7342, Marseille, France

SummaryIn the context of swimming, flexibility of the fin has often been argued to be an advantage for the propulsion. Experimental and
numerical studies have emphasized the role of the flexibility in propulsion. However, very few analytical works have been developed and
are often limited in the linear regime. We will present a new analytical model of a flexible plate immersed in a flow. The model is weakly
nonlinear and is based on the beam equation in vacuum for the structure and the coupling with the flow is made through linear potential
theory. Comparison between experimental data and predictions are in excellent agreement. Predictions extended to the literature gives good
results as well. This optimization study shows that the performance are always maximal when the system reach its resonance.

EXPERIMENTAL BACKGROUND

The experiment consists of a flexible plate of length2c and bending rigidityb immersed in a uniform water flowu.
The leading edge of the plate is actuated by a harmonic heave motionaLE cos(ωt) where the amplitudeaLE and the angular
frequencyω are controlled. The plate responds passively to the actuation and it deforms as a combination of beam eigenmodes.
The amplitude of response at the trailing edgeaTE is then recorded and the relative amplitudeaTE/aLE is plotted as a function
of the forcing frequency for different values of the experimental parameters. It appears that the only relevant parameters of
the study is the forcing amplitude, which induces nonlinearities in the response of the plate. The force generated by the plate
is measured by force sensors located the leading edge of the plate. The evolution of the force as a function of the forcing
frequency and amplitude is also investigated. Resonance in amplitude and in thrust are evidence when the forcing frequency
approaches the natural frequencies of the system plate and fluid. Experimental results are obtained from a previous study [1].

ANALYTICAL MODEL

An one-dimensional structure immersed in a two-dimensional potential flow is considered. The structure, actuated by a
harmonic heave motion at the leading edge (x = −1), passively deform. The deflection of the plateh is decomposed into
three eigenmodes of a beam in vacuum as follows

h(x, t) =

(
aLE +

N=3∑
i=1

aihi(x)

)
eiωt, (1)

whereai andhi are the amplitude and the deflection of theith eigenmode considered respectively [4]. The amplitude of
actuation is imitated by a rigid motion of amplitudeaLE. The model is weakly nonlinear and the asymptotic limit of small
income flow velocity is considered. The coupling between the surrounding fluid and the flexible structure is modeled through
the unsteady airfoil theory [3].

The governing equation of motion of the system fluid and structure is represented by the linearized Euler-Bernoulli equa-
tion. It is augmented by two linear damping terms from the visco-elastic dissipationν and the fluid dissipationµ, a nonlinear
transverse drag termcD, which mimic the transverse motion of the plate due to the imposed motion and a pressure jump across
the plate, given by the fluid. By inserting the modal decomposition (1), the governing equation becomes

(iων − ω2)(αiaLE + ai) + (1 + iωµ)κ4

i ai + iω2
cD
m

2

3π

1∫
−1

hi

∣∣∣∣∣∣aLE +
N=3∑
j=1

ajhj(x)

∣∣∣∣∣∣

aLE +

N=3∑
j=1

ajhj(x)


 dx

−

ω2

m


βi0aLE +

N=3∑
j=1

βijaj


 = 0. (2)

The clamped-free boundary conditions are added to the system in order to solve it. The coefficients of the linear dissipa-
tions have been measured independently in damped oscillations experiments. Whereas the constant value of the transverse
coefficientcD of the nonlinear term is adjusted manually to fit the experimental data.

∗Corresponding author. Email: florine.paraz@oist.jp

3275



From, the amplitude of each mode, the total thrustfT generated by the moving plate is investigated. It is decomposed into
the reactive forcefP, due to the pressure forces projected onto the direction of the flow, and the resistive forcefR, due to the
nonlinear damping forces. Thus,fT is expressed as

fT = fP + fR = −

1

2
ℜ

∫
1

−1

p ∂xhdx−

1

2
ℜ

∫
1

−1

(
mν∂th+

4

3π
cD|∂th|∂th

)
∂xhdx, (3)

whereℜ stands for the real part and the overbar for the complex conjugate. The integration is performed over the length of
the plate,i.e., −1 < x < 1.

RESULTS AND DISCUSSION

Solutions of equation (2) give the amplitude of each modes as a function of the forcing frequency and amplitude. The
relative amplitude given by the experimental data (markers) and the prediction (continuous curves) is plotted in figure 1(a) for
two forcing amplitudes. Both exhibit peaks located at the resonant frequencies of the system. Amplitudes and frequencies are
properly captured by the model regardless ofaLE, especially for the first resonance. The shape of the deformed plate is also
well described by the model.
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Figure 1: Comparison of the experimental data (symbols) with the predictions (continuous lines): (a) the relative amplitude
aTE/aLE and (b) the total thrustfT for a plate of a given bending rigidityb in water. (c) Evolution of the Froude efficiency
ηmax as a function of the rigidityb. The dotted line represent the maxima ofηmax for Li > 0.03.

As the analytical force depends on the deflection at the trailing edge (equation (3)), one expects to have an agreement
between the resonance in amplitude and the resonance in thrust. Figure 1(b) shows the evolution of the thrust for two forcing
amplitudes as a function of the forcing frequency. Similarly to the amplitude, the predicted thrust are in agreement with the
experimental data for the first resonance. The frequency at which the peak occurs matches the one in amplitude. Moreover,
the model gives excellent results for the larger forcing amplitude regardless ofω/ω0. Nevertheless, the trends for the smaller
amplitude is correct despite the magnitude of the thrust. One possible explanation would be the constant value of the drag
termcD of the nonlinear term.

The evolution of the Froude efficiencyηmax as a function of the bending rigidityb shows that the system reaches its
maximal performance when the system is at its resonance (figure 1(c)). The Lighthill number, defined asLi = fT/u

2,
expresses the ratio between the desirable thrust and the typical achievable thrust.

To sum up, a weakly nonlinear, two-dimensional and inviscid analytical model has been developed to capture the behavior
of the flexible plate immersed in a flow. Predictions for the kinematic and dynamic of the system have been compared with two
different sets of experimental data and the results are in excellent agreement in both cases. The optimization process not only
emphasize the role of the resonance to achieve maximal performances, but also the necessity of a well-defined expectation of
the wanted system [2].
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NONLINEAR RESPONSE OF SHELLS CONVEYING PULSATILE FLOW  
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  Summary In deformable shells conveying pulsatile flow, oscillatory pressure changes cause local movements of the fluid and 
shell wall, which propagate downstream in the form of a wave. In this study, circular cylindrical shells described by the nonlinear 
Novozhilov shell theory with flexible boundary conditions conveying pulsatile flow and subjected to pulsatile pressure are investigated 
considering the pulse-wave propagation. Coupled fluid-structure Lagrange equations for a non-material volume with wave propagation in 
case of pulsatile flow are developed. The fluid is modeled as a Newtonian pulsatile flow; pulsatile viscous effects are taken into account. 
In the future, a more refined model of the one here presented will possibly be applied to reproduce the dynamic behavior of the human 
aorta and vascular prostheses used for repairing and replacing damaged and diseased thoracic aorta. 
 

PROBLEM DESCRIPTION AND ANALYTICAL FORMULATION 
 
Problem geometry 
   In this study, vascular prostheses currently used in aortic replacement surgery are modeled as isotropic linearly elastic 
shells via the nonlinear Novozhilov shell theory. The circular cylindrical shell under consideration is characterized by a 
mean radius R, a shell thickness h and a shell length L. The mechanical properties and the characteristics of the shell and of 
the fluid here studied can be found in [1]. In addition, u is the shell displacement in the axial x-direction, v is the shell 
displacement in the circumferential θ-direction and w is the shell displacement in the radial r-direction (taken positive 
outward). Flexible constraints to simulate connection with the remaining tissue, are applied at the shell ends [2].  

 
Pulse-wave propagation of pulsatile velocity and pressure 
   In biomechanics, it is the propagation of the pulse that determines the pressure gradient during the flow at every location 
of the arterial tree. An input oscillatory pressure at the shell entrance propagates down the shell causing a wave motion 
within the shell where the pressure gradient and the flow velocity are functions of both the axial coordinate x and time t. If 
the wall thickness is small compared with the shell radius and if the effects of viscosity can be neglected, the wave speed 𝑐0 
is given approximately by the so called Moen-Korteweg formula   

0 ,
2 F

E hc
Rρ

=
                  (1) 

where E is the Young modulus of the shell and 𝜌𝐹 is the constant fluid density. As a result, the pressure and flow velocity 
distributions within the shell are oscillatory both in space and time and they can be represented by a Fourier series as 
follows 
 ( ) ( )( ) ( ) ( )( )

8

, 0 , 0 , 0 , 0
1 1

( , ) cos ( / ) sin ( / ) , ( , ) cos ( / ) sin ( / ) ,
N

v n v n m m p n p n
n n

U x t U a n t x c b n t x c p x t p a n t x c b n t x cω ω ω ω
= =

= + − + − = + − + −∑ ∑  (2.a-b) 

where ω is the heart rate, �̅�𝑚 and U  represent the steady component of the pressure field and the pulsatile mean flow 
velocity, respectively, and N represents the number of terms in the series expansion. The coefficients 𝑎𝑛 and 𝑏𝑛 are the 
Fourier cosine and sine coefficients, respectively.   
 
Fluid-Structure Interaction Model: Potential Flow Energy 
   The fluid is modeled as a Newtonian pulsatile flow. An unsteady perturbation potential Φ  is introduced that satisfies 
the Laplace equation [2] . The total energy associated with the flow is given by        

 ( ) ( ) 2 21 1 1 1 1d d 2 d d d d ,
2 2 2 2 2TF F F F F F FE U U U U U U

x x n
ρ ρ ρ ρ ρ ρ

Γ Γ Γ Γ Γ Ω

∂Φ ∂Φ ∂Φ = ⋅ Γ = +∇Φ ⋅ +∇Φ Γ = + +∇Φ ⋅∇Φ Γ = Γ + Γ + Φ Ω ∂ ∂ ∂ ∫ ∫ ∫ ∫ ∫ ∫F Fv v
   (3) 

where Γ is the cylindrical fluid volume inside the shell (delimitated by the length L) and the scalar product ( )⋅F Fv v  has 

been expressed as a function of the undisturbed (pulsatile) blood flow velocity U(x,t) and the unsteady perturbation potential 
Φ(x,t); Ω is the boundary surface of the Γ volume and n is the coordinate along the normal of the boundary. The integral 
associated to the constant term 𝑈2 will be neglected since it doesn’t give any time-varying contribution to the energy of the 
flowing fluid. The last integral on the right- hand term side of Eq. (3), can be divided in three terms: the reference kinetic 
energy 𝑇𝐹  [2], the potential energy 𝑉𝐹  and the gyroscopic energy 𝐸𝐺 of the fluid respectively expressed as follows  
 2 2, , , ,2

, ,' '0 0 0 0
1 1 0 0 1 1 0
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π ππ πρ ϑ ρ ϑ
π π π π= = = = = = = =

∂ ∂ ∂ ∂ 
= − = + ∂ ∂ ∂ ∂ 

∑∑∑∑ ∑∑∑∑∫ ∫ ∫ ∫  
(4a-b) 

where I𝑛 is the modified Bessel function of the first kind  of order n, and I𝑛′  is the derivative of I𝑛with respect to its 
argument. In case of unsteady flow velocity U(x,t) with pulse-wave propagation, the expressions of 𝑉𝐹  and 𝐸𝐺  are time and 
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space dependent and because of that, new terms will appear in the Lagrange equations of motions.  
Pulsatile Viscous Effects 
   The unsteady time-averaged Navier-Stokes equations are here employed to calculate the pulsatile viscous effects 
assuming that the flow is turbulent and fully developed. In case of unsteady flow, the pressure drop  ∆𝑃0,𝐿 in the shell and 
the pulsatile axial friction traction force per unit area assume respectively the following expressions 

2
2

0,
( , ) ( , ) ( , )(0, , ) ( , , ) ( , ) , ( , , ) .

4 8 2L f x f F
f U x t U x t R U x tP P t R P L t R L U x t x t R f
R t t

ρ t ρ ρ∂ ∂ ∆ = − = + = + ∂ ∂ 
      (5.a-b) 

Coupled fluid-structure Lagrange equations for a non-material volume 
   The Lagrange equations of motion for open systems [3] here studied can be written as follows: 
 ( ) ( )( ) ( ) ( )1 1d d , 1...

2 2
S F G S FG

F F j T
j j j j j j

T T E U VEd s s Q j N
dt q q q q q q
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Ω Ω

   ∂ + + ∂ +∂ ∂∂∂
− + ⋅ − ⋅ − ⋅ − ⋅ + = =    ∂ ∂ ∂ ∂ ∂ ∂    

∫ ∫ SF
F F F S F F

vvv v v v n v v n
   

    (6) 

where 𝑇𝑆 and 𝑈𝑆 represent the kinetic and potential energy of the shell previously defined in [1]. The potential FV and 
gyroscopic GE  energy of the flow are calculated not only on the shell wall Eq.(4a-b) but also on the inlet and outlet 
surfaces. Indeed, because of the pulse-wave propagation, the contribution of the integrals evaluated on these two surfaces 
doesn’t cancel out. The vectors Fv  and Sv  are the velocity vector of the fluid and of the structure, respectively, and 𝑁𝑇 is 
the number of degrees of freedom. The surface integrals are evaluated at the boundary surface Ω of the volume Γ and n  
denotes the outer normal unit vector at that surface. The generalized external forces 𝑄𝑗  are represented by  

( )
2 2

2 2 2
0,

0 0 0 0

1d d , ( ) ,
2

L L

j F F L m x
j j j j
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       ∂ ∂Φ ∂ ∂Φ ∂ ∂ = − Γ − Γ + ∆ + + − + +           ∂ ∂ ∂ ∂      
∫ ∫ ∫ ∫ ∫ ∫   

 
    (7) 

where the first two integrals on the right-hand side represent an effect of the pulse-wave propagation inside the shell and the 
second two integrals are related to the pulsatile viscous effects and the nonconservative damping forces assumed to be of 
viscous type (c is the viscous damping coefficient), respectively. 
 

NUMERICAL RESULTS 
 

The effects of the steady and the first harmonic component of physiological waveforms of velocity and pressure during the 
heart beating period [4] on the aorta prosthesis are presented through non-dimensionalized time responses of the shell 
displacement w for the angular coordinate 0ϑ =  and for different values of the axial coordinate x showing the pulse-wave 
propagation. Shell transverse sections are circular at any point since only axisymmetric modes are activated (𝑁𝑇 = 51 [2]). 

 
CONCLUSIONS 

 
   This study provides, for the first time in literature, a fully coupled fluid-structure interaction model of circular 
cylindrical shells subjected to pulsatile pressure and pulsatile flow with pulse-wave propagation. Specifically, this study 
represents the first attempt to describe the nonlinear behavior of vascular prostheses whose dynamic response can cause 
unwanted hemodynamic effects leading to their failure. 
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TRANSIENT DYNAMICS OF ELASTIC HELE-SHAW CELL DUE TO EXTERNAL FORCES
WITH APPLICATION TO IMPACT MITIGATION
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1Faculty of Mechanical Engineering, Technion - Israel Institute of Technology, Haifa 3200003, Israel

Summary We study the transient dynamics of a viscous liquid contained in a narrow gap between a rigid surface and a parallel elastic
plate. The elastic plate is deformed due to an externally applied time-varying pressure-field. We model the flow-field via the lubrication
approximation and the plate deformation by the Kirchhoff-Love plate theory. We obtain a self-similarity solution for the case of an external
point impulse acting on the elastic plate. We examine a distributed external pressure, spatially uniform and linearly increasing with time,
acting on the elastic plate over a finite region and during a finite time period, similar to the viscous-elastic interaction time-scale. The
interaction between elasticity and viscosity is shown to reduce by order of magnitude the pressure within the Hele-Shaw cell compared with
the externally applied pressure, thus suggesting such configurations may be used for impact mitigation.

DYNAMICS DUE TO EXTERNAL POINT IMPULSE

We study the transient dynamics of a viscous liquid contained in a narrow gap between a rigid surface and a parallel elastic
plate. The elastic plate is deformed due to an external time-varying pressure-field applied perpendicular to the plate. We
focus on configuration consisting of a shallow geometry, small ratio of transverse plate deformations to viscous film height,
small Womersley number, negligible solid inertia and negligible membrane effects. Under the assumptions given, the upper
elastic plate dynamics are governed by the Kirchhoff-Love equation and the viscous liquid by the lubrication approximation.
Normalizing and combining the equations together with the no-slip and no penetration boundary conditions, we obtain a
governing equation in terms of the pressure P

∂P

∂T
−∇6P =

∂Pe

∂T
(1)

where Pe is the external pressure. We focus on the viscous-elastic time scale, where there is no effect from the boundaries,
thus prescribing P (X →∞)→ 0.

The Green function for (1), in its Fourier integral form, is given by [1] . We utilize the symmetry of the transformation
argument, thus converting it into a Hankel integral. We Express the Bessel function in a series form and integrate to obtain a
closed form self-similar expression

G =
Ψ(η)
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While the function presented can be used by convolution to obtain a general solution, more insight may be obtained from a
solution for the case of Pe = δ(X)δ(T ). This may be achieved without convolution by applying a time derivative on the
green function equation to obtain an equation equivalent to (1). Thus, the pressure-field due to a unit point impulse is

Gp =
∂G

∂T
(4)

IMPACT MITIGATION AND RESPONSE DYNAMICS TO EXTERNAL PRESSURES

We examine an external pressure, evenly distributed on a disk of radius Le, linearly increasing in magnitude with respect
to time until Te and than decreases linearly until vanishing at 2Te, with a total impulse of 1. Convolving the external pressure
with Gp, denoting ηLe

= Le/6T
1/6 and dividing by Pe yields the ratio of pressures at the center for T ≤ Te

P (X = 0, T )

Pe(T )
= η6Le

G4,1
2,7

(
η6Le
| 0, 1
− 2

3 ,−
1
3 , 0, 0,−1,− 2

3 ,−
1
3

)
(5)
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Figure 1: The liquid pressure at X = 0 divided by the external pressure during application period as a function of the
non-dimensional parameter ηLe

(a), and the time maximal magnitude of external pressure is reached Te (b).

where G4,1
2,7 is the Meijer G-function. Eq. (5) is presented in Fig. 1a. Three distinct periods are evident: I. An initial period,

2.5 . ηLe
< ∞, where the fluidic pressure closely follows the external pressure, II. The interval, 0.5 . ηLe

. 2.5, shows
small oscillations of the pressure ratio going from mitigation to amplification and vise versa, and III. The period 0 . ηLe . 0.5
where mitigation occurs and grows with time. Fig. 1b shows the ratio of pressures at the time where maximal external pressure
is reached (i.e. Te). From Fig. 1b, it is evident that for any width of external pressure Le, mitigation may be achieved if the
application time is sufficiently long. Specifically, for the case of Le = 0.1, mitigation of more than 90% is obtained for
external pressures applied over the period of 2Te = 10−3 or greater.

EXPERIMENTAL VERIFICATION

Experiments were conducted to illustrate and verify some of the theoretical results. The experimental setup (see Fig.
2a) consists of a 5mm width Polyurethane rubber plate floating over a 6mm silicon-oil film. The center of the plate is
deformed due to application of a linear actuator connected to a load cell measuring the force applied on the elastic plate. The
radial deformation profile created during force application is sampled by a laser profilometer. The theoretical deformation is
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Figure 2: (a) Illustration of the experimental setup. (b) Experimental (markers) and theoretical (smooth lines) deformation d
vs. r at t = 0.4s (red), t = 0.6s (blue) and t = 0.8s (yellow), during the application of the external force fe. The insert in
part (b) shows force measurements fe vs. time t.

obtained by convolution of the external force measurements.The radial location of the minimal radius measured by the laser
profilometer was estimated by correlation to the analytic solution as r = 20mm. No other fitting parameters are used and
good agreement between the analytical results and experimental data is evident (see Fig. 2b).
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Summary We investigate nonlinear self-excited oscillations of elastic plate in transonic flow at unsteady flow conditions: the flow speed
is variable in time. By observing unsteady plate behaviour, we detect bifurcations of limit cycle oscillations. In addition to previously
known limit cycle types, new bifurcations of limit cycles are discovered. When increasing acceleration of the flow, some of the limit cycles
disappear, because they do not have enough time to develop. However, flutter is not fully suppressed even for very high accelerations,
though the most destructive higher-mode oscillations are missed.

INTRODUCTION

Aeroelastic instability of skin panels, known as panel flutter, has been intensively studied over decades [1, 2]. At high
supersonic speeds the coupled-mode panel flutter occurs, while at low supersonic speeds the single-mode flutter is dominant
[3]. Recent nonlinear study [4] has shown that at small supersonic flight speeds, different limit cycles can coexist at the same
flight conditions, which is caused by linear growth mechanism and nonlinear interaction between growing eigenmodes. Some
of the limit cycles include internal resonance between natural modes. Switches of panel oscillations from one limit cycles to
another is accompanied by bifurcations of the aeroelastic dynamic system. In the present paper we study such bifurcations by
means of varying the flow speed at different rates, and watching the unsteady panel response. This approach gives an explicit
way to note the bifurcations in the limit cycles and reveals additional bifurcations not noticed before.

inlet plate

rigid plane

Figure 1: Simulation domain.

FORMULATION OF THE PROBLEM

Elastic plate is mounted into a rigid plane (Fig. 1) with the leading and trailing edges clamped. Inviscid gas flows over
one side of the plate with variable Mach number M(t). At the other side of the plate, a pressure equal to the undisturbed flow
pressure is specified, such that the undisturbed pressure difference along the plate is zero. Linear increase of M in time with
various increase rates ∆ = (dM/dt) × (L/a) (where L is the plate length, and a is the speed of sound) is considered. The
plate-flow interaction is calculated using two coupled codes, Abaqus for simulating the plate, and FlowVision for simulating
the gas flow. During each run a slight disturbing harmonic force is applied to the plate in order to enforce each bifurcation of
the plate oscillations.

RESULTS

For sufficiently low acceleration of Mach number, ∆ = 9.1 × 10−5, several bifurcations are seen (Fig. 2a). First, at
M = 0.78 the plate becomes unstable, and static divergence appears, which signifies pitchfork bifurcation. At transonic
speed, M = 1, Hopf bifurcation occurs, resulting in the first-mode flutter of the plate. At slightly higher Mach number
M = 1.09 transition from non-resonant to 1:2 resonant limit cycle occurs, which is expressed in the non-symmetry of the
oscillations (Fig. 2), the appearance of the second mode in the plate shape and additional doubled frequency present in the
spectrum. At M = 1.41 higher modes appear, and the oscillations become non-periodic. Finally, at M = 1.7 the oscillations
damp out, and the plate becomes stable. At higher Mach numbers (not considered here) coupled mode flutter occurs.
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Figure 2: Vertical deflection of a plate point vs M , circles represent bifurcations of the limit cycle. Acceleration ∆ =
9.1× 10−5 (a), ∆ = 3.6× 10−4 (b).

The variety of limit cycles observed at transonic conditions are in agreement with [4], where flutter at constant flow speed
was studied. Analysis of the problem with variable flow speed yields the detection of two minor bifurcations at M = 1.07 and
M = 1.2, which are slightly visible in Fig. 2a by non-smoothness of A(M) slope, and much better seen in the phase portraits.
For each bifurcation, the change in the plate spectrum, phase portrait, and spatial oscillation mode are analyzed.

For faster increase of M , some of the limit cycles are not formed, since their formation periods are too large. For example,
for ∆ = 3.6 × 10−4 (Fig. 2b) no non-periodic oscillations are observed. However, even for extremely fast increase of M ,
∆ = 1.8 × 10−3 (for a plate of 0.3 m length in the air at normal conditions it corresponds to the acceleration of 660 m/s2),
first mode flutter oscillations are still formed, though more dangerous high-frequency oscillations are missed.

Thus the sufficiently high acceleration of a flight vehicle moving at transonic flow conditions is favourable not only because
of shorter time passed in transonic flutter regime, but also because the most destructive limit cycle oscillations (involving
higher modes) can be avoided.

The work is supported by grants MD-4544.2015.1 and MK-5514.2016.1.
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Summary This paper develops a mixed finite element – smoothing particle method for violent water-structure interactions involving freak 
waves and separation between structure and water. The structure undergoes a large rigid motion of 6 DOF with a small elastic deformation, 
so that its elastic displacement relative to the rigid motion can be represented a mode summation based on FE analysis. The water is assumed 
inviscid - incompressible and its motion governed by nonlinear N-S equation. On the coupling interface where no FS separation happens, 
the equilibrium and consistence conditions are required. The numerical iteration process is suggested to solve the nonlinear FSI equations, 
and validation examples are shown a good agreement with available experiment results. 

GOVERNING EQUATIONS 

As shown in Fig. 1, a sold in a material domain s of outside boundary normal vector i , on which a traction force 
iT̂ and a displacement 

iÛ are respectively given on boundary
TS and US , interacts on its wet interface   with water domain f , of which the dynamic 

pressure 0p on free surface 
f , 0iv on b and possible given velocity iv̂  on boundaries v or .v Three coordinate systems are 

defined: 321 xxxo with positive 3x in the vertical direction is fixed in the space,
321 yyyO , of which axis iyO  parallels axis ixo

, (i = 1,2,3), is a moving system fixed at the mass centre O of solid, and 321 XXXO is a material system. A material point
jX at time 

0t moves to a new position jx at time t , and its motion is denoted by a summation of a translation iu of mass centre, rigid rotation i

about three axes and small elastic displacement jU of structure. Using the notations of Cartesian tensors and summation convention [1], 

such as Kronecker Delta ij and permutation symbol ijke , and denoting the rigid rotation by a tensor )( kij  with its time derivative 

kjmimkij e    and partial derivative
kjimkmij e   / , we can derive the dynamic equations of the system as follows.  

  Solid: The position and velocity of particle
jX at time t respectively are 

            .)(, jijjjkjmimkijijjijjijiijijjijii UUXeuUUXuxUXux                (1) 

Introducing a transformation ijH with its related generalised coordinate
iU~ , which may be a finite element interpolation function matrix

ijH
[2] and node displacement vector, or a mode function matrix and generalised mode coordinate vector [3], we denote the elastic displacement 


UHU ii

~
 and define ,~
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Here M  is total mass of solid, M~ is generalised mass matrix,
lF̂ , ̂ and rF~  are resultant force, moment and generalised force, while the 

FSI forces involving fluid pressure p denotes by the last column in Eq. 3. We derive the dynamic equations of solid motion by using 
Hamilton equation [3], ,0///)/(  iii qqTdtqTd  therefore, we have 
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. (3)  

Fluid: The water motion is governed by Lagrangian Navier-Stokes equation for incompressible and inviscid fluid in association with 
corresponding boundary conditions [4-6] 

.on  ,ˆ;on  ,0;on  ,,)(;in  ,0,/ vf,3,,3  iiiiiiiiiiiffiifiii vvpUvpUgvpgv     (4) 

PARTITIONED ITERATION SOLUTION 

   Equations (3) and (4) include 3 rigid translations su , 3 rigid rotations
s and N generalised coordinates


U~ , in which the rigid motions 

could be large but the elastic deformation is assumed small, so that the second order quantity of


U~ are neglected. It is convenience to use 
a commercial FE code to obtain the natural modes and frequencies of the solid as the input data for the code designed for the method 
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proposed in this paper. The partitioned iteration is suggested to solve these FSI equations [7-8], starting from initial time t = 0, at which the 
state of the system are given, to calculate the solution at time tt  in the following steps. i) Initial calculations: FE mode dada as input to 
generate related matrices; initial position, velocity, acceleration and pressure of the system. ii) Fluid SPM solver: based on the state of solid 
at time t to deliver fluid variables at time tt   using the projection [9] method: a) with no pressure effect to calculate an intermediate 
velocity iv~  and location ix~ of particles, ;~~,~

3 i
t
iii

t
ii vtxxtgvv   b) a pressure Poisson equation is solved to obtain the pressure,

),/()(/~ 200
,, tnnntvp t

fiif
tt

ii    | ,||/| ,
00 t

ii
t vtnnn   where 0 1, respectively for   ,0)-( ,

0 t
ii

t vnn and

,0)-( ,
0 t

ii
t vnn  to identify compressed or expanded state of fluid; c) fluid velocity and position at time tt  are calculated

tt
i

t
i

tt
if

tt
ii

tt
i tvxxtpvv   ,/~

,  . iii) Solid solver: based on the fluid pressure to solve solid equation by time integration 
iteration to obtain the state variables of the solid. iv) Convergence check: calculating the displacement error norm on FSI interface to see if





dSUU t

i
tt

i || then go to next time step tt  2 , otherwise, to repeat process ii) and iii) until convergence reached. A calculation 
flow chat is shown in Fig. 2, where n denotes an FSI iteration number and other notations are the state variables used in the computer code, 
for which some SPM particular treatment techniques, such as neighbour particle searching, particle interactions with shifting and collision 
handling, free surface particle identification and FS surface separation flag are considered [10-13].  
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           Fig.1 Scheme of FSI system                  Fig. 2 Flow chart of FSI partitioned iteration process 

VALIDATION AND APPLICATIONS  
   To validate the developed method, the numerical simulations [10-12] of rigid and elastic wedge dropping on the water surface have 
been completed and compared with available experiments [14-16], which are shown in Fig. 3.  
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(i)                             (ii)                            (iii)                           (iv)                        (v)  

Fig. 3 Wedge dropping simulations: (i) rigid one comparison with experiment photo [14][10]; (ii) elastic test arrangement [16]; (iii) numerical picture at time 
0.04s [11-12]; (iv) comparison of strains at two points from wedge tip with experiments a) 30mm, b) 120mm [15]; (v) comparison of accelerations of elastic 
wedge with experiments a) case 1 (4.29m/s), b) case 2 (5.57m/s) [16]. 
   It has been shown a very good agreement with experiments, which demonstrates that the proposed method is attractive to deal with 
strong nonlinear FSI involving freak waves or FS separations, which is difficult to be solved by mesh based methods. This type of problems 
have an important background in marine engineering, such as green water impacts concerned by ship designs and aircrafts landing on the 
water. The developed method and its integrated computer code is still developing to tackle more engineering application cases discussed in 
many books, such as [17-19]. It is noticed that the system involves chaos and bifurcations that may be met in FSI numerical simulations, 
which requires further investigations using nonlinear dynamic approaches, such as the developed energy flow method [20].      
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Summary This research investigates the fundamental physics of smart materials under shock compression, and presents concepts that can be 
exploited for active shock mitigation.  The results indicate momentum can be transferred through electro-magnetic field, not just mechanically.  
This enables new approaches to actively controlling the properties of materials subjected to impact or explosive generated shock. 
 
   Shock waves in solids arise from impact or explosive events.  They travel at the speed of sound and impart momentum 
in their wake.  Smart materials offer the ability to modify how a shock wave propagates through a material in the several 
microseconds that pass between the initial impact and the arrival of the shock.  The speed of sound and the elastic modulus 
in a piezoelectric or ferroelectric material can be modified by changing the electrical boundary conditions (open vs. short 
circuit).  How to use this property to electronically switch from a monolithic to a layered structure in linear piezoelectric 
materials has been under investigation as a means to spread the shock front.  Even small changes in the width of the shock 
front result in considerable reductions in the acceleration it produces. This effect can be enhanced by taking advantage of 
the non-linear material behavior associated with domain wall motion and pressure induced phase transformations.  This 
work addresses shock propagation in linear piezoelectric plates that make up the layers of an active 2-2 composite shock 
mitigation system.  Simulations of the behavior of the plates were performed using the Sandia National Laboratory 
multiphysics shock modeling code ALEGRA-FE.  
   Layered structures provide an effective means to attenuate shockwaves through wave scattering at impedance-
mismatched interfaces. The difference between the impedances of two dissimilar materials (density multiplied by speed of 
sound) determines how the shock wave is transmitted or reflected as it passes the interface. Impedance-mismatched layered 
structures have the ability to spread the shock front, thus reducing the associated acceleration.  The effect depends on the 
geometry and the relative direction of shock propagation, i.e. normal or oblique to the 2-2 composite (layered plates) [1].  
The shock viscosity (a measure of shock-front spreading and attenuation) of a heterogeneous material can be greatly 
increased by increasing the impedance mismatch of the constituents. [2,3,4] Layered piezoelectric structures can have their 
mechanical impedance changed by changing the electrical boundary conditions on the individual layers, offering the ability 
to rapidly switch from a homogeneous to a heterogeneous structure.  The degree of heterogeneity indiced depends on the 
properties of the piezoelectric.  In this work, PZT is considered. 
   PZT is a piezoelectric ceramic that, when poled, displays a remanent polarization. In a linear piezoelectric material the 
electric displacement is a function of both applied stress and electric field, i.e. D=dσ+εE where σ is the applied stress and d 
is the piezoelectric coefficient. At a boundary with an electrode, the normal component of electric displacement is equal to 
the surface charge density on the electrode.  Under short circuit boundary conditions, stress causes charge to flow to keep 
the potential at the electrodes constant.  Under open circuit conditions the charge density cannot change and thus the 
electric displacement is held constant and stress induces an internal electric field.  Simulations indicate that these effects 
are not uniform in the transient case when a shock wave has travelled part way through the piezoelectric material.   
   The geometry for the shock propagation simulations was an electroded plate of PZT (fig. 1a) with initially homogeneous 
polarization.  Prior to arrival of the shock, the surface charge density balances the internal dipole charges and there is no 
electric field (fig. 1b). As the shockwave traverses the element, the dipoles in the shocked region of the PZT are 
compressed, decreasing the electric displacement.  Under open circuit conditions, in order to maintain zero electric 
displacement, an equal an opposite electric displacement εE is induced.  As such, a compressive stress (negative) results in 
a positive electric field within the shocked material via the piezoelectric effect  (fig. 1c).  The electric field in the 
unshocked region remains zero, as there is no compressive stress to induce an electric field.  The shockwave continues to 
traverse the element, until the entirety of the element is under shock compression and sustains an internal electric field 
approximately equal to –d σ/ε.  The open circuit shock response is very similar to that of a non-piezoelectric material, with 
the exception that some energy is available as electrical energy.  Under short circuit conditions, as the shockwave traverses 
the element the compressive stress results in a positive electric field within the shocked region.  In this case, charge flows 
to balance the potential on the electrodes.  This results in a negative electric field in the region ahead of the shock (fig. 1d).  
Depending on the mechanical boundary conditions, this can induce a corresponding tensile stress in the material ahead of 
the shock, effectively spreading out the shock front.  The tensile stress induced by the negative electric field alters the 
unshocked PZT region in two ways.  If the PZT element is rigidly bonded to the subsequent layers, the tensile stress will 
act to piezoelectrically-stiffen the PZT material.  The amount of this stiffening can be tuned in real time by controlling the 
resistance between the two conductors. If the PZT element is not rigidly bonded to the subsequent layers, the tensile stress 
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will cause the element to contract and separate, introducing a gap at the interface.  This induced gap creates a new 
impedance-mismatched interface.  Finally, if the back half of the PZT is replaced with PZT that has been poled in the 
opposite direction, the negative electric field will produce a compressive stress.  This demonstrates the novel ability to 
transfer momentum from the shockwave forward into the unshocked material via electric field, inducing either compression 
or tension through composite design.   

a)  b)  

c)       d)       
 

Fig 1). Schematic of representative volume element subjected to shock loading via plate impact (a).  The shockwave will travel from left to right. Initially, 
all the dipoles are balanced and there is zero electric field within the PZT (b). As the wave traverses the PZT under open circuit conditions, an electric field 
develops in the shocked region due to the piezoelectric effect (c).  No electric field develops in the unshocked region.  Under short circuit conditions 
current flows to equilibrate conductor voltages, creating a negative electric field in the unshocked region (d).  This field induces a tensile stress due to the 
converse piezoelectric effect.  
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Abstract In this paper, the constitutive modeling of nonlinear multifield behavior as well as the finite element implementation are discussed. 
Nonlinear material models describing the magneto-ferroelectric or electro-ferromagnetic behaviors are presented. Both physically and 
phenomenologically motivated constitutive models have been developed for the numerical calculation of principally different nonlinear 
magnetostrictive behaviors. Further, the nonlinear ferroelectric behavior is based on a physically motivated constitutive model. On this basis, 
the polarization in the ferroelectric and magnetization in the ferromagnetic and magnetostrictive phases, respectively, are simulated and the 
resulting effects analyzed. Additionally, the ferroelectric model accounts for damage due to microcrack growth. Numerical simulations focus on 
the calculation of magnetoelectric coupling and on the prediction of local domain orientations as well as damage evolution, microcrack growth 
and delamination of interfaces, going along with the poling process, thus supplying information on favorable electric-magnetic loading 
sequences. 
 

THEORETICAL FRAMEWORK AND MODELS 

 
   The coupling of magnetic and electric fields due to the constitutive behavior of a material is commonly denoted as 
magnetoelectric effect. The latter is only observed in a few crystal classes exhibiting a very weak coupling, mostly at low 
temperatures, which can hardly be exploited for technical applications. Much larger coupling coefficients are obtained at 
room temperature in composite materials with ferroelectric and ferromagnetic constituents. The magnetoelectric effect is 
then induced by the strain of matrix and inclusions converting electrical and magnetic energies based on the piezoelectric 
and magnetostrictive effects. 
   Here, the constitutive frameworks of ferroelectric and reversible and irreversible ferromagnetic behaviors are 
summarized and compared to each other. Ferroelectric materials exposed to electromagnetic fields are described by the 
constitutive equations: 𝜎𝑖𝑗 = 𝑐𝑖𝑗𝑘𝑙(𝜀𝑘𝑙 − 𝜀𝑘𝑙

𝑖𝑟𝑟) − 𝑒𝑙𝑖𝑗𝐸𝑙 , 𝐷𝑙 = 𝑒𝑙𝑖𝑗(𝜀𝑖𝑗 − 𝜀𝑖𝑗
𝑖𝑟𝑟) + 𝜅𝑙𝑛𝐸𝑛 + 𝑃𝑙

𝑖𝑟𝑟 , 𝐵𝑘 = 𝜇𝑘𝑚𝐻𝑚 [1]. Within a 
microphysical framework, the irreversible strain 𝜀𝑘𝑙

𝑖𝑟𝑟 and polarization 𝑃𝑙
𝑖𝑟𝑟 are due to domain wall motion. Considering 

plane problems, a grain consists of four domain species separated by 90° - and 180° - domain walls. The formulation of a 
nonlinear constitutive law thus requires at least four internal variables and associated evolution equations locally describing 
the switching of unit cells on the micro level. Due to intended applications within a multiferroic framework, the ferroelectric 
material is allocated a magnetic permeability expressed by the third equation relating the magnetic field 𝐻𝑚 and the 
induction 𝐵𝑘. The elastic, piezoelectric, dielectric and magnetic permeability tensors 𝑐𝑖𝑗𝑘𝑙, 𝑒𝑙𝑖𝑗, 𝜅𝑙𝑛 and 𝜇𝑘𝑚 also depend 
on the internal variables, giving rise to an additional source of nonlinearity, even in the magnetic properties. The other 
quantities are stress 𝜎𝑖𝑗, electric field 𝐸𝑙 and electric displacement 𝐷𝑙. 
   Based on the same ideas as ferroelectric constitutive equations, the ferromagnetic constitutive equations read 𝜎𝑖𝑗 =

𝑐𝑖𝑗𝑘𝑙(𝜀𝑘𝑙 − 𝜀𝑘𝑙
𝑖𝑟𝑟), 𝐷𝑙 = 𝜅𝑙𝑛𝐸𝑛, 𝐵𝑘 = 𝜇𝑘𝑚𝐻𝑚 + 𝑀𝑘

𝑖𝑟𝑟 [2, 3]. Here, local irreversible strain and magnetization 𝑀𝑘
𝑖𝑟𝑟 are likewise 

governed by four internal variables describing Bloch wall motion due to magnetomechanical driving forces. The affinity to 
ferroelectricity on the macro- and mesoscales allows for a similar modeling of ferromagnetism covering the essential 
phenomena. In the constitutive framework the physical processes merge into an evolution law for the internal variables, 
which is based on the magnetoelastic or electroelastic energies, respectively, going along with the changes of the directions 
of magnetic or electric dipoles. In contrast to ferroelectricity, piezomagnetic coefficients relating magnetic field and stress 
or strain and magnetic induction are not involved, accounting for the saturation. As a second consequence, the irreversible 
strain does not directly induce a magnetic induction 𝐵𝑘. Magnetostriction is rather induced by the irreversible part of the 
strain, which in turn is controlled by the magnetic field but also by mechanical loads. The same way, a strain field has an 
impact on the magnetic induction via 𝑀𝑘

𝑖𝑟𝑟. Dielectric properties are allocated by the second equation which is linear only at 
the first glance, since the dielectric constants 𝜅𝑙𝑛  are controlled by the internal variables in a nonlinear manner. 
Ferromagnetic materials exhibiting a significant electric conductivity are excluded by the model.   
   Whereas the previous ferromagnetic constitutive equations generate hysteresis loops, the constitutive equations of 
nonlinear reversible ferromagnetic behavior are given by �̇�𝑖𝑗 = 𝑐𝑖𝑗𝑘𝑙(𝜀𝑘𝑙 , 𝐻𝑘)𝜀�̇�𝑙 − 𝑞𝑘𝑖𝑗(𝜀𝑘𝑙 , 𝐻𝑘)�̇�𝑘, �̇�𝑙 = 𝜅𝑙𝑛(𝜀𝑖𝑗 , 𝐻𝑘)�̇�𝑛, �̇�𝑘 =

𝑞𝑘𝑖𝑗(𝜀𝑖𝑗 , 𝐻𝑚)𝜀�̇�𝑗 + 𝜇𝑘𝑚(𝜀𝑖𝑗 , 𝐻𝑚)�̇�𝑚 [2, 3], where a rate dependent depiction has been chosen. The nonlinearity is completely 
included in the material coefficients depending on the independent variables strain and magnetic field. Due to the 
reversibility of the constitutive behavior, these functions are unique, not involving any internal variables. The coefficient 
functions, now including the magnetostrictive tensor 𝑞𝑘𝑖𝑗(𝜀𝑖𝑗 , 𝐻𝑚), have to be chosen in a way to reflect experimental 
observations. A second requirement is to satisfy thermodynamical consistency by defining a thermodynamical potential 
yielding all the coefficient functions by differentiation. These purely phenomenological approaches involve several 
parameters, which are adjusted to specific material behaviors.  

3289



  
 
 
Fig. 1: Initiation of a microcrack perpendicular to the maximum 
principal stress 𝜎𝐼  and cohesive zone with restraining stress, 
electric displacement and magnetic flux 𝜎𝑅 , 𝐷𝑅  and 𝐵𝑅  for the 
modeling of delamination of inclusion and matrix 
 
 
 
 

 
   Damage is taken into account twofold, see Fig. 1. The cracking of the matrix is going along with microcrack growth 
driven by mechanical stresses predominantly being induced by magnetic and electric fields. Further, a generalized cohesive 
model accounts for the delamination of matrix and inclusion. Additional internal variables are introduced, their evolutions 
describing the onset and progress of damage. Due to the impact on effective properties, the magnetoelectric coupling will be 
degraded by crack growth. 
 

RESULTS  

 

   In Fig. 2 the polarization in the ferroelectric matrix and the magnetization in the ferromagnetic inclusion are shown. 
Here, the initialization or poling process is finished and the composite is ready for magnetoelectric applications. A 
favourable configuration is going along with a smallest possible scatter of local orientations of polarization and magnetiza-
tion around the preferred direction. Second, the residual stresses, being responsible for cracking as well as delamination and 
thus for functional as well as structural degradation, are of interest. According to Fig. 2a, the magnetization and polarization 
show a moderate scatter around the intended 𝑥1-direction, leaving a sufficiently large potential for optimization. The tensile 
residual stresses, according to Fig. 2b, exhibit a maximum of approximately 100 MPa, certainly leading to cracking and 
delamination. 

 
 
 
Fig. 2: Polarized and magnetized 
magnetoelectric composite with 
AlNiCo 35/5 – inclusion in a BaTiO3 
– matrix a) vectors of magnetization 
�⃗�  as well as polarization �⃗�  and b) 
maximum principal stress 𝜎𝐼 [MPa] 
 
 
 
 

CONCLUSIONS 

 
   The constitutive models for ferroelectric materials and two types of constitutive models for ferromagnetic materials have 
been presented. The one of the ferromagnetic model produces irreversible hysteresis behaviour and the other exhibits nonlinear 
reversible features. Both characteristics are well-known from different ferromagnetic materials. Further, the ferroelectric model 
produces irreversible hysteresis behaviour. The material models have been implemented within a finite element context to be 
able to investigate complex boundary value problems. Finally, a multiferroic composite, consisting of a ferromagnetic inclusion 
in a ferroelectric matrix, has been investigated numerically, applying physically motivated constitutive models for both phases. 
Polarisation and magnetization of an initially unpoled composite have been simulated and the maximum principal stress has been 
calculated, being the basis for the prediction of magnetoelectric coupling coefficients and cracking.  
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Summary The realization of mechanical metamaterials analogous to electronics systems, like diodes, transistors and logic elements, opens
new horizons towards the fabrication of advanced acoustic systems, smart actuators and adaptable vibration mitigating materials. Previous
realizations of acoustic diodes and mechanical switches have employed nonlinearities to break transmission symmetry, but have not yet
been able to demonstrate amplification or to execute complex logic operations. Our work harnesses the interaction between geometric
nonlinearities and nonlinear magnetic potentials, to engineer frequency-agile band gaps in mechanical metamaterials. These gaps are
utilized to demonstrate, both numerically and experimentally, the switching and amplification of a mechanical signal in a mechanical circuit
board. The tunability of the proposed system in real-time enables the realization of the complete set of mechanical logic elements. We
fabricate and test a mechanical metamaterial that utilizes interconnected phononic transistors to execute simple calculations.

Electronic transistors used in today’s electronic devices are characterized by their ability to amplify or switch electronic
signals. Conventional field effect transistors (FET) consist of at least three terminals: a source, a drain and a gate. The
switching functionality takes place by applying a current at the gate to control the flow of electrons from the source to the
drain. Due to the big difference in amplitude between the controlling signal (in the gate) and the controlled signal (flowing
from the source to the drain), one can cascade or reproduce an electronic signal by connecting multiple transistors in-series to
perform computations. The realization of a mechanical transistor analogous to a FET enables the switching and amplification
of mechanical waves by mechanical waves (i.e., sound and vibrations). The challenge of building all-phononic circuits is the
ability to switch and amplify phonons by phonons, while operating on a single frequency. This enables the reproduction of
mechanical signals, without information loss due to frequency conversion. The possibility to create all-phononic transistors
functioning at a single frequency, has been theoretically proposed [1], while switches and diodes [2] have already been shown
both numerically and experimentally, as detailed in a recent review [3].

The idea of utilizing a mechanical computing-system has a long established history [4]. In fact, the first known calculators
and computers were both mechanical; before electronics took over. Recently, with our growing ability to manipulate mechani-
cal waves, the concept of phononic computing emerged [3]. That is, utilizing phononic metamaterials in basic logic operations.
Phononic metamaterials are periodic systems composed of a basic building block, (i.e., unit cell), that repeats spatially. These
materials exhibit distinct frequency characteristics, band gaps, which are frequency ranges where elastic/acoustic waves are
prohibited from propagation. Applications of a phononic materials in computing can range from thermal computing (at small
scales) to ultrasound and acoustic based computing (at larger scales).

In this work, we experimentally realize a phononic transistor analogous to an electronic FET device. The system we
propose consists of an array of geometrically nonlinear unit cells (representing the metamaterial), connecting the source to the
drain, as shown in the schematic (Fig.1). Each individual unit cell contains a magnet and is designed to have a subwavelength
band gap, to decouple the frequency of operation from its characteristic size. An array of permanent magnets is positioned
beneath the metamaterial and is used to tune the resonant response of the unit cells. To dynamically control the tuning (and
provide a gating functionality), we coupled the permanent magnets to a driven, magnetic cantilever (herein referred to as
the gate). When a relatively small mechanical signal passes through the gate, it induces a shift in the array of magnets,
which in turn tunes the band gap frequency of the metamaterial, allowing the source energy to flow to the drain. Following
a systematic design methodology, we utilize a configuration of four interconnected transistors to experimentally realize all
existing electronic logic gates. We use a subset of these gates to build a phononic-circuit-board for a binary calculator.

Figure 1: Schematic of the proposed concept for a mechanical transistor.

∗Corresponding author. Email: daraio@ethz.ch
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We calculate the band structure of an infinite array of unit cells using the finite element method, by solving the elastic
wave equations and Bloch wave formulation and considering the wave propagation along the direction of periodicity (i.e.,
ΓX direction). We characterize the system experimentally by fixing one end of the finite metamaterial structure to the source
(i.e., a mechanical shaker) and the other end to the drain (a fixed, rigid support). The signal at the drain is measured using
a laser Doppler vibrometer. The numerically obtained dispersion curves of the infinite media is shown in Fig. 2 (left). The
experimental characterization of the frequency response function of a 5 unit cell finite metamaterial is shown in Fig. 2 (right).
Theory and experiments agree well, particularly in the band gap frequency range, highlighted in gray.

Figure 2: (Left) Numerically obtained dispersion curves in the Γ X direction of the metamaterial. (Right) Experimentally
obtained frequency response function of a metamaterial consisting of 5 unit cells. The band gap region is highlighted in gray
in both panels.

We demonstrate the switching ability of the fabricated system in Figure 3. We measure the mechanical signal at the drain
when the gate is open, allowing the signal to pass, (Fig. 3 left) and when the gate is closed (Fig. 3 right). The amount of
energy flowing from the source to the drain when the gate is closed is on the same order of magnitude as the laser vibrometer
noise level, while the difference in magnitude between the two states, ON and OFF, is bigger than a factor of 5. It is important
to mention that the switching response can be triggered dynamically, driving the gate cantilever at its resonant frequency. We
also measure the signal amplification as a ratio of the amplitude of source signal to the gate signal. From numerical data and
experimental results, not shown, the amplification reached by our system is 10. The combination of real-time switching and
amplification shows the realization of a mechanical transistor analogous to an electronic FET. The realization of basic logic
gates, namely, OR, AND, XOR, XNOR, NAND, NOR and NOT can easily follow. We utilize the proposed framework to
realize the circuit board of a phononic calculator.

Figure 3: Time series of the mechanical signal at the drain when the system is ON (left) and OFF (right).
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author.
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Summary In this work, a new 3D thermomechanically coupled phenomenological model is proposed for SMAs. SMA behavior is described
through several strain mechanisms, each associated with its proper internal variables. Forward and reverse transformation are allowed to
take place simultaneously with martensite variants reorientation. This model is built to capture the particular behavior of SMAs when
subjected to complex loading, namely non-proportional thermomechanical loading. The effect of thermomechanical coupling, related to
dissipation and latent heat is examined by means of conducting simulations under various thermal conditions. The validity of the model is
demonstrated by approaching experimental results of complex thermomechanical loading paths of SMA structures.

INTRODUCTION

In this work, a new 3D phenomenological model for SMAs is presented. A physical interpretation of the processes
occuring inside a SMA grain is intended to be approached to redefine the principles of reorientation, forward and reverse
transformation. This leads to the introduction of independent scalar rate variables which drive each of the three strain mecha-
nisms. Accordingly, a robust formalism is presented within a thermodynamical framework, and based on a Gibbs free energy
potential. Each internal variable is designed to evolve linearly with respect to one of those three scalar variables.

The model is implemented based on an open-source numerical simulation library [3] to conduct simulations of complex
loading paths. The material parameters are calibrated using advanced identification methods and the thermomechanical aspects
of the thermodynamic modeling are examined by simulating various thermal loading paths, e.g. isothermal and adiabatic.
Such thermomechanical coupling accounts for the dissipation phenomena related to the three mechanisms, namely forward
and reverse transformation, and reorientation.

THERMODYNAMIC MODELING

In the framework of thermodynamic phenomenological modeling, a Gibbs free energy potential governing the whole
material behavior is defined. The main internal variables selected are the martensitic volume fraction ξ and three parts of the
total inelastic strain εT , each driven by its respective inelastic mechanism. Forward transformation induces the evolution of
εF :

ε̇F = ξ̇FΛF
ε (σ) (1)

Reverse transformation drives the evolution of εR:

ε̇R = ξ̇R
(
−ε

T

ξ

)
(2)

The effect of reorientation is given by evolving εre:

ε̇re = ṗreΛre
ε (σ,X) (3)

The martensitic volume fraction ξ is always found by updating the increasing (Forward) ξF and decreasing (Reverse) part
ξR:

ξ̇ = ξ̇F − ξ̇R (4)

The scalar ṗre is the magnitude of the strain that evolves within the martensitic volume which remains intact during trans-
formation. The quantities ΛF

ε and Λre
ε are orientation tensors and depend on the direction of stresses σ and the history of

loading, carried within the backstressX .
It is clear that the three scalar rates ξ̇F , ξ̇R and ṗre are the driving variables of the three mechanisms. When they have

zero values, the respective strains do not evolve, since the mechanisms are not activated. For forward transformation, the
criteria and the evolution laws implemented in [1] are taken in mind. For reverse transformation, a suitable criterion to ensure
return to zero transformation strain when all the martensitic volume is recovered. A criterion imposing kinematic hardening
is considered for reorientation. The backstressX attributes the kinematic feature to the reorientation behavior.

∗Corresponding author. Email: georges.chatzigeorgiou@ensam.eu
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SIMULATION OF NON-PROPORTIONAL THERMOMECHANICAL LOADING

The validation of the model over experiments published in literature is performed. A thermomechanical loading consisting
in tension, compression, torsion and temperature variation carried out on a NiTi thin-walled tube [2] has been simulated.

(a) Loading path (b) Material and model response

Figure 1: Experimental results (points) and model reponse (continuous line) on the normal strain - shear strain - temperature
diagram for the complex non-proportional thermomechanical loading taken from [2]

The implementation of the first law of thermodynamics has been carried out in the framework of multiple activated inelastic
mechanisms. The effects of thermomechanical coupling are evident by comparing a simulation of a non-proportional loading
under isotermal and adiabatic conditions. In the loading presented in Fig. 2, the initial temperature is 280K.

(a) Loading path (b) Material and model response

Figure 2: Experimental results (points) and model reponse (continuous line) on the normal strain - shear strain - temperature
diagram for the complex non-proportional thermomechanical loading taken from [2]

CONCLUSION

A novel thermomechanically coupled phenomenological model has been developped for SMAs. It succeeds in capturing
material behavior under complex non-proportional thermomechanical loading, by taking in mind the simultaneous activation
of transformation and reorientation. Its validity has been assessed in comparison with experimental results. The full imple-
mentation of the first law of thermodynamics allows the investigation of thermomechanical effects on the material response.
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Summary Bending of beams made of chromic liquid crystal polymers can be remotely controlled by light illuminations and is modelled by 
Timoshenko beam theory due to the possible transversal shear induced by light. Both analytical solutions and finite element simulations have 
shown that the bending characteristics is controlled by the coupled action of opto-moment and opto-shear-force produced by light illumination. 
The effect of light induced shear could be very strong depending on the liquid crystal orientation and boundary conditions. 
 

INTRODUCTION 
 
   Light induced contraction and bending have been reported and studied for crosslinked polymer materials with liquid 
crystal moieties and azo dyes [1,2]. The light induced actuation of such chromic liquid crystal polymers (LCPs) provides a 
unique means for remote controllability of smart devices. The classical Euler-Bernoulli beam theory (EBT) have been often 
used to study the light induced bending [3]. However, the photo-strain of LCPs is anisotropic, so a large transversal shear 
strain can be induced by light when the principal axes of photo-strain do not coincide with the directions of the beam axes. 
Thus, beam models considering shear effect such as the Timoshenko beam theory (TBT) should be applied and the light 
induced bending is controlled by the coupled action of opto-moment and opto-shear-forces as detailed in the following.  
  

MODEL AND CALCULATION BASED ON TIMOSHENKO BEAM THEORY 
   

Consider a LCP beam under light with director n of LC molecules as shown in Fig. 1, the photo-strain is, 

 
               

with the photo-contraction / 0phε ≤  in //n and the photo-extention / 0ph ph phε ν ε− = − ≥  ( 0.5phν ≈ ) in the 

perpendicular plane. Obviously, its shear component ph
xzγ  is nonzero except 0θ =  or 90 , i.e. n//x or n//y. Hence, we 

propose to use the following model based on TBT for the light induced bending, 
ph

phxx
xx s xz x

dMd d dwD K A Q
dx dx dx dx

φ φ   − + + = − +   
   

 and  
ph
x

s xz
dQd dwK A q

dx dx dx
φ  − + = −    

         (2) 

where the left hand sides are the standard forms of TBT as in [4]. The opto-moment ph ph
xx xxA

M E zdzε= ∫∫  and opto-shear-

force ph ph
xz s xzA

Q K G dAγ= ∫∫  are shown in Fig. 2, ph
xxM  is monotonically decreasing and vanishes at 0 54Mθ =  , where 

0ph
xxε = . However, ph

xzQ  vanishes at 0θ =  and 90 , where 0ph
xzγ = , but is nonmonotonic with a minimum at 37Q

mθ ≈  .   

Fig. 2 Orientation dependence of opto-moment  
and opto-shear-force 

Fig. 3 Light induced deflection of cantilevers: (a) wT(x); (b) wT(L) vs wE(L) 

Fig. 1 LCP beam with light illumination. Unit 
vector n is the orientation of LC director 

/( )ph ph ph phε ε ε− −= + − ⊗ε I n n 
With (cos ,0,sin )Tθ θ=n  

2
/ ((1 )cos )ph ph ph ph

xxε ε ν θ ν= + −            (1)       

/ (1 )sin 2ph ph ph
xzγ ε ν θ= +  

 

a) Corresponding author. Email: yzhuo@fudan.edu.cn 
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Analytical solutions for slender beams under uniform illumination 
F-F ends: ( ) ( )T Ew x w x ax b= + + ; C-F ends: ( ) ( ) ( / )T E ph

xz s xzw x w x Q K A x= +  with 2( ) ( / 2 )E ph
xx xxw x M D x= − .  

Thus, the bending curvatures are always the same for TBT and EBT. This is probably the reason why the effect of the 
opto-shear-force ph

xzQ  is often overlooked up to now. However, as shown in Fig. 3(a) for cantilevers, the two deflections 
can be quite different for n not parallel to x or y axis. Moreover, ph

xzQ  can produce a much larger end deflection wT(L) as 
shown in Fig. 3(b) and a rotation of the cross section as ( ) d ( ) / d /T ph

xz s xzx w x x Q K Aφ = − + . 

S-S ends: ( ) ( ) ( / 2 ) ( )T E ph
xx xxw x w x M D x L x= = −  and ( ) d ( ) / d /T ph

xz s xzx w x x Q K Aφ = − + ; 
C-S ends: ( ) ( ) ( 3 / 2 ) ( )(2 )T E ph ph

xz xxw x w x Q M L x L x L xα= + − − −  with 2( ) ( / 4 ) ( )E ph
xx xxw x M D L x L x= −  

Although for S-S ends, TBT deflections are the same as EBT, the bending characteristics are very different for C-S ends 
beams. Fig. 4(a) depicts that for 0 54Mθ θ< =  , ( )Ew x  is positive and has a maximum at x=2L/3. For 0

Mθ θ> , it 

becomes negative and has a minimum at x=2L/3. However, due to the opto-shear-force ph
xzQ , ( )Tw x  have two extremes 

for 00 19Mθ θ< < ≈   and always has a negative minimum for 0θ >  as in Fig. 4(b). Fig. 4(c) depicts the extreme 

values vs θ , EBT predicts a maximal light induced deflection at 0θ = , i.e. n//x as its behavior is determined by ph
xxM . 

However, much larger deflections are predicted by TBT due to the combined actions of ph
xxM  and ph

xzQ . Therefore, an 
orientation of LC director n not along the beam axes can be very beneficial to maximize the light induced deflection.  

 
 

CONCLUSIONS 
    

Timoshenko beam theory is applied to model the light induced bending of chromic liquid crystal polymer beams. When 
the liquid crystal molecules is not oriented along the beam axially or vertically, the light induced shear strain component is 
nonzero and can produce a large opto-shear-force in addition to opto-moment. For beams with two ends free and two ends 
simply supported, the light induced bending deflections are not affected by the opto-shear-force. However, for cantilever 
beams, the deflection can be much larger due to the coupled action of opto-moment and opto-shear-force. For beams with 
one end clamped and the other simply supported, the bending shapes are affected very strongly by the opto-shear-force. The 
results are confirmed by three-dimensional finite element simulations. Thus, the bending shapes of slender beams made of 
chromic liquid crystal polymers can be remotely controlled through light illumination. And beam models considering shear 
deformations should be applied in place of the classical beam theory to study the light induced bending behavior. 
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A COMPLIANT ORTHOPLANAR SPRING BASED PIEZOELECTRIC VIBRATION
ENERGY HARVESTER

Sharvari Dhote ∗and Jean Zu

Deparment of Mechanical and Industrial Engineering, University of Toronto, Toronto,Ontario, Canada

Summary This paper presents the modeling and experimental analysis of a broad bandwidth piezoelectric harvester. The proposed
harvester consists of a compliant orthoplanar spring (COPS) with piezoelectric plates attached at three different locations. The dynamic
behavior of the harvester with a mass at the center is modeled numerically and characterized experimentally. The prototype is manu-
factured and experimentally investigated to study the effect of a mass on the bandwidth. The simulation and experimental results are in
good agreement. The proposed PVEH has enhanced the performance of the energy harvester in terms of a wide frequency bandwidth
and a high-voltage output under base excitations.

INTRODUCTION

Vibration-based energy harvester (VEH) provides a promising solution of maintenance free power to wireless sensor
nodes. In the last decade, major research efforts have been focused on the design and development of novel harvesters
generating a plethora of literature [1]. Ambient vibrations have wideband characteristics. The narrow bandwidth of
resonance-based linear devices hinder commercialization of this technology. Nonlinear geometric structures are promising
for energy harvesting because of the possibility to design a smaller device[1]. Various nonlinear geometric designs were
investigated in the literature [2, 3].

Most of the multi-frequency VEHs proposed in the literature have used a close linear multiple modes to expand the
bandwidth of an energy harvester. This paper investigates the piezoelectric vibration-based energy harvester (COPS-
PVEH) vibration behavior through experiments and modeling.

DYNAMIC MODELING

In this paper, the equivalent circuit system is used to model and analyze the dynamic behavior of the designed har-
vester. The equations governing the motion of the COPS-PVEH are defined as follows:

MẌ + CẊ + k1X + k3X
3 + θV = −MZ̈, (1)

CpV̇ +
V

Rl
− θẊ = 0, (2)

where Z̈ = Acos(ωt) is input base acceleration and over dots describe differentiation with time. Here X represents the
displacement of an inertial mass M , C is a linear viscous damping constant, k1 and k3 are the linear and nonlinear spring
stiffness, θ represents the linear piezoelectric coupling coefficient, V is the voltage across the load resistance Rl for the
piezoelectric harvesting part, and Cp refers a capacitance of the piezoelectric material. Eqs. 1 and 2 are converted to the
non-dimensional governing equations. The ordinary differential equations are numerically solved using the Matlab ode45
solver.

EXPERIMENTAL SETUP AND PROTOTYPE

This section describes the experimental setup used for characterizing the vibration behavior of the COPS-PVEH. The
proposed harvester consists of a COPS with piezoelectric plates attached at different locations. The spring is clamped
between two aluminum rings. The diameter of the device is φ 52 ×10−3 m and thickness 5× 10−3 m. The piezoelectric
plate (PZT-5H) of 8 × 5 × 0.3 mm3 size with a wrap-up electrode is attached to the structure using a super glue. Figure
1(b) shows the piezoelectric plates attached to the prototype sample at three locations, and named as the end piezoelectric
(EP) position, the middle piezoelectric (MP) position, and the center piezoelectric (CP) position. Figure 1(a) shows the
experimental setup with the COPS-PVEH prototype mounted on a shaker. The designed harvester is clamped on the elec-
trodynamic shaker, which provides a harmonic base excitation. The excitation signal is measured using an accelerometer.
The electrical output voltage data are obtained using the Tektronix 3014 oscilloscope.

∗Corresponding author. Email: sharvari.dhote@mail.utoronto.ca
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(a) (b)

Figure 1: (a) Experimental set-up and (b) designed prototype used to test the COPS-PVEH.

RESULTS

This section compares the simulation and the experimental results of the developed harvester. The frequency sweeps
are carried out by increasing and decreasing the excitation frequency at a constant sweep rate of 0.5 Hz/s under a particular
acceleration level. The prototype was tested by adding a single circular mass of 5 × 10−3 kg in the center and voltage
outputs was measured at the EP position under 0.2g, 0.4g, 0.6g, and 0.8g excitations. Figure 2(a) shows the voltage-
frequency response during the forward sweep experiment. The result shows the hardening nonlinearity and a distinct
jump phenomena for the EP position. In the first mode, a duffing effect is observed due to large deflection of three fixed
guided beams of the spring. This resulted in a wider frequency bandwidth. The derived governing equation of motion
is a Duffing equation and model results are presented in figure 2(b). The voltage output at the EP position is compared
between the experiment and simulation. The numerical model well predicted the frequency bandwidth, a jump frequency
and the amplitude response at the EP position. The first vibration mode is also in closed agreement with the experiments.
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Figure 2: Comparison of the open-circuit voltage response of the sample with an addition of 0.5 × 10−3 kg circular mass
at the center under 0.2g, 0.4g, 0.6g, and 0.8g base excitations for the EP position (a) experiment (b) simulation.

CONCLUSIONS

This paper presents a model and experimental result for a wideband nonlinear compliant orthoplanar piezoelectric
vibration-based energy harvester. It operates under a weak low-frequency excitations (<150 Hz). With one center mass,
a typical hardening nonlinear response is observed. The developed model could predict a frequency jump, amplitude and
resonance frequency of the prototype accurately. The COPS-PVEH has a wide bandwidth and a high-voltage output due
to its unique compliant geometry design.
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THE DEFORMATION MECHANISMS OF NEW CHIRAL STRUCTURES 
 

Yunyao Jiang & Yaning Lia)  
Department of Mechanical Engineering, University of New Hampshire,  

Durham, NH03824, USA 

 
Summary New chiral structures were designed to enlarge the auxetic effects and create new deformation mechanisms upon external stimuli. A 
rotational-spring-rigid-rod model was developed to predict the auxetic effects of the new chiral structures. Four new structures from this family 
were reported in this paper: (1) a regular chiral structure, (2) a chiral structures with hard core, (3) a chiral structure with soft hinges, and (4) a 
chiral structure with auxetic core. Finite element (FE) simulations and mechanical experiments on 3D-printed specimens were performed to 
study the mechanics of these structures. The results show that compared with the regular chiral structure, all other three new structures have a 
smaller Poisson’s ratio. The smaller Poisson’s ratio is attributed to larger rotational ratio between active and passive ribs in the chiral cells. 
More interestingly, the chiral structure with auxetic cores showed a unique sequential cell-opening mechanism. 
 

Introduction 

Due to the remarkable mechanical properties of auxetic chiral structures, there is a strong interest in the theoretical 
modelling and reformulation of several aspects of mechanics of chiral lattice. This theoretical interest must be accompanied 
by the design and fabrication of new chiral structures, so that the mathematical parameters in the theoretical model can be 
link to the physical parameters in real materials. The calibration of the parameters and the validation of the theoretical 
model are largely constrained by two facts that: (1) only a few chiral structures available in database, and (2) the limited 
capability of the traditional manufacturing technology on fabricating complex structures. To reduce the two constrains, 
efforts were made in this investigation by designing a new family of auxetic chiral structures, using 3D printing to fabricate 
the designs, and performing mechanical experiments.  
   The new family of auxetic chiral structures were inspired by the pioneering work on the two existing chiral structures: 
(1) a triangular lattice with central rings [1], and (2) the ‘missing rib model’ [2, 3]. The former one was first proposed by 
Prall and Lakes [1], and generated many interesting research [3-7] since then. However, due to the existence of middle 
rings, the deformation of this chiral structure is limited. Compared with the former one, the latter ‘missing rib model’ is 
more fundamental, more flexible to vary and have potential to accommodate larger deformation. Therefore it was chosen to 
serve as a base structure to develop the present family of chiral structures. The auxetic effects of this type of chiral structure 
were due to the rotational response of the chiral cells when subjected to uni-axial tension or compression.  
   This new family of auxetic chiral structures are robust and have deterministic chirality. Also, the behaviours of them can 
be well-controlled by the structures and material composition. They have potential broad applications in lightweight 
designs, energy absorption, smart biomedical materials and actuating devices, metamaterials and mechano-adaptive 
composites which provide multi-mission capability for air, space and land assets. 
 

A ROTATIONAL-SPRING-RIGID-ROD MODEL FOR A CHIRAL CELL 

   The geometry of a typical chiral cell is shown in Fig. 1(left), in which each rib is perpendicular to the neighbouring ribs, 
and the length of all ribs are the same a. When the cell is subjected to uni-axial compression at A and D, the active ribs B-O-

C will rotate clockwise with an angle 𝜑1, the ribs F-O-G will rotate passively with an angle 𝜑2. Since the auxetic effects of 
the chiral cells are due to the rotation of the ribs, the Poisson’s ratio is directly related to the rotational ratio between the 
active ribs and passive ribs. In this model, the rotational ratio is defined as 𝑅𝑟 =

𝜑2

𝜑1
. The ribs are assumed to be rigid.  

   To model the relative rotational flexibility of the ribs, one rotational spring 
with rotational stiffness 𝐾𝜁  is introduced to the center O, and four rotational 
springs with rotational stiffness 𝐾𝜃are introduced to corners B, C, F, and G. 
Thus the chiral cell becomes a system of rotational springs and rigid rods. 
   From the kinematics and equilibrium of the rotational-spring-rigid rod 
system, The Poisson’s ratio v of the cell can be derived as a function of the 
stiffness ratio between the rotational springs as 𝜈 = −

𝐾𝜁 𝐾𝜃⁄

𝐾𝜁 𝐾𝜃⁄ +8
 . This 

relationship is plotted in Fig.1 (right), it can be seen that when the stiffness 
ratio increases, the Poisson’s ratio decrease, and when the stiffness ratio 
changes from zero to infinity, the Poisson’s ratio changes from zero to -1.  

 
Fig.1 The rotational-spring-rigid-rod 
model for a chiral cell: the geometry 
(left), and the prediction on Poisson’s 

ratio (right). 
CHIRAL CELLS WITH HARD CORES AND SOFT HINGES 

   The analytical model shows the concept that larger auxetic effects (i.e. smaller Poisson’s ratio) can be obtained by 
increasing 𝐾𝜁 𝐾𝜃⁄ . Based on this concept, two new chiral cells with larger auxetic effects were designed, as shown in 
Fig.2a: (1) a chiral cell with a hard core (to increase 𝐾𝜁), and (2) a chiral cell with soft hinges (to decrease 𝐾𝜃).   

10-2 10-1 100 101 102 103-1

-0.8

-0.6

-0.4

-0.2

0

n

A

B

C

D

E

F

G

HO

x

y

3303



2D plane-strain Finite Element (FE) models were set up for three 
chiral cells: regular chiral cell (cell 1 in Fig.2a), chiral cell with core 
(cell 2 in Fig.2a), and chiral cell with soft hinges (cell 3 in Fig.2a). FE 
simulations were performed in ABAQUS 6.13 under uni-axial 
compression along y direction. Periodic boundary conditions (PBC) 
were applied on all four edges of each cell. Hyperelastic Mooney-
Rivlin models were used for two materials in the FE models. The 
Poisson’s ratio 𝜈 and ration ratio 𝑅𝑟 were plotted as the function of 
the compressive strain, as shown in Figs. 2b and 2c.  

 
Fig. 2 (a) FE models, (b) Poisson’s ratio, and (c) 

rotational ratio of three chiral cells. 
It can be seem that the regular chiral cell gives a Poisson’s ratio of ~-0.4, while the Poisson’s ratios of the two new 

chiral structures are smaller than that of the regular one. The Poisson’s ratio of the chiral cell with core is ~-0.58, and that of 
the chiral cell with soft hinges is ~-1. Fig.2c shows that the cells with smaller Poisson’s ratio have a larger rotational ratio 
between the active and passive ribs. 

A CHIRAL CELL WITH AUXETIC CORES 
   To further tailor the shape of the core, a new chiral structure with auxetic core was designed, and the representative 
volume element (RVE) of it is shown in Fig.3a. 2D FE simulations were performed for the RVE with PBCs under uniaxial 
tension. The ribs AB and CD are stiffened to avoid local buckling. 

The Poisson’s ratio of this new structure was compared with 
the regular chiral cell in Fig. 3b. The new structure shows a 
Poisson’s ratio ~-0.58. The non-dimensional openings (current 
over the initial cell size) of both cells 𝑅𝑑 = 𝑑𝑖/𝑑𝑖𝑜 , (𝑖 =
1 or 2)were plotted in Fig.3c. Interestingly, Fig.3c shows a 
unique sequential cell opening mechanism: step1, larger cells 
open, core cells only rotate; step 2, smaller cells open.  

This new structure can be used to design smart medical 
bandage for sequentially releasing medicine particles with 
different sizes upon the degree of tension caused by different 
levels of inflammation.  

 
Fig. 3 (a) the new chiral cell with auxetic cores, (b) Poisson’s 
ratio vs. tensile strain, (c) curves for sequential cell-opening. 

3D PRINTING AND MECHANICAL EXPERIMENTS 
   The chiral structures designed were fabricated via a multi-material 3D printer (Objet, Connex 260). Mechanical experiments 
were performed to study the deformation mechanism of them. Digit Image Correlation (DIC) was used to quantify the strain in 
ribs during the overall deformation. FE simulations of the real 3D printed specimens were performed and compared with the 
experiments. Consistent results were obtained from FE simulations and mechanical experiments. 
   Fig.3 (left) shows the 3D printed specimens of the regular chiral structure, 
which was printed as TangoPlus materials in the 3D printer. The stress-strain 
behaviour of this material can be well captured by the Mooney-Rivlin model. Fig.3 
(right) shows the DIC strain contour of this specimen under the overall strain of -
10%. It can be seen that in most parts of the rib, the local strain is close to zero or 
much smaller than the overall strain. The strain mainly concentrated at the corners. 
This shows that the assumptions of the analytical model are reasonable.  

 
Fig. 3 A 3D printed specimen and the DIC 

results of it.  
CONCLUSIONS  

   New chiral structures were designed based on the concept provided by an analytical rotational-spring-rigid-rod model. The 
deformation mechanisms of them were explored via 2D FE simulations and mechanical experiments on 3D printed specimens. 
The new chiral structure with a circular hard core was proved to have a Poisson’s ratio of -0.58, and the one with soft hinges has 
Poisson’s ratio close to -1. Compared with the regular chiral structure, the third new chiral structure with auxetic core not only 
provides a smaller Poisson’s ratio (~-0.58), but also shows a unique sequential cell-opening mechanism. Those new chiral 
structures were proved to have robust auxetic effects and deterministic chirality. The new chiral structures can be used to design 
smart composites and actuating devices with applications in medical bandage for drug delivery, cellular camouflage, and sensors 
to respond to external stimuli. 
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PREDICTING THE CONSTITUTIVE RESPONSE OF SHAPE MEMORY ALLOYS ON THE
BASIS OF COMPOSITION AND HEAT TREATMENT

Dimitris C. Lagoudas∗, Austin Cox, and Theocharis Baxevanis
Department of Aerospace Engineering, Texas A&M University, College Station, TX 77843-3409, USA

Summary A predictive microscale-informed model that takes into account the precipitate-shape memory performance relations and allows
for the evaluation of the effective thermomechanical response of precipitated Ni-rich NiTi shape memory alloys on the basis of composition
and heat treatment is presented. The model considers the structural effect of the precipitates (coherency stresses due to the lattice mismatch
between the precipitates and the matrix material and precipitate volume fraction), as well as the effect of the Ni-concentration gradient in
the matrix, resulting from Ni-depletion during precipitate growth. The predictive capability of the model is tested against experimental data
obtained from Ni50.7Ti (at. %) that has been heat treated under different conditions and good agreement is shown.

INTRODUCTION

Near-equiatomic NiTi Shape Memory Alloys (SMAs) exhibit a reversible diffusionless solid to solid transformation from
the high temperature phase B2 (austenite) to the low temperature phase B19′(martensite). Ni-rich near-equiatomic NiTi SMAs
have received considerable attention because the phase transition temperatures can be adjusted through the Ni content. For
many NiTi alloys, the material is subjected to solution annealing and subsequent aging to form a metastable stochiometric
phase, Ni4Ti3, which precipitates coherently from the B2 phase. These precipitates significantly influence the martensitic
transformation of NiTi due to the following important factors: the stress state around the precipitates and the Ni depletion in
the matrix close to the precipitates. The stress field surrounding Ni4Ti3 precipitates affects the formation of the B19′ phase.
Additionally, the local martensitic transformation temperature is strongly affected by the variation in Ni concentration in the
matrix due to precipitation.

In the current work, the thermomechanical response of Ni-rich near-equiatomic NiTi SMAs is analyzed using Representa-
tive Volume Elements (RVEs) and validated with experimental results. The analysis take into account all the aforementioned
precipitation effects.

PROBLEM FORMULATION & COMPUTATIONAL PROCEDURES

RVEs generated with random distributions of precipitates shaped as oblate spheroids with an assumed aspect ratio are
used to approximate the microstructure of SMAs. An estimate of the precipitate volume fraction is required while con-
structing RVEs. This is calculated by a series of steps relating experimental data of pure and aged NiTi materials based on
time–temperature–martensite transformation (TTT) maps (Figure 3b) and the phase transition temperatures of highly pure
“solutionized” NiTi materials given by Frenzel et al. [1], as explained in [2].

The main aspects of the numerical analysis once the RVEs are constructed are briefly discussed below.

• Coherency – Eigenstrains corresponding to the lattice mismatch between the precipitates and the austenite phase are
imposed on the precipitates to capture the coherency stress and strain fields.
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Figure 1: Contour plot relating martensitic transformation start tem-
perature, Ms, to aging time and aging temperature for Ni50.7Ti alloy.
Each contour represents a line of constant Ms.
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Figure 2: Diffused RVE showing periodic variation in Ni-content.
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• Ni-Distribution from Ni-Diffusion – The Ni-concentration field in the RVE is calculated assuming Fickian’s diffusion
from the matrix through the precipitate boundaries. Starting with the initial concentration of Ni in the matrix, the Ni
form the matrix is allowed to diffuse through the precipitate boundaries until an equivalent amount corresponding to the
precipitate volume fraction is diffused.

• Analysis of RVEs – The obtained microstructure is subjected to thermomechanical loading paths under periodic bound-
ary conditions to allow for the smallest necessary domain for extracting the effective response as the average response
of different realizations of the microstructure. The precipitates are assumed elastic and non-transforming, whereas the
matrix follows a constitutive law for SMAs with variable phase transition temperatures corresponding to the Ni-content
distribution.

COMPARISON TO EXPERIMENTAL RESULTS
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Figure 3: Comparison of predicted and experimentally determined isobaric thermomechan-
ical responses of Ni50.7Ti SMA material (a) aged at 300◦C for 100hrs, and (b) at 350◦C for
48hrs.

The predictions of the strain–temperature
response of the thermally cycled Ni50.7Ti
material aged at 300◦C for 100hrs at 350◦C
for 48hrs under bias load levels of 150 and
200MPa are compared against experimental
data in Figs 6 and 7. The predictions are
able to reproduce quantitatively many of the
precipitation-induced changes in the thermo-
mechanical response. These include changes
in transformation temperatures due to ma-
trix compositional change and applied stress,
increases in the width of transformation in-
tervals (Ms-Mf ), and reduction in transfor-
mation strain. The slopes of the predicted
strain–temperature plots are lower than ex-
perimentally observed, i.e., higher transfor-
mation hardening than observed. The ob-
served discrepancy can be attributed to the
differences in the detwinning behavior of
compound twins and type II twins in marten-
site; the model does not capture the transi-
tion from type I and type II martensite twin
formation in the solutionized NiTi SMAs to
mostly (001)M type compound twin forma-
tion and thus the associated changes in the thermomechanical responses in precipitation hardened NiTi SMAs. In overaged
cases, where the Ostwald ripening drastically reduces the precipitate surface to volume fraction ratio, the effect of composi-
tional gradients becomes less prevalent and the matrix can be considered to be essentially homogeneously transforming in a
very small temperature interval.

CONCLUSIONS

A model for predicting the effective thermomechanical response of aged near-equiatomic Ni-rich NiTi SMAs on the
basis of composition and heat-treatment conditions using a microscale-informed model is developed which in principle is
transferable to other SMA systems. The model considers both the structural and chemical effects of the Ni4Ti3 precipitation
process, i.e., precipitate volume fraction, differences in elastic properties with the matrix, coherency stresses due to the lattice
mismatch between the precipitates and matrix material, and Ni-distribution resulting from Ni-depletion during precipitate
growth. The predicted overall effective thermomechanical response is shown to be in good agreement with experiments for
initial composition Ni50.7Ti and two different heat treatments which result in relatively low precipitate volume fractions.
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MODELING FERROMAGNETIC AND MULTIFERROIC CONSTITUTIVE BEHAVIOR
BASED ON A CONDENSED METHOD (CM)

Stephan Lange ∗1 and Andreas Ricoeur1
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Summary Due to the multifunctional applicability, smart materials are of particular interest in the field of material modeling. Most of
the developed models, describing the nonlinear behavior, are implemented within the framework of the Finite Element Method (FEM).
However, most investigations are restricted to simple boundary value problems (BVP) under uniaxial loading and their goal is the calculation
of hysteresis loops. Regarding this circumstance, the so-called condensed method (CM) is introduced to investigate the macroscopic
polycrystalline ferroelectric material behavior at a global material point without any kind of discretization scheme. In the presented paper,
the CM is extended towards ferromagnetic and multiferroic material behavior. Moreover, numerical results for a pure ferromagnetic behavior
and a comparison between the magnetoelectric coupling coefficient calculated by the FEM and the CM are presented.

INTRODUCTION

Ferroelectric as well as ferromagnetic materials are widely used in smart structures and devices as actuators, sensors,
etc. To model the nonlinear behavior, a variety of models has been developed in the past two decades, e.g. [1]. Most of
the models that have been published were implemented within the Finite Element Method (FEM). The implementation of a
discretization scheme is going along with a high computational effort and the solution of the boundary value problem (BVP)
requires high computational costs. Concerning the material behavior, most investigations are restricted to simple BVP under
uniaxial loading and their goal is the calculation of hysteresis loops. In [2] the so-called condensed method (CM) is introduced
to investigate the macroscopic polycrystalline material behavior of tetragonal ferroelectrics at a global material point without
any kind of discretization scheme. The CM is able to calculate hysteresis loops as well as residual stresses as a result of domain
wall motion [2]. Since reliability and life time of smart structures are crucial features for their development and design and
ferroelectric ceramics exhibit brittle failure characteristics, a high cycle fatigue model to predict the life time under combined
electromechanical loading is introduced in [3]. Besides classical ferroelectrics, other fields of application of the CM have been
exploited, e.g. ferromagnets or ferroelectric-ferromagnetic composites (s. [4]) or ferroelectrics with phase transition. In this
paper the CM is extended towards ferromagnetic and multiferroic composites.

CONDENSED APPROACH FOR NONLINEAR FERROELECTRIC-FERROMAGNETIC COMPOSITES

The system under consideration is a multiferroic composite, where barium titanate (BaTiO3) is supposed for the ferro-
electric phase and cobalt ferrite (CoFe2O4) for the ferromagnetic phase. The composite is a random dispersion of ferroelectric
and ferromagnetic grains with variable volume fractions. Volume forces bi and charges ωV are neglected. Therefore, the static
balance equations can be specified as σij,j = 0, Di,i = 0 and Bk,k = 0 with stresses σij , electric displacement Di and
magnetic induction Bk. To describe the nonlinear behavior of a multiferroic composite, the thermodynamic potential of each
phase is given as [2, 3, 5]

Ψ(FE) =
1

2
Cijklεklεij − elijElεij −

1

2
κilElEi −

1

2
µkmHmHk − Cijklεirrkl εij + eiklε

irr
klEi − P irr

i Ei, (1)

Ψ(FM) =
1

2
Cijklεklεij −

1

2
κlnEnEl −

1

2
µkmHmHk − Cijklεklεirrij −M irr

k Hk, (2)

where Cijkl, eikl, κln and µkm are the elastic, piezoelectric, dielectric and magnetic permeability tensors. εkl, Ei and Hm

denote the independent variables strain, electric and magnetic field. εirrkl , P irr
i and M irr

k in Eqs. (1) and (2) identify the
spontaneous strain, polarization and magnetization as results of domain wall motion [2, 5]. The associated variables are given
by σ∗

ij = ∂Ψ∗/∂εij , D∗
i = −∂Ψ∗/∂Ei and B∗

k = −∂Ψ∗/∂Hk, where ∗ distinguishes between the ferroelectric (FE) and
ferromagnetic (FM) phases following Eqs. (1) and (2). In the presented model, each local material point has either ferroelectric
or ferromagnetic properties. The domain wall motion is realized by either ferroelectric or ferromagnetic evolution laws for
internal variables ν(n), where n = 1, . . . , 4 describe the domain species for a two-dimensional case [2, 4]. Switching occurs if
wdiss > wcrit is satisfied, wherewdiss characterizes the dissipative work andwcrit the energy threshold. Next, the macroscopic
constitutive equations of a representative multiferroic volume element (RVE), which is given as a global material point in the
context of the CM, have to be determined. Assuming macroscopic values being microscopic volume averages of the 2-phase
comnposite, homogeneous fields in a grain and grains with equal size, i.e. V = MV (m), macroscopic values 〈σij〉, 〈Di〉
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and 〈Bk〉 are obtained by a simple averaging method [2]. Furthermore, a generalized VOIGT approximation is assumed,
where strain εkl, electric field El and magnetic field Hm are kept constant in the RVE consisting of M grains. Applying the
averaging method to the constitutive equations, given by partial derivatives of Eqs. (1) and (2), the macroscopic constitutive
equations of a multiferroic composite yield:

〈σij〉 = 〈Cijkl〉εkl − 〈e(FE)
lij 〉El − 〈C

(FE)
ijkl ε

irr(FE)
kl + C

(FM)
ijkl ε

irr(FM)
kl 〉, (3)

〈Di〉 = 〈e(FE)
ikl 〉εkl + 〈κil〉El − 〈e(FE)

ikl ε
irr(FE)
kl 〉+ 〈P irr(FE)

i 〉, (4)

〈Bk〉 = 〈µkm〉Hm + 〈M irr(FM)
i 〉. (5)

Values with angled brackets in Eqs. (3), (4) and (5) denote macroscopic quantities. Angled brackets without the super-
script (FE) or (FM) have contributions of both phases. Depending on the specific BVP the unknowns are chosen among the
macroscopic quantities 〈σ〉, 〈Di〉, 〈Bk〉, εkl, El and Hm. Assuming stress, electric and magnetic field as external loads, i.e.
〈σij〉 = σext

ij , El = Eext
l and Hm = Hext

m , the strain εkl results from Eq. (3). The residual stress, e.g. for a local material
point m of the ferroelectric phase, is given by:

σ
(m)
ij = C

(m)
ijkl

(
〈Cmnkl〉−1

(
σext
mn + 〈C(FE)

mnopε
irr(FE)
op + C(FM)

mnopε
irr(FM)
op 〉+ 〈e(FE)

rmn 〉Eext
r

)
− εirr(m)

kl

)
− e(m)

lij E
ext
l . (6)

Other quantities, e.g. D(m)
i , 〈Di〉, etc., can be determined likewise.

RESULTS

For the numerical investigations an RVE with M = 30 local material points is considered in the following. The external
loads are the same as prescribed above. In Fig. 1(a) the strain and magnetization hysteresis loops for a ferromagnetic material
are shown. The strain loop exhibits, in contrast to a ferroelectric material, the typical saturation for higher magnetic fields
[5] since there is no linear piezoelectric or magnetostrictive contribution to σ(FM)

ij . In Fig. 1(b) the numerical results for
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Figure 1: Numerical results of a pure ferromagnetic material (CoFe2O4) (a) and the magnetoelectric coupling coefficient of
a composite (0.8 BaTiO3 − 0.2 CoFe2O4) (b)

the magnetoelectric coupling coefficient g(σ)22 of the FEM (particle composite) and CM are presented for a ferroelectric -
ferromagnetic composite with 80 % barium titanate and 20 % cobalt ferrite. The results of these entirely different methods
are in a good accordance concerning the order of magnitude for the magnetoelectric coupling coefficient g(σ)22 . Therefore, the
CM is also a powerful tool to investigate ferromagnetic and multiferroic materials without a FEM framework.
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Summary In this work, the influence of the direction and the history of thermomechanical loading of NiTi shape memory alloys on the
overall material behavior is experimentally investigated. In the first part, cyclic biaxial mechanical loading has been applied to cross-shaped
specimens under constant temperature. The residual strains of selected points from the sample surface are extracted and analyzed. The
second part of the study concerns thermomechanical testing of textured samples cut from a laminated plate under complex cyclic loading
at different temperature levels. The evolution of residual strains and the transformation threshold are correlated to the history of loading
and the amplitude of transformation strain. Anisotropic effects are studied by performing those same experiments on different directions
according to the rolling direction of the laminated plate.

INTRODUCTION

Cyclic mechanical loading on NiTi shape memory alloys (SMA) induces a noticeable change in the actuation stroke –
recoverable transformation strain and martensitic transformation stress limits. The general behavior under one-dimensional
loading conditions depends on the temperature of the sample. This is a phenomenon commonly associated to transformation-
induced plasticity [1], but retained martensite that can transform back at higher temperature is also present [2]. If such behavior
is well understood for uniaxial tests, the anisotropic evolution of the SMA response upon cyclic has not been extensively
studied. Moreover, SMAs are known to exhibit strong anisotropy for superelastic loading cases [3], since forming conditions
induce texture in the polycrystal. This has a direct effect on the behavior under biaxial loading as well, as has been investigated
in recent works [4].

In this paper, a series of thermomechanical cyclic tests on NiTi samples is presented. It aims at investigating the effect of
three separate parameters of cyclic loading to the change of the material response, namely the evolution of residual strains and
the transformation threshold in terms of stresses. These three parameters are the number of cycles, the magnitude of ultimate
applied strain and the loading direction. The first part of this series concerns isothermal biaxial loading of cross-shaped
specimens along their two directions. The evolution of the overall kinematic fields of the specimen surface is monitored
using DIC. The second part concerns thermomechanical loading of one-dimensional specimens at different temperatures. A
complex cyclic loading path is applied to observe the evolution of material properties, followed by heating to measure the
recoverable residual strain.

THERMOMECHANICAL TESTING IN ONE DIMENSION

One-dimensional samples cut along the two directions of a rolled NiTi plate at 50.6% Ni atomic content were subjected
to the following loading path: tension towards 3% strain and return to zero force, repeated 15 times in total. Then, tension
to 5% strain and return to zero force. This sequence of 16 cycles is repeated a second time, followed by two last cycles to
3%. Tests were performed at a strain-rate up to 10−4s−1 and the temperature was always controlled at 30, 40 or 50◦C. At the
end of the mechanical loading, the samples were heated up to 100◦C to measure the recoverable residual strain. In the results
presented in Figure 1, it seems to reach saturated values for the loading of 3%, but the 5% target in terms of strain induces
further residual strain.

ISOTHERMAL NON PROPORTIONAL BIAXIAL TESTING

Cross-shaped samples are subjected to repeated biaxial loading at a temperature of 50◦C. The first sequence is composed
of tension cycles along the East-West direction and compression along the North-South direction. In the second sequence, the
force is maintained at zero along East-West, whereas tension is applied in North-South. Two cycles of the first sequence are
repeated during the third sequence. Figure 2 follows the overall force-displacement response for the specimen, as tracked by
the test machine controller. Strain fields on the surface of the sample are tracked by Digital Image Correlation (DIC) [5].

CONCLUSION

The aspects of residual strain and transformation threshold are investigated experimentally for the superelastic behavior of
NiTi alloys. Cyclic loading has been applied in one- and two-dimensional configurations. The effects of transformation strain
magnitude and anisotropy have been studied and related to the material properties.
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(a) Stress-strain diagram for the 32nd cycle (b) Residual strains as a function of accumulated transformation strain

Figure 1: Mechanical material behavior (a) and evolution of residual strains (b) for two samples in the longitudinal and transverse direction of rolling,
subjected to cyclic loading at 50◦C.

(a) East-West direction (b) North-South direction

Figure 2: Force-displacement diagrams for the overall behavior at 50◦C of a cross-shaped specimen in its two directions.

(a) Cross-shaped NiTi specimen for biaxial tension test
(b) DIC tracking for εxx

Figure 3: The NiTi biaxial sample used (a) and a experimental strain field εxx under tension-compression loading @50◦C.
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EFFECTS OF SWITCHING PROCESSES IN FERROELECTRICS ON THE TEMPERATURE:
A MODELING APPROACH
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Summary In this paper, the theoretical background and a Finite Element (FE) solution of a micromechanically and physically based con-
stitutive model is presented. The model considers the mutual nonlinear coupling of thermal and electromechanical fields. Numerical
calculations show the effects of temperature on the electromechanical field quantities and vice versa. They also reveal switching processes
in ferroelectrics and associated heating or cooling.

THEORETICAL PRINCIPLES

Nonlinear thermo-electro-mechanical constitutive law
Based on the thermodynamical potential

Ω̄ =
1

2
Cijklε

rev
kl ε

rev
ij −

1

2
κilEiEl −

1

2
γθ2 − elijElε

rev
ij − βijθεrevij − klθEl − P irr

i Ei − S̄irrθ, (1)

with the material tensors Cijkl, κil, γ, elij , βij and kl denoting the elasticity tensor, the dielectric tensor, the thermal coef-
ficient, the piezoelectric tensor, the thermal stress and the pyroelectric coefficients, the constitutive equations of a nonlinear
thermo-ferroelectric material are obtained as

σ̇ij = Cijkl(ε̇kl − ε̇irrkl )− elijĖl − βij θ̇, (2)

Ḋi = eikl(ε̇kl − ε̇irrkl ) + κilĖl + kiθ̇ + Ṗ irr
i , (3)

˙̄S = βkl(ε̇kl − ε̇irrkl ) + klĖl + γθ̇ + ˙̄S
irr
, (4)

where σij and εij are stresses and strains, Di and Ei the electric displacement and electric field and θ and S̄ the temperature
and specific entropy. The superscript ”rev” refers to reversible quantities and ”irr” indicates irreversible changes of state.

Balance of energy
For describing a thermoelectromechanical three-field problem, a third field equation is required, which is obtained from

the 1st law of thermodynamics. In the quasistatic case it reads

˙̄U = ˙̄W + ˙̄Q+ ˙̄X , (5)

postulating that the change of internal energy ˙̄U is equal to the sum of of the electromechanical work rate

˙̄W = σij ε̇
rev
ij + EiḊ

rev
i , (6)

the specific heat flow rate
˙̄Q = q̇v − q̇Aj,j , (7)

where q̇v is an internal heat source and q̇Aj,j a heat flux across the boundary, and the dissipative work rate

˙̄X = (σij ε̇
irr
ij + EiṖ

irr
i ) > 0 (8)

due to ferroelectric domain switching. The term in braces is a simple approach to quantify the switching energy [1]. Switching
events can also be interpreted as internal heat sources within a reversible control volume. According to Eq. (8), to q̇v then
applies

q̇v = ˙̄X = (σij ε̇
irr
ij + EiṖ

irr
i ). (9)

Together with Fourier’s law of heat conduction with the heat conduction coefficients λij and the Gibbs fundamental equation
for the internal energy

˙̄U(ε̇ij , Ḋi,
˙̄S) = σij ε̇ij + EiḊi + T ˙̄S, (10)

Eqs. (4) and (5), excluding any irreversible entropy production inside the conservative control volume ( ˙̄S
irr
, ˙̄X = 0), (6), (7)

and (9) finally lead to the energy balance, where T is the constant absolute temperature within incremental changes of state:

λijθ,ij = βijT ε̇
rev
ij + kiTĖi + γT θ̇ − σij ε̇irrij − EiṖ

irr
i . (11)
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a) b)

Figure 1: One-dimensional boundary value problem with (a) adiabatic (left boundary) and non-adiabatic (right boundary)
boundary conditions and (b) adiabatic boundaries as numerical test examples
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Figure 2: Analytical results for different loading frequencies with (a) E = 1MV/m and (b) E = 20MV/m; (c) numerical
result for the local evolution of the temperature at single switching event

SOME RESULTS

Numerical example
Assuming the switching process is dominant for heating, the elasto- and electrocaloric coupling effects are neglected

in Eq. (11). The calculation, however, considers thermal expansion and the pyroelectric effect, which have an influence
on electromechanical quantities. Fig. 2 (c) shows the temperature evolution for the boundary value problem in Fig. 1 (b)
depending on the electric field strength. It shows a rising temperature during domain switching.

Analytical example
A Fourier transformation is applied to all time-dependent variables. As in the numerical solution, electro- and elastocaloric

effects are neglected in Eq. (11). Fig. 2 (a) and (b) show results for the distribution of the temperature depending on the
angular frequency ω for a stress-free (σij = 0) one-dimensional boundary problem, as shown in Fig. 1 (a). Due to the
adiabatic boundary condition at the left boundary (x = 0), the gradient of the temperature is zero there. At the right boundary
(x = L), the heat flows out of the body. It is a pure heating effect caused by switching processes. Higher frequencies foster
the homogeneity of the temperature in the rod.
Because of the relatively small electric field strength in Fig. 2 (a), this very simple calculation predicts results in an order of
magnitude of θ = 100, which is consistent with experiments in [2] and [3]. So-called thin film samples tolerate much higher
electric field strengths than bulks, thus much larger effects can be produced (Fig. 2 (b)).
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Summary The influence of grain boundaries and grain misorientation on the nucleation and growth of martensite in an equi-atomic nickel-
titanium (NiTi) shape memory alloy (SMA) is investigated by performing molecular dynamics (MD) simulations on bicrystals with a
modified embedded atom method (MEAM) interatomic potential. Stress-induced martensitic transformations are simulated in bicrystals
with mixed grain boundaries and the behavior of the bicrystal is compared to that of individual single crystals. Here, a particular bicrystal
with < 110 > and < 111 > oriented austenite grains is chosen as an example. Results indicate that the mixed grain boundary in the
austenite bicrystal acts as a nucleation site for stress-induced martensitic transformation in the grains. The deformation behavior and the
transformation strain of the bicrystal fall in between those of the two corresponding single crystals.

INTRODUCTION

SMAs can exist in different phases depending on temperature and stress. This leads to interesting properties such as
pseudo-elasticity and the shape memory effect. The reversible phase transformation happens between a high-symmetry B2
austenite phase, stable at high temperatures, and a low symmetry B19’ martensite phase, stable at low temperatures. Under the
application of a load at high temperatures, the austenite phase undergoes large reversible deformations up to a strain of 10 %
by transforming into the martensite phase. This transformation is very sensitive to grain orientation [1], grain size [2] and grain
boundaries (GBs) [3, 4, 5] which are known to influence the nucleation of martensite, the transformation stress and strain, and
the type of variant in regions near the grain boundary. Since the martensitic transformation occurs rapidly, it is difficult to
understand the precise role of various types of grain boundaries by performing experiments. This is why molecular dynamics
is an important tool in understanding the underlying micro-structural changes during such phase transformations. So far, MD
has been limited to study temperature and stress-induced transformations in single-crystal NiTi [6, 7]. In this work, we study
the influence of mixed grain boundaries on stress-induced martensitic transformations by simulating differently oriented NiTi
bicrystals.

METHODOLOGY

A specific bicrystal with a mixed high-angle grain boundary is chosen as an example to discuss method and results. A 3-D
cell with periodic boundary conditions along all directions consisting of two grains of different orientation (Fig. 1(a)) is used.
Overlapping atoms near the GB that are very close to each other are deleted. The two GBs, one in the middle of the cell and

GB1

GB1

GB2

n1

n2

n3

m1

m2

m3

d < 11̄0 >

< 110 >

< 001 >

< 112̄ >

< 111 >

< 11̄0 >

(a) (b)

Figure 1: (a) Schematic of the 3-D periodic bicrystal simulation cell. (b) Sectional view of a relaxed bicrystal with a mixed
grain boundary (atoms in red); orientation of individual grains is also shown.
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one that arises because of periodicity are similar and the separation d between them is large enough to independently study
the effect of the GB. In this work, we choose d =15 nm and 15 nm × 15 nm × 15 nm grains. The initial structure is austenite
with the orientation of the two grains shown in Fig. 1(b).

An energy minimisation is performed to obtain the minimum energy GB structure. After that, the bicrystal is allowed to
thermally equilibrate at 350 K. The loading axis is perpendicular to the GB plane. Tensile and compressive loading simulations
are performed at a strain rate of 107 s−1. To compare results with single crystal behaviour, bulk single crystals along < 110 >
and < 111 > axis are subjected to the same boundary conditions. All simulations are performed with LAMMPS using the
MEAM interatomic potential [8].

RESULTS AND DISCUSSION

Figure 2 shows the tensile (a) and compressive (b) stress-strain response of the B2 bicrystal shown in Fig. 1(b) and that of
the individual single crystals loaded along the < 110 > and < 111 > axis at 350 K. In all cases, there are two regions of linear
deformation, corresponding to phases B2 and B19’, that are separated by a non-linear region – this implies the transformation
and leads to super-elasticity. The stiffness of B2 and B19’ and the strain associated with the stress plateau for the bicrystal
are in between the corresponding single crystal values. Under both tension and compression, the GB acts as a nucleation site
for the onset of martensitic transformation, starting in the bottom grain in Fig. 1(b). In this particular bicrystal, the GB does
not affect martensite variant selection since the same variants are formed in each grain and in the individual single crystals
(results not shown here).
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Figure 2: Isothermal stress-strain behavior of the bicrystal in Fig. 1(b) compared to individual bulk single crystals at 350 K
under (a) tension and (b) compression.
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Summary If the shape memory materials are applied into actuators, the novel intelligent shape memory actuators can be developed. In the 
present paper, the development of a functionally-graded shape memory alloy actuator, a functionally-graded shape memory polymer actuator 
and a shape memory composite actuator is discussed. The simple multi-way actuation can be developed by using the functionally-graded shape 
memory alloy. The functionally-graded shape memory polymer board, showing the close deformation property of the finger, can be applied to 
the elements coming into contact with body in the medical actuators. The three-way actuators can be developed by applying the shape memory 
composite with various kinds of shape-memory alloy and polymer. 

INTRODUCTION 

   In the intelligent materials, the development of shape memory alloy (SMA) has attracted high attention because the 
unique properties of the shape memory effect (SME) and superelasticity (SE) appear. If we apply the recovery stress to the 
driving force, we can develop the novel SMA actuators. Shape memory polymer (SMP) has also been developed. In SMP, 
large recovery strain of more than 100 % can be obtained. We can use not only the shape recovery and shape fixity but also 
recovery stress. We can therefore develop the novel SMP actuators by using the recovery stress. Although elastic modulus 
and yield stress are large at high temperatures and small at low temperatures in SMAs, they are large at low temperatures 
and small at high temperature in SMPs. The dependence of rigidity and strength on temperature is therefore quite different 
between SMA and SMP elements. If the composite materials with SMA and SMP having different properties are developed, 
the new actuation properties of the material can be obtained. In the present paper, the functionally-graded SMA actuator, the 
functionally-graded SMP actuator and the three-way actuation of the shape memory composite (SMC) will be discussed. 

FUNCTIONALLY-GRADED SMA ACTUATION 

   As an example of the functionally-graded shape memory alloy (FGSMA), we developed a new fabrication process that 
combines powder metallurgy and hot extrusion as shown in Fig. 1 to obtain the FGSMA wire that varies in transformation 
temperatures from high to low along the wire axis. First, a multilayered TiNi green compact in which the Ti–Ni 
compositions varied layer by layer was sintered using a spark plasma sintering process; the compact was then hot extruded 
into wires. We used a characteristic that the phase transformation temperature of TiNi SMA changes depending on the 
composition of Ti and Ni. Figure 2 shows the stress–local strain curves at three points of the hot extruded wire. The wire 
shows the SE at the position that correspond to a Ni content of 51.0at.% and the SME at the position of 50.4at.% Ni. These 
differences appear to be based on the different MT temperatures at each position. If the FGSMA wire and tape are 
developed, the temperature-dependent continuous actuation and the multi-way actuation can be obtained by using only one 
SMA wire or tape, resulting in a small and simple mechanism. 

FUNCTIONALLY-GRADED SMP ACTUATION 

   The polyurethane SMP foam and sheet having different glass transition temperatures Tg were laminated and the FGSMP  
board was fabricated. The photograph and structure of the FGSMP board are shown in Fig. 3. Two SMP foams of thickness 
5 mm with Tg = 298 K and two SMP sheets of thickness 2 mm with Tg = 308 K and 328 K were laminated. The indentation 
test was carried out for the FGSMP board. The relationship between force and displacement in five cycles obtained by the 
test for a maximum force of 5 N is shown in Fig. 4. In Fig. 4, the result for a finger is also shown. The relationship of the 
FGSMP board is close to that of the finger. The deformation properties of the body differ depending on the region. The 
FGSMP board corresponding to each region can be developed by the combination of the sheet and foam with appropriate 
thickness and glass transition temperature in the medical actuators. 

THREE-WAY SHAPE MEMORY COMPOSITE ACTUATION 

  The SMC belt was fabricated by using two kinds of shape memory alloy tapes and three SMP tapes. The glass transition 
temperature of the SMP tape was between the phase transformation temperatures of the SMA tape and superelastic alloy 
(SEA) tape. The SMA tape and SEA tape were arranged facing in the opposite directions for the memorized round shape as  
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shown in Fig. 5. The SMP tape passed through the SMA tape and the SEA tape were sandwiched between two SMP tapes 
from upper and lower sides. The laminated material was set in the mold for heat-treating of the SMC belt. The photographs 
of the bending motion of the fabricated SMC belt during heating and cooling are shown in Fig. 6. The SMC belt bends to 
convex downwards (in the direction of the memorized round shape of the SEA tape) by the recovery force of the SEA tape 
during heating (1) – (2). It bends to convex upwards (in the direction of the memorized round shape of the SMA tape) by 
the higher recovery force of the SMA tape at higher temperature (2) – (3). It regains its original shape during cooling (3) – 
(4). As can be seen, the three-way (reciprocating) bending actuation can be obtained by a simple SMC structure. 

CONCLUSIONS 

   In the present paper, the development of a functionally-graded shape memory alloy actuator, a functionally-graded shape 
memory polymer actuator and a shape memory composite actuator was discussed. The main points confirmed are as follows. 
(1) The simple multi-way actuator can be developed by using the functionally-graded shape memory alloy. 
(2) The functionally graded shape memory polymer board, showing the close deformation property of the finger, can be 

applied to the elements coming into contact with body in the medical actuators. 
(3) With respect to the shape memory composite actuators, by the combination of various kinds of shape-memory alloy and 

polymer, the three-way actuation can be obtained. 

Fig. 3 Photograph and structure of FGSMP board

Fig. 4 Indentation curves of FGSMP board and finger

Fig. 5 Arrangement of SMA, SEA and SMP tapes 
for laminating and heat-treating of SMC belt

Fig. 6 Photographs of three-way bending motion of SMC 
belt during heating and cooling
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MODELING OF THE CHEMO-MECHANICAL BEHAVIORS OF REACTIVE MATERIALS 
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Summary To describe the transient behaviors of chemo-mechanical interactions in reactive materials, this paper formulate a continuum-
mechanical model of the coupled mass transport, deformation and chemical reaction within the framework of nonequilibrium 
thermodynamics. By introducing a volumetric strain relation enforced as a constraint to the free energy function via a Lagrange multiplier, 
we consider separately the reaction dilation and the swelling due to imbibition of external molecules. The model is illustrated by two 
examples and the kinetic characters of these processes are analyzed under various ratios of characteristic time of diffusion and reaction. 
 

INTRODUCTION 
 
   Chemo-mechanical interaction widely exists in materials such as hydrogel, shape memory alloys and chemical reactive 
substance as well as geomaterials and biological tissues. These materials respond easily to external stimulus like stretching, 
heating and chemical reactions, and some of which, particularly, possess the swelling ability and the chemical reactivity 
simultaneously. This compound trait results in complex material behaviours governed by the coupled mass diffusion, 
chemical reaction and mechanical deformation. From the engineering application viewpoint, there is a need to evaluate the 
coupling behaviour of these reactive swelling materials. Yet, most of the available theories are limited to the coupling of 
deformation and diffusion without chemical reaction or remain deficient in describing complex reaction-diffusion 
behaviours owing to treating the reaction dilation as a common swelling process and lack of reaction kinetics. Therefore, the 
purpose of the present work is to develop a model within the framework of nonequilibrium thermodynamics to describe the 
transient behaviours of a chemo-mechanical coupling system. 
 

CONSERVATION LAWS AND THERMODYNAMIC IMBALANCE 
 

Consider a macroscopically homogeneous body B bounded by the surface S with unit outward normal vector jn . When 
all inertial effects and body forces are neglected, the macroscopic mechanical balance is described by: 

, 0 ( )ij j in Bσ = , , (  )i i j jf n on Sσσ= ,  (  )i i uonu Su =                        (1) 

where, ijσ is the Cauchy stress tensor, iu is the displacement vector. if and iu are respectively the prescribed force and surface 
displacement on the surface S. The mass conservation related to the thα component is expressed in the form: 

=mc rα α α→+∇ ⋅J                                           (2) 
where cα is the number of molecules per unit volume of speciesα , r α→ is the rate of molecules formation or consumption 
and m

αJ is the diffusion flux vector. In the framework of the irreversible thermodynamics, the second law takes the form of a 
local entropy imbalance. By introducing the Helmholtz free energyψ , the chemical potential αµ , the chemical affinity

( ) ( )A vγ γ
α α

α

µ= −∑ and the reaction rate ( ) ( ) ( )/r vγ γ γ
α α→=  for the thγ reaction with ( )γ and ( )v γ

α representing the reaction degrees and 

the stoichiometric coefficient respectively, the Clausius–Duhem inequality of the deformable reactive continua is given as:  

( ) ( ) ( ): ( ) 0q mc sT T A
T

γ γ
α α α α

α α γ

µ ψ µ+ − − + ⋅ −∇ + ⋅ −∇ + ≥∑ ∑ ∑
J

σ ε J                        (3) 

where, ε is linear strain tensor, qJ is the heat flux, s andT are the entropy density and the absolute temperature respectively. 
 

ISOTROPIC LINEAR CONSTITUTIVE REALTIONS AND KINETIC LAWS 
 

For the isothermal case, under the considertaion that individual molecules are incompressible, we incorporate the 
volumetric difference between the reactants and the resultants with the chemical dialation coffiecient β . The volumetric 
strain is express as the sum of the swelling induced by diffusive speices and the dialation/shrinkage generated by reaction 
(in the form of simple case with single diffusive constituent, single reaction and superscript 0 refers to the reference state) 

0( ) 3kk c cε β= Ω − +                                         (4) 
where,Ω is the volume per small molecule. This condition can be enforced as a constraint to the free energy of the system 
with a field of Lagrange multiplier p . For an isotropic linear material with only one diffusive constituent β and single 
reation 1 2( ) ( )s sα β α+ → ,we prescribe a particular form of the free-energyψ as a function of independent variables
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, , andkk ije cε  by choosing a quadratic expression ( ije is the deviatoric strain tensor). By insertingψ into the state equations 
derived from dissipation inequality with constraint (4), we obtain the linear constitutive relations as follows: 

0 0 0 0 0 0

0 0 0 0

3 3 ( ) 9 ( ) 3 , ( ) ( ) ,

2 , 3 ( ) ( )
kk kk kk kk

ij ij ij kk

R c c p R N c c p

s s e A A c c a

σ σ ε β µ µ ε ς

β ε ς

− = Κ + − − Κ − + − = − − − − − Ω

− = Λ − = Κ + − + −

   
 

         (5) 

where, /3ij ij kk ijs σ σ δ= − ,Κ andΛ are the volumetric modulus and the shear modulus, , ,R N ς and a are the mechanical-
chemical coefficient, the chemical potential constant, the chemical potential-reaction coefficient and the chemical affinity 
constant, respectively. Let 1σ , 2σ and 3σ be the three principal stresses and set 0R = for a simplified case, we have 

0

2 2

1 3
1 1 2 1 2i i

E N E N
E

ν ν β ς β µ µσ ε θ
ν ν ν
 +  −   = + − − + − −    + − − Ω ΩΩ Ω    

                  (6) 

where 1,2,3i = ,θ , E andν are volumetric strain, the elastic modulus and the Poisson’s ratio. Eqn.(6) can be further 
simplified to the standard swelling case when 0= .The diffusion kinetics is given by the relation 0( / )m c D kTβ βµ= − ∇J . The 

reaction kinetics can be given by an additional evolving law, i.e. an Arrhenius type equation /aE RTA k e=  to satisfy 
dissipation inequality 0c AΦ = ≥ . However, a more practical way lies on introducing a differential form kinetics to link the 
reaction rate with reactant concentration: / ( )nd dt k cβ= , where, k is rate constant and n is the reaction order. 
 

TRANSIENT PROBLEMS 
 

The theory described above is now applied to two numerical examples, one for a laterally constrained film fabricated on a 
rigid substrate (Fig. 1a) with the upper surface brought into contact with a diffusive species for which =0µ , and another for 
a film immersed in the same species (Fig. 1b). A first order reaction ( / t kc∂ ∂ = ) between the film and the diffusive species 
is considered. For the freestanding film, it reacts with the species and swells in both in-plane and the thickness directions. 
The chemical potential ( , )z tµ , the vertical displacement ( , )zu z t and the reaction degree change with time until both the 
diffusion and the reaction approach equilibriums. For the constrained film, it stretches in the thickness direction while the 
lateral stretches are constrained. The film thus develops a biaxial stress state with ( , ) ( , )x yz t z tσ σ= at 0x yε ε= = .These 
problems are solved numerically with the definite conditions and a small part of the results are list as follows (Fig.1). 
 
 
 
 
 
 
 
 
 

Fig. 1 (a), (b) Schematic illustration of the two swelling cases. (c) The chemical potential distribution of the freestanding film as a 
function of time. (d) The stress distribution of the constrained film as a function of time. 

 
CONCLUSIONS 

 
   We developed a thermodynamically consistent model to describe the transient behaviors of reactive swelling material. The 
model is particularized by considering an isotropic free energy function and a single chemical reaction between the diffusive 
species and the material. Two transient problems exemplified the model application and the results illustrate the capability of the 
model to describe complex behaviors of chemo-mechanical systems. 
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NUMERICAL MODELING OF GAS-EXPANDED LUBRICANTS IN HYBRID BEARINGS 
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Summary A binary liquid mixture of synthetic oil and dissolved carbon dioxide could be a potential substitution of conventional lubricants. 
These smart-lubricants have the ability to provide a more efficient and reliable operation of turbomachinery through real-time adjustment of 
lubricant mixture properties. The goal of this study is to investigate the performance and phase behavior of these gas-expanded lubricants in a 
high-speed hybrid bearing using a three-dimensional CFD model. The results indicate that utilizing a smart-lubricant with altered properties 
results in lower power losses as compared to a bearing operating with pure oil. The resulting pressure and temperature distributions also indicate 
that two-phase behavior of carbon dioxide could trigger significant effects on bearing performance even under high ambient pressure condition. 
 

INTRODUCTION 

 
   A smart lubricant, also called a gas-expanded lubricant (GEL), is a binary liquid mixture of synthetic oil and dissolved 
carbon dioxide (CO2). The amount of gas dissolved can vary in time and can be correlated with the various operating 
conditions of the bearing. This provides direct control over the lubricant viscosity that could maximize bearing and rotor 
dynamic performance in real-time [1]. The lubricant properties of this binary mixture can be easily tuned by adjusting the 
mixture composition via the pressure inside the bearing housing as shown in Fig. 1(a). Although previous studies have 
evaluated the performance of GEL in high-speed rotating bearings, all of them were based on the two-dimensional form of 
generalized Reynolds equation with an assumption of a single-phase fluid, which does not account for the potential of 
dissolved CO2 vaporizing or separating from lubricant oils [2]. Therefore, the objective of this study is to utilize three-
dimensional numerical modelling to investigate the performance as well as the phase behavior of smart lubricants in a hybrid 
bearing under different operating environments. A series of single-phase simulations for different lubricants is performed to 
evaluate the potential two-phase behavior and bearing performance in terms of power loss, pressure and temperature 
distributions, as well as the corresponding mixture composition. These simulation results establish a foundation for further 
development of the two-phase model to study the complex fluid phase behavior inside high-speed rotating bearings under 
various operating conditions.  

 
Fig. 1. (a) Smart lubricant viscosity adjustment potential, (b) Boundary conditions, and (c) CFD model of a hybrid bearing  

 
METHODOLOGY 

 

   The high-speed hybrid bearing is selected from the literature and is shown in Fig. 1(b) [3]. It is 76.2 mm in diameter and 
76.2 mm in axial length, has a radial clearance of 0.127 mm and 0.5 eccentricity ratio. The five square recesses on the stator 
are 27 mm in length and 0.254 mm in depth, each having a radially directed inlet orifice of 2.49 mm in diameter. There is one 
outlet port, as shown in Fig.1b). The operating speed is 24,600 rpm. The boundary conditions setup and lubricant properties 
are set according to previous work in [3]. The performance and phase behavior of GEL are first analysed using a three-
dimensional single-phase model using ANSYS-CFX, which solves the Reynolds-averaged Navier-Stokes equations and the 
energy equation. The Shear Stress Transport turbulence model is selected. The boundary conditions include: adiabatic no slip 
walls, static pressure and temperature at the five inlet orifices, and static pressure at the outlet port. The lubricants analysed 
in this study included polyolester oil (POE) and smart lubricant (POE + 20% dissolved CO2). The viscosity of POE and smart 
lubricant at 55°C are 34.04 mPa s and 22.4 mPa s, respectively. An empirical equation for solubility of CO2 in POE based on 
experimental data from Hauk [4] was utilized to analyse the phase behavior: 𝑃 = 𝑎1𝐶 + 𝑎2𝐶𝑇 + 𝑎3𝐶

2 + 𝑎4𝐶
2𝑇 + 𝑎5𝐶

2𝑇2, 
where mass fraction of CO2, C is described as a function of pressure, P and temperature, T; the empirical coefficients a1 = -
150.3, a2 = 0.5926, a3 = 525.1, a4 = -3.317 and a5 = 0.004917. The accuracy of the CFD model is demonstrated by comparing 
the simulated lift force with the experimental value from Franchek and Childs [5], and the relative error was approximately 
4.3%.  

P µ 

(a) (b) (c) 
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wall 

rotating 

wall 

inlet 
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RESULTS AND DISCUSSION 
       
   The effect of using POE and the smart lubricant on the performance of a hybrid bearing was numerically modelled 
considering the lubricant is fed into the bearing at a pressure of 7 MPa and temperature 55°C. The simulation results show 
that the bearing power loss produced by the smart-lubricant is 11.9 kW, resulting in a 13.1% reduction compared to the POE-
lubricated case due to the lower viscosity.  
   Figure 2 (a) and (b) present the comparison of pressure and temperature profiles between a smart-lubricant delivered under 
two different conditions: (1) low ambient pressure with the supply pressure of 5.9 MPa, supply temperature of 40°C and 
outlet pressure of 0 MPa, and (2) high ambient pressure with the supply pressure of 6.4 MPa, supply temperature of 40°C 
and outlet pressure of 5.9 MPa. As can be seen, the peak pressure occurred on the side of the bearing between the applied 
load and the outlet orifice. Also, the wall boundary imposed at the axial ends of the bearing to mimic the effects of the pressure 
annular seals that isolate the bearing cavity induced a much higher temperature in these regions. Figure 2 (c) shows the 
calculated mass fraction of dissolved CO2 based on the resulting pressure and temperature. These results indicate that the local 
pressure drop and the increased temperature can potentially result in the dissolved CO2 vaporized or separated from the oil 
even under high ambient pressure condition. Further study will focus on the two-phase flow modelling to study the complex 
two-phase behavior of smart-lubricants in high-speed rotating bearings, as well as its implication on their performance under 
various operating conditions.     
 

   

   
 

Fig. 2. (a) Pressure profile, (b) temperature profile and (c) mass fraction of dissolved CO2 for a smart-lubricant delivered at 
low ambient pressure (1st row) and high ambient pressure (2nd row)     
 

CONCLUSIONS  
  
  The performance and phase behavior of smart-lubricants in a high-speed hybrid bearing was investigated using a three-
dimensional CFD model. The results indicated that utilizing a smart-lubricant with altered properties results in lower power 
losses as compared to a bearing operating with pure oil. The simulation results suggest that the two-phase flow could possibly 
exist inside a high-speed rotating bearing even under high ambient pressure. This is due to the decrease of local pressure and 
the rise of local temperature at the axial ends of bearing which are sealed. A two-phase flow model, therefore, should be 
developed in the future to investigate the potential vaporization or separation of dissolved CO2 as well as its impacts on 
bearing performance under a variety of operating conditions.    
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Summary: Ni-Mn-Ga Ferromagnetic Shape Memory Alloy (FSMA) has advantages in obtaining high-frequency large cyclic deformation with 
the magnetic-field driven martensite reorientation. However, most existing high-frequency tests on FSMA were conducted only for short time 
periods (a few seconds) to avoid temperature rise. In this work, we study the material’s long-time (> 4 minutes) high-frequency dynamic 
behaviour. Particularly, the mechanism for the temperature rise and its influence on the dynamic output strain under different ambient 
conditions (with stagnant air and various ambient air flows) are investigated.  
Keywords: Ferromagnetic Shape Memory Alloy, Magneto-thermo-mechanical coupling, High-frequency actuation. 

Introduction 
Ni-Mn-Ga Ferromagnetic Shape Memory Alloy (FSMA) is a promising candidate for actuators due to the high-frequency 
Magnetic-Field-Induced-Strain (MFIS) of its martensite reorientation [1,2]. In literature, there are reports on different 
aspects of the material’s behaviours, such as the study on the microstructures of twins and magnetic domains [3,4], 
modelling of the magneto-mechanical coupling behaviours [5-7], and the dynamic effects (inertial effects) [3, 8].  
However, most existing high-frequency tests on FSMA were conducted only for short time periods (e.g. only a few seconds 
in [3, 8]) because there was significant temperature rise in the dynamic tests. The temperature rise would change the 
material’s performance since many of the material’s properties are sensitive to temperature [9]. Recently, we measured the 
specimen’s temperature rise and observed the twin morphology and found that the temperature rise was mainly due to the 
energy dissipation of the Type II twin boundary motion in slim specimens (eddy-current heating is ignorable) [10]. Based 
on the same dynamic setup, but with thicker specimens (with higher temperature rise), we conducted the tests under high-
frequency long-time actuations in order to reveal the temperature influence on the output strain in current paper. In the 
following, the experimental setup and results are reported and some preliminary conclusions are drawn.   

Experiment setup and material properties 
   The transformation temperatures of the single crystal Ni50Mn28.5Ga21.5 (at. %) (from Goodfellow) Ms, Mf , As and 

Af are 52.5°C, 51°C, 58.2°C and 59.8°C, respectively. The sample’s dimensions are 2mm x 5mm x 20mm. All faces of the 
sample are parallel to the {1 0 0} planes of the austenite. A horizontal magnetic field (2 mm side) and a vertical 
compressive force (20 mm side) are applied (see Fig. 1).  Before each test, the sample is largely compressed vertically to 
obtain a single variant with a vertical short-axis (so-called the stress-preferred variant). In the test, an initial compression 
stress (0.1 MPa) is set by the spring (of stiffness 15 kN/m) on the single variant.  A field (0.6 Tesla of frequency 90 Hz) is 
applied to trigger cyclic martensite reorientation (switching between the stress-preferred variant and the field-preferred 
variant) leading to variation in the sample’s length measured by a laser displacement sensor. The sample’s temperature is 
measured with a thermocouple. In order to reduce the heat conduction from the sample to the fixtures, the sample holders 
are made of plexiglass with low heat conductivity. An air flow (with controllable velocity) is used to change the heat 
convection around the sample (i.e., change the characteristic heat transfer th [10]). 

Fig. 1 Experimental setup for high-frequency magentic field indued martensite reorientation in Ni-Mn-Ga. 
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Experimental results 
It is seen in Fig. 2, when the air flow velocity v increased from 0 m/s (stagnant air in Fig. (2a)) to 30 m/s (high-

speed air flow in Fig. (2e)), the sample’s steady-state temperature decreased from 51.3 oC to 28.6 oC while the steady-state 
output strain changed non-monotonically (increased from 0.8% in Fig. (2a) to 4.1% in Fig. 2(c), and then decreased to 3.1% 
in Fig. (2e)). Particularly, it is seen that there is a sudden drop in the output strain in Fig. (2a), where the sample’s 
temperature reaches a high level close to the phase transformation temperature (note: the temperature is measured at the 
specimen’s end by a thermocouple and the middle of the specimen might have higher temperature due to the localized 
dissipative twin boundary motion). One of the possible reasons for the strain drop is that phase transformation is triggered 
by the high temperature rise. However, to confirm this mechanism, further experiments and theoretical modelling about the 
heterogeneous twin boundary motion and the associated temperature evolution need to be developed.   

Fig. 2 The ambient-flow influence on the temperature evolution and output strain under the long-time actuation of a high-
frequency magnetic field (0.6 Tesla of frequency 90 Hz). 

CONCLUSIONS
The ambient-flow significantly influences the sample’s temperature which affects the output strain: the stable output strain 
changes non-monotonically with the ambient air velocity (or the characteristic heat transfer time th) while the stable 
(steady-state) working temperature decreases monotonically with increasing air flow (decreasing th).  
When the temperature rise is significant (close to phase transformation temperature), the sample doesn’t stop deforming, 
but automatically adjusts its active zones to reduce the output strain (from ~4%  to ~1%) in order to reduce the heat source 
to maintain its temperature below MS (52.5 °C). In other words, long time actuation is still possible even in the cases of 
high temperature rise, e.g., stagnant air ambient, thick specimens, etc. 
Further questions and study: Did the phase transformation really occur in the high-frequency long-time actuation? How did 
the sample reduce the output strain to keep the temperature requirement (below MS)?  
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Abstract This paper summarizes results of a recent experimental investigation concerning the effects of long-term thermal cycling on macro 
fiber composite actuators. More specifically, this work focuses on how thermal cycling causes impedance measurements to drift and eventually 
stabilize after many cycles. This impedance drift may lead to significant implications for impedance-based structural health monitoring systems, 
strain sensing, and precision positioning devices that are implemented in dynamic temperature environments. 
 

INTRODUCTION 
 
 Macro fiber composite (MFC) actuators are used by several industries in a wide variety of applications including: energy 
harvesting, structural health monitoring (SHM), precision optics, strain sensing, and active vibration suppression [1,2]. MFCs 
are composed of aligned rectangular fibers of piezoelectric ceramic material encased in a structural adhesive, layered with 
interdigitated electrodes, and sandwiched between two layers of polyimide film for electric isolation and additional structural 
reinforcement [3]. This unique design allows MFCs to be more flexible and durable compared to conventional single wafer 
piezoceramic actuators. 
 Bonding a MFC to a structure creates an electromechanically coupled system where electrical impedance of the MFC is 
influenced by the mechanical impedance of the structure. Any structural modification to this system (e.g., damage or defects) 
changes its mechanical impedance, thus changing the electrical impedance measured with the MFC. Using these concepts to 
detect, locate, and assess damage from impedance measurements is the central goal of impedance-based SHM research. If 
significant changes in impedance are caused by anything other than structural damage (e.g., thermal cycling) then the SHM 
system will fail unless proper compensation techniques are developed and implemented. 
 

EXPERIMENTAL DETAILS 
 
 Impedance drift due to thermal cycling was first observed in a related study presented in 2014 by Faria et al. [4]. The current 
research builds on that of [4] by presenting results of a more rigorous experimental investigation. This was accomplished by 
testing multiple specimens in an isolated and controlled environmental chamber thus eliminating as many external variables as 
possible. Six identical specimens were made by bonding a MFC (model: M2814-P2-HT from Smart Material Corp.) to the base 
of a 6061-T6 aluminium cantilever beam having dimensions 127 x 19 x 1.59 mm with DP-460 structural adhesive following a 
standard vacuum bag bonding procedure. Three beams were placed in an environmental chamber and were exposed to repeated 
thermal cycling from -60oC to 90oC. Impedance measurements were taken at -60oC, 25oC, and 90oC during each cycle after 
allowing the system to achieve a steady state at each of the three temperature targets. Each cycle required 180 minutes to 
complete and total of 46 cycles were performed. The other three beams were placed outside the chamber and were used as 
reference or control specimens that were maintained at room temperature for the duration of the experiment. 
 All impedance measurements were carried out and managed by a LabVIEW program developed as part of this research. 
Measurements from this LabVIEW-based impedance analyzer were validated by comparing results with a proven technique. The 
analyzer generates a sine chirp signal to drive a MFC as the system input (X ) which has user-defined start and stop frequencies, 
sample rate, and amplitude. The response signal (Y ) is measured simultaneously at a user-defined sample rate. The frequency 
response function (FRF) is then calculated with H = Sxy / Sxx where Sxy and Sxx are the cross- and auto- power spectrums 
respectively and H is the FRF. Given H, the reference resistance Rs and the input impedance of the data acquisition hardware, it 
is then possible to calculate the electromechanical impedance of the structure using fundamental circuit analysis techniques. 
 Given any two plots such as a pair of impedance measurements or FRFs, the difference between the two plots can be 
represented as a single value by calculating what will be referred to here as the damage metric. The damage metric used for this 
analysis is defined as,  
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where bZ  is the baseline plot, Z  is the new or damaged plot, N  is the number of samples in each array, and the overbar 
denotes the mean value. This damage metric was used to make several comparisons between impedance measurements in the 
following results. 
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Figure 1. Summary of damage metrics for beam pairs 1 and 3 calculated from impedance measurements for the DP-460 
specimens comparing the chamber beams (positive values) to the control beams (negative values). 
 

RESULTS 
 
 Figure 1 shows a collection of damage metrics calculated for beam pairs 1 and 3 where the baselines were taken to be the first 
impedance measurements on the first temperature cycle for each beam pair. Results of beam pair 2 have been omitted due to a 
faulty connection that was discovered during testing. Each plot in Figure 1 was generated by first calculating the damage metrics 
for a chamber beam and the corresponding control beam. The damage metrics for each pair were then normalized by their 
maximum damage metric from all 46 cycles. The damage metrics for the chamber beams are plotted on the positive y-axis and 
the control beam damage is plotted on the negative y-axis. This was done to provide a direct comparison of the impedance drift 
between the chamber and control beams at each target temperature as a function of thermal cycle number. 
 The results in Figure 1 show that impedance measurements stabilize after approximately 25 cycles when measured at 25oC 
and 90oC; however, this stabilizing trend is not as apparent at -60oC. Also, the damage metric magnitude of the chamber beams 
at -60oC is similar to that of the control beams. This means that impedance measurements of thermally cycled beams at -60oC are 
approximately as stable and consistent as impedance measurements taken from beams that did not undergo thermal cycling. 
 

CONCLUDING STATEMENTS 
 
 The authors present a brief summary of results from an experimental investigation focused on impedance drift in MFC 
actuators exposed to thermal cycling. Impedance measurements of a MFC bonded to an aluminium beam were taken at 25oC, 
90oC, and -60oC during each cycle for a total of 46 cycles. Results show that the impedance appears to drift and be inconsistent 
before stabilizing after approximately 25 cycles. The cause of this drift is currently unknown; however, it is most likely due to 
long-term curing effects of epoxy or other construction materials within the MFC. Future work will focus on determining the 
exact cause of this drift followed by developing strategies to compensate for or eliminate it completely. 
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Summary Epoxy based shape memory polymers (ESMPs) always present inherent brittleness and susceptible to fatigue due to the highly 
cross-linked network. To solve the above problems, in this study, we prepared a type of epoxy based shape memory nano-composites 
(ESMNCs) by introducing nano-carboxylic acrylonitrile butadiene rubber powder to ESMP matrix. The thermal, mechanical and shape 
memory behaviour of such ESMNCs were systemically investigated. Results demonstrated that the toughness of the fabricated materials greatly 
improved, without sacrifice of the Young’s modulus and thermal properties. At the same time, the ESMNCs showed desirable shape memory 
behaviour with fast responsive speed, high shape fixing and recover ratio.  
 

INTRODUCTION 

 

   Shape memory polymers (SMPs) as a kind of smart materials have obtained significant advancements in the past 
decades. SMPs feature the performance to recover the initial shape from the temporary shape upon exposure to suitable 
external stimulus [1, 2]. SMPs exhibit a plenty of merits, such as large deformation, lightweight, feasible manufacturability 
and low cost compared with shape memory alloys (SMAs) [2]. To date, many SMPs including epoxy based shape memory 
polymer (ESMPs), styrene based shape memory polymers (PSMPs), polyaspartimide-urea based shape memory polymers 
and shape memory polyurethanes (SMPUs) etc. have been reported [1]. Among them, ESMPs exhibiting high glass transition 
temperature (Tg), fine chemical stability, high hardness and superior shape memory behaviour. However, as a typical class 
of thermosetting SMPs, ESMPs always present inherent brittleness and susceptible to fatigue due to the highly cross-linked 
network, which greatly hinder their promising and practical applications, especially in engineering fields [3]. Some 
researches have focus on improving the toughness of ESMPs, however, the results lead to the sharp decrease in Young’s 
modulus, and thermal properties [3, 4]. Therefore, to further enhance and broaden the applications of ESMPs in engineering 
areas, it is necessary to fabricate ESMPs with high toughness and excellent overall properties. 

In this study, a kind of epoxy based shape memory nano-composites (E-SMNCs) were fabricated by introducing nano-
carboxylic acrylonitrile butadiene rubber powder (CNBENP) to the polymer matrix. Through characterizations, we found 
that such materials possess superior mechanical, thermal and shape memory properties.  

 
EXPERIMENTAL SECTION 

 

Materials 

ESMPs were fabricated as presented in our previous reports [5]. Nano carboxylic acrylonitrile butadiene rubber 
(Narpow VP-501) in powder form were obtained from SINOPEC, Beijing Research Institute of Chemical Industry (BRICI), 
China.  
Preparation of the samples 

The E-SMNCs were fabricated as following steps. To remove the influence of moisture, the obtained nano-rubber 
powder was dried at 50 ℃ for 24 h in an oven. After that, 100 phr and 8 phr nano-rubber were mixed by using a three-roll 
mill for three times. Then, curing agents and accelerators were added to the mixture and stirred at 80 ℃ for 30 min. The 
obtained mixture was degassed at a vacuum oven for 10 min at 80 ℃ and then casted into the pre-heated glass moulds. At 
last, the ESMNC blend was put into an oven for curing. The curing condition was set as 80 ℃ for 3 h, 100 ℃ for 3 h and 
150 ℃ for 5 h. After cooling down to room temperature naturally, the ESMNCs were obtained.  

 
RESULTS AND DISCUSSES 

Thermal mechanical properties 

Dynamical Mechanical Analyzer (DMA/SDTA861e, Mettler–Toledo) experiment was carried out to investigate the 
thermo-mechanical capabilities of the fabricated ESMNCs. The experiment was conducted in tension mode at a frequency 
of 1 Hz. The test temperature changed from 25 ℃ to 200 ℃ at a rate of 5 ℃/min. The result of the DMA test is shown in 
Fig. 1. It is clearly that the addition of nano-rubber into the ESMP matrix has little effect on the storage modulus and Tg as 
we expected. 
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Fig. 1 DMA curves of pure ESMP and ESMNC (a) storage modulus (b) loss factor. 

Mechanical properties 

The mechanical properties were tested by Zwick/Roell Z010 (Zwick GmbH & Co. KG) instrument under tensional 
mode at room temperature and at Tg, respectively. The specimens were prepared according to the standard ASTM D638, 
Type IV. The strain rate was 5 mm/min. Fig.2 presents the original stress-strain curves. It can be obtained that, after 
introduction of nano-rubber, the elongation at break of ESMP improves at both low and high temperature. Although the 
facture stress show decreasing trend, the Young’s modulus keep constant even a little increase at room temperature, which 
is an expected phenomenon in nano-rubber modified ESMP. 

 
Fig. 2 The stress-strain curves of pure ESMP and ESMNC (a) at room temperature (b) at Tg. 

Shape memory behavior 

Shape memory behavior was investigated by a bending-recovery test. A straight specimen was treated as the original 
shape. Then, it was bended into a “U” shape as its temporary shape at Tg+20 ℃. The “U” shape bar could be fixed 
by cooling down the sample to room temperature. When deformed sample bar was re-heated above Tg +20 ℃, the 
specimen could recovery its original shape. Fig. 3 exhibit the visual demonstration of the shape recovery process of 
ESMNC. Clearly, the sample can recover its original strip shape from the temporary “U” shape with a fast responsive speed. 

 
Fig. 4 Shape recovery process of ESMNC. 

 
CONCLUSIONS 

 

 In this study, we fabricated a kind of epoxy based shape memory nano-composites (ESMNCs) with superior 
mechanical, thermal and shape memory properties. Combining the excellent overall properties and smart shape memory 
effect, the application of such materials will be much wider.  
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Summary Impact Drive Mechanism (IDM) motors, compromising the impact force and the friction to achieve the motion, have a great
potential to be applied in the precision industry. Traditionally, to eliminate the complex behaviours of driving materials, these motors are
majorly operated when the material is driven employing its linear property. The prevalent way of improving the performance of the IDM
motors is to use the optimized driving waveform. However, using a complex waveform greatly increases the burden of driving hardware.
The main objective of this work is to investigate the performance improvement of IDM motors utilizing the nonlinear property of the driving
material. Experiments are conducted to explore the influence of Galfenol nonlinear property on the performance of IDM motors, whose
nonlinear property is modulated using a bias DC current. The result indicates that the motor motion performance can be greatly improved
using the quadratic nonlinear property of Galfenol.

INTRODUCTION

Impact Drive Mechanism (IDM)[1] has been applied in the development of various actuators and motors for the application
in robotics and precision engineering industry. By applying a sawtooth driving waveform, the rapid elongation and slow
shrinkage of the driving element can be achieved which results in a series of impact forces. When the impact force is larger
than the static friction during the sudden deformation, the slip stage can be realized. While the driving material is experiencing
the slow deformation, the generated inertia force is not large enough to overcome the friction force. Then, the motor does not
exhibit an actuation. By repeating this step, a continuous slip-stick motion can therefore be realized. Existing IDM motors
use the linear response of these driving materials for achieving the stick-slip motion to restrain the nonlinear property of
the driving materials. Previous researchers[2] have made a lot of efforts to optimize the driving signal in order to achieve
an improved motor performance. Unfortunately, because of the intrinsic complexity of the friction and the driving material
property, the development of a comprehensive model consumes tremendous efforts. In addition, the optimized driving signal
waveform varies significantly because of the motor application scenario. Also, as the optimized driving signal usually will not
be in a regular type of waveform, generating and amplifying these signals requires more sophisticated hardware. In order to
simplify the driving signal and the hardware, the objective of this work is to investigate the influence of the driving material
nonlinear property on the performance of the IDM motors.

PROPELLING MECHANISM ANALYSIS AND EXPERIMENT VALIDATION

Piezoelectric materials have been prevalently employed in the development of IDM motors. In this study, a novel magne-
tostrictive material, Galfenol[3], is used to explore the effect of material nonlinear property on the performance of the IDM
motors because of two reasons. First, different from the piezoelectric material that suffers from its brittle nature, Galfenol is
known for the excellent mechanical property and thermal robustness. Second, Galfenol shows more controllable nonlinear
effects than piezoelectric materials, which typically include the quadratic and saturation nonlinearity.

Figure 1 shows the prototype of the IDM motor for the experiment in this work. A permanent magnet is attached at
the bottom of the motor mainbody to provide a constant bias magnetic field within Galfenol, whose strength is half of the
saturation magnetic field strength. Figure 2 reveals the nonlinear relationship between the deformation of the Galfenol sample
and the driving current. When the driving current amplitude exceeds 746 mA, the introduced driving magnetic field strength
amplitude is larger than the bias magnetic field. Subsequently, the quadratic behaviour and saturation behaviour can be
explicitly observed. This indicates that the quadratic nonlinearity and the saturation nonlinearity of Galfenol can be triggered
individually by adjusting the bias magnetic field with a DC bias current while keeping a Pk-Pk current of 746 mA. When the
DC current is negative, the quadratic nonlinearity can be the dominant phenomenon. Otherwise, the saturation nonlinearity is
the dominant nonlinear effect.

Making an assumption that the response of Galfenol is absolutely linear against the driving signal, the inertia force gen-
erated by the motor is a continuous pulse signal with positive and negative spikes of a same amplitude. In order to improve
the performance of IDM motors, the acceleration amplitude difference should be enlarged. The Figure 3 (a,b) and (c,d,e)
shows two sets of Galfenol responses considering the saturation nonlinearity and the quadratic nonlinearity, respectively. In
the quadratic nonlinearity dominating case, during the sudden change of the driving current, the material endures the process
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of demagnetizing and magnetizing in an extremely short period of time. Because of the rapid shrinkage generated by the de-
magnetization and the rapid re-elongation contributed by the magnetization, a large acceleration pulse in the positive direction
is generated, which acceleration pulse is significantly larger than the pulse generated during the saturation dominating case.
In this way, the self-propelling motion can be more easily achieved using the quadratic nonlinear effect. Experiment has been

Mainbody
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Coil(Galfenol Inside) Linear Guide
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m M
MainbodyInertia Mass
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Figure 1: Experiment prototype (coil turns 180 AWG
31).
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Figure 2: Nonlinear response of Galfenol vs. the driving
current under the harmonic excitation(1Hz).

conducted to validate the analysis. The nonlinearity of Galfenol has been triggered individually by adjusting the bias magnetic
field while a sawtooth current(constant Pk-Pk current) is applied. The bias magnetic field is modulated by applying a DC bias
current. The relationship between the bias current strength and the moving velocity of the motor is shown in Figure 4. Indi-
cated by the subfigure, when the bias current strength is positive, Galfenol reaches the saturation region, the motor does not
reveal an explicit moving trend. It suggests that the inertia force generated is not large enough to improve the performance of
the IDM motor. On the contrary, when the bias driving current is negative, the quadratic response is explicitly observed. From
the subfigure on the top-left, the response of the motor in time-domain shows a re-elongation before the sudden deformation
change. We can observe that as the bias current strength increases in the negative direction, the motor moves faster, which
suggests that the quadratic nonlinear behaviour of Galfenol can improve the performance of the motor significantly. Also, for
comparison, the blue line represents the deformation amplitude of the Galfenol bar. When a bias driving current is applied to
the coil, the deformation of the material decreases. At the right side of the curve, the decrease of the deformation is mainly
resulted from the saturation behaviour, while the decrease on the left side is because the driving power is applied to trigger
the quadratic behaviour. When a negative bias driving current is applied, even though the deformation amplitude of Galfenol
reduces, the quadratic behaviour can greatly improve the motor’s ability to achieve the self-propelling movement. This finding
suggests that modulating the quadratic nonlinearity of Galfenol accompanied by a fundamental sawtooth excitation is a new
driving method for IDM motors instead of optimizing the driving signal waveforms.
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Summary In this paper, an incremental harmonic balance method is employed to study the characteristics of the spherisymmetric vibration of 
dielectric elastomers. Subject to static pressure and voltage, a dielectric elastomer balloon will reach a state of equilibrium. If the voltage 
applied on the system becomes a sinusoidal function of time, the system exhibits strong nonlinearity, which leads to highly complex vibrational 
behaviours of the balloon. The incremental harmonic balance method coupled to an incremental arc-length method with a cubic extrapolation 

technique is adopted to successfully trace the amplitude-frequency relation of the balloon system with different damping factors. 

 
INTRODUCTION 

 
   Dielectric elastomers (DEs) are increasingly promising for the applications of high-frequency oscillators, for example, 
acoustic equipment and pumps. The systems, which usually contain cubic or higher-order nonlinearities, exhibit strong 

nonlinearity. When a dielectric elastomer device works under high frequencies, the speed of motion maybe very fast, thus 
damping would be non-negligible and affect significantly the properties of the system. This paper makes use of an 
incremental harmonic balance (IHB) method coupled with an arc-length incrementation scheme to find possible steady state 
oscillatory solutions to the nonlinear vibration of an ideal dielectric elastomer balloon and reveals the influence of damping to the 
amplitude-frequency characteristics of the system. The results contribute to the building of theoretical foundations for the 
applications of dielectric elastomers in high-frequency occasions. 

 
 

ANALYSIS 

 

   For a DE balloon subject to a static internal pressure p and a sinusoidal applied voltage ( ) sin( )dc act t    , 

the equation of motion [1] becomes 
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numerically by a lot of methods. However, we are more interested in the harmonic oscillation in steady states, for which the 

stretch ratio is assumed to be in such a form )sin()cos( TbTaeq    and the balloon oscillates in a frequency 

that is equal to that of excitation, i.e. 
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and a Newton process that solves 0F  iteratively. If the frequency is prescribed, F will be a function of a and b so that

0F  can be solved readily by a usual Newton routine. However, as will be shown in Fig. 1, the mapping from frequency 

to amplitudes is not one-to-one and as a result, an arc-length method needs to be employed in order to capture the 

meandering part of the amplitude-frequency curve. Suppose four points 3,2,1,0,],,[  iba T
iiii x  have been available 

and an increment is going to be performed to yield the next point x4. An initial guess of 4x may be obtained by a cubic 

extrapolation technique, which provides: 
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and 334 / INss d , where Nd is the desired number of iterations and I3 is the actual number of iterations during the latest 

increment. Among the components of x4- x3 = [a, b, ]T, picks the one with maximum absolute value and fix the 

corresponding component of x4 as the initially guessed value. Afterwards the other two components will be updated by 
solving 0F   through a Newton routine. By incrementing a number of points, an amplitude-frequency characteristic 

curve can be produced. 
  
 

RESULTS 

 

  By adopting the parameter 1.0)/( HpR  , 1.0)/( 22  Hdc   and 1.0/  dcac , a family of amplitude (

22 ba  )-dimensionless excitation frequency ( /R   ) characteristic curves based on different damping factors are 

obtained by means of the procedure outline above and plotted in Fig. 1. The zero-damping curve with C = 0 is basically the 
same with the one presented in [1], which indicates the effectiveness of the procedure. As the damping factor increases, the 
peak amplitude declines, which is similar to classical linear vibration systems. The jump phenomenon of the amplitude (see 
[1]) as the frequency increases from a small value still exists for all damping factors presented here, however, these curves 
demonstrate a trend that as the damping factor increases, the jump of amplitude is weakened and tends to vanish if damping 

grows further. 
 

 
Fig. 1 The amplitude-frequency characteristics of the balloon with different dimensionless damping factors  
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Summary This paper deals with a mode III interfacial crack subject to anti-plane stress and in-plane electric fields under non-uniform 
ferroelectric-ferroelastic domain switching. The analysis focuses on the electric regulation effect of ferroelectric fracture properties. The electric 
field changes the size of asymmetric domain switching zone. Employing the weight function method, we obtain the switch toughening effect 
for stationary and quasi-static steady-state growing cracks, respectively. The research will give us ideas to control fracture properties of 
ferroelectric composites by altering the electric field. 
 

INTRODUCTION 

 
   Discovery of ferroelectrics has led to a significant development in smart materials. However, electro-mechanical 
coupling effects are too weak in the existing single-phase ferroelectrics. Ferroelectric composites are designed by 
fabricating dissimilar ferroelectric layers for practical applications. Unfortunately, cracks and flaws inevitably emerge on 
the interface of ferroelectric composites during manufacture and service. Therefore, researches of the interfacial crack in 
ferroelectric composites are of great importance. 
   However, discrepancies between experimental results and theoretical predictions within the linear constitutive models 
imply that nonlinear phenomena of ferroelectric composites are of great significance. Ferroelectric materials can increase 
the fracture toughness through the domain switching process. To the best of the authors’ knowledge, studies on the coupling 
ferroelectric-ferroelastic domain switching effect of the interfacial crack have not been addressed. The present paper deals 
with a mode III interfacial crack subject to anti-plane stress and in-plane electric fields while considering the domain 
switching effect.  
 

DOMAIN SWITCHING ANALYSIS 

 
Consider a semi-infinite interfacial crack subject to anti-plane mechanical loading and in-plane electric loading at the 

infinity, as illustrated in Fig 1(a). In this work, we assume that the ferroelectric constituents are modelled as elastically and 
dielectrically isotropic. The interaction between electric and stress fields near the crack tip is attributed to the ferroelectric-
ferroelastic domain switching, and the interaction is weak outside the domain switching zone. Because of the orthogonality 
of tetragonal crystal, each mono-crystal of ferroelectrics possesses six types of probable orientations, as depicted in Fig. 
1(b). The initial poling direction of ferroelectric mono-crystal is along the x3-axis in the local coordinate. Mode 1 to mode 4 
represent four types of 90o domain switching, and mode 5 represents one type of 180o domain switching. Only 90o 
switching needs to be considered, because 180o switching can be divided into two procedures of 90o switching. Actual 
domain switching process should proceed to release the maximum work, according to the minimum potential energy 
principle. 

                
Fig. 1. (a) A semi-infinite interfacial crack subject to anti-plane stress loading and in-plane electric loading; (b) Schematic of domain switching of 
tetragonal crystal in the local coordinate. 
 

Domain switching zone 

In ferroelectric solids, only a part of ferroelectric crystals undergo the domain switching process. Based on the non-
uniform ferroelectric-ferroelastic domain switching criterion [1], domain switching proceeds when the domains switching 
work exceeds the threshold. The shape of switching zone is shown in Fig. 2. The size of domain switching zone changes 
with respect to the electric loading, which is similar to the experimental results of Jiang et al. [2] about in-plane domain 
switching. For a crack embedded in a homogenous material, the switching zone decreases with respect to the magnitude of 
electric field under positive electric direction in Fig. 2(a), while it increases with respect to the magnitude of electric field 

(a) (b) 
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under negative electric direction in Fig. 2(b). In addition, an asymmetric domain switching zone is obtained in Fig. 2(c) for 
the interfacial crack in ferroelectric composites, due to the mismatch of bimaterial properties. 
 

         
Fig. 2. The shapes of domain switching zone around a stationary crack tip versus the magnitude of electric field under different electric directions with 

app 1 MPa mK  , 0  : (a) in a homogeneous material with 0  ; (b) in a homogeneous material with   ; (c) in bimaterial composites with 
0  , where appK  is the applied stress intensity factor,   is the initial poling orientation. 

 
NONUNIFORM SWITCHING TOUGHENING 

 
Utilizing the crack tip field and domain switching zone obtained in previous sections, we will explore the switch 

toughening effect for a stationary crack and a quasi-static steady-state growing crack by calculating the interfacial crack tip 
stress intensity factor. Transformation strain induced by ferroelectric-ferroelastic domain switching is the source of 
toughening. The weight function method is applied here to quantify the interaction between the transformation strain and 
the interfacial crack [3]. The switch toughening effect can be achieved by a surface integral through the domain switching 
zone. For a stationary interfacial crack, the switch toughening effect is demonstrated as zero. For a quasi-static steady-state 
growing interfacial crack, the critical applied stress intensity factor varies with respect to the magnitude and direction of 
electric field, as shown in Fig. 3. 

 

          
Fig. 3. Critical applied stress intensity factors of mono-domain quasi-static steady-state growing crack versus the magnitude and direction of electric field 
under different initial poling orientations: (a) 0  ; (b)   . 

 
CONCLUSIONS 

 
   This work deals with a mode III interfacial crack subject to anti-plane stress and in-plane electric fields while considering 
non-uniform ferroelectric-ferroelastic domain switching. We obtain the switch toughening effect for stationary and quasi-static 
steady-state growing interfacial cracks by employing the weight function method. The electric field plays a significant role in 
regulating the fracture toughness of ferroelectric composites. The conclusions can be reached from the analysis above: (i). For a 
stationary interfacial crack, the size of domain switching zone varies with respect to the electric loading. However, no 
toughening effect exists in spite of the electric loading; (ii). For a quasi-static steady-state growing interfacial crack, the critical 
applied SIF varies with respect to the magnitude and direction of electric field.  

The research will give us ideas to control the fracture property of ferroelectric composites by altering the electric field. 
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Summary The stress relaxation behaviors of magnetorheological polymer gels (MRPGs) under different magnetic field are 

investigated. An obvious magneto-induced effect on the stress relaxation of MRPGs is found, the stable relaxation modulus 

under a 243.7 mT magnetic field (213.98 kPa) is 534.95 times larger than that without magnetic field (0.4 kPa). For further 

analyzing the magneto-induced stress relaxation mechanism, a phenomenon model is established. It is found that the 

relaxation modulus of MRPGs induced by the mechanic-magnetic coupling effect plays an important role in the stress 

relaxation process. 
 

INTRODUCTION 

 

Magnetorheological polymer gel (MRPG) is a kind of magneto-sensitive smart materials prepared by dispersing micrometer 

sized magnetic particles into a polymer matrix without sufficient cross-linking. The magneto-induced microstructure 

evolution of the particles will change the rheological properties of MRPG remarkably, which indicates that the rheological 

properties of MRPG may be controlled by magnetic field more flexible. The mechanical-magnetic coupling mechanism is 

the key point for investigating the MR mechanism, and the characterization of viscoelasticity in the presence of magnetic 

field is the basis to describe the mechanical-magnetic coupling behaviors of MRPG. The time-dependent rheological 

properties actuated by different external loading, which mainly obtained from creep, stress relaxation, and the dynamic 

mechanical behavior under oscillatory loading, are the important characterizing parameters of viscoelasticity. The 

understanding of magneto-induced viscoelasticity only from dynamic mechanical property is not sufficient, the transient 

experiment under stepwise loading is also needed as complementarity. Stress relaxation is the foundation to investigate the 

complicated response of polymer under arbitrary actuating loadings, which are very important to describe the viscoelastic 

behaviors of polymer.  

As far as we know, there have few public literatures about the stress relaxation behaviors of MRPG. To further 

understand the magneto-mechanical coupling mechanism and provide fully experimental data for theoretical analysis and 

engineering application, the magneto-induced stress relaxation behavior of MRPG is discussed in this paper.  

 

RESULTS AND DISCUSSION 

 

A commercial parallel-plate rheometer (Physica MCR 301, Anton Paar Co., Austria) with a magnetic field generator (as 

shown in Fig. 1a and 1b) is used to carry out the stress relaxation experiment of MRPG. The fabrication procedure can be 

found in our previous work. Fig. 1c shows the magneto-induced stress relaxation model, by which the stress relaxation 

experimental results of MRPG under different magnetic field can be further analyzed. The following equation can be used 

to describe the constitutive relationship of MRPG, the related parameters in this equation can be fitted from the 

experimental results. 
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Fig. 1 The rheometer (a) with its magnetic field generator (b) and magneto-induced stress relaxation model (c). 
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It is concluded from Fig. 2 that magnetic field has a great influence on the stress relaxation of MRPG. The relaxation 

stress increases gradually with the increasing magnetic field under the same stepwise strain. The calculating result by using 

the magneto-induced stress relaxation model is also shown in Fig. 2, which fits well with the experimental result. According 

to the fitting data, the stable relaxation modulus under a 243.7 mT magnetic field (213.98 kPa) is 534.95 times larger than 

that without magnetic field (0.4 kPa), which confirms that the magneto-sensitive effect on MRPG is obvious. This result is 

valuable for some applications which aim at controlling the rheological properties of MRPG by adjusting the magnetic field 

strength. The magneto-dependence of stress relaxation behaviors of MRPG indicates that the relaxation stress is induced by 

the particle chains, polymer matrix, and the coupling effect between magnetic particles and polymer chains, the particle 

chain strength and the coupling effect between magnetic particles chains and polymer matrix are significantly influenced by 

magnetic field.  

 
Fig. 2 The stress relaxation behaviors of MRPG under different magnetic field. The solid lines represent the fitting results 

by the magneto-induced stress relaxation model. 

 

CONCLUSION 

 

The stress relaxation experiment is a simple and efficient method to investigate the complex rheological behaviours of 

MRPG under different magnetic fields. With the increasing of magnetic field strength, both of the instantaneous modulus 

and stable modulus of MRPG will increase accordingly, which is originates from the magneto-mechanical coupling effect 

between magnetic particles and polymer matrix. This interpretation should be confirmed by building a more precise 

theoretical model in the future.  
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Summary Vibration energy harvesting is a promising technique to achieve self-powered operation of low-power wireless sensors and im-
plantable devices. A plenty of research has been conducted recently to increase the power output and broaden the working bandwidth
of energy harvesters. We proposed a high-efficiency compressive-mode energy harvester using piezoelectric materials, which exhibited a
superior power-generation capability and nonlinearity-induced wide bandwidth. This study aims to develop a comprehensive electrome-
chanical model for the proposed energy harvester. Specifically, using the Hamilton principle and the Euler-Bernoulli beam theory, we
first obtained the governing equations of the electromechanical system. The model was then discretized using a Galerkin expansion and
solved numerically. We finally compared the simulation results with the experimental data tested from a fabricated prototype. The devel-
oped distributed-parameter model gives us a deep insight into the dynamic characteristics of the system that can help further enhance the
performance.

INTRODUCTION

Piezoelectric energy harvesters have the potential of replacing electrochemical batteries to achieve autonomous operation
of electronic systems. In 2014, we proposed a high-efficiency compressive-mode piezoelectric energy harvester (HC-PEH) [1]
which generated about one order of magnitude more power than the state of the art under the same conditions in experiments.
Although a lumped-parameter model has been developed [2], we still need a comprehensive distributed-parameter model to
gain a deeper insight into the strong nonlinear responses of the electromechanical coupling system. Therefore, here we for the
first time present a distributed-parameter model for the nonlinear compressive-mode piezoelectric energy harvester .

As shown in Fig. 1 (a), the proposed HC-PEH consists of a flex-compressive center, two mass blocks and a pair of elastic
beams. The flex-compressive center is composed of a piezo plate sandwiched by a pair of bow-shaped plates. While working,
the base vibration energy is first absorbed by the flex-compressive center and proof mass. The vibration of proof mass then
induces tensile stress along the elastic beams. Following that, the tensile stress in the elastic beams causes flexural motion of
the bow-shaped plates, and further compression in the center piezo plate. Finally in the piezo plate, the mechanical energy
is converted to electrical energy. Here in the process, force is deliberately amplified twice: first by the elastic beams; second
by the bow-shaped plate. This novel two-stage force amplification mechanism and the employed compressive mode equip the
HC-PEH with the high-power-output capability even under weak excitations.

The HC-PEH is a complex nonlinear electromechanical coupling system. Boundary connections are not rigid; Defor-
mations are not in one direction; The electromechanical coupling in piezoelectric materials does not follow the common
formulation in bending-mode energy harvesters. Therefore, the model for the HC-PEH is much more complicated than the
general linear bending-mode ones. As illustrated in Fig. 1 (a), the transverse deflection and longitudinal deformation of the
elastic beams are denoted by w1(x, t) and u1(x, t), respectively; and that are w2(x, t) and u2(x, t) for the transverse deflec-
tion and longitudinal deformation of the bow-shaped plate. The base excitation is expressed as a(t). The Lagrangian of the
system is expressed as L = T −U +We, where T is the kinetic energy, U is the potential energy and We is the electrical and
electromechanical energy [3].

T = T1 + T2 + T3 + TM = 2 × 1

2

∫ L1

0

m1

(
(ẇ1 + ȧ)

2
+ u̇21

)
dx+ 2 × 1

2
m2

∫ L2

0

(
(u̇2 + ȧ)

2
+ ẇ2

2

)
dy+

1

2
MP (ẇ1(L1, t) + ȧ)

2
+ 2 × 1

2
M
(

(ẇ1(L1, t) + ȧ)
2

+ u̇1(L1, t)
2
) , (1)

where m1 = ρ1A1 [H(x) −H(x− (La − Lb))] +2ρ1A1 [H(x− (La − Lb)) −H(x− La)] ,m2 = ρ2A2 are the mass per
unit length of the elastic beams and the bow-shaped plates, respectively. H(x) is a Heaviside function. La is the length of the
elastic beams. Lb is the length of the fixing part of the elastic beams near to the proof mass, which area of the cross section is
twice of that of the elastic beam. ρ1 & ρ2, L1 & L2, and A1 & A2 symbolize the density, length, and cross section of elastic
beams and bow-shaped plates, respectively. M is the proof mass; MP is the mass of the piezo plate.
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Figure 1: (a) schematic diagram of the proposed HC-PEH; (b) the experimental setup including a laser Doppler vibrometer, an
oscilloscope, a shaker, an accelerometer and a holder; (c) velocity response of the center of the prototype from the simulation;
(d) voltage response of the prototype from the simulation; (e) velocity response of the center of the prototype from the
experiment; (f) voltage response of the prototype from the experiment. Blue lines denote the excitation frequency is ramped up
gradually, while red lines denote the frequency ramped-down cases. The excitation is with an amplitude of 0.4 g (g=9.8m/s2)
and the external resistor is 100 KΩ.

The potential energy of the system is

U = U1 + U2 + U3 + UM = 2
(

1
2

∫ L1

0
E1I1 (w′′1)

2
dx+E1A1

2L1
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+
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2
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0
w2
′′2dy + 2E2A2
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2
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+MP gw1(L1, t)+(

2
∫

vPx

1
2σPxεPxdvPx +

∫
vPy

1
2σPyεPydvPy

)
+ 2Mgw1(L1, t).

(2)

where (.) and (′) indicate differentiation with respect to time and length. E1I1 and E2I2 represent the flexural rigidity of
the elastic beams and bow beams. ∆x1 represents the axial deformation of the elastic beams. Note that ∆x1 is not equal
to u1(L1, t). The value of ∆x1 is determined by the geometric and force compatibility conditions at the connection point
between the elastic beams and the bow-shaped plate. σPy, εPy, σPx, εPx correspond to the stress and strain parallel and
perpendicular to the poling direction in the piezo plate, respectively.

We = 2
∫

vPx

(ExDPx) dvPx+
∫

vPy

(ExDPy) dvPy= 2
∫

vPx

(
d33σPx

V
h3

+ ε33( V
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2
)

dvPx+
∫

vPy

(
−d31σPy

V
h3

+ε33( V
h3

)
2
)

dvPy. (3)

where Ex is the electric field. DPx and DPy are the electric displacement components, corresponding to the edge parts
bonded with the bow-shaped plates and the center part of the piezo plate, respectively. h3 is the thickness of piezo plate a and
V is the voltage generated from it.

Using the Hamilton principle, we derived the governing equations of the coupling system. The governing equations was
then discretized using a Galerkin expansion and solved numerically. The solving process is same as those in literature. For
simplicity, we do not show it here. The numerical results (Fig.1 (c) & (d)) agree well with the experimental data(Fig.1 (e) &
(f)) . It is indicated that the developed model could accurately estimate both the velocity response and voltage response of the
proposed nonlinear HC-PEH.
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Summary There has been much recent interest in how granular materials jam, i.e. becomemechanically stable. Recently, we have have
shown that systems of frictional grains exhibit jamming phenomena that differ from the frictionless case[1, 2, 3]. In particular, a system of
frictional particles can be sheared from a stress free state to produce a jammed state. Here, we consider the nature of shear jamming for
frictional particles. We then consider the micromechanical processes that are involved, and why these processes should be different for the
frictionless and frictional cases.

JAMMING BY SHEAR

We first consider jamming diagrams for frictionless and frictional systems, as in Fig. 1. Part a) shows a jamming diagram
of shear stress,τ and packing fraction,φ, if the particles are frictionless. Part b) shows a sketch, after Bi et al.[2] for systems
of frictional particles. Systems of frictionless grains are unjammed, i.e. mechanically unstable, belowφJ as in Fig. 1 a. Above

Figure 1:Schematics of jamming diagrams in a space of shear stress,τ andpacking fraction,φ for a) frictionless particles and b) frictional
particles.

φJ , the system is jammed below the yield curve indicated by the positively sloping line separating dark and light gray regions.
A frictionless system exhibits critical (e.g. power-law) behavior atφJ , althoughφJ itself is protocol-dependent. Above,φJ ,
systems of frictional grains[2, 3, 1] have somewhat similar behavior as in Fig. 1 b, including power-law response atφJ in some
measures[3]. Necessarily, frictional systems have unjammed zero-stress states belowφJ , since every state of a frictionless
system is also a state of a frictional system. However, if a frictional system is prepared in a zero-stress state in a packing
fraction rangeφS ≤ φ ≤ φJ , and then subject to shear strain, it will arrive in the green region of Fig. 1, i.e. in a shear jammed
state. It will arrive in that state after passing through a fragile regime characterized bystrong force networks that are roughly
aligned with the compressive direction of shear, and only weak networks in the dilation direction. Note that the fragile states
are jammed[1, 2, 3], and the distinction between fragile and shear jammed is based on the anisotropic percolation of the strong
force networks. The rangeφS ≤ φ ≤ φJ is comparable to the range of packing fractions between random loose packing and
random close packing.

By default, sheared jammed states are anisotropic, and have non-zero shear stress,τ . We demonstrate the difference
between isotropically jammed and shear jammed states in Fig. 2, left and right, respectively. These two images are from
experiments, described below, that involve photoelastic disks. In both cases, the forces are carried preferentially on force
networks or force chains. But, the nature of the force networks differs substantially for the two images; in particular, the shear
jammed state is characterized by a high degree of anisotropy.

In our experiments, e.g. Fig. 2, we use systems of photoelastic particles[4]. Photoelastic materials are birefringent under
stress/strain. When particles made from a photoelastic material are subject to forces and viewed between crossed polarizers,
they develop fringes that encode the forces they are experiencing. In a typical image, particles experiencing larger forces

∗Corresponding author. Email: bobphy.duke.edu

3341

Home
Text Box

Home
Text Box

Home
Text Box
1



appear brighter than particles experiencing smaller forces.The fact that the fringe patterns in the disks encode the forces
means that it is possible to algorithmically determine the contact forces between grains, as first shown by Majmudar et al.[4].
Given the contact forces and other available geometric information, it is then possible to compute the full stress tensor for an
experiment, as well as to determine other important measures, including fabric, density, etc. Note that a determination of the
shear stress is essential for mapping out the jamming diagram, such as Fig. 1b.

The differences between jamming of frictional and frictionless systems immediately raises the questions: what are the
micro-mechanical processes at work, and how are they differentiated by friction? The response of frictionless systems has been
extensively explored in the context of foams and molecular-like models. For instance, structural evolution for the frictionless
case is often modeled in terms of T1 and shear transformation zone (STZ) events. However, the highly anisotropic nature of
shear jammed frictional states, with their long force chains indicates that different phenomena occur there. In this regard, it is
important to note that the minimum average number of contacts per particle for a jammed state is2N for frictionless particles,
and onlyN + 1 for frictional particles. Thus for disks, 4 contacts are needed on average for a minimally jammed state of a
frictionless system, vs. 3 for a frictional system. Although force chains in frictional systems might suggest that participating
particles have only 2 contacts, in fact, many force chain particle experience 3 contacts, which is why they can be stable. The
fact that frictionless systems of disks need 4 contacts per particle is a telling difference.

In order to capture the micro-mechanical response of our frictional systems, we need a small-scale measure that can depict
the evolution of force chains, as well as other less obvious structures. Towards that end, we consider sequences of three
contacting particles, which we refer to as trimers. We will show that the trimers give considerable insight into the microscopic
response of a sheared (or otherwise strained) system. In particular, a force chain can be thought of as a sequence of partially
overlapping trimers that deform in response to shear. In general, a system has many trimers, and a characterization of a system
must involve statistical descriptions of trimer properties. The bulk of the associated presentation will focus on a number of
different trimer properties.

Figure 2:Photoelastic images which contrast an insotropic jammed state (left) and a shear jammed state (right). In these images, brighter
particlescarry larger forces. In the shear jammed state, the force network is highly anisotropic.

CONCLUSIONS

Recent work has shown that systems of frictional particles can jam under shear, starting from stress-free states. We provide
a brief review of the macroscopic features of jamming by shear. We then turn to a micro-mechanical characterization of the
processes at work during shear jamming. To this end we will consider the properties of ‘trimers’, sequences of three particles,
that can be taken as the building blocks of force chains.

Acknowledgement. This work supported by NSF grants DMR1206351, DMS1248071, NASA grants NNX10AU01G,and
NNX15AD38G, and by the William M. Keck Foundation.
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Summary We compare laboratory experiments, contact dynamics simulations and continuum Navier–Stokes with µ(I)-rheology simula-
tions of the granular flow through a silo with a lateral opening. For 3D and 2D simulations the Hagen-Beverloo law is obtained. For 3D
shallow silos, the sidewalls have a crucial role, which has been added in an averaged version of µ(I)-Navier-Stokes allowing to reproduce
the deviation from Hagen-Beverloo due to this lateral friction.

INTRODUCTION

Marine sand glass has long been the main tool to measure time. Since then, granular flows outside silos remain always
of great industrial interest in many fields (such as in food, pharmaceutical, energy, ... industry). Considering granular media
stored in a tank, we want to understand the flow leaking outside it. This could be due to a lateral accidental tearing of the wall
(this can represent very schematically a fuel rod in a nuclear power station during some hypothetical accidental conditions,
in which case the orifice is lateral). The final modeled configuration is depicted on figure 1 left. In contrast, the usual silo
configuration is symmetrical and has the orifice at the bottom. In this usual configuration, in case of a moderate opening of
size D, the discharge flow rate Q is well known to follow the Hagen-Beverloo law (resp. in 3D and in 2D):

Q3D ∼ ρ
√
gD5 resp. Q2D ∼ ρ

√
gD3.

Recently, there have been several papers reporting on the computation of a continuum flow ([6, 7] starting from a fluid
description and [1] starting from a solid point of view) and comparing it to direct simulations of contact dynamics, the
continuum theory being the µ(I)-rheology ([4], [3]) in 2D, and the geometrical configuration the usual one. We propose here
2D simulations in a novel configuration and compare contact dynamics with 2D continuum simulations. We propose as well
new 3D continuum simulations in order to find the scaling law of the discharge rate in this configuration with a lateral orifice,
focussing on the friction of the walls.

EXPERIMENTS AND SIMULATIONS

Experiments
Experiments are performed with a rectangular silo fitted with spherical glass beads (see figure 1 left). The mass flow rate

is measured by a precision balance; the top surface of particles is tracked by a fast camera. The controlled parameters are the
size of particles d in the range [75µm-1300µm], the width of the siloW in the range [3.5mm-40mm] and the height of orifices
D [2.7mm-35mm].

2D Contact Dynamics simulations
We use the LMGC 90 software implementation of the contact dynamics method [5]. The particles, interacting through a

dense granular flow, are treated as perfectly rigid and inelastic. Contact dissipation is modeled in terms of a friction coefficient
that we set to µp = 0.4 between particles and to µw = 0.5 with the wall, further details may be found in [8].

2D, 3D, and averaged 2D numerical simulations
The Navier-Stokes simulations are performed with the free solver Gerris and its new version Basilisk under development.

They both use finite volume, projection methods. As two phases are present: a passive surrounding gas and the granular
fluid itself, a Volume of Fluid method is used to track the interface. Basilisk allows for a resolution of the fully-coupled
Poisson–Helmholtz problem (the former code solved dimension by dimension). The simulations are in 2D and in 3D:

∇ · u = 0, ρ
du

dt
= ∇ · σ + ρg, σ = −pI + 2ηD with D =

1

2
(∇u+∇uT ),

∗Corresponding author. Email: pyl@ccr.jussieu.fr
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with the friction µ(I) depending on the inertial number I , ([4], [3]), see details in [6, 7] (µs = 0.4, ∆µ = 0.28, I0=0.4 ):

η =
µ(I)p√

2D2

, with I =
d
√

2D2√
p/ρ

, µ(I) = µs +
∆µ

I0/I + 1
, and D2 =

√
D : D .

Modeling the friction on the wall (proportional to µwp) is a problem with the fluid description as we can impose only no slip
or slip for the velocity at the wall. To take into account this lateral friction, we average the momentum equation across the
width of the silo (in the Hele-Shaw spirit, [2]). This adds −2(µwp/W )(−→u /|−→u |) as an averaged additional force from the
sidewalls in the momentum equation. We test these three models with both codes.

RESULTS

For the 2D configuration simulations we obtain a good agreement between contact dynamics and Navier–Stokes, and again
we recover the Hagen–Beverloo 2D law. Interestingly enough, we found a simple analytical solution for the pressure field (a
kind of Flamant solution plus lithostatic pressure), which describes well the initial times. For pure 3D continuum simulations
with Navier-Stokes (with slip conditions at the wall), we obtain as well the Hagen–Beverloo 3D law for the flow for aspect
ratio of order one and for square or round holes. Changing now the widthW of the silo, from the experiments, we identify two
regimes, which depend on the ratio of height to width of the orifice. WhenD/W is smaller than a critical value,Q ∼ D3/2W ,
when D/W is larger then Q ∼ W 3/2D (see figure 1 center). The same trend is observed for 2D cross-averaged simulations
(with the additional sidewalls friction term), this is plotted on figure 1 right.

Figure 1: Left, the model configuration: an asymmetrical 3D silo with lateral orifice. When D/W is smaller than a critical
value C, we have Q ∼ D3/2W , like the Hagen–Beverloo 2D scaling. When D/W is larger than C, we have Q ∼ W 3/2D.
The trends obtained from the experiments (center) are reproduced with the averaged Navier–Stokes with µ(I), (right).

CONCLUSIONS

The main result of this work is the identification, both experimentally and numerically, of a new flow regime for thin
silos with a lateral opening, where the discharge rate is proportional to D, in contrast to the classical 2D behavior where
the discharge rate is in power 3/2, obtained for thick silos. This work also demonstrates that the continuum µ(I)-rheology
describes well granular flows compared to experiments and discrete simulations. It can thus be used as a tool to compute many
industrial configurations.
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A PHASE DIAGRAM UNIFIES ENERGY DISSIPATION, KINETICS, AND RHEOLOGY IN
INERTIAL GRANULAR FLOWS
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Summary Flows of hard granular materials depend strongly on the interparticle friction coefficient µp and on the inertial number I, which
characterizes proximity to the jamming transition where flow stops. Guided by numerical simulations, we derive the phase diagram of
dense inertial flow of spherical particles, finding three regimes for 10−4 . I . 0.1: frictionless, frictional sliding, and rolling. These
are distinguished by the dominant means of energy dissipation, changing from collisional to sliding friction, and back to collisional, as
µp increases from zero at constant I. The three regimes differ in their kinetics and rheology; in particular, the velocity fluctuations and
the stress anisotropy both display non-monotonic behavior with µp, corresponding to transitions between the three regimes of flow. We
characterize the scaling properties of these regimes, show that energy balance yields scaling relations for each of them, and explain why
friction qualitatively affects flow.
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10−2 10−1 100 101

10−3

10−2

10−1

Frictionless

Frictional
Sliding

Rolling

µp

I

Figure 1: Phase diagram of dense homogeneous inertial frictional flow. In the frictionless and rolling regimes, most energy is
dissipated by inelastic collisions, while in the frictional sliding regime energy dissipation is dominated by sliding. Along the
phase boundary, grains dissipate equal amounts of energy in collisions and in sliding. The dashed line has slope 2.

In the last decade, progress has been made in describing dense flows of granular media by considering the limit of perfectly
rigid grains, for which dimensional analysis implies that the strain rate ε̇, the pressure P and the grain density ρ can only affect
flows via the inertial number I = ε̇D

√
ρ/P , where D is grain diameter [7]. In particular, for stationary flows the packing

fraction φ and stress anisotropy µ = σ/P , where σ is the shear stress, are functions of I. From the constitutive relations φ(I)
and µ(I) the flow profile can be explained in simple geometries [5]. Here we focus on dense flows I . 0.1 for which the
networks of contacts between grains span the system and particle motion is strongly correlated [2], and do not consider the
quasi-static regime I . 10−4 where flow appears intermittent [3]. In this intermediate range one finds

µ(I) = µc + aµ Iαµ , φ(I) = φc − aφ Iαφ , (1)

where µc and φc are non-universal and depend on details of the grains. Experiments on glass beads and sand find exponents
αµ ≈ αφ ≈ 1, consistent with numerical simulations using frictional particles reporting αµ = 0.81 and αφ = 0.87 [9].
Despite their importance, constitutive laws Eq.1 remain empirical. Building a microscopic framework to explain them would
shed light on a range of debated issues, including transient phenomena, non-local effects, and the presence of S-shaped flow
curves when particles are soft.

To make progress, it is natural to consider the limiting case where particles are frictionless, a situation that has received
considerable attention in the jamming literature [8, 11]. For hard particles, two geometrical results key for inertial flows are
as follows. First, as the density increases, the network of contacts becomes more coordinated, implying that motion becomes
more constrained. This leads to a divergence of the velocity fluctuations 〈δV 〉 when constraints are sufficient to jam the
material [6, 1]. Thus the contact network acts as a lever, whose amplitude is characterized by the dimensionless number
L ≡ 〈δV 〉/(ε̇D). At the same time, the rate at which new contacts are made increases, and the creation of each contact affects
motion on a growing length scale. These effects imply that velocity fluctuations decorrelate on a strain scale εv that vanishes
at jamming [4]. The theory of Ref. [4], which uses that dissipation can only occur in collisions for frictionless particles,
predicts αµ = αφ = 0.35, L ∼ I−1/2 and εv ∼ I. Encouragingly, these results agree with the numerics of Ref. [10], which
found αµ ≈ αφ ≈ 0.38 and L ∼ I−0.48. However, αµ and αφ differ significantly from their values for frictional grains stated
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Figure 2: (a) Ratio of dissipation due to sliding, Dslid, to sliding from collisions, Dcoll, vs µp. The triangle has slope 1. (b,c)
Lever L vs I, (b) for µp ≤ 0.3, and (c) for µp ≥ 0.3. The dashed lines are ∝ I−1/2, while the dotted line is ∝ I−0.22.

above, suggesting the presence of different universality classes. Currently, why friction qualitatively affects flows, how many
universality classes exist, and what differs between them microscopically are unresolved questions.

In this contribution we use numerical simulations to answer these questions. We systematically study dense flows over
a large range of I and particle friction coefficient µp. By focusing on the microscopic cause of dissipation, we show the
existence of three universality classes, as illustrated in Figure 1. To derive this phase diagram, we note that frictional particles
can dissipate energy either through inelastic collisions, at a rate Dcoll, or by sliding at frictional contacts, at a rate Dslid. In
steady state, dissipation must balance the work done at the boundaries. In simple shear, the energy input from the shear stress
is Ωσε̇, where Ω is the system volume, thus Ωσε̇ = Dcoll + Dslid. To investigate which source of dissipation dominates, we
consider the ratio Dslid/Dcoll, shown in Fig.2a. As expected, collisional dissipation dominates in the frictionless limit, but
sliding dissipation becomes more important as µp is increased, and becomes dominant at intermediate friction coefficients
and small inertial number. Strikingly, the dependence on µp is non-monotonic: when µp reaches ≈ 0.2, this trend abruptly
reverses, and Dslid/Dcoll decreases with µp, implying that collisional dissipation dominates as µp →∞. We use the inertial
number at which Dslid/Dcoll = 1 to define phase boundaries, resulting in the phase diagram of Fig.1. From the non-
monotonicity of Dslid/Dcoll with µp, this leads to two phase boundaries merging at I ≈ 0.1, where the dense flow regime
ends [2]. We then show that this phase diagram correctly classifies other microscopic and macroscopic properties, such as the
velocity fluctuations, which also display a non-monotonic behavior with µp, visible in Fig.2bc.

Our results are that at low friction, there exists a frictionless regime in quantitative agreement with the theory of Ref. [4],
in particular we establish that εv ∼ I. As the friction increases, one enters the frictional sliding regime, where dissipation is
dominated by sliding at contacts instead of collisions, and for which εv ∼ I holds true but L ∼ I−b with b ≈ 0.22. We relate
the exponent b to an exponent characterizing the density of sliding contacts. Finally, at even larger µp one enters a rolling
regime where dissipation is once again dominated by collisions, and where exponents are consistent with those of frictionless
particles, both for kinetic observables and constitutive laws. We derive the phase boundary between the frictionless and the
frictional sliding regime. Overall, our work explains why friction qualitatively changes physical properties, and paves the way
for a future comprehensive microscopic theory of dense granular flows.
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ABOUT THE MASS FLOW RATE IN SILOS
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Summary Despite the massive use of silos in the manipulation or processing of industrial materials, the expression used to predict the mass
discharged through its outlet is basically an empirical fitting founded on dimensional arguments [1, 2]. However, the physical origin of this
process –which has received renewed interest due to the recent advances of the numerical tools – has not been completely developed until
very recently. Thereby, these new tools provide micro-mechanical arguments to link the mass flow rate passing through the silo exit with
the dilatancy of the material near the outlet [4, 5, 6]. In this work we summarize these arguments and show its applicability to different
practical situations.

INTRODUCTION

The bulk solids handling is intrinsic to industrial processing. Indeed, tons of particles are daily released through silos
and hoppers under very different conditions. Despite the ubiquity of this situation, we lack of an expression that relate the
micromechanical properties of the delivery material with the mass flow rate. Actually, the typically used expression to estimate
the discharged mass through certain orifice is an empirical relationship founded in a simple dimensional analysis, generally
enounced as Beveerlo “law”.

Early in the sixties, W.A. Beverloo and coworkers[1] introduce an expression to relate the mass discharged through a flat
bottom silo with an outlet orifice of diameter D:

W = CρB
√
g[D − kd]5/2 (1)

where ρB is the bulk density, g, is the gravity acceleration, d, the “typical” particle diameter, and C and k were fitting
parameters. After the introduction of this expression, some authors attempted to introduce a microscopic interpretation of the
meaning of the fitting constants, introducing concepts like the empty annulus or vena contracta and the free fall arch[2, 3],
which remained as mere idealizations until very recently.

Notably, Eq.1 was introduced to fit a rather small range of experimental data (see Figure 1.a) and assuming that the static
bulk density ρB is representative of the material bulk properties near the outlet orifice. Such assumptions were revised one
decade ago by C. Mancok et al. [4] exploring a large range of orifice sizes under very precise experimental conditions, see
Fig. 1.b.
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Figure 1: Comparison of the mass flow rate extracted from (a) the experimental results extracted from the Tables 5 and 6
of Reference [1] and (b) using spherical beads of different diameters and materials with the same experimental conditions
introduced in Reference [4].

Accordingly, these authors introduce an alternative expression to fit the long rage set of experimental results as:

W = C ′
√
g[1− 1

2
e−b(D−d)][D − d]5/2 (2)

where two important assumptions were proposed to fit the data: a) that the mass flow rate will be zero in D = d and b) that
the exponential term introduced in the expression is related with the dependence of the volume fraction near the exit orifice.
After that, the dependence of the volume fraction in the silo discharge was explored experimentally in a 2D configuration
confirming the exponential dependence introduced in Eq.2 [5].
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RESULTS

As both former expressions were postulated mainly under empiric considerations, we decided to explore numerically the
micromechanical features of the same experimental situation introduced in figure 1.b. Under these conditions, we showed that
the idealization of a “free fall arch” corresponds to a transition region were the collisional dissipation of energy is maximized
and beyond which the particles flow almost freely [6]. Moreover, we showed how volume fraction and velocity profiles near
the outlet have self-similar profiles depending only on the exit radius, R. Then, and only assuming that temporal correlations
between velocity and volume fraction decay rapidly, it is possible to calculate the mass flow rate for a monodisperse granular
material as:

W (R) =

2π∫
o

R∫
o

ρo(R) vo(R)r dr dφ = C ′′ φ∞[1− e−βR]R5/2 (3)

where C ′′ includes the physical and geometrical parameters of the problem (see reference [6] for the details), φ∞ corresponds
to the asymptotic volume fraction of the material near the orifice, β provides the typical scale where the dilatancy of the
material becomes relevant. As Eq.3 does not depend explicitly on the particle radius it is possible to normalize the outlet size
with the particle size to obtain:

W (R) = C ′′ φ∞[1− e−β
R
r ] R̄5/2r5/2 (4)

Hence, Eq.4 can be used to collapse all the experimental results introduced in Figure 1 in a single master curve provided
that a typical radius r can be introduced even for polydisperse materials like sugar or spinach seeds.
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Figure 2: Collapsed experimental data extracted from references [1, 4] using Eq..

Hence, the mass flow rate can be analytically obtained if the right dependence of the volume fraction and velocity profiles
just at the exit of a silo or hopper are introduced. Importantly, Eq. 3 does not depend on any empirical fitting constant related
to concepts like the “empty annulus”. Instead, the relevant scale to estimate the mass flow rate at small orifices is the scale β
which characterizes the influence of the exit aperture on the dilatancy of the material.
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Summary By combining a plastic flow rule with co-linearity of stress and strain-rate, a viscosity is formed that is reflective of dissipation
in flowing granular material. Unfortunately, if the ratio of shear and normal stress µ is taken to be a constant then the equations are always
ill-posed [1]. Much experimental evidence is better fit by instead having µ = µ(I) [2] where the inertial number I is a non-dimensional
grouping of invariant particle and flow properties and is reflective of the deformation time-scales. We present a linear stability analysis of
the resultant equations to show that this model is well-posed for intermediate values of I but exhibits unbounded growth of short-wavelength
perturbations when flows vary too slowly or too quickly [3]. This makes reliable numerical solution impossible as grid-scale variations will
dominate temporal solutions. It is possible to circumvent these issues by considering only steady or shallow flows [4] but additional physical
effects should be included to ensure full regularisation.

FLOWS THAT WE WOULD LIKE TO MODEL

As shown in figure 1, many granular flows exhibit complex free surface shapes and may have either imposed or natural
time-dependent behaviour. It is also noted that in these examples there is often a transition between static material and fluid-
like flow and in some cases a further transition into grain-free or gaseous regions. As such, these flows cover a large range of
inertial numbers.

Figure 1: Typical granular flows with temporal variation. From left to right: rotating drums, flows past obstacles [5] & erosion
and deposition waves [6]

ANALYSIS OF THE µ(I)-RHEOLOGY

By linearising the governing equations and limiting consideration to perturbations of large wavenumber k, normal mode
solutions can be found. This leads to a generalised eigenvalue problem for the growth rate λ. This problem is then solved
analytically to give an analytic expression for λ in terms of the perturbation wavelength, direction and the flow and material
properties. As this expression is quadratic in k, the growth rate tends to either +∞ or −∞ as the wavelength of perturbations
is reduced.

Figure 2 shows regions for which the parameters give a positive value (white) which correspond to ill-posedness and the
well-posed region (grey) where growth rates are negative. The analysis has been validated for both linear shear and inclined
slope geometries. In the latter case, the analysis predicts a range of angles for which the flow is stable. Interestingly this range
lies within but is smaller than the existing range for steady flow.

OPTIONS FOR REGULARISATION

At present, the model that has been analysed is two-dimensional, local, incompressible and time-dependent. It may be
possible that the addition of finite-size effects, compressibility or limiting to steady flows may regularise the equations. It

3349



Figure 2: Stability diagram for the µ(I)-rheology giving regions for which the equations are ill-posed (white) and well-posed
(grey)

has also been found that depth-averaging the equations, assuming that flows are shallow, results in a well-posed system of
equations for the range of steady flow angles. As shown in figure 3, this model is capable of predicting flow between frictional
rigid sidewalls. Unlike standard shallow water models, this depth-averaged µ(I)-rheology is able to capture the transition
between roughly constant flow across the channel to the parabolic dependence seen for narrower flows.

Figure 3: Flow profiles for an inclined chute with rigid frictional sidewalls for aspect ratio ε = 0.01 (a,b) and a narrower
channel with ε = 0.1 (c,d).
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Summary We study the avalanche dynamics of a granular media composed of microparticles (melamine resine, 5.17 µm) in confined
microfluidics systems. This experimental set-up allows us to mimic the behaviour of statoliths in plants cells, which are thought to be
responsible for the plants’ response to gravity. Moreover, contrary to real plants (in-vivo) experiments, our avalanches are done in a fully
controlled environment, where the different roles of thermal fluctuations, non-Newtonian surrounding fluid, hydrodynamical and granular
effects can be investigated. Comparison of this biomimetic system with measurements in wheat shoots suggest that fluctuations induced by
cytoskeleton activity plays an important role in gravity detection by plants.

INTRODUCTION

Plants are able to adapt their growth to different directional environmental stimuli, such as light, gravity, moisture, etc.
In particular plants can bend in response to gravity, so that the roots grow downward and the shoots upward (figure 1a).
This gravitropism implies a way for plants to detect gravity, which has been widely studied by biologists [1]. The com-
monly accepted hypothesis states that the gravity detection is mediated by the movement of starch-accumulating amyloplasts
(statoliths), that sediment toward gravity in gravity sensing cells (statocytes), see figure 1b. However, the exact biological
mechanism for the intracellular detection and signalling is yet to be determined. Among the open questions, the role of bio-
logical activity in plants cells (e.g. actin cytoskeleton activity) remains unclear. Some studies states that it may enhance the
gravity detection by agitating the statoliths, which could avoid sensor saturation [2], some others states that, on the contrary,
plants with more cell activity are less sensitive to gravity [3], and finally a recent study considers the motion of statoliths as
pure Brownian motion without effect of cell activity [4].

Recently we have shown, with macroscopic experiments, that plant shoots are only sensible to the direction of gravity, and
not to its intensity [5]. This fact suggests that gravity sensing occurs mostly through detecting the position of a statoliths pile
inside the statocytes. In vivo microscopic observations of wheat cells have also shown that statoliths piles relax to a zero-angle
flat surface when the cells are subjected to a fast change of direction toward gravity (figure 1c). This behaviour is strikingly
different from what is expected for a classical granular media, where an angle of repose exists. A key question is to know if
the Brownian thermal agitation can explain this behaviour, or if the biological activity is needed to observe such a relaxation.

(a) (b) (c)

Figure 1: a) Images of a wheat coleoptile bending during 2 h of growth in response to gravity. b) A wheat coleoptile statocyte
containing statoliths, observed with a×40 microscope objective. c) Relaxation of the angle of the statoliths pile’s free surface
after a rotation of 70◦, averaged over several statocytes.

RESULTS

In first approximation, statoliths can be considered as a passive Brownian granular medium. However, the dynamics inside
the statocytes is very complex: the statoliths are very confined, the surrounding fluid is non-Newtonian, and the plants cells
show biological non-thermal activity. Moreover, in vivo experiments are difficult, due to the relatively short life-time of plants
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cells when placed between glass slide and cover slip for microscopic observations. To avoid these problems, we designed a
biomimetic artificial system, where statoliths-like particles are embedded in plant cells-like microfluidic devices.

Our biomimetic devices are made of a matrix of small containers with dimensions close to those of wheat statocytes
(approximatively 100 µm× 30 µm, and 50 µm depth). They are fabricated using classical microfluidic techniques: a negative
master mould is created with SU-8 photoresist and a photolithography mask, then negative replicas are made using PDMS
or agar-agar. The artificial statoliths are melamine resine microparticles (5.17 µm in diameter), with a density of 1.51 g/cm3,
which is close to starch density. The particles can be dispersed in bidistilled water (for simplicity) or other fluids with close
density (to change the rheological properties). Hence, the particles show the same Brownian behaviour as real statoliths,
because they have the same dimensionless number ζ ∝ kBT/∆ρR

4g (where kB is the Boltzmann factor, T the temperature,
∆ρ the difference of the particle’s and fluid’s densities, g the gravity on Earth, and R the particle’s radius). ζ compares the
strength of the thermal activity acting on the particle to it’s own weight.

The system is observed with a customised microscope, placed horizontally, so that the gravity vector is contained in the
observation plane (whereas gravity is perpendicular to the observation plane in an usual microscope). A picture of an in vivo
sample is shown figure 2a, in comparison with one of our micro-fluidic devices in figure 2b. The sample is held on a rotation
stage, which allows us to change rapidly its direction with respect to gravity. We observe the avalanches and subsequent
relaxations of the microparticles piles in the confined geometry of the cells. The images recorded are then analysed to extract
the fluctuations of the free surface, and in particular the mean angle between this surface and the gravity direction. The fact
that we use a matrix of separate cells allows us to increase the statistics in a single experimental run.

(a) (b)

Figure 2: Comparison between in vivo observation and artificial biomimetic device. a) A wheat coleoptile tissue with statocyte
containing statoliths, observed with a ×10 microscope objective. b) Agar-agar matrix of cells containing melamine resin
microparticles, observed with a ×10 microscope objective.

PERSPECTIVES

The use of artificial microfluidic devices with geometrical properties close to those of real plants cells allows us to study
the motion of statolith-like particles in a fully controlled system, where rheological properties and thermal agitation are known.
Preliminary results suggests that Brownian motion without cell activity is not enough to retrieve the relaxation observed with
statoliths. By changing our particles’ radius, we will be able to increase the influence of the thermal fluctuations to check for
the equivalent agitation needed for gravity detection in plants cells.

This work was supported by the European Research Concil (ERC) under the European Unions Horizon 2020 research and innovation
programme (grant agreement No. 647384) and by the French National Research Agency (ANR-13-BSV5-0005-01).
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Summary Ice is a unique material, fundamental to vital processes on earth, in the atmosphere [1] and as planets and comets form [2]. In
this work, we introduce two experiments investigating ice as a granular material, to provide snippets of insight into those processes. Initial
investigations of ice particles in a granular flow show that the energy spent in collisions can generate localised surface wetting, even below
the melting point [3]. This wetting reduces friction between granules, leading to acceleration of the bulk flow and in turn more wetting.
The experiments described here are designed to show how even wetting invisible to an observer, can fundamentally alter the flow. The
experiments also use the diamagnetic properties of ice to investigate how the outcome of high speed binary collisions, energetic enough to
generate some melting, depends on this wetting.

Here we describe the development of two experiments: one investigating high speed binary collisions of ice in micrograv-
ity, the second creating a vibrating bed of ice particles to observe the transition from ostensibly dry granular behaviour to that
of wetted granules.

Figure 1: The configuration of an experiment with a single ice sphere levitated within the magnet bore. A combination of
mirrors and lenses allows the trajectory of the levitated particle and any colliding particle to be recorded. A collision is created
by dropping a second particle through a small hole in the top of the Perspex cap. Inset: Camera view after the collision of a
dropped ice particle with a levitated ice particle. Centroid positions at collision are shown as circular markers, and centroid
trajectory as lines. Here you see images of the pair of colliding particles, and their two perpendicular mirror images.

EXPERIMENTS

If we are to understand ice particle interactions in a variety of ambient conditions and with different particle geometries
we need to be able to create a large number of binary collisions in a controllable environment. Here we introduce diamagnetic
levitation [4] as a technique to investigate high speed ice collisions, where ambient conditions within the bore of a supercon-
ducting magnet can be controlled and the logistical constraints of parabolic flight or a drop tower [2], the chief alternatives,
are removed. A refrigerated cylinder was inserted into the bore of a 19 Tesla superconducting magnet, cooled to -12◦C. Ice
particles were manufactured by dripping water from a syringe into a liquid nitrogen bath to form beads with diameters between
3 and 4 mm [3]. A single bead was placed at the levitation point in the magnet (fig. 1). A Perspex cap was placed over the
magnet bore to stabilise the temperature within it and prevent convection. A 6 kHz camera was triggered to record as a second
particle was dropped using tweezers through a small hole in the Perspex cap, vertically above the levitating particle. Since the
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Figure 2: Ice granules in a closed glass cassette vibrated by an electromagnetic shaker, in a temperature controlled chamber
at -3◦C. Top left: A dry granular gas, after 5 minutes of shaking. Bottom left: After 20 minutes of shaking, larger coalesced
particles appear alongside pockets of close packed particles. Right: Once all of the granules stopped moving after 65 minutes
of shaking, the cassette was opened.

collision occurs along the camera axis, it was not possible to use the actual particle images to track collision trajectories and a
pair of perpendicular mirrors were placed just below the levitation point allowing the full three-dimensional velocity field to
be resolved (fig. 1 insert).

In a second experiment, ice particles (manufactured as previously described) were placed in a glass cassette (15 cm square,
with a gap between base and top of 1.8 cm) that was shaken at ω = 50 Hz with an amplitude A = 0.87 mm, providing a
dimensionless peak acceleration τ = Aω2/g = 8.8 [5]. The experiment was placed in a temperature controlled chamber at
-3◦C. Image sequences of the shaking ice particles were captured every 10 minutes, to identify changes to the bulk behaviour
of the flow.

RESULTS

In a short space of time, 50 ice collisions were generated in the magnet bore, of which 22 were on-axis (thereby not
generating spin). This compares with previous methods where only a few ice collisions have been possible under one set of
conditions. Thus, large numbers of collisions can be created using diamagnetic levitation to generate statistically meaningful
data on binary collisions, where we can control conditions such as impact speed and ambient temperature, and thus surface
wetting, alongside additional parameters such as electrostatic charge and particle shape.

When ice was shaken at -3◦C, the particles adopted an ostensibly dry granular flow (fig. 2). After 15 minutes, small changes
could be observed, where some particles started to coalesce, and other small pockets of particles close to the centre of the
cassette became clustered in a close packing formation. These patches of particles numbered up to approximately 10 until, after
circa 65 minutes of shaking, all particles became spontaneously immobile. The majority, including the new larger, coalesced
particles, clustering to the small patches of close packed pockets. At the end of the experiment, the granules still appeared
dry. This spontaneous clustering behaviour is qualitatively very reminiscent of predictions from recent numerical simulations
of wetted granular gases [5]. With enhanced diagnostics through e.g. capacitive liquid volume fraction measurements, this
system should be capable of providing detailed verification of wetted materials that can currently only be explored numerically.
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2Instituto de Fı́sica, Pontificia Universidad Católica de Valparaı́so, Chile

Summary The morphology and dynamics of gas crossing a liquid-saturated granular bed has a drastic importance in natural and industrial
processes. Due to the repetitive rise of gas through the bed, a fluidized zone is formed, which exhibits a parabolic shape at long times for
a single injection point. This work investigates the fluidization of a liquid-saturated sand submitted to an ascending gas flow, in confined
geometry. First, we focus on the fluidization dynamics from the initial state of a loose-packing, homogeneous bed. The stabilization time of
the central air channel which is always formed in the stationary state is quantified, and its scaling inferred from an energy balance. Second,
we investigate the global characteristics of the gas trapped in the system, in the stationary state. In particular, we show that the gas volume
fraction in the fluidized zone is independent of the injection flow-rate and the grain diameter.

INTRODUCTION

Gas-induced fluidization of liquid-saturated sands is a process widely encountered, from geophysical to industrial pro-
cesses. For instance, air sparging for soil remediation [1, 2], CO2 sequestration [3] or catalytic processes [4] are among the
numerous applications of these three-phase flows, which are still an active research topic. Indeed, due to the strong coupling
between the gas, fluid and solid phase, the full understanding of the dynamics of such processes is still difficult to capture –
in particular, the morphology and dynamics of the fluidized zone where the strong mixing between the three phases occurs.
Many experiments have been developed in the laboratory to investigate the invasion dynamics of a fluid (liquid or gas) inside
a liquid-saturated sand. In buoyancy-driven systems, where gas is injected from a single point at the base of a vertical cell,
it has been shown that the gas rising through the grains forms a central fluidized zone at long times. Its stationary shape is
parabolic, and a slow, global grain motion has been reported, with convective rolls following an upward motion close to the
central air rise, and plunging downward close to the fluidized zone boundaries [5, 6]. In this work, we focus first, on the
growth dynamics of the central fluidized zone, up to its stationary shape. Then, we investigate the dynamics of gas bubbles
trapped in this central zone, and entrained by the granular convection rolls.

EXPERIMENTAL SETUP & DATA ANALYSIS

The experimental setup consists of a vertical Hele-Shaw cell (40× 30 cm, gap 2 mm), filled with polydisperse, spherical
glass beads immersed in water. In all the experiments, the height of the granular bed is hg = 20 cm, and the liquid is filled
up to a height hw = 2 cm above the grains free surface. The grain diameter can be varied according to the following batches:
d = 218± 17 µm, d = 318± 44 µm, d = 631± 37 µm and d = 802± 68 µm. At time t = 0 s, air is injected at the bottom
of the granular bed from a central nozzle of inner diameter 1 mm, at constant flow-rate, Q. Direct visualization is achieved
by means of a strong, homogeneous backlight (LED panel) and a camera (PixeLINK, 1280 × 800 px2) acquiring at 0.1 Hz.
Typically, the evolution of the system is followed up to 20 hrs.

The air invasion is analysed by stacking the successive image differences (Ik+1− Ik), according to the method detailled in
[6]. We introduce first, the flow density, defined as ρn(x, z) =

∑n−1
k=1 |Ik+1− Ik|, and it normalized value ρ̄n = ρn/max(ρn).

To quantify the grain motion, we then define the horizontal and vertical cumulation, as nx(x, t) =
∑

x ρn(x, z) and nz(z, t) =∑
x ρn(x, z), respectively, and their normalized value n̄x and n̄z over a given time series.

RESULTS

Growth dynamics of the fluidized zone
Figure 1a displays the flow density map in the system at different times. The fluidized zone starts forming from the grains

free surface, then propagates downwards until reaching its stationary, parabolic shape (white dashed lines, Fig. 1a). The
analysis of n̄x and n̄z makes it possible to quantify the stabilization time τs of the central air channel (white dashed line,
Fig. 1b). The stabilization time is a decreasing function of the flow-rate (Fig. 1c), and this trend does not depend significantly
on the grain size. A theoretical argument accounting for the grain motion, based on the balance between the energy injected
in the system and the energy necessary to move grains over the system height hg , gives τs ∝ Q−2, in good agreement with
the experimental observations (Fig. 1c). This result enhances the importance of the coupling between the grains, fluid and
gas motion. Indeed, for a rigid porous network, a simple geometrical argument gives τs ∝ Q−1, which does not fit the
experimental trend (Fig. 1c).
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Figure 1: (a) Growth of the fluidized zone. The colors represent the normalized flow density ρ̄n, representative of the motion
in the system. At short times, the motion concentrates close to the surface, then the fluidized zone develops downward. After
about 20 min, the air rise focuses on the center of the fluidized zone. The white dashed lines represent the border of the
fluidized zone in the stationary regime, at long times [Q = 0.66 mL/s, d = 318± 44 µm]. (b) Spatiotemporal diagram of the
horizontal (n̄x) and vertical (n̄z) cumulation [same parameters than (a)]. The stabilization time, τs ∼ 18 min, is indicated by
the white dashed line. (c) Characteristic time of the air channel stabilization, τs, as a function of the flow-rate Q, for different
grain size. The triangles indicate τs ∝ Q−1 et τs ∝ Q−2 (see text) [hg = 20 cm, hw = 2 cm].

Gas volume fraction in the fluidized zone
In a second part, we focus on the stationary regime, and investigate the air volume fraction, φa, trapped in the central

fluidized zone. Without any asumption on the final shape of the fluidized zone, we quantify its volume and show that it
increases as Q1/2. Interestingly, the air volume fraction φa in the fluidized zone is roughly constant when varying the air
injection flow-rate, and does not depend significantly on the grain size.

CONCLUSIONS

This work summarizes experimental results on gas-induced fluidization in water-saturated sands. Interestingly, for a single
injection point, the final parabolic shape of the fluidized zone is similar to the gas invasion pattern in a rigid porous medium
[6]. We propose that the granular bed region initially explored by gas percolation becomes more fragile, and finally leads to
the central fluidized zone. After quantifying the growth dynamics of the fluidized region, we have shown that the gas volume
fraction trapped in the fluidized zone is constant and of about 2%. This last result is of importance in applications such as
air sparging or catalytic reactors, as it demonstrates that increasing the injection flow-rate does not necessarily increases the
fraction of gas in the region where the three phases mix.
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Summary We study the friction coefficient of glass powders in water at low confining pressure, by measuring the pile slope angle in rotating
drum flow experiments. We show that, at low rotation rates, the pile angle is about 10◦, which is much lower than pile angles observed
with larger glass beads in the same conditions (∼ 25◦). Changing the pH or salinity of the suspension restores the classical high slope
angle, suggesting that physical and chemical interactions between particles are responsible for this observation. This result supports a recent
scenario for the shear-thickening transition in such non-Brownian systems, where interparticle repulsive forces suppress friction at low
confining pressure.

INTRODUCTION

Shear-thickening consists in a brutal increase in the viscosity of a dense suspension when the shear rate exceeds a crit-
ical value γc. The most famous example is a suspension of cornstarch in water. This phenomenon was first mentioned by
Freundlich and Roder [1] in 1938 but remains ill-understood despite numerous studies. Recently, theoretical and numerical
works [2, 3, 4] have proposed a new scenario for shear-thickening in non-Brownian suspensions. They suggest that it is due to
a frictional transition induced by a repulsive force between the suspended particles. According to this model, at low confining
pressure, repulsive particles should be nearly frictionless.

Testing this scenario would require to measure the friction coefficient µp between the grains in a suspension. However, this
quantity is very difficult to obtain in classical rheological measurements using neutrally-buoyant suspensions. In this study,
we use non-buoyant suspensions to indirectly measure µp through the pile slope angle θs in rotating drum flow experiments.
In the quasi-static regime, θs = arctan(µ), where µ is the macroscopic friction coefficient of the suspension, which itself
depends on µp [5]. Therefore, measuring the pile slope angle θs should grant access to the interparticle friction at very low
confining pressure (P ∼ ρpgd where ρp is the grains density and d their diameter). For repulsive particles and small enough
d, we expect the pile angle to reflect the low frictional state of the system.

PROTOCOL

We studied the friction properties of glass powder in water. Glass in water is known to have a negative surface charge
[6, 7], which should give rise to a repulsive force between the grains. We used small glass spheres, of diameter d such that
20 µm . d . 40 µm, immersed in microfiltered deionized water. Larger glass beads (d ∼ 500 µm) were also used as a
standard granular suspension. For such large beads, the repulsive force is negligible compared to their weight, thus they
should flow in a frictional state. The plexiglass rotating drums (diameter D = 1.2 cm and width W = 3mm for the glass
powder, D = 6 cm and W = 8mm for the large beads, figure 1 a) are fixed on a vibration free rotating table controlled by a
computer. The angular speed ω of the drum can be varied from 10−3 ◦ s−1 to 90 ◦ s−1. Both the light source and the camera
used to take pictures are disconnected from the table bearing the experiment so they do not cause interfering vibrations. We
took care not to contaminate the drum or the mixture. Indeed, the presence of ions dramatically changes the behavior of the
system, as we evidenced by conducting the same experiment in salty water (1mol L−1) and in a pH = 10 buffer solution. The
experimental protocol was as follows: we rotated the drum at high speed (90 ◦ s−1) until the grains were suspended, then we
set the angular speed to a chosen value. Time-lapse pictures were taken in order to determine the angle θ of the grains-water
interface and its evolution in time.

RESULTS

Figure 1 b) shows the long time evolution of the interface angle θ for small glass spheres in microfiltered water, in a slowly
rotating drum. We observe a steady regime with a low pile angle: θs ∼ 10◦. This angle seems independent of the angular
speed ω, which suggests that it is the quasi-static pile slope angle of the suspension. To check the role of chemical and physical
interactions between particles in this low angle, we changed the ionic force of the solution by adding salt or changing its pH.
Figure 1 c) shows that in both cases, adding ions strongly increases the pile slope angle of the suspension to θs ∼ 25◦. This
observation suggests that ions screen the repulsive force. The system thus transits from a frictionless to a ‘standard’ frictional
granular medium. To test this hypothesis, we measured the pile angle of large glass beads of diameter d ∼ 500 µm at an
angular speed of 5× 10−2 ◦ s−1. As we can see (orange line in figure 1 c), they flow with a large pile angle of θs ∼ 27◦,
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Figure 1: a) Pictures of the two rotating drums used in this study (top: for small beads, bottom: for large beads). Interface
angle θ versus shifted time t: b) small (20 µm . d . 40 µm) glass beads in microfiltered water, comparison between two
angular speeds, c) small glass beads in different suspending fluids and large (d ∼ 500 µm) glass beads in microfiltered water.
Time was shifted to simplify the presentation of the data, however this does not influence the discussion of the results.

which is close to that obtained with small beads in ionic solutions. This value is also compatible with previous experiments
using large beads (d ∼ 230 µm) [8]. This confirms our hypothesis: the small glass beads in microfiltered water are repulsive
and subjected to a low confining pressure, therefore they flow with a low pile angle. The small beads in the buffer solution or
in salty water, though subjected to a low confining pressure, are no longer repulsive because the presence of ions screens the
repulsive force. The system thus becomes frictional. Finally, the large beads are forced into frictional contact by their weight,
that overcomes the electric repulsion. They cannot be subjected to a low imposed confining pressure.

CONCLUSION

By performing rotating drum flow experiments, we demonstrate the existence of anomalous low pile angles of about
10◦ in suspensions of glass microspheres immersed in pure water. This is much lower than the pile angles observed in
classical granular media and indicates an almost vanishing interparticle friction in these systems for low confining pressures.
Modification of the ionic properties of the solution suggests that such a frictionless state arises due to short-range repulsive
forces between particles that overcome the self weight of the first layers of beads.

This observation gives a first support to the recent scenario for the shear-thickening transition in non-Brownian suspen-
sions, based on a frictional transition induced by short range interparticle repulsive forces. What remains to be asserted is
that the glass powder suspension used in this study does shear-thicken in classical rheological configurations, as previously
suggested [9]. It will also be interesting to adapt the rotating drum set-up to cornstarch suspensions, to see if a frictional
transition occurs in this emblematical shear-thickening medium.

This work was supported by the European Research Concil (ERC) under the European Unions Horizon 2020 research and
innovation programme (grant agreement No 647384).
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Summary In this paper, we present CFD-DEM simulations of stick-slip in dry and saturated granular media. The geometry of the CFD-DEM 

model is based on the loading geometry of the earthquake machine of Penn. State University, where granular layers under biaxial loading are 

tested. In our 3D CFD-DEM simulations, the particles are confined between two rough plates, compressed laterally, and sheared at constant 

velocity. The CFD-DEM results show nonlinear behavior of granular media caused by frictional weakening in the fault gouge leading to slip. We 

compare simulations in dry and saturated (drained) cases to characterize the influence of pore pressure and fluid-particle interactions. The 

macroscopic friction signal, kinetic energy, layer thickness, pore pressure and slip event rate, characteristics of the system, are recorded and 

analyzed. The aim is to characterize the influence of fluids on the frictional behavior of system during the stick-slip cycles.  

 

INTRODUCTION/METHODOLOGY 

 

   There are many physical systems that store elastic energy and release it spontaneously. In earthquakes, the stored elastic 

energy is released abruptly through slips across the common plane of two sides of a fault [1, 2]. Granular materials (detritus) 

made from intact rocks due to erosion [3] are present in this common plane. It has been thought that earthquake physics is 

strongly controlled by the macro/micro scale behaviour of these granular materials [3]. Granular materials of fault gouge play 

a key role in inter-event time i.e. the time between each release of stored energy [1, 2]. Recent studies have shown that well 

before failure, the gouge material evolves into a so-called critical state [4, 5]. The main characteristics of this critical state is 

dilation, saturation in shear stress and mechanical weakening. The mechanical weakening is also manifested by the occurrence 

of precursors i.e. micro (small) shear failures, which can be recorded by acoustic emissions. However, most findings are done 

for dry media and the role of fluids with respect to critical state and slip failure are still less well studied. Use of CFD-DEM 

simulations helps us to understand the physics of frictional behaviour of saturated fault gouges at the grain scale. We use the 

so-called unresolved CFD-DEM method where particle size is smaller than the cell size in the CFD domain. Forces on the 

particles from solid-fluid interaction include drag force, viscous force and forces due to pressure gradient. The assembly of 

particles is first compressed vertically and then sheared horizontally at constant velocity. Figure 1 shows the assembly of 

particles, compacted between two corrugated plates before shearing. The fluid phase flow is obtained by solving the modified 

Navier-Stokes equation, taking into account the presence of granular materials in the fluid [6]. 

 

  
Figure 1: The assembly of particles compacted vertically between two corrugated plates before shearing stage. Periodic boundaries are applied at sides while 

front and back of sample are elastic walls (same material properties).  
 

STICK-SLIP IN SATURATED GRANULAR MATERIALS 

 

   In Fig. 2, the simulation results for the drained saturated case are shown. Panel (a) in Fig. 2 gives the friction signal, where 

stick-slip cycles exhibit a non-linear behaviour of material. Associated with each slip event, we get an increase in kinetic 

energy signal (panel b, semi-log plot). In panels c to f, several stages of the velocity field in CFD domain are shown. Panel c 

shows the flow field in the stick phase where system is storing energy while being sheared, whereas panel e shows the chaotic 

behaviour of flow field during slip, where an abrupt movement of particles and associated release of kinetic energy occur.  

Precursors, i.e. micro-slips during the critical phase, are apparent from the friction signal before a large slip event.  
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Figure 2: Simulation of saturated drained gouge in rather low viscosity. (a) friction signal (b) Kinetic energy in semi log plot. Panels (c) to (f) are fluid 

velocity field in stick, micro-slips, slip and after slip phases respectively. All units are in cgs unit system. 
 

CONCLUSIONS 

 

   Fluids play a key role in failure mechanisms of granular materials. Our primary results show that fluids with high viscosity 

force the system to continuous sliding rather than to a stick-slip behaviour. Slip events either can occur locally related to small 

events or micro-slips or globally in whole domain associated with large slip events. We further show that fluid properties control 

this localization and general failure pattern. 
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Summary We investigate the impact of a freely-falling rigid sphere onto a granular pile immersed in a Newtonian liquid. Two very different
behaviors are observed depending on the initial packing fraction of the pile. For initially loose packing, the ball readily sinks in the
suspension as in a liquid whereas, for densely packed beds, the ball stops immediately as it hits the suspension. By combining local
measurements of the interstitial fluid pressure and a simple impact model, we show that this liquid–solid transition is controlled by the
coupling between the dilatancy of the pile and the pore–pressure generated by the impact. These results unify the description of impacts
in various particulate media including cornstarch suspensions. They show that complex responses can arise from transient fluid–particle
coupling rather than from the intrinsic rheology of the material.

INTRODUCTION

Impacts on particulate media like granular materials and suspensions have been the subject of an active research during
the past decade, motivated by the question of the granular rheology and applications in astrophysics and ballistics (see a recent
review in [1]). Depending on the experimental conditions, a very rich phenomenology is observed from the formation of
permanent craters in dry granular media [2, 3] to the generation of fluid-like granular jets in fine powders in air [4, 5, 6].
Although these studies showed the importance of the air pressure or initial packing fraction in the impact response, the
question of the physical mechanisms and control parameters that give rise to such a wide variety of phenomena is still largely
open. Recently, studies on shear–thickening suspensions (cornstarch) show completely different behaviors. Above a critical
velocity, an impacting object immediately stops, or in some cases generates cracks, as if hitting a solid [7, 8]. An important
question is whether this impact-activated solidification is related to the complex rheology of the suspension or to more generic
mechanisms involving jamming and/or the interaction between grains and fluid– a recurrent debate in the shear-thickening
community [9]. In this study, we address this question by performing impact experiments on a model (non-buoyant) granular
suspension [10], for which we can systematically control the initial volume fraction φ0 (Fig. 1A).

RESULTS

Fig. 1B displays images captured during the impact on a suspension of water and glass beads of diameter d = 170 µm for
an initially loose (φ0 = 0.560) and dense (φ0 = 0.604) packing. We observe two very distinct regimes. For loose packing,
after impact the ball sinks in the suspension, giving rise to a collapsing cavity and a central jet similar to that observed in liquids
or loose powders in air. By contrast, for dense packing, we observe that the ball stops abruptly within a few milliseconds as it
hits the surface, as if the suspension hardened during impact. This solid-like behavior is strongly reminiscent of the impact-
solidification observed when a solid object hits a shear-thickening suspension like cornstarch [7].

To explain how such a drastic change in behavior can occur with only a slight (∼ 5%) change of volume fraction, we rely on
a pore–pressure feedback mechanism: a coupling between Reynolds dilatancy and the pressure of the interstitial fluid between
grains [12, 13]. When a dense granular packing starts to flow, it must dilate. However, if the medium is saturated with an
incompressible liquid as in our case, this dilation induces a suction of the fluid and thus a drop in the interstitial fluid pressure
(the pore–pressure), which in turn presses the grains against each other and transiently solidifies the medium. A loosely
packed granular bed, on the other hand, tends to compact when it deforms. Therefore, a rise in pore–pressure is produced
during impact, which can balance the weight of the grains and suppress the contact network, resulting in local or global
fluidization. We proceed a direct verification of this mechanism via a pore–pressure measurement in the suspension (Fig.
1C). The transition between a positive peak and negative peak pore–pressure occurs at a critical volume fraction φc ' 0.585,
consistent with previous measurements with glass beads [13, 10].

To model these results, we combine the Darcy law [14] and an empirical law for Reynolds dilatancy [11], which gives the
following scaling law for the pore–pressure: Pf ∼ −(ηf/κ)∆φV L, where ηf is the fluid viscosity, κ ∝ d2 is the permeability
of the pile, ∆φ = φ0 − φc, V is the impact velocity and L the typical extent up to which deformation is experienced by the
granular bed. Incorporating this relation in a simple impact model, and assuming a frictional rheology for the granular pile,
predicts scaling laws for the ball penetration and pore–pressure in agreement with experiments for different impact parameters,
grain sizes and fluid viscosities, thus validating our mechanism (Fig. 1D).

∗Corresponding author. Email: yoel.forterre@univ-amu.fr
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Figure 1: Liquid-solid transition after impact on a suspension of heavy particles. (A) Set-up. (B) Images sequence of a solid
sphere (diameterD = 25.2 mm, speed V = 2.35 m s−1) impacting on a loose (top) or dense (down) suspension of glass beads
of diameter d = 170 µm in water. (C) Pore–pressure response in the loose (left) and dense (right) case. (D) Pore–pressure
profile in the suspension right below the impact point for different impact conditions (D = 16− 25 mm, V = 1− 5 m s−1),
grain sizes (d = 170− 500 µm) and fluid viscosities (ηf = 10−3 − 10−2 Pa s) (left) rescaled by the model prediction (right).

CONCLUSIONS

In this study, we have shown that dramatic transition from fluid-like to solid-like impact response occurs in a mixture
of grains and liquid close to jamming, due to a coupling between pile dilatancy and interstitial liquid flow. Our results can
be easily extended to suspensions for which the interstitial fluid is not a liquid but a gas (like powders in air), by taking into
account the fluid compressibility. They could also explain the impact–activated solidification observed in more complex shear-
thickening media like cornstarch suspensions. In these systems, the critical volume fraction φc is expected to be function of
the impact velocity [15, 16]. Thus, at high enough impact velocities, the suspension should become dilatant and solidify due
to the pore–pressure feedback mechanism.

This work was supported by the French National Research Agency (ANR) through the program No. ANR-11-JS09-005-01 and by
the Labex MEC (ANR-10-LABX-0092) and the A*MIDEX project (ANR-11-IDEX-0001-02) funded by the “Investissements d’Avenir”
French Government program.
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Summary Yield of granular materials is typically modeled by local, pressure-dependent criteria, such as the Drucker-Prager condition, in

which yield at a point is assessed based only on the stress. However, nonlocal effects lead to phenomena that cannot be captured with local

yield conditions. For example, flows of thin layers of grains down an inclined surface exhibit a size effect whereby thinner layers require

more tilt to begin flowing, and hence, sufficiently thin layers will not flow, even when the stress in the layer exceeds the yield condition.

Recently, a new continuum model – the nonlocal granular fluidity (NGF) model – was successfully used to predict steady granular flow fields

in a variety of flow configurations. In this work, we show that the NGF model is also capable of quantitatively describing the size-dependent

strengthening of thin granular bodies – both in flow down an incline and in linear shear with gravity.

INTRODUCTION

Nonlocal effects in granular media manifest in myriad different ways. At the origin of the nonlocality is the finite size of

the grains themselves, inducing cooperative behaviors that defy local rheological description. Examples include grain-size-

dependent shear features in the steady flow profiles of granular media. A local rheology can be extracted from uniform simple

shearing data of a granular media [1]; however, nonuniform steady flows of the same material can be seen to violate such a

relation, as the grain-size sets up an internal length-scale that effectively penalizes variations in flow-rate over space [2].

One of the most compelling demonstrations of nonlocality in granular media can be observed in the behavior of grains on

an inclined surface. Contrary to local rheological models, which predict a thickness-independent repose angle, experiments

and discrete simulations verify that granular layers have a critical “stopping height” proportional to the grain size – layers

thinner than this value come to a stop, whereas thicker layers admit steady flow down the incline [3].

Recently, a nonlocal rheological model based on the concept of “granular fluidity” has shown itself able to reconcile the

issues of grain-size dependent shear features in granular media [4]. While these demonstrations pertain primarily to the way

in which grain size influences spatial fields in materials that are driven to flow, nonlocality in the context of the flow threshold,

i.e., whether a material flows at all, is of a relatively different nature. Despite this distinction, in this work we shall show

that the nonlocal fluidity model is also capable of quantitatively describing the size-dependence of the yield threshold in two

distinct geometries – inclined plane flow and linear shear with gravity.

INCLINED PLANE FLOW

In the inclined plane geometry, a layer of thickness H is inclined to an angle θ, shown schematically in the inset of Fig.

1(a). A simple consideration of equilibrium yields that the shear stress and normal pressure in the layer are τ = ρGz sin θ
and P = ρGz cos θ, respectively, where G is the acceleration of gravity, ρ is the density of the granular material, and z is

the distance beneath the surface. A local, pressure-dependent yield condition, such as Drucker-Prager, would dictate that

the flow threshold is defined by a critical value of the ratio of the shear stress to the pressure, µ = τ/P , which we call µs.

In inclined plane flow, we have that µ = tan θ, so that any local yield condition would predict a universal angle of repose

θr = arctan(µs).
A signature of the cooperativity of granular motion is the fact that this universal repose angle is contradicted in experiments.

As shown initially by Pouliquen [3] and verified by others, the angle at which an initially flowing layer of grains comes to a

stop, θstop, depends sensitively on the thickness of the layer when H is small. Inverting, one can extract a function Hstop(θ)
for every granular media and substrate, which represents the critical thickness at which a flowing layer at a certain angle would

arrest.

For inclined plane flow, the NGF model predicts that Hstop is given by

Hstop(θ) =
πAd

2

√
µ2 − tan θ

(µ2 − µs)(tan θ − µs)
, (1)

where {µs, µ2, A} are dimensionless material parameters and d is the grain size [5]. For a direct comparison, in Fig. 1(a),

the above predicted form for Hstop(θ), using previously-determined parameters for glass beads [4], is compared against

Pouliquen’s experimentally determined values using glass beads with a fully rough base. The quantitative agreement is

excellent. It is worth pointing out that the model’s result was obtained using the same continuum parameters that were used

to successfully predict steady flow fields of glass beads in split-bottom cells and other geometries [4]. Yet here, the question

is of a different nature, one of predicting input conditions for flow stoppage rather than velocity profiles in a flowing body.

∗Corresponding author. Email: david henann@brown.edu
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Figure 1: (a) Theoretically predicted Hstop locus (−) as calibrated for glass beads on a fully rough base, compared to exper-

imentally determined values (◦) from Pouliquen [3]. Inset: Schematic of the inclined plane flow geometry. (b) Theoretically

predicted Lstop locus (−) as calibrated for frictional disks, compared to DEM-determined values (◦). Inset: Schematic of the

linear shear with gravity flow geometry.

LINEAR SHEAR WITH GRAVITY

In the case of linear shear with gravity, a rough plate is dragged horizontally across a deep bed (infinite half-space) of

gravitationally-loaded granular material, shown schematically in the inset of Fig. 1(b). The weight of the plate imposes a

pressure Pwall on the z = 0 surface, and its horizontal motion imposes a shear stress of τwall. For this flow configuration,

the length-dimensioned “size” is given by Pwall/ρG, which we denote as L and is analogous to the layer thickness H in

the previous configuration. Regarding the stress field in this configuration, the shear stress is spatially-constant and given by

the shear stress imparted by the wall, τ = τwall, and the pressure field is a combination of the wall pressure, Pwall, and the

gravitational pressure gradient, so that P = Pwall + ρGz. The stress ratio is then µ = τ/P = τwall/(Pwall + ρGz), so that

the maximum value of µ occurs directly under the plate (z = 0) and is µ(z = 0) = µwall = τwall/Pwall.

Again, as in the case of inclined plane flow, a local yield condition, such as Drucker-Prager, will predict a size-independent

flow threshold of µwall = µs with flow only occurring when this threshold is exceeded. In order to elucidate the geometric

generality of the phenomena observed in inclined plane flow, we have performed two-dimensional discrete element method

(DEM) calculations of linear shear with gravity for different “systems sizes,” L = Pwall/ρG, and determined the flow thresh-

old, µwall, in each case. In our DEM calculations, we utilize quasi-monodisperse frictional disks with an interparticle friction

coefficient of 0.4. This granular system has been thoroughly studied, and its material parameters for the NGF model have

been determined [6]. For each value of L, we determine the critical value of the wall stress ratio that corresponds to flow

arrest. Inverted, we obtain a function Lstop(µwall), which is plotted as circles in Fig. 1(b), showing a clear strengthening as

the system size is decreased. We have plotted Lstop as a function of arctan(µwall) so that the analogy to inclined plane flow

is more clear. Note that the angle of repose, i.e., the vertical asymptote in Fig. 1, is different for 2D disks, θr = 14.6◦, than

for glass beads, θr = 20.9◦.

For this flow configuration, the Lstop curve predicted by the NGF model cannot be derived analytically in closed form.

Instead, we perform finite-element calculations using the nonlocal fluidity model to determine the Lstop locus predicted by

the model. The predicted Lstop curve using previously determined material parameters [6] is also plotted in Fig. 1(b). Again,

favorable quantitative agreement is obtained without any parameter fitting – only using parameters determined to describe flow

fields in other geometries [6]. Hence, by comparing the model’s predicted flow threshold in linear shear with gravity to 2D

DEM calculations without parameter calibration, we have shown that the nonlocal fluidity model can be used to quantitatively

model size-sensitive flow stoppage phenomena in geometries other than inclined plane flow.
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Summary Unsteady flows of granular materials are ubiquitous yet remain largely unexplored. In this research, we apply unsteady 
flows to strongly segregating granular materials to control the segregation pattern and enhance mixing. Unsteady flows are 
generated by feeding size-bidisperse granular mixtures with large size ratios onto a quasi-2D bounded heap using alternating feed 
rates. With this flow modulation, large particles and small particles form stratified layers, which have better average mixing than 
the segregated patterns generated by steady feed rates. The mechanisms of layer formation under modulated flow differs from 
those observed during spontaneous stratification, and are related to changes in the repose angle and flowing layer depth with 
varying flow rate. The thickness and length of the stratified layers can be controlled by changing the flow rates and feed cycle 
durations, which is potentially useful for reducing segregation in industrial processes. Funded by NSF Grant CBET-1511450. 
  

INTRODUCTION 

 
   Segregation and mixing of disperse granular materials (differing in size, density, etc.) have important implications in 
situations ranging from material handling in industry to natural phenomena. Most previous studies of granular segregation 
and mixing focused on steady granular flows. However, unsteady flows are ubiquitous and exhibit more complex phenomena 
due to their time-varying kinematics [1,2]. In this study, we intentionally generate unsteady flow to investigate the resulting 
kinematics, its influence on mixing and segregation, and the potential application of unsteady flow to enhanced mixing for 
strongly segregating materials. 
 

FLOW MODULATION 

 
   To generate unsteady flow, we feed size bidisperse granular mixtures with large size ratios onto a quasi-2D bounded heap 
[3] using two distinct and alternating feed rates. Each feed cycle consists of two phases: a fast flow phase with feed rate Qf 
for duration tf and a slow flow phase with feed rate Qs for duration ts. Under this flow modulation, large particles and small 
particles form stratified layers, different from the segregated pattern generated by a steady equivalent mean feed rate, see Fig. 
1. The modulated stratification is different from spontaneous stratification reported in previous studies [4,5], because it occurs 
at higher average flow rates and its pattern is controllable. To investigate the modulated stratification mechanism and the 
influence of input parameters on pattern formation, we conducted experiments in which the feed rates and cycle times were 
varied. 

Figure 1. (a) Segregation in un-modulated flow at volumetric feed rate Q = 12 cm3/s; (b) Controlled stratification in 
modulated flow at approximately the same mean feed rate as in the left figure (Qs = 4.4 cm3/s, ts=12 s, Qf = 18.4 cm3/s,           

tf =15 s, Qmean=12.2 cm3/s). Blue (dark): 3-mm glass spheres; red (light): 1-mm glass spheres.  
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RESULTS AND DISCUSSION 

 

   The experiments reveal that large particles flow over smaller ones during the fast flow rate phase but both smaller and 
larger particles flow down the slope during the slow flow rate phase. During the fast portion of the cycle, the layers of large 
particles form; during the slow portion of the cycle, the small particle strata progress further downstream under a moving 
layer of larger particles. The thickness of the repeating layers depends linearly on the total volume of the feed during each 
cycle, V, above a critical value, see Fig. 2. Below this critical value, the layer thickness is more variable, most likely because 
spontaneous avalanches occur at these slow flow rates [3]. The length of the layers of the strata depend in a more complex 
way on the flow rates and durations. 

 
Figure 2. Layer thickness as a function of flow volume per feed cycle. 

 

CONCLUSIONS AND ONGOING WORK 

 
   We demonstrate that stratified segregation patterns in bounded heap flow can be created at mean flow rates well above 
the steady flow rate where spontaneous stratification ends and that the wavelength and the streamwise extent of the layers of 
the segregation patterns can be controlled by changing feed rates and cycle duration time. We are conducting Discrete Element 
Methods (DEM) simulations to gain more insight into the kinematics of unsteady flows, and are optimistic that with this 
knowledge we will be able to design more complicated modulation approaches to achieve finer and more extended layered 
segregation patterns that further enhance mixing.  
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INSTABILITY DURING THE EROSION OF A COHESIVE GRANULAR PILE
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Summary The complex interplay between the topography and the erosion and deposition phenomena is a key feature to model granular
flows such as landslides. Here, we investigated the instability that develops during the erosion of a wet granular pile by a dry dense granular
flow. The morphology and the propagation of the generated steps are analyzed in relation to the specific erosion mechanism. The selected
flowing angle of the confined flow on a dry heap appears to play an important role both in the final state of the experiment, and for the shape
of the structures. We show that the development of the instability is governed by the inertia of the flow through the Froude number. We
model this instability and predict growth rates that are in agreement with the experiment results.

INTRODUCTION

The situation where a cohesive granular media and a flowing granular layer interact encounters in the mixing processes
of industrial applications or in some transport of sediment in nature. Erosion patterns are known to spontaneously develop at
the bottom of the river bed depending on the coupling between the flow and the bed geometry through the erosion/transport
laws [1, 2]. Granular flows such as landslides can also alter the underlying ground. However the erosion mechanisms are
not clear when the granular material is dense. Thus recent studies have focused on the evolution of the interface between
static and flowing dry granular layers, on the velocities and on the runout distances. Moreover the studies of instabilities in
granular flows were generally focused on the flowing layer (roll waves, upward traveling waves). Finally, previous studies on
the erosion rate of a cohesive media by a granular flow focused on the physical properties of the cohesive materials (e.g. [4]).
Thus we explore here the coupling between a flow of dry granular material and a cohesive granular bed.

EXPERIMENTAL SET-UP

We performed experiments in a quasi-two-dimensional cell made of parallel vertical glass plates, whose gap width W was
set at 6 and 12 mm. The same polydisperse glass beads of diameter 200-400 µm were used for both the cohesive granular
bed and the flow. The cohesive material was obtained by mixing a small quantity of water with the beads to obtain a low
water content of 1% wt, which corresponds to the formation of individual capillary bridges. This material was introduced and
packed into the cell to form a heap with a planar free-surface of length ranging from 30 to 35 cm. We injected the dry granular
material at the top left of the cell so a flowing layer would form above the wet heap [Fig. 1(a)]. The two remaining parameters
are the initial inclination of the heap θi and the constant injected flow rate Q.

Dry flow

Wet pile

2D set-up of
1.2 cm in width

Glass plates

Constant flow
rate

Dry beads

Slope �(a) (b)

Figure 1: (a) Experimental set-up of the dry granular flowing on top of wet-cohesive granular pile. (b) Destabilization of the
morphology of the pile during the erosion process, creating a succession of steps. The vertical scale is 12cm

.
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Figure 2: (a) Dimensionless growth rates of the steps as a function of the Froude number in experiments for glass beads in the
6 mm channels (•) and 12 mm channel (◦) and steel beads in 12 mm channel (�). The curves correspond to a prediction of the
theoretical model for a wavenumber in agreement with the experiment h0k = 0.1 at an inclination of θi = 30o. Inset: Direct
comparison of growth rates using the measured wave numbers k̃ as a parameter. (b) Experimental growth rates for different
imposed initial wavelengths. An example is shown on the inset.

RESULTS

With this low water content, we observe that erosion occurs at the interface between the cohesive pile and the granular
flow, without deposition. Wet beads are slowly extracted by the action of the dry flow. Thus, the volume of the cohesive heap
is gradually reduced during the experiment until it reaches a steady state in which the interface is flat and the dry granular
material flows without eroding the wet bed. During this erosion process, two different behaviors can be observed. Either the
eroded interface remains initially flat and parallel to the initial slope, or we observe the creation of step-shaped structures for
rather high inclinations and high flow rates [Fig. 1(b)]. These steps grow and propagate upstream then disappear one after the
other at the top of the channel. In both cases, the final interface is flat and forms an angle θf with the horizontal with θf < θi.

Due to the analogy with the shape and the propagation of the structures led by the pool and step instabilities in riverbeds [1],
we expect to observe an inertial destabilization. The underlying mechanism would be the phase lag between the topography
and the local erosion rate due to inertia. Such phase lag exists for step-pool formations between the erosion and the shape of
the interface [1]. We expect therefore a stability criterion based on the Froude number Fr = u/

√
gh cos θi, which compares

the inertia with the gravity effects, where g cos θi is the projection of the gravity perpendicular to the slope.
We compute the initial growth rates of the instability scaled by the measured erosion time scale. The figure 2(a) show

the existence of a critical Froude number, around 0.8, above which the instability develops with positive growth rates. The
negative values are obtained by following a step coming from the downstream boundary conditions that disappears.

We model the flow using a depth-averaged method with the now well-established rheology of dense granular flows [5].
We make the assumption, as in the fluid case, that the erosion rate is linked to the inertia of the grains. We then carry a
linear stability analysis. We show that the previous assumptions are required to predict an instability of the interface above
a critical Froude number. Moreover we are able to compare the theoretical growth rates for the observed wavelengths [Fig.
2(a)]. Finally we measure the growth rate for three initial wavy interfaces as shown on figure 2(b). These results show that a
mechanism for the wavelength selection need now to be modeled.

CONCLUSIONS

We study a new erosion instability occurring with granular flows over a cohesive granular bed. Above a critical Froude
number, the interface is unstable and the shape of the steps is governed by the properties of the granular flows. We model the
mechanisms in the framework of a Saint-Venant approach. We finally identify that the inertia of grains governs the erosion
mechanisms in dense granular flows. We believe that our results could lead to a better understanding of geophysical flows. On
the other hand, for applications of mixing of grains and liquids such as building materials, our work represents a mechanism
of homogenization of wet aggregates with dry grains in slow mixers.
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Summary A material testing machine was used to experimentally measure the quasistatic force acting on the bottom of cylinders that slowly
and continuously move along its symmetric axis downwards into a granular medium. By utilizing different cylinders to plunge into different
granular materials, we demonstrate that the normalized average pressure [pu] acting on the cylinder’s bottom linearly increases with the
penetration depth, while the linear scale-factor kh just depends on the internal friction angle of the granular material. To theoretically figure
this out, we employ Prandtl’s Slip-Line(PSL) theory to analyze the stress field of the plastic region involved in the granular matter. The
theoretical model also suggests that [pu] should be linearly related to the penetration depth, and kh can be computed theoretically. Good
agreement between the computed values and the experimental results of kh sheds light on the way of the continuum description for the
granular material behaviours.

EXPERIMENTAL STUDY

When a solid object slowly penetrates a granular material, it experiences a quasistatic vertical drag force that varies with
penetration depth h. In general, the static drag force Fh can be reduced to a form as Fh(h) = khh

α. Past experimental
studies have found that the exponent α may vary with the intruder geometries and takes a value ranging from 1 to 1.8. Among
these studies, Durian et al. experimentally confirmed, both from impact experiments[1] and quasi-static experiments[2], that
the normalized average pressure [pu] seems to be linearly related to the penetration depth. This enables ones to unveil the
reason underlying the diversity of the value of α involved in different geometries of the intruder. Until now, the understanding
of this relationship is mainly from phenomenological analysis, rather than theoretical explanation. Meanwhile, how the
physical properties of the granular medium affect the coefficient kh is also desiderate to be resolved. In this paper we purpose
to understand the static mechanical regime of granular material according to a combined investigation of experiments and
theoretical analysis.

Figure 1: (a) The sketch of the experimental apparatus; (b) The reproducibility of the axial drag force for D = 40mm cylinder
penetrates sand with different velocities, and the raw data fit well with the fitted regression line (red) after point B.

We performed our experiments via an experimental apparatus sketched in Fig.1(a). A servo-control system drives a
cylinder intruder to slowly and continuously plunge into a granular matter. A force sensor is adopted to measure the vertical
resistance sensed by the intruder. The cylinder contacts the granular matter via its bottom surface so that the contact area
remains unchanged during the whole process of the penetration. This enables us to conveniently scale the average pressure
on the bottom of the cylinder. Four aluminous cylinders with the same height 50mm, while their diameters D with values as
30mm, 40mm, 50mm and 70mm, were tested in our experiments. We restrict the maximum of the penetration depth h to
be less than 50mm so that the cylinders won’t be buried in the medium at the end of the penetration process. The barrel is
45cm in diameter and is filled with granular matter of 21cm height. The size of the barrel is much larger than the cylinders
which ensures the penetration process is free from the boundary effect. To figure out how the drag force relates to the granular
characters, we use five different granular materials: air dry natural sand, millet, and three kinds of glass beads with different
diameters. These granular materials cover different particle shapes, sizes and materials, consequently lead to different internal
friction angles ranging from about 28◦ to 38◦. Because the internal friction angle of the granular matter is very sensitive to
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the state of the particles, we meticulously prepare the packings of the granular matter by the following procedure: before
each test, we stir the granular matter vigorously and homogeneously at first and then gently level the surface with a flat metal
spatula. Fig.1(b) shows the raw data for the cylinder with D = 40mm moving in sand with different velocities ranging from
1.5mm/min to 500mm/min. The high consistency among those different experiments confirms the reproducibility of our
experiment, as well as the quasistatic state of the granular matter. Similar to the compression behaviors of metal materials,
the curves in Fig.1(b) demonstrate that the granular matter will experience an elastic phase (OA), a transition phase (AB) and
a plastic phase(BC), successively. Particularly, the plastic phase exhibits a good linear character for the relation between the
quasi-static force and the penetration depth. A normalized average pressure, [pu] = F

ρsgS
= C0 + khh, is defined to quantify

all the data measured from our experiments. It turns out that the linear scale-factor kh is only dependent on the physical
property of granular material, yet independent of the size of cylinder.

THEORETICAL ANALYSIS

The quasistatic force exerted on the cylinder intruders essentially reflects the bearing capacity of the material at differ-
ent depths. The bearing capacity is dominated by the stress strength of the granular material, and is affected by the stress
boundaries of the granular matter. For the materials we use in our experiments, the onset of the material plasticity can be
distinguished via the Mohr-Coulomb (MC) yield criterion [3], where |τ/σn| = µ0 ≡ tanϕ, τ is the shearing stress, σn is the
associated normal stress, and ϕ is the internal friction angle of the granular material.

Figure 2: (a) Prandlt’s slip-line (α-curves (red) and β-curves (blue)) together with the boundary conditions. (b) Numerical
(lines) and experimental (markers) results of linear scale-factor kh

Based on the MC criterion, together with the stress boundaries, we can use the PSL theory to analyse the plastic stress
field as Fig.2(a) shows. By solving the differential equations of stress along the slip-lines and integrating the axial pres-
sure over the whole area of the cylinder’s bottom, we get the theoretical expression of linear scale-factor as kh(ϕ) =
2(1+sinϕ)
R2

0(1−sinϕ)
exp(π tanϕ)A(D,ϕ), where A(D,ϕ) is an explicit formulation of cylinder diameter D and internal friction angle

ϕ. Numerically solving kh(ϕ), we find that the value of kh(ϕ) just depends on ϕ and free from D. Fig.2(b) shows both the
computed values of kh(ϕ) and the experimental ones extracted from our experiments under different granular materials. Good
agreement between them suggests that our theoretical model is suitable for characterizing the quasistatic state of the granular
medium. In addition, we would mention that the value of kh(ϕ) is sensitive to the small variation of the internal friction
angle. This point indeed reflects the peculiar property of granular medium: the contact network between particles is so easily
changed with the packing state, thus significantly alters the quasistatic force sensed by the intruder.

In summary, the static drag force sensed by a cylindrical intruder is linear to the penetration depth, and the linear scale-
factor kh is a reflection of the physical property of a granular material. The linear scale-factor kh can be easily calculated
numerically by our theoretical model. The good match between our theoretical model and experimental result means that the
granular material can be treated as a uniform continuum whose plasticity is governed by the MC criterion.
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Summary Granular media exhibit many fascinating, and often unique, behaviours which are not only of considerable scientific interest,
but may also prove highly impactful in various real-world processes – with both positive and negative consequences. The tendency of
granular flows to ‘jam’ and become immobile, for example, can prove highly detrimental to the efficiency of various industrial processes.
The predisposition of multicomponent mixtures to spontaneously ‘segregate’ into their individual constituents, meanwhile, can prove both
extremely problematic or highly desirable in industry, and is also key to our understanding of various geological processes. Granular beds
comprising aspherical particles also exhibit the ability to autonomously form complex, ordered patterns, reminiscent of those observed
in colloidal or liquid crystal systems, making them valuable model systems for various thermodynamic and even biological systems. We
demonstrate a means by which the vibrational excitation of granular systems may be harnessed to directly influence, and even control, these
behaviours.

INTRODUCTION

Granular materials – assemblies of multiple discrete, macroscopic particles – are ubiquitous both in nature and industry;
indeed, other than water, granular media are the most widely handled material on Earth, with over 10% of world energy
resources expended on the processing of these materials. Yet despite their ubiquity and widespread relevance, the behaviours
of these materials remain incompletely understood.

Granular materials, when exposed to an energy source, may exhibit a wide array of diverse phenomena. Of these phenom-
ena, we focus on three examples with particular scientific and industrial significance: jamming, segregation, and self-assembly.
Jamming, the term given to the phase transition of a fluid-like granular system to a rigid, solid-like state, is a well-known prob-
lem in many industrial processes, proving a considerable hinderance to the transport of granular materials. Segregation – the
spontaneous separation of a granular mixture into its individual components – is in some instances (e.g. the separation of
valuable ores in the mining industry) crucial, yet in other cases may prove highly problematic, or even dangerous – consider
for instance the potential consequences of unwanted segregation during the mixing of excipients and active ingredients in the
pharamceutical industry. The self-assembly of granular materials, meanwhile, is a burgeoning area of study which has only
recently begun to receive considerable attention, as experimental and simulational techniques advance to a point where the
accurate investigation and modelling of large systems of aspherical particles becomes feasible. This highly active new area of
research has shown that granular materials subjected to vibrational excitation may exhibit ordered states and phase transitions
(see Fig. 1) highly reminiscent of those observed in colloidal, liquid-crystal or even nanoscale systems. As such, it is hoped
that such granular systems may be utilised as easily-studied ‘models’ for nanoscale or biological systems whose direct study
may prove unfeasibly complex or expensive, making this a potentially highly valuable field of study.

We present data from vertically vibrated assemblies of spherical, spherocylindrical and mixed spherical-spherocylidrical
particles, showing that by controlling the manner in which a particulate system is excited, its jamming and segregative be-
haviours [1, 2], configurational state and maximum achievable packing density [2, 3] may all be dramatically altered.

EXPERIMENTAL DETAILS

Our data are acquired through a combination of experiment and simulation. Our experimental data are obtained using
Positron Emission Particle Tracking (PEPT), a technique capable of tracking particle motion with sub-millimetre accuracy
and millisecond-scale temporal resolution in all three spatial dimensions, even deep within the bulk of large, dense and/or
opaque systems. Additional data are produced using discrete particle method (DPM) simulations performed using the open-
source software package MercuryDPM.

In both simulation and experiment, we explore a series of cuboidal containers of horizontal dimensions Lx = Ly ∈
[40, 120] mm and height Lz = 200 mm filled with between 2 and 12 layers of particles. The particle beds are excited by
vertical vibrations of varying frequency, ω, and amplitude, A, thus producing a range of dimensionless driving strengths
Γ = ω2A

g ∈ [1, 21]. For each individual data set, data is acquired with a constant acceleration, Γ0, being applied to the system;
however, the bed may be initially prepared in one of three manners:
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Figure 1: Examples of various configurational states which
may be achieved by vibrated systems of spheres and sphe-
rocylinders.

Figure 2: Left: Mean squared displacement plots showing
(a) the faster dynamics of an initially strongly driven (ISD,
method 1) system as compared to a continuously driven
(CD, method 3) system and (b) the potential of method 1
to prevent jamming in otherwise identical systems. Right:
time-evolution of the relative centre of mass, ZL/ZH ,
of light and heavy particle species for a pair of identi-
cal, bidisperse-by-density systems driven using method 1
(black) and method 3 (red). Images taken from our refer-
ences [1, 2].

1. The bed is initially excited with an acceleration Γi > Γ0 which is then pseudo-instantaneously reduced to Γ0.

2. The bed is initially excited with an acceleration Γi > Γ0 which is then linearly reduced to Γ0 over a period of time ∆tr.

3. The bed is initially excited with an acceleration Γi = Γ0, i.e. there is no change in the vibrational excitation.

By comparing otherwise identical systems prepared using methods 1, 2 and 3, we are able to analyse the hysteretic effects of
initial driving on the system’s subsequent behaviour.

RESULTS

Our results show that the initial excitation to which a system is exposed can impart a pronounced influence on its subse-
quent state and dynamics. A sharp decrease in driving acceleration (method 1) is observed to induce a marked increase in
the rate of segregation (see Fig. 2(c)) as compared to method 3, the ‘standard’ manner in which a vibrated system is typically
excited – even if the initial, strong excitation lasts only O(1s). This increased segregation rate is accompanied by a more
homogeneous particle distribution and faster system dynamics (see Fig. 2(a)). Under certain circumstances, this initial prepa-
ration method can also increase the steady state compaction achieved by the bed, or even prevent the system from jamming
(see Fig. 2(b)) – both potentially highly valuable abilities in industry. Similar behaviours are observed for method 2, although
the distinction from method 3 is considerably less emphatic. The differing initial excitation methods can also influence the
final configurational state achieved by a system – for example a binary system of spherocylinders which forms an ordered,
microphase-separated state (see, for example, Fig. 1(c)) when prepared using method 1 may instead form a bulk-separated
state when prepared using method 2.

CONCLUSIONS

The history-dependent nature of granular media allows us to deliberately induce marked changes in the configuration,
physical state and dynamical behaviours of a system solely through alterations in its initial excitation. This ability carries many,
potentially highly valuable, applications in both academia and industry, where phenomena such as segregation, jamming,
compaction and self-assembly are highly important.
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Summary As granular materials flow they can segregate due to particle size or density differences.  The degree of segregation 
depends on the flow conditions and the differences between particles.  We have developed an approach based on an advection-
segregation-diffusion continuum equation to predict segregation for dense granular flows of particles with multiple particle sizes. 
 

INTRODUCTION 
 
   Previous models for segregation of flowing granular materials due to particle size or density differences have focused on 
bidisperse systems of particles.  However, most industrial and geophysical systems consist of particles with multiple sizes 
or densities. Here we extend our model for segregation in bidisperse particle systems to multidisperse systems and compare 
the results to experiments and Discrete Element Method (DEM) simulations.  
 

THEORY 
 
   Our modelling approach is based on a continuum advection-diffusion equation for individual particle species with a 
semi-empirical segregation term. For a segregating 2D flow of multidisperse granular materials, the transport equation for 
each individual species within the flowing layer is:   

   
where (u,w) is the mean granular velocity in the streamwise (x) and surface-normal (z) directions, respectively . The first 
term in the equation is the rate of change of species concentration ci, the second and third terms account for advection due to 
mean flow, the fourth term accounts for segregation due to the species specific percolation velocity vp,i, and the bracketed 
terms account for collisional diffusion.  A key aspect of the bidisperse model is the dependence of the percolation velocity 
of species i on the local shear rate γ and the local concentration of the other particle species. To date, we have applied this 
modelling approach to many flow geometries including steady quasi-2D [1,2] and 3D heap flows, steady quasi-2D chute 
flow, and transient and steady quasi-2D tumbler flow [3] for both size [1,2,3] and density [4] bidisperse particles.  Here we 
demonstrate that the modelling approach is readily extended to multidisperse particle systems by generalizing the 
percolation velocity to a linear sum of the binary particle interactions so that the percolation velocity of species i depends on 
its interaction strength Si,j with species j such that vp,i = ∑ Si,j γ cj.  A semi-empirical relation for Si,j can be obtained from 
DEM simulations of bidisperse particles with different size ratios [2].  The model also requires the diffusion coefficient D 
and the velocity profile u(x,z), which can be determined from experiments, theoretical models, or DEM simulations. 
 

RESULTS 
 
   Here we consider tridisperse chute flow, shown schematically below, where three different particle sizes that are initially 
well-mixed segregate in the normal z-direction as they flow down the sloped surface. 
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   The concentration field in the flowing layer is shown below for a Bagnold velocity profile and equal initial 
concentrations of 1 mm (S-yellow), 1.7 mm (M-red), and 2.2 mm (L-blue) particles.  The left side of the figure is the inlet 
where the particles are well-mixed; the bottom of the figure is the sloped surface; the top of the figure is the free surface of 
the flow; and the right side of the figure is where the particles exit the model domain at the characteristic length, which is 
defined as the streamwise displacement of the fastest segregating particle (here, a 1 mm particle among 2.2 mm particles) as 
it percolates from the top to the bottom of the flowing layer.  Isocontours of particle concentration are shown as solid 
curves for small (black), medium (light blue), and large (green) particles. 

 
 
   Shortly downstream of the inlet at the left side of the domain, the small 1 mm particles segregate quickly from the larger 
1.7 mm and 2.2 mm particles due to the relatively large size ratios of 1.7 and 2.2, respectively.  Because the medium and 
large particles are more similar in size (size ratio of 1.3), they only begin to segregate from one another further downstream 
(to the right).  One characteristic length downstream, there are three layers of particles with the large particles at the top 
and the small particles at the bottom of the flowing layer, though the particles are not completely segregated. Segregation 
continues moving downstream (not shown). 
 

CONCLUSIONS 
 

   We have shown that a simple advection-segregation-diffusion model for bidisperse particle segregation can be extended 
to multidisperse particle segregation.  The approach can be further extended to model polydisperse particle segregation by 
considering a continuous distribution of particle sizes and replacing the sum in the expression for the percolation velocity 
used here with an integral [5]. 
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MICROMECHANICS OF GRANULAR MATERIALS: AN EXPERIMENTAL
INVESTIGATION OF SHEAR BEHAVIOR
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Summary The macroscopic behavior of granular materials is governed by micro-scale mechanics, including inter-particle forces and kine-
matics. Although micromechanical tools have provided tremendous insight, they still lack quantitative accuracy and, associated with this,
capacity to predict macroscopic behavior. We present here experiments in which we have successfully measured particle-scale kinematics
and inter-particle forces in a two-dimensional idealized granular assembly subject to shear deformation. Kinematics are obtained using
Digital Image Correlation (DIC). The inter-particle forces are inferred using the Granular Element Method (GEM), provided that average
particle strains are measured and that the location of the contact points in the array is known. By seamlessly connecting particle-scale
information to continuum scale experiments, we shed light into the multiscale mechanical behavior of granular assemblies under shear
loading.

INTRODUCTION

Although granular media are constituted of discrete particles, forces and displacements within granular media are repre-
sented by continuous stresses and strains. Most stress-strain relationships, which describe the behavior of granular material,
are derived from plasticity theory. However, plasticity theory is predicated on phenomenology, i.e. derived from macroscopic
observations in the laboratory and the field. More recently, grain-scale methods have emerged and there is a strong interest in
further understanding continuum models from micromechanics in order to escape phenomenology. For the last two decades,
a tremendous amount of progress in advanced experimental methods has been made to access the kinematics of granular ma-
terials at the grain scale, i.e. particle displacements and rotations. Yet most of these grain scale techniques remain qualitative
and continue to lack connection with the macroscopic framework.

EXPERIMENTAL SETUP

We present here a novel experimental device (see Figure 1) for investigating the continuum behavior of granular material
by incorporating micromechanics. This mechanical apparatus is capable of reproducing (quasi-static) shear conditions over
large deformation on a two-dimensional analogue granular assembly. The shear cell consists of a horizontal deformable
parallelogram of size 50 cm by 50 cm in the undeformed configuration. The grains stand on a glass plate and are individually
tracked by a camera that sits above the apparatus. A linear actuator composed of a brushless DC electric motor, linear guides
and a ball screw provides the shear mechanism. Furthermore, a constant normal stress σn is applied using a system of pulleys
and weights. We measure the shear angle γ and the strain in the y-direction εyy using, respectively, an angular and linear
potentiometer, whereas the strain in the x-direction εxx remains equal to zero.

Figure 1: Experimental setup.
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We performed experiments on a two-dimensional analogue granular assembly composed of 400 cylinders of diameter of
20 and 30 mm and height of 25 mm. The grains are made of polyurethane that has a Youngs modulus of 20 MPa and a
Poissons ratio of 0.5.

PRELIMINARY RESULTS

The Digital Image Correlation (DIC) technique is used to provide full-field displacements and strains by comparing the
gray intensity changes of the grain surface before and after deformation. The figure below shows a typical image of the shear
strain εxy at γ = 25.2◦ in which clear force chains are observed.

Figure 2: Experimental shear strain field εxy at γ = 25.2◦

Furthermore, we use the Granular Element Method (GEM) to infer the inter-particle forces. The method takes as input the
particle average stresses and the structure of the assembly, extracted from experimental techniques. This experimental data is
then passed to GEM to reconstruct the force distribution.
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SINGULAR BEHAVIOR OF A COHESIVE POWDER UNDER HORIZONTAL VIBRATIONS
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Summary We report the influence of horizontal vibrations on the time-evolution of the density of a very cohesive powder. For a wide range
of vibration conditions, the kinetics of compaction presents a two time-scales behavior compared to model materials. A simple stochastic
model, based on clusters of grains, has been developed to understand the compaction process, and a new empirical law proposed to describe
the evolution of the packing fraction φ.

INTRODUCTION

Numerous studies have focused on the time-evolution of the compaction of non-cohesive granular system (monodisperse
glass beads, rice grains ...) submitted to vibrations or vertical tapping. Through experiments, two main empirical laws have
been proposed to describe the time evolution of the volume fraction φ with the number of taps or vibration cycles t.

The first one, based on a heuristics analysis, is an inverse logarithmic law [1, 2]:

φ(t) = φ∞ − φ∞ − φ0
1 +B ln(t/τ)

(1)

with φ0 the initial packing fraction, φ∞, the final packing fraction, τ , a characteristic time, and B, a fitting parameter.
The second one is a modified Heckel equation [3] which has been written as a stretched exponential function with an

exponent β and a characteristic time τ [4]:

φ = φ∞ − (φ∞ − φ0)e
−(t/τ)β . (2)

These expressions may fit well the experimental results obtained with model materials, but many actual granular media
used in industrial process are not made of monodisperse smooth spheres. As an exemple, in the nuclear industry, the shaping
process of fuel pellets uses cohesive powders. Such a cohesive granular system is characterized by a very large angle of
repose, difficulties for filling or emptying a silo, and a very small packing fraction due to the presence of macro-cavities, bulk
holes and vaults.

Through long time experiments under horizontal vibration, we investigate the compaction kinetics of a very cohesive UO2

powder mainly used in the nuclear industry. The UO2 powder we use is a complex granular system constituted of sub-micron
crystallites, aggregates around 0.6 µm and agglomerates with a mean diameter d = 30 µm. The powder was held in a
vertical plane-parallel tank of different sections (15× 15 mm2, 25× 25 mm2, 40× 40 mm2 and 40× 70 mm2). The tank is
vibrated horizontally with a permanent magnet shaker with a frequency range between 30 to 100 Hz, and with a normalized
acceleration from 3 g to 9 g.

In order to compare our results on the cohesive UO2 powder with non-cohesive and weakly cohesive materials, we have
also investigated the compaction of monodisperse glass beads with a mean diameter d = 130 µm, and an atomized alumina
powder with a size-range 0.1− 60 µm.

RESULTS

A typical experimental result of the compaction process under horizontal vibrations is shown on Figure 1. The time
evolution of the UO2 powder compactness presents two stages of compaction. During the first stage, the packing fraction
increases rapidly and approaches a plateau value as observed with model non-cohesive materials. During the second stage, a
second increase occurs, much more slowly: even after 107 cycles, the final state does not seem to be reached. We have also
observed, through different characterizations (SEM, laser diffraction particle size analyzer, and mercury porosimetry), that the
vibration process do not modify the agglomerates.

Our result on glass beads compaction showing only one compaction stage is similar to the results of the literature. For
the alumina powder, we observe a weak second increase between 600 and 2× 104 cycles. The two-stages compaction seems
intrinsic to cohesive granular materials with a strong effect for highly cohesive powders. The expressions (1) and (2) are then
not able to fit the experimental results on UO2 and alumina powder.

The two-stages compaction process may be understood through a simple stochastic model. The model is a set of N unit
grains shared out between Nc clusters of n grains each. Clusters and grains inside each cluster are randomly placed with a
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Figure 1: Examples of experimental results under horizontal vibrations at 100 Hz and 7 g acceleration. The tank was 15× 15
mm2, and 240 mm height. The curves of UO2 and alumina powders are shifted by 34% and 24% respectively.

linear fraction and without overlap. At each time step, the grains and the clusters may move according to probably laws pg
and pc which are derived from normalized free volumes [5]. When a grain is allowed to move, it moves downward if the space
below is free. When a cluster is allowed to move, it moves downward with a maximum falling distance of its size.

The results obtained with this simulation show a two-stages evolution analog to the experimental results of the UO2

powder. The first stage (short-time) is related to the compaction of clusters. It mimics the collapse of macro-cavities and large
holes in a cohesive granular system. The time-scale of this first stage is proportional to the clusters number. The second stage
(long-time) is related to the compaction of the individual grains, with a time scale proportional to the number of individual
grains.

The experimental and numerical results are well fitted by an extension of the equation (2) with two stretched exponentials:

φ = φ∞ − (φ∞ − φp)e
−(t/τ2)β2 − (φp − φ0)e

−(t/τ1)β1 (3)

with two characteristic times τ1 and τ2, two exponents β1 and β2, and a plateau packing fraction φp. One of the main result
of our study is that the characteristic times are proportional to the number of objects (clusters or grains). This result is also
confirmed experimentally. Indeed, we observe that the characteristic times are related to the initial height in the tank. It seems
also that the exponents β1 and β2 are linked to the probability laws and characterize the compaction rates of each stage. While
a double exponential fit has already been proposed [6], we provide a very different interpretation of this expression, with a
short-time scale associated to large-scale structures and a long-time scale associated to small-scales (but numerous) grains.

CONCLUSION

Through experiments and a stochastic model, the compaction process of a cohesive powder is analyzed with a two-stages
behavior. The time evolution of the volume fraction is very well fitted with a sum of two stretched exponential functions (3).
While the physical origin of the exponents is still an open question, the characteristic time-scales are related to the number of
moving structures (clusters or grains). The stochastic model may also be useful to describe the compaction of a non-cohesive
granular material, and may be extended for multi-scales structures, leading to a multi-time-scales evolution of the packing
fraction.
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Summary The granular rheology is analyzed locally in the framework of turbulent bedload transport simulations. Using a coupled fluid-
discrete element model, the granular stress tensor is computed locally as a function of the depth, and the results are analyzed in the framework
of the µ(I) rheology. Varying the Shields number, the specific density and the particle diameter, the data are shown to collapse over a wide
range of inertial number and up to unexpectedly high values (I ∼ 3). The results give a better understanding of the granular behavior in
bedload transport and challenge the existing conceptions and parametrizations of the µ(I) rheology.

Considering a granular bed submitted to a surface fluid flow, bedload transport is classically defined by opposition to
suspension as the part of the load in contact with the granular bed, i.e. in rolling, sliding or small jumping motions. This
corresponds to particles for which the downward gravity force is on average much greater than the upward fluid force due to
turbulent fluctuations. While being of fundamental interest for the prediction of riverbed evolution, bedload transport is also
of interest in itself as a complex granular flow configuration. Indeed, the surface fluid shear stress induces a large variety of
granular behavior as function of the depth, from dynamic at the top, to quasi-static inside the granular bed.
In the present contribution, the granular rheology in bedload transport is characterized locally as a function of the depth, and
analyzed in the framework of the µ(I) rheology. To achieve this goal, turbulent bedload transport simulations are performed
using a coupled fluid-discrete element model [1].

METHODOLOGY

A two-phase flow model is used, made of a three dimensional discrete element method (DEM) coupled with a one-
dimensional fluid momentum balance. The model has been validated with experiments, both in terms of granular depth
profiles and sediment transport rate. More details can be found in [1].
The gravity-driven system is made of an inclined channel filled with water, in which monodiperse spherical beads are de-
posited. The position of the water free-surface is imposed, and creates a turbulent, hydraulically rough, and supercritical fluid
flow on the top of the granular bed. Bi-periodic boundary conditions are imposed for the DEM, and only steady uniform con-
ditions are analyzed. Therefore, the unidirectional character of the problem allows to average spatially over the streamwise
and spanwise directions, and to analyze the results only as a function of the depth. In order to study the granular rheology, the
average granular stress tensor

〈
σpij
〉

is computed from DEM. For each slice of volume V , it reads [2]:

〈
σpij
〉
= −P pδij + τpij = −

1

V

∑
α∈V

mαv
′α
i v

′α
j −

1

V

∑
c∈V

f ci b
c
j , (1)

where the sums are respectively over the particles and the contacts contained in the volume V , v
′α
k = vαk − 〈vk〉 is the k

component of the spatial velocity fluctuation associated with particle α of mass mα, f c is the contact force applied by particle
1 on particle 2, and bc is the branch vector from particle 1 to particle 2.

For each simulation, once at equilibrium, the data are averaged over 200 seconds. The stress tensor, the solid volume
fraction and the shear rate profiles enable to compute the µ(I) rheology at each elevation and for each simulation.

RESULTS

Simulations of intense bedload transport are performed, at three different Shields number θ∗ ∼ 0.2, 0.4 and 0.6, where
θ∗ = τf/((ρp − ρf )gd) with τf the fluid bed shear stress, ρp and ρf the particle and fluid density, g the acceleration of
gravity, and d the particle diameter. For each Shields number, the particle diameter and the specific density are also varied
taking values of respectively d = 3mm, 6mm, 12mm and ρp/ρf − 1 = 0.75, 1.5, 3.
Figure 1 shows the shear to normal granular stress ratio and the solid volume fraction as a function of the inertial number.

The data collapse over a wide range of inertial numbers and show the relevancy of analyzing the granular rheology in bedload
∗Corresponding author. Email: raphael.maurin@irstea.fr
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transport in the framework of the µ(I) rheology. As can be seen from the good collaspe as a function of the dry inertial 
number, the effect of the interstitial fluid on the granular rheology is negligible, supporting recent work [3] suggesting the ab-
sence of a clear transition between the free-fall and the turbulent regime. In addition, the collapse as a function of the inertial 
number for both the solid volume fraction and the shear to normal stress ratio is observed up to unexpectedly high inertial 
numbers (I ∼ 3), in regions showing an important dependency on the restitution coefficient [4]. While in contradiction with 
the classical view, similar high inertial number collapse have already been observed on steady non-uniform granular flows [5] 
and on local analysis of granular rolling waves instabilities [6]. Considering inertial number greater than I ∼ 3, the different 
curves progressively show a decrease of the shear to normal stress ratio. The latter is similar to the one predicted by the 
kinetic theory [7] and suggests a transition to a granular gas behavior. Those results challenge the existing conceptions and 
parametrization of the µ(I) rheology, and suggest that the latter could be valid up to higher inertial number than classically 
thought.
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REORGANIZATION OF A GRANULAR MEDIUM AROUND A LOCALIZED
TRANSFORMATION

Aymeric Merceron ∗, Alban Sauret, and Pierre Jop
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Summary Rearrangements of a two dimensional granular packing undergoing a local transformation are studied. We accurately track
each particle of a model granular packing made of inert disks and of an intruder pulled out at constant speed. Long term displacements
are similar to displacements for 2D quasi-static silos. Short term reorganizations are more heterogeneous in space and time. Structural
evolutions exhibit a unique mechanism of rearrangement in terms of density variations whatever events amplitudes.

INTRODUCTION

Sintering, glass melting and other industrially relevant processes turn batches of grains into homogeneous end-products.
Such processes involve complex coupled chemical and physical transformations of the granular packing through reorgani-
zations of the contacts network. These transformations are of several and not exclusive natures : volume changes due to
dilatation coefficients [1], phase transitions....

Several recent studies explore reactive granular materials but there are very few experimental systems ([2],[3]) mainly
because of difficulties in monitoring grain transformations. Therefore, instead of having an entire packing in transformation,
several authors have studied the granular packing behavior around an intruder ([4],[5]). Following the same approach, we
use a single or a couple of intruders to destabilize our granular packing. Then, we analyze dynamics of rearrangements and
structural evolutions thanks to image processing.
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Figure 1: Left : picture of the setup. Middle : dimensionless displacement field expressed in dgrain between initial state and
final state averaged over 100 experiments. Right : the blue line corresponds to experimental vertical displacements along x =
0d. Colored lines correspond to experimental vertical displacements along y = 2.7d, y = 13.6d and y = 27.1d. Dotted lines
correspond to a model of 2D quasi static silos of [6].

EXPERIMENTAL SETUP

The setup (see Fig.1 left) is a quasi-two-dimensional cell made of two parallel glass plates of 300 mm height for 600 mm
width separated by a gap of 3.1 mm. The packing is confined by three fixed PVC walls and by metallic weights at the top.
The cell is horizontally filled with around 5000 bidisperse brass disks of 4 and 5 mm diameter (10:7) forming a dense and
disordered assembly. At the middle bottom of the packing, an semi circular metallic intruder of 40 mm diameter (10 dgmin

)
is horizontally inserted at the same moment. Then, we raise the cell vertically and we attached the intruder to a translation
jack. The intruder is finally pulled down at low and constant speed (0.05 mm.s−1) ensuring a quasi static evolution of the
surrounding packing. The packing is photographed every 5 s with an high resolution reflex camera. We are able to segment
our images to obtain the positions of disks with a subpixelic resolution of about 0.011 mm. Thanks to tracking and tessellation
techniques, displacement fields, local and global densities are measured. 100 experiments have been performed to ensure a
very good statistic.
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Figure 2: Left : probability density function of local density variations centered and renormalized by their means and their
standard deviations for two events of different amplitudes. Right : log-log plot of the histogram for the avalanche sizes over
16000 events.

RESULTS

Long term displacements : a quasi-static 2D silo
The vertical displacement field of our experiment between the initial and the final state is plotted on Fig. 1 middle. The

shape of such displacement field is qualitatively and quantitatively similar to fields observed in the literature on 2D silos.
Indeed, some models describing 2D quasi-static granular silo-like flows for mining applications give a very good agreement
with our displacements Fig 1 right.

Short term displacements : an avalanche-like system
Between two consecutive snapshots, the response of the granular medium is really heterogeneous and made of largely

distributed spatio-temporal events. An avalanche size called NA is defined as the number of disks that have an absolute
displacement at least equals to the one of the intruder. The distribution of avalanche sizes for all experiments is plotted on
Fig. 2 left. Largest events (NA > 13) are power-law distributed that is characteristic of processes ruled by scale invariance.
Finally, one can show that these largest events are not correlated in time.

Structural evolution
Analytical Voronoi tessellations have been performed on every picture in each experiment to get access to local and global

density variations. We found that distributions of local density variations are linked to event amplitudes. Moreover, we can
collapse each distribution by centering and renormalizing them by their means and their standard deviations respectively. This
implies that there is a unique mechanism of rearrangement in terms of density variations see Fig. 2 right.

CONCLUSIONS

Long term and short term rearrangements are analyzed in a 2D granular medium in which an intruder is slowly pulled
out. Long term displacements are very similar to displacements in a 2D quasi-static silo. Short term displacements have a
behavior close to avalanche-like systems with events largely distributed in sizes and uncorrelated in time. Finally, the structural
evolution at short terms is the result of a unique mechanism of rearrangement.
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Summary Some bottom-dwelling fish generate a flow capable of resuspending sand, to bury themselves and avoid predators. By flapping
their fins, they create vortices that lift the sand particles up and deposit them on top of their backs. A model experiment has been developed
to characterize this situation: a rigid foil placed above a sand bed mimics the fin motion. We characterized the influence of the amplitude
and frequency of the motion on the generated fluid flow. In addition, the onset of erosion was determined and these measurements were
rationalized to predict the minimum velocity of the oscillation to erode the granular bed.

DESCRIPTION OF THE PROBLEM

The erosion or resuspension of a granular bed by fluid flows is a key phenomenon for the understanding of various natural
and industrial situations. For instance, in geosciences, sand and sediments can be carried by wind during sand storms, or by
water during a scour. Erosion can also be used in civil engineering to measure soil stability using the so-called Jet Erosion
Test [1]. Some of the erosion processes can lead to catastrophic events. For instance, when a helicopter lands in sandy and
dusty environments or when we step on a dusty ground, the flow generated can lead to the resuspension of harmful particles
[2]. In contrast, some bottom-dwelling fish, such as flounders and stingrays, are able to cover themselves with resuspended
sand to avoid predators. These fish come close to the seafloor and are able to generate vortices by flapping their fins. The
vortices generate a recirculating flow that lifts the sand particles up and contribute to the deposition of the particles on top of
the fish backs.

The oscillation of a foil is a non-stationary situation that can lead to the erosion of a granular bed by an oscillating motion
and has been poorly studied in the literature contrary to the erosion by a stationary situation such as shear flows [3]. The
interaction between the motion of the foil, the fluid and the granular material leads to a complex spatiotemporal evolution and
a dynamic reorganization of the sand bed that can in turn modify the flow field. The objective of this study is to characterize
experimentally the complex interplay between the oscillating foil, the fluid and the granular bed by first investigating the
generated fluid flow and then its impact on the erosion of the granular bed.

EXPERIMENTAL SETUP

The model experiment developed to mimic this situation is sketched in Fig. 1(a). A disk of diameter D is oscillating at
an amplitude A, a frequency f , and is located at a mean distance H from the granular bed. The motion of the disk generates
vortices (Fig. 1(b)) [4]. The granular material used in this study is made of glass beads of diameter d = 350μm and density
ρg = 2500 kg.m−3 immersed in water. The instantaneous velocity fields, as illustrated in Fig. 1(c), are measured in a
vertical plane located through the axis of the disk and are obtained from Particle Image Velocimetry (PIV). The fluid is seeded
with neutrally buoyant small particles, and illuminated by a laser sheet, which allows us to track and quantify the fluid flow
generated by the oscillation of the foil.

The erosion onset of the granular bed is determined by direct visualization (Fig. 1(d)). The onset depends on the gravity
force that tends to keep a grain between its two neighbors and the fluid stress exerted by the flow leads to lift and drag forces
on a particle. The ratio of the two effects is characterized by the Shields number: Sh = ρf U

2/(Δρ g d), where ρf is the
density of the fluid, U the velocity close to the granular bed, g the gravity acceleration, Δρ = ρg − ρf and d is the mean
particle diameter [5]. This expression of the Shields number is based on the fluid inertial stress, which is reasonnable since
the particle Reynolds number, Rep = ρfUd/η, where η is the dynamic viscosity of the fluid, remains much larger than one.

RESULTS

The velocity fields obtained by PIV measurements allow us to quantify the vortices generated by the foil oscillation. We
fit the velocity profiles by a Lamb-Oseen vortex model where the radius of the vortices as well as the maximum velocity are
extracted from the fit. We find that the radius of the vortices is proportional to the amplitude of the oscillations but does not
depend on the frequency and on the radius of the foil. The maximum velocity is directly proportional to the maximum velocity
of the foil 2πAf .
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Figure 1: (a) Experimental set-up, (b) visualization of a vortex and the resuspension of the granular bed. (c) Typical velocity
field obtained by PIV measurements. (d) Examples of erosion pattern.

We then systematically measure the erosion threshold for varying distance to the granular bed and we find that the larger
the distance H is, the faster the oscillations need to be to reach the onset of erosion. We report in Fig. 2(a) the critical velocity
of the foil V c

foil
at the onset of the erosion as a function of H . We observe that V c

foil
decreases for increasing A and decreasing

H . Therefore, the relevant parameter to describe the erosion process is the minimum distance H − A from the granular bed.
In addition, the maximum velocity of the vortices is found to be proportional to the radius R of the foil, and therefore the
relevant parameter to evaluate the critical velocity at the onset of the erosion, is the normalized minimum distance (H−A)/R
as confirmed by the collapse of the rescaled measurements shown in Fig. 2(b).
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Figure 2: (a) Critical foil velocity V c
foil

as a function of the distance H to the granular bed for different amplitude of oscillation
A and radius R of the foil and (b) V c

foil
as a function of the normalized minimum distance (H −A)/R.

CONCLUSION

In this study, we characterized the erosion of a granular bed by an oscillating foil. Coupling PIV methods and direct
visualizations allowed us to show that the onset of the erosion for an oscillating disk at a distance H from a granular bed
depends on a rescaled parameter (H − A)/R. This result suggests that the critical value of the global Shields number, based
on V c

foil
, increases as [(H −A)/R]2 for various experiments.

References

[1] Badr S., Gauthier G., Gondret P.: Erosion threshold of a liquid immersed granular bed by an impinging plane liquid jet. Phys. Fluids 26: 023302, 2014.
[2] Kubota Y., Higuchi H.: Aerodynamic particle resuspension due to human foot and model foot motions. Aerosol Sci. Technol. 47: 208-217, 2013.
[3] Ouriemi M., Aussillous P., Medale M., Peysson Y., Guazzelli E.: Determination of the critical Shields number for particle erosion in laminar flow. Phys.

Fluids 19: 61706-63100, 2007.
[4] Shelley M. J., Zhang J.: Flapping and bending bodies interacting with fluid flows. Annu. Rev. Fluid Mech. 43: 449-465, 2011.
[5] Buffington J. M.: The legend of A. F. Shields. J. Hydraul. Eng. 125: 376-387, 1999.

3384



XXIV ICTAM, 21-26 August 2016, Montreal, Canada

HYDRODYNAMICS FOR STANDING GRANULAR JUMPS DOWN INCLINES
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Summary The present paper addresses the problem of standing jumps formed in flows of granular materials down an incline. First, we show
how a new analytic solution can be derived from depth-averaged hydrodynamics to predict the height of granular jumps. This solution is
robust for a great number of available data on incompressible water flows and is then tested with success on recent experimental data for
granular jumps.

INTRODUCTION

It is now well-established that flows of granular materials down inclines can produce sudden changes in height and velocity,
namely granular jumps by analogy to hydraulic jumps, as for instance shown in one of the pionnering works on the topic
proposed by Savage [1]. In a detailed experimental study [2], we have recently proposed a phase-diagram to show how the
shape of standing granular jumps can drastically change if the slope and the mass discharge are varied (see Fig. 1). At low
mass discharge, the granular flows are thin and dilute, and produce jumps characterized by a strong change in density across
the jump. At high mass discharge, the granular flows are dense and thicker, and lead to nearly incompressible jumps. The
shape of the latter jumps is remarkably influenced by the slope angle that controls the Froude number Fr1 of the flow before
the jump: the jumps are very steep at high slopes (high Fr1), while they become much more diffuse at lower slopes (low Fr1).
Those experimental observations have proven that the one-to-one relation between the jump height relative the thickness of the
incoming flow and the Froude number, which is tradionnally used in hydraulics, is not suitable for all situations encountered
in the laboratory tests. In this paper, we present how an exact solution from hydrodynamics, which takes into account the
influence of the forces acting within the jump volume (its weight and the friction force) and the density change across the
jump, can convincingly reproduce the jump heights measured in the experiments.

Figure 1: Phase-diagram for the shape of granular jumps down an incline proposed in Faug et al. [2]. H/d is the discharge
height at the onset of the granular flows scaled by the grain diameter (glass beads) and ζ is the inclination angle of the granular
chute. There exists a critical angle below which steady jumps can not form [2].

METHODS AND RESULTS

In order to derive an equation able to predict the jump height, we consider a control-volume surrounding the jump and
apply the mass and momentum depth-averaged conservation equations. This yields the following hydrodynamic equation (see
details in [3]):
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where h2/h1 is the height of the jump relative to the thickness of the incoming flow, ρ̄2/ρ̄1 is the density change across
the jump, ζ is the inclination angle, L∗ is the jump length, K̄ is a shape-coefficient (more details can be found in [3]), and µe

corresponds to the basal depth-averaged friction within the jump volume.
This paper is firstly devoted to solve the above equation. The previous studies [2, 3] considered approximate solutions

only. Eq.(1) can be put into the form of a cubic equation in h2/h1, which can be solved thanks to the Cardano method.
Then, we check the robustness of the physically meaningful solution of Eq.(1) by comparing it with success to a great

number of available data with water flows (ρ̄2/ρ̄1 = 1 for water) under different conditions: horizontal smooth bottom
(tan ζ = 0 and µe = 0), horizontal rough bottom (tan ζ = 0 and µe 6= 0), and inclined smooth bottom (tan ζ 6= 0 and
µe = 0). For the rough bottom, µe is calculated from the traditional empirical scaling for turbulent friction proposed by
Strickler, which can be derived from the phenomenological theory of Kolmogórov [4].

Finally, under minimal assumptions regarding the law describing the depth-averaged granular friction force (µe in Eq.(1)),
the physically meaningful solution of Eq.(1) is successfully compared to the experimental data on granular jumps by [2]. For
the granular jumps down an incline, all the terms coming into play in Eq.(1) have to be considered: ρ̄2/ρ̄1 > 1, tan ζ 6= 0,
and µe 6= 0.

CONCLUSIONS

Our results show how depth-averaged hydrodynamics can convincingly reproduce the height of the standing jumps formed
in flows of granular materials down inclines. It is worthy to note that Eq.(1) needs to be fed with the length of the jump and,
to a lesser extent, an information on the shape of the jump (through the shape-coefficient K̄). In all experiments considered
in our study (both the water flows and the dry granular flows), this information was measured in the experiments and directly
used for the computation of the solution of Eq.(1). A challenging question then arises: how to predict the length and the shape
of the granular jumps?
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Summary In order to better understand the mechanism governing segregation in granular flows, the force experienced by a large particle
embedded in a granular flow made of small particles is studied using discrete numerical simulations. Accurate force measurements have
been obtained in a large range of flow parameters by trapping the large particle in an harmonic potential well to mimic an optical probe. An
empirical expression of the segregation force is proposed as a function of the stress distribution.

INTRODUCTION

A rich phenomenology is observed in flows of polydispersed granular material. When flowing, large and small particles
have a tendency to migrate in different regions, giving rise to complex patterns. This tendency to segregate is a major source
of problems in many industrial applications involving mixing processes and is at the origin of geomorphological patterns
observed in deposits of rock avalanches, landslides or pyroclastic flows. Important progresses have been made the last decade
for describing polydispersed granular flows, and a relevant framework based on a mixture theory has been developed to
describe the evolution of the species in many configurations (avalanches [1], flow in rotating drums [2], silo [3]). However,
the segregation flux in those models remains mainly empirical and would benefit from a better understanding of the segregation
phenomenon. Different physical explanations have been proposed in the literature to explain segregation. In the case of dilute
collisional granular flows, segregation can be predicted within the framework of the kinetic theory [4]. This approach valid
in the dilute regime failed to predict qualitatively the direction of segregation in the dense regime. Savage and Lun [5] in a
pioneered work proposed a kinetic sieving mechanics to explained segregation in the dense regime for flows down an inclined
plane. The picture is the following: during the flow, the fluctuating motion of the particles create holes. Large grains can
fall only in large holes, while small grains can fall in both small and large holes. Segregation results from this asymmetry in
the exchange of grains between layers. This pure kinematic picture turns out to be incomplete. Heavy enough particles can
sink instead of rising up during the flow [6, 7], showing that gravity forces can overcome segregation. This suggests that a
dynamics picture in terms of forces may more appropriate to describe segregation phenomenon. The objective of the present
study is to precisely study the case of a single coarse particle in a bath of small particles, to understand in which condition
segregation occurs and what control the forces experienced by the coarse particle.

METHODS

The configuration of interest is sketched in Fig 1a. A 2D granular medium made of slightly polydispersed disks of mean
diameter ds is sheared between two rigid rough plates. The discrete element simulations are made using the open source
software LIGGGHTS.30, for soft, inelastic, frictional spheres [8]. A velocity V and a confining pressure P0 are imposed at
the top plate. Gravity can be imposed either in the vertical z direction, or in the horizontal x direction. In absence of gravity
the system is symmetric and the velocity profil is linear (Fig. 1b). When gravity is switch on, the stress distribution is no
longer uniform and the velocity profile becomes asymmetric (Fig. 1c and d). To study segregation, a particle of diameter
dc larger than ds is introduced at different positions in the layer. To accurately measure the force experienced by the test
particle, we mimic the existence of an optical trap in the z direction for the large particle only. In addition to the gravity and
to the contact forces exerted by the other particles, an harmonic force k ∗ (z − z0) is imposed to the large particle, where
z is its vertical position and z0 a reference position. The coarse particle is thus attached with a spring of stiffness k to the
vertical position z0, but is free to move horizontally with the flow. When the stationary regime is reached, the coarse particle
flows with the bulk but remains in average at the same altitude. Its relative position to the reference position z0 thus directly
gives access to the segregation lift force Fz , i.e the force which would induced a migration in absence of the spring. We have
checked that the results are independent of the spring stiffness k.

RESULTS

A large number of simulations have been carried out to investigate different flow conditions. The segregation force Fz (see
Fig. 1a) has been measured for different confining pressure P0, different shear velocity V , different position in the layer z0,
different coarse particle size (dc). The main results are the following. First, the sign of the segregation force varies depending
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Figure 1: a) Sketch of the configuration: the coarse particle is vertically trapped in an harmonic potential; b) velocity profiles
in the shear cell with no gravity, c) vertical and d) horizontal gravity; e) rescaled segregation force as a function of µ = τ/P .

on the origin of the asymmetry. When gravity points downward, a vertical pressure gradient ∂P∂z exists (the shear stress τ is
constant) and the lift force Fz is positive, meaning that a force exist opposite to the direction of gravity: the coarse particle
would like to rise up at the top as observed in flows on inclined planes. When gravity is horizontal (Fig. 1d) a gradient of
shear stress ∂|τ |

∂z exists (but P is constant), and the segregation force is negative. The coarse particle has a tendency to sink, a
situation that is reminiscent of what has been observed in silo [3]. The second main result is summarized in Fig. 1e. For the
two configurations (vertical and horizontal gravity), the segregation force is proportional to the stress gradient, with a factor
that varies with the ratio of the shear to normal stress µ = τ/P . All the data obtained for different flow parameters, at different
positions, collapse on two main curves. The third result is obtained when imposing an inclined gravity or when simulating
flows on inclined planes. In this case both a pressure gradient and a shear stress gradient exist, but we show that the segregation
force is simply given by the sum of the two contributions measured in Fig. 1e. The last result is that the segregation force is a
function of the size ratio dc/ds between the large particle and the small ones, with a maximum for dc/ds ≈ 2. One can thus
propose the following empirical law for the segregation force as a function of the stress distribution in the shear flow:

Fz = −π
d2

4
a(dl/ds)

(
−f(µ)∂P

∂z
+ g(µ)

∂|τ |
∂z

)
,

with µ = τ/P , f(µ) and g(µ) being the functions measured in Fig. 1e, and a(dl/ds) a function we have measured (no shown
here).

CONCLUSIONS

The segregation force experienced by a coarse particle flowing in a bath of small particles has been measured by means
of extensive discrete element simulations. By changing the stress heterogeneity in the shear flow, it has been shown that a
simple expression can be proposed for the segregation force as a function of the stress distribution. Such an expression may
be useful when introduced in recent models for polydispersed flows. However, more studies are needed to better understand
the physical origin of the measured segregation force.
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SOLID-FLUID TRANSITION AND RIPPLE IN VERTICALLY VIBRATED THICKER GRANULAR LAYER 
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Summary Collapse of the structure and the resultant flows in granular materials due to vertical oscillation are investigated. A thinner layer of 

granular material exhibits bending oscillation similar to an elastic plate, or undulation, over a certain range of forcing magnitude, where 

relative positions of the constituent particles remain within a distance of its diameter. With the increase of forcing magnitude, the structure of 

the material no longer holds, and the fluid-like behavior characterized by the surface wave, or ripple, appears. In a thicker granular layer, both 

the fluid-like and solid-like states coexist, whose regions change spatiotemporally. The upper part of the layer is relevant to ripple formation, 

whereas the lower part remains immobilized and transmits the momentum from the container bottom. Dependences of the above-mentioned 

solid-fluid transition and the flow characteristics on the magnitude of forcing and the layer thickness are elucidated.  

INTRODUCTION 

   Granular layer vibrated vertically exhibits both solid-like and fluid-like behaviors depending mainly on the properties of the material 

(particle diameter d, density, friction and restitution coefficients), magnitude of the external forcing (amplitude a, frequency f), container size 

and the layer height h (or the number of the layer N =h/d), which adds difficulties in uniform mixing, control of transport or reaction 

processes, prediction of structural stability of the material, etc. Using assemblages of uniform spherical particles, we have already shown that  

(1) collective motions are recognized for a layer number N larger than N1 (nearly equal to 3), whereas they look random for N < N1 [1], 

(2) a layer of thickness between N1 and a certain number N2 (of the order of 10) exhibits 

2a) solid-like collective motions (undulation) similar to the bending oscillation of an elastic plate under weaker external forcing [2-3], 

2b) fluid-like wavy motions (ripple) with the increase of external forcing [4], 

(3) in a layer thicker than N2, only the upper part of the layer is fluidized under sufficiently large external forcing and contributes to ripple

formation, whereas the lower part transmits the momentum applied at the collision with the bottom of the container [5-7], 

(4) wavelength of the ripple is determined by the density wave refraction due to vertical variation of the number density of the particle, the

latter of which is considerable over the effective thickness h* near the upper surface, whereas it is almost constant in the lower part [6-8], 

(5) aspect ratio of the height to wavelength of the undulation is determined by the product fa irrespective of the container size [9]. 

So far the details of the above item (3) are not fully understood, on which we shall cast a new light. 

EXPERIMENT 

   We performed an experiment on the vertically vibrated granular layer in a container, which consists of narrowly spaced transparent walls 

in one of the horizontal direction to allow observation of the quasi-two-dimensional particle motion from the side. We tested several granular 

materials in various sizes of the container. To avoid the complexity, however, we confine our attention to a series of experiments, in which 

single species of material (i.e., lead sphere of a diameter d=1 mm) is filled in a container of horizontal sizes L=100 mm (typical), W=10 mm 

and height H=100 mm. For the purpose of checking the effect of the boundary size, we also tested the one with L = 50 – 200 mm, whereas 

its height was chosen sufficiently large to keep the particles inside the container. The other horizontal size W was chosen to assure the 

quasi-two-dimensionality of motion as well as to assure the negligible effect of wall friction [1]. The container filled with particles was 

oscillated sinusoidally in vertical direction by the vibration generator with frequency f and amplitude a under atmospheric pressure. 

* Corresponding author. Email: sano@cc.tuat.ac.jp 
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   Observations were made by means of a high-speed video camera of typically 500 frames/s, with spatial resolution 0.1 mm. Particle 

positions were traced, and the type of collective motion of the granular layer is classified. Hereafter we denote solid phase by the assemblages 

of particles where relative positions remain within a particle diameter distance, and by fluid phase otherwise. Spatiotemporal changes of 

these phases are examined under systematically varied forcing conditions and the layer thicknesses.  

 

RESULTS 

 

   We show an example of the ripple and its associated particle motion in a thicker granular in Fig.1. Figure 1(a) is a snapshot of the layer at 

t =283 ms (initial time is arbitrary), where surface contours at t =233, 258, 283 and 308 ms are superposed. Here, peak and valley regions 

alternate with a frequency 2/f (=2T ), which is 100 ms in this case. Figure 1(b) shows the particle paths from t =258 ms to t =283 ms, which 

covers a time interval T/2. Note that the whole layer moves up-and-down, so that the relative positions of the particles with respect to a 

certain marker particle near the bottom are shown. In contrast to the conventional shallow water waves where fluid particles move 

throughout the fluid domain, the motion of the grains is recognized only in the upper part of the layer, whereas the lower part and the valley 

regions are immobilized or crystalized even in a free flight period of the layer. The layer number of the fluid phase is almost constant (but the 

thickness changes due to dilation and ripple formation) under a given forcing, whereas the layer number (and the thickness hs) of the solid 

phase increases with the increase of the total layer number N (or the layer thickness h). Systematic results with varied f, a and h are obtained.    

    
          Fig.1. Particle motion during the growth of ripple (N=30, f=20 Hz, a=3.40 mm): (a) Snapshot , and (b) particle paths.  

   

CONCLUSIONS 

 

   Spatiotemporal change in vibrating granular material is elucidated, and a pattern diagram is obtained, in which almost rigid-body phase, 

elastic phase characterized by undulation, fluid phase characterized by ripple, and coexisting phase, etc. are classified in terms of the forcing 

magnitude and the layer number.  
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Summary Shear jamming and discontinuous shear thickening are phenomena observed in granular materials or dense suspensions, and
have been extensively studied in recent years using experiments and numerical simulations. It has become increasingly clear that frictional
contacts between particles are necessary for these shear-induced transitions. We have recently developed a theoretical framework that
analyzes the collective behavior of dry grains and suspensions using a representation in which, in addition to positions of grains, forces
appear as independent statistical variables. In this talk we will present results of application of this framework to shear-induced transitions
and demonstrate that in a force-space, which is dual to real space, these transitions show signatures of symmetry breaking and co-existence
of phases.

INTRODUCTION

A dense suspension may act as a liquid material that flows with relative ease under slow forcing, while fast forcing can
cause an abrupt increase by orders of magnitude in its effective viscosity: this is known as discontinuous shear thickening
(DST). DST has become broadly known through internet popularizations[1], which show a person running across a bath of
cornstarch suspension, into which they sink if they stand still.

Flow property transition, much like classical phase behavior, has great practical relevance, as it determines the processing
conditions for a material in engineering contexts. As in classical phase transitions, the key question is how interactions
between microscopic constituents give rise to a macroscopic transition. Here, the transition depends upon external forcing,
and a developed statistical mechanics framework is not available to guide us. Development of understanding that would
ultimately allow prediction, manipulation, and control of the properties of these mixtures would benefit greatly from a theory-
guided framework for description of the interaction of various forces in the critical regime when the solid volume fraction φ
approaches its maximum packing value φmax.

-0.3 1 -0.3 1

Figure 1: Configurations close to the DST transition in
a stress-controlled simulation at φ = 0.78. (Left) The
force network with contacts color coded according to
the magnitude of the contact force (Yellow: low val-
ues to Black: high values). (Right) The corresponding
Maxwell-Cremona tiling (FTN) with edges color coded
in the same manner as the force network. The force lo-
calization in the left figure manifests itself as variations
in the density of tile vertices in the tiling.

The shear-thickened state created by DST is a non-equilibrium,
flowing steady state. Upon increase of the solid volume fraction,
the transition becomes sharper[2] and beyond φmax the suspen-
sion jams into a solid state. The defining feature of a solid is its
ability to resist shear. In most solids, crystalline and amorphous,
clearly defined density modulations emerge at low temperature or
high density, distinguishing them from liquids, and signaling the
breaking of continuous translational symmetry. A consequence of
this symmetry breaking is that solids, unlike their liquid counter-
parts, can resist shear deformations: it costs free energy to distort
the patterns encoded in the density modulations. This well-known
paradigm breaks down for dry grains and dense suspensions since
(i) the concept of a free energy is ill defined for dissipative, fric-
tional grains, and (ii) breaking and formation of frictional contacts
can lead to large changes in forces and disrupt the rigidity implied
by positional density patterns.

In previous work on shear jamming in dry grains[3], we have
shown that onset of shear-rigidity is related to broken translational
symmetry in the space of forces, not positions of grains. More
precisely, in 2D, the Maxwell-Cremona tilings[4] develop corre-
lations between the vertices. Maxwell-Cremona tilings represent
force-balanced configurations of grains in 2D. Any tiling represents a hypothetical force-balanced state. The tilings, however,
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also need to satisfy the constraints of torque balance and the Coulomb condition of static equilibrium relating the magnitude
of the tangential forces ft to that of the normal forces fN : ft ≤ µfN , where µ is the friction coefficient of grains. These
introduce correlations between the vertices of the Maxwell tiles, and changes in these correlations mark the shear-jamming
transition.
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Figure 2: Evolution of structure factor of the vertices of FTNs
across the DST transition, showing marked changes in both
symmetry and form. Similar measures of the positions of
grains in the suspension fail to exhibit any marked changes
across the DST transition. The structure factors are averaged
over the stationary regime of the flowing states in these stress-
controlled simulations.

In this talk, we will present analysis of simulation data on
DST, and show that there are clear signatures of a phase tran-
sition in the statistical properties of the Maxwell-Cremona
tilings (FTNs).

FTN ANALYSIS OF DST

We analyzed the FTNs constructed from 2D simulations
of suspensions undergoing DST[2] using an algorithm devel-
oped by Sumantra Sarkar[5]. A typical FTN is shown in Fig.
1. Each grain is represented as a polygon in the tiling with
the edges of the polygon corresponding to the forces acting
on that grain. The length of an edge gives the magnitude,
and the direction gives the direction of the force but rotated
by π/2. Two grains that are in contact share an edge because
of Newton’s third law. The ensemble of all tiles from a con-
figuration of grains in force and torque balance thus leads to
a tiling: a FTN. The bounding box of the FTN is completely
determined by the stresses imposed at the boundary of a sam-
ple. Large contact forces lead to large tiles, therefore, force
chains manifest themselves as regions of large tiles (black
in Fig. 1). The strict edge-matching requirement constrains
how tiles of different sizes are organized in a pattern. As
seen in Fig. 1, a roughly lamellar structure is one possibility
and indicates force chains in the compressive direction of the
sheared suspension. One important aspect of the force tiles
is that frictional contacts give rise to non-convex polygons
whereas frictionless contacts can only lead to convex poly-
gons. The density of non convex polygons provides a clear

signature of shear jamming in dry grains[5]. In suspensions, the changes in the concentration of the polygons with stress leads
to changes in the point pattern of the vertices of the FTN.

The patterns of vertices in FTNs can be analyzed using all of the tools available for analyzing point patterns such as the
pair correlation function and the corresponding structure factor. As Fig. 2 shows, the structure factor evolves across the
DST transition: there is a change in symmetry of the pattern and in the decay scale. The focus of this talk will be on the
interpretation of this evolution and a theory of the DST transition based on correlations of vertices in FTNs. We will also
connect measurables in the FTN space, which is a new way of analyzing suspension microstructure and rheology, to the
standard measures in terms of stresses and microstructure in real, positional space.

CONCLUSIONS

We have developed a new representation that is adding insight to the nature of shear thickening in dense suspensions.
The new representation illustrates the effects of particle contacts and friction, and especially the constraints of local force
and torque balance on the organization of forces not just positions of grains. In this talk, we will illustrate the power of this
technique and present a statistical theory of the DST transition based on this representation.

References

[1] http://www.pbs.org/wgbh/nova/education/tech/outsmarting-oobleck.html
[2] R. Mari, R. Seto, J. F. Morris, and M. M. Denn, J. Rheol. 58 (2014) no. 6, 1693–1724.
[3] S. Sarkar, D. Bi, J. Zhang, R. P. Behringer, and B. Chakraborty, Physical Review Letters 111 (2013) 068301.
[4] J. Maxwell, Statistical mechanics framework for static granular matter. Phil. Mag27:250,1864 .
[5] S. Sarkar, D. Bi, J. Zhang, J. Ren, R. P. Behringer, and B. Chakraborty, arXiv: 1509.00678 (2015) .

3392



 

 

a) Corresponding author. Email: xuekun@bit.edu.cn. 

 

XXIV ICTAM, 21-26 August 2016, Montreal, Canada  

NUMERICAL SIMULATION OF THE FORMATION OF SHOCK INDUCED PARTICLE JETS 

USING DEM 
 

Kun Xue
a)
, Haoran Cui 

1
State Key Laboratory of Explosive Science and Technology, Beijing Institute of Technology, Beijing, China 

 
Abstract The dispersal of a cylindrical particle ring by a blast or shock wave induces the formation of coherent structures which take the 

form of particle jets. By the discrete element method (DEM), we performed a quasi-two-dimensional numerical simulation of the shock 

dispersal of the short cylindrical particle rings. Our study found that during the first hundreds of microseconds, particles around the inner 

ring surface begin to exhibit the velocity discrepancy. The fast moving particles squeeze into the interior regions, constituting the 

incipient particle jets. During the outward propagation, the tips of particle jets become blunt, even branch into multiple sub-jets, leading to 

the increase of the jet number which is a function of the impulsive pressure. The origin of particle jets can be attributed to the 

heterogeneous network of stress chains which precipitates the non-uniform distribution of particle velocities along the circumference. 

 

INTRODUCTION 

When a layer of solid particles is dispersed by a blast or shock wave, the expanding particle cloud typically forms a 

non-uniform structure comprised of coherent jets [1-9]. A growing body of photographic and radiographic evidence 

suggests that the jets form early during the dispersal process, on the timescale of the propagation of the shock wave through 

the particle layer [2, 3]. The fact that the timescale of the jet formation is consistent with the shock wave transit times 

excludes the hydro-dynamic instabilities, such as Rayleigh-Taylor or Kelvin-Helmholtz, as the governing mechanisms since 

the particle jets were observed well before the growth time associated with these mechanisms [2, 3, 7, 10]. Some 

investigations attempt to introduce a brittle fragmentation mechanism to explain the jet formation [2, 5]. But in contrast with 

the solid, particles cannot sustain tensile stresses. Nor does the surface energy exist in the particle medium. However the 

tension and the surface energy constitute the fundamentals of the brittle fragmentation mechanism.  

To understand the formation of shock induced particle jets, it is of essence to reveal the early stage of the jet formation. 

The numerical simulation of the shock interaction with particle rings based on the discrete element method (DEM) provides 

the particle-scale information regarding the particle velocity and contact force, which can track the evolution of the velocity 

and stress profiles.  

NUMERICAL SIMULATION 

All simulations are carried out using the LIGGGHTS computational code based on a soft-particle DEM. The physical 

model is the replica of the quasi-two-dimensional experimental setup in ref [4, 9]. The particle packing is done by first 

letting the particles with the average diameter of 200 m settle by gravity in the annular simulation box with the inner and 

outer radii equal to 0.02 and 0.04 m, respectively. The shock loading of the particle rings is performed by exerting a 

constant pressure p0 on the innermost layer of particles shaded red in figure 1 for a period time of t0 (see the inset of figure 

1(a)), t0 = 2 ms, mimicking the sustained shock wave used in ref[4, 9]. 

 
Figure 1.  Evolution of the particle ring submitted to the pressure pulses with p0 = 5 bar (a) and p0 = 20 bar (b). Note 

that only particles behind the shock fronts are displayed in the figure. Particles are shaded according to the magnitude of 

particle velocities. 

 

The evolutions of velocity profiles in the particle rings subject to the pressure pulses with different p0 are shown in 

figure 1, both exhibiting resembling features. For the particle ring subject to the pulse with p0 = 5 bar, at t = 0.25 ms, we can 
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detect an alternate arrangement of particles clusters with low and high velocities. Particles with velocities well above the 

average are entrained into the interior and evolve into the precursors of the particle jets. These precursors grow into well 

recognizable particle jets at t = 0.75 ms (see figure 1(a)). The particle jet typically has a mushroom-like blurred tip and the 

tip becomes increasingly blunt, eventually splitting into multiple branches. Figure 1(a) shows that a number of jets bifurcate 

well before t = 1.5 ms with some sub-jets converging together. The particle ring subject to the pressure pulse with p0 = 20 

bar undergoes a resembling evolvement except that every signature stages begin at earlier times. In this case, not only can 

we observe more bifurcation of particle jets, but also a few well-defined trifurcation. 

 
Figure 2. The velocity profile coupled with the network of stress chains in a segment of the particle ring subject to the 

pressure pulse with p0 = 5 bar at t = 0.25 ms (a), 0.4 ms (b) and 0.75 ms(c). The particle velocities are denoted by the 

arrows whose size and shade scale with the magnitude of velocity.  

In contrast with the solid, stresses in the granular medium are mainly transmitted along the network of stress chains 

which carry most of load. The heterogeneous nature of the network of stress chains dictates the non-uniform transmission of 

the momentum. As shown in figure 2 (a), denser and stronger the stress chains are, faster and more efficient the 

transmission of the momentum. Otherwise the momentum cannot be transferred effectively.  

The non-uniform radial transmission of momentum initiates the localized particle flows where the particle jets nucleate. 

The fast moving particle jets undergo significant transverse expansion with flaring out front (see figure 1 and figure 2), 

squeezing and compacting the neighboring slow moving particle clusters. These slow moving particle blocks thus are 

enclosed by the strong shear flows (see figure 2(b) and (c)). The particle shear flows destroy the sustained particle contacts, 

thus the network of stress chains in the slow moving particle blocks are segmented, disrupting the transmission of the 

momentum though these blocks. Subsequently these slow moving particle blocks increasingly lags behind the fast 

penetrating particle jets. 

CONCLUSIONS 

DEM simulations of the shock dispersal of the particle rings reveal the formation of the shock induced particle jets 

which are initiated by the non-uniform distribution of the particle velocities on the inner surface. The latter is dictated by the 

heterogeneous network of the stress chains. The incipient particle jets can disperse, bifurcate/ trifurcate, and coalesce while 

they are penetrating the particle rings, leading to the variation of the jet number which is also depends on the pulse pressure. 
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Summary The wavelengths and celerities of density waves in granular materials flowing down in a vertical tube are experimentally inves-
tigated using spatiotemporal diagrams. The granular flow was filmed with a high-speed camera, and the diagrams were constructed by
digital image processing, using a numerical code developed in the course of this work. Experimental results show the existence of two wave
regimes. The first one is characterized by density waves with constant celerity, and the second one by periodic oscillations of the wave
system.

INTRODUCTION

Granular materials are a widespread research topic because of their many areas of practical application [1], being fre-
quently observed in nature and industry. Nonetheless, the behavior of granular flows is not well understood. An important
problem is the flow of granular materials in pipes. When the grains and the tube diameters are size-constrained, some insta-
bilities may appear in the granular flow. These instabilities consist of alternate high- and low-compactness regions known as
plugs and air bubbles, respectively (Figs. 1b and 1c), and may present intermittency, oscillating patterns, and even blockages
[2, 3]. Although this instability may appear in vacuum [4, 5], in the specific case of fine grains these patterns are recognized
as the product of the interaction between falling grains of small dimension and trapped air. In the present paper we analyze
experimentally the formation of density waves that appear when fine grains fall through vertical narrow tube. In our experi-
ments, performed in a laboratory with controlled temperature and relative humidity, grains flowed through a transparent pipe,
and the flow was filmed by a high-speed camera. The wavelengths and celerities of the density waves were determined by
digital image processing using a numerical code developed in Matlab environment.

EXPERIMENTAL PROCEDURE

The experimental device is schematically presented in Fig. 1a. It consisted of 1.0-m-long vertical glass tube with an
internal diameter D of 3 mm. It was attached to a reservoir and a conical hopper with an opening angle of 60 ◦. At the bottom
of the tube a variable constraint (valve) was disposed, which could be moved across the pipe allowing the outflow adjustment.
The hopper entrance and the exit of valve were at atmospheric pressure. The grains consisted of spherical glass beads (specific
mass ρs = 2500 kg/m3) divided into two populations: with diameter d between 106 and 212 µm and between 212 and 300
µm.

(a) (b) (c)

Figure 1: (a) Experimental setup. (b) Schematic view of the density waves. (c) Images acquired during the tests.

The temperature and the humidity were measured within ± 0.5 ◦C and ± 2.5%, respectively. The experiments were
performed with grains of both smooth and rough surfaces, and the mass flow rate was determined from the time variation of

∗Corresponding author. Email: calvarez@fem.unicamp.br
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the measured mass, using a chronometer and a balance. The flow of grains and the dynamics of density waves were filmed
with a 1280 px × 1024 px high-speed camera (maximum frequency of 1000Hz). In order to provide the necessary light for
low exposure times while avoiding beating between the light source and the camera frequency, LED (Low Emission Diode)
lamps were connected to a continuous current source. For the present experiments, the camera frequency was set to 250Hz.
After the tests, a large number of images (in the order of thousands) in RGB format was obtained, therefore a numerical code
was developed in order to calculate the wavelengths and the celerities of the density waves. The waves characteristics are
measured from spatiotemporal diagrams generated by the code.

RESULTS

Two wave regimes were observed, the first corresponding to density waves that propagate at a constant celerity, and the
second to oscillating waves. The oscillating regime appeared when the experiments were conducted using a batch of glass
spheres with rough surface and diameters between 212 and 300 µm. A key observation concerns the direction of propagation:
in the constant celerity wave regime, the density waves propagated upward, contrary to flow direction. This flow regime
appeared with grains of both smooth and rough surfaces, and diameter between 106 and 212 µm. In the oscillating wave
regime, the density waves propagated downward with a modulated drift celerity.
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Figure 2: Spatiotemporal diagrams: the plugs positions as a function of the time at several mass flow rates ṁ. The plugs upper
and the bottom positions are shown by squares and circles, respectively. The mean celerity of the plugs vp is shown in dashed
line. (a) vp = -0.0408 m/s , ṁ = 0.40 g/s. (b) vp = 0.0501 m/s, ṁ = 0.37 g/s. (c) vp = 0.0190 m/s, ṁ = 0.21 g/s.

In Fig. 2, the variations as functions of time for the upper and bottom positions of plugs are shown by squares and circles,
respectively. The mean celerity of the plug, vp, can be determined by the slope obtained for the upper zone. The mean
wavelength of the plugs λ can be determined by calculating the difference between upper and bottom positions: λ provides
the mean size of plugs. Previous works [2, 3] reported that the density waves appeared when the mass flow rate ṁ was within
1.5 g/s - 5 g/s. In the present study, the density waves appeared for values of ṁ ten times smaller than previously reported.
The size of plugs calculated was λ/D ≈ 10, and it is independent of mass flow rate and of flow regime.

CONCLUSIONS

This paper presented an experimental investigation on the density waves of granular flows in narrow tubes. When varying
the mass flow rate, two wave regimes occurred: the density waves either propagated at a constant celerity or oscillated over
a mean drift celerity. The oscillations suggest a stick-slip displacement of the plugs. The density waves appeared with mass
flow rates between 0.1 and 0.95 g/s, ten times smaller than previous reported values. The size of plugs is the same for the two
flow regimes and it is independent of the mass flow rate. The flow regimes are affected by the surface state (smooth or rough)
and by the diameter of the grains.
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A vibrationally-fluidized granular flow (VFGF) presents a fluid-like bulk flow behaviour superimposed on local velocity 
fluctuations due to particle collisions and the vibrating container walls. The impacts between particles and workpieces are utilized 
in manufacturing processes such as vibratory surface finishing, although process control and optimization remain mostly 
experience-based due to the complexity of VFGF. Recent studies have shown encouraging agreement between experiments and 
discrete element predictions of bulk and local velocities in VFGFs, enabling extensive observations on how container wall motion 
and the resulting contact forces influence the bulk and local properties of the granular bed. The present work used discrete element 
modelling to examine the wall-media contact forces and their connection to both the formation of bulk convection and the local 
impact velocity distribution throughout a VFGF. The results have explained the development of steady-state VFGF, and have been 
used to calibrate a model for normal wall forces. 
 

GRANULAR FLOWS IN VIBRATORY FINISHING 

 
   Vibratory finishing is a process that employs flowing, vibrating granular media to process a variety of components. The 
local, small-scale vibrations of the abrasive particles can be used to polish, deburr, harden and burnish surfaces. Due to the 
complexity of motion and geometries, process control and optimization remain largely based on trial-and-error and industrial 
experience [1]. Recent studies have shown an encouraging agreement between discrete element modelling (DEM) and 
experimental measurements of vibratory finishing systems [2]. The present work examined the forces exerted by the vibrating 
walls on the media and their relation to the bulk convection and local impact velocities throughout the granular bed. The 
system studied is a tub-like container (Fig. 1a) with vibration in three degrees-of-freedom: two linear oscillations and a rocking 
motion. Figure 1b shows the motion of the tub wall during one cycle of vibration. The tub is coated with polyurethane and is 
filled with 6.3 mm diameter smooth steel balls. The vibrational amplitudes were 0.85 mm, 0.66 mm and 0.244° in the 
horizontal, vertical and rocking oscillations, respectively. This configuration resulted in a counterclockwise bulk flow and the 
formation of a free surface as shown in Fig 1a. 

 
Figure 1 – (a) Vibratory finishing tub showing inclined free surface and bulk flow direction at steady state; (b) tub motion 

paths (exaggerated scale) at different points on the wall during one cycle. 
     

MODELLING AVERAGE WALL-MEDIA CONTACT FORCES 

 

   Wall-media contact forces were modelled analytically in the x-y plane of the tub, and were compared with discrete element 
models that assumed four particle layers in the z-direction, which has been shown to accurately describe the flow in actual 
tubs [2].  The normal force exerted by the wall on the granular media at instant t is proportional to the effective media mass 
and acceleration at a tub point p; i.e. Fn

t = meq an
t, where meq is the effective media mass, and an

t is the positive acceleration of 
point p (positive coordinate normal to wall toward media). The analytical model assumes the media acceleration to be that of 
the wall. The effective mass was modelled as that of the media within a radius r from point p (Fig. 1a) with r = d(C1 + Z/Γ), 
where d is the particle diameter, Γ is a response factor that increases with the vibrational frequency, Z = (h/d)C2 is a packing 
factor that scales with the local media depth, h, and C1 and C2 are, as yet, unknown functions of particle geometry that can be 
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calibrated using DEM. Therefore, the normal forces depend on the hydrostatic pressure, the media response time to the wall 
movement and the wall acceleration towards the media. The model represents an average meq throughout many vibration 
cycles of the wall rather than an instantaneous value of r and hence meq at any moment during a cycle. This was justified by 
the highly stochastic nature of the wall contact conditions as seen in experiment and DEM simulations.   
    

COMPARISON WITH DEM SIMULATIONS 
 

   By varying the phase difference φ between the horizontal and vertical tub oscillations it was possible to vary the 
distribution of normal wall forces throughout the tub of Fig. 1a. Figures 2a and 2b show the average normal forces plotted 
against coordinate θ, presented in Fig. 1a, as predicted by the force model and as averaged from 25 DEM simulations of the 
granular flow during the transient phase before the formation of a steady-state bulk flow and an inclined free surface. The 
constants C1=2 and C2=1.3 were calibrated using the DEM data shown in Figure 2. The model was able to match the local 
wall force minimum at the bottom of the tub and the asymmetry that varied with φ. Similarly good fits were achieved with 
the DEM data for φ=1.8 and 2.0. It is recognized that this model assumes a wall force during the portion of the cycle when 
an

t is positive but the wall is moving away from the media. However, more recent results have shown that the wall acts upon 
the media only when moving toward it regardless of its own acceleration. The current predictions are reasonable because 
velocity and acceleration are linear functions of the amplitude of motion, and the frequency was held constant. Also, the 
intervals of positive acceleration and positive velocity are both half a cycle.  

Thus, another interpretation of the wall-media forces replaces meqan
t with two terms: (i) meq

t(Δvt/tC), where Δvt is the 
relative velocity between wall and media at time t and tC is the average media-wall contact time; i.e. the average acceleration 
of the media by the wall, and (ii) [v(dmeq/dt)]t because the effective mass changes during one cycle. Therefore, this variant of 
the analytical model accounts for the media motion and changes in the effective mass throughout a tub cycle. At the time of 
writing, this updated model has not been tested. 

 
Figure 2 – (a,b) Model and DEM predictions of average normal force distributions during early transient regime as a 

function of location on the tub wall,  defined in Fig. 1a; (c) DEM results for tangential force distribution during early 
transient and steady-state regimes. 

 
    Figure 2c shows the tangential forces on the tub wall for the early, transient stages of the process and for the fully-
developed steady state after the formation of a stable inclined free surface (Fig. 1a). During the transient phase beginning with 
a horizontal free surface, the average wall shear forces act in opposite directions, the left side pushing the media clockwise 
(negative forces) while the right side applies counter-clockwise (positive) tangential forces. However, after reaching steady 
state with an inclined free surface, both sides of the tub exert an average counter-clockwise force on the media. Since the tub 
motion is the same in both cases, this significant change in wall shear forces can only be due to changes in the media. Although 
some of these changes may be due to the formation of an inclined free surface, the directional change in the shear forces 
suggest that the relative velocity between the walls and the media must evolve during the transient regime. These changes are 
neglected by the model that uses only the wall acceleration to estimate wall forces, whereas the later model considers the 
media velocity in calculating the approaching wall velocity Δvt and could, therefore, account for changes in media motion. 
 

CONCLUSIONS 

 
   A model has been proposed to describe the average normal wall forces between a vibrating container and the granular media. 
DEM simulations have been used to calibrate the model and explore its relation to velocity fluctuations throughout the media. On-
going work is focusing on understanding the physical significance of the two calibration parameters in the model, and to develop 
a tangential force model. An improved understanding of normal and tangential wall forces provides an essential step in predicting 
bulk and local behaviours in vibratory finishing and supporting the continuum modelling of such systems. 
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Summary We present experimental results on discharge of a rectangular silo. We varied two main parameters: the geometry of the silo, and
the bulk packing fraction of the granular material. The results are discussed on the base of a physical model proposed by Janda et al. [1],
which has been modified to predict the the flow rate of bi-dipserse mixtures and different geometric hopper configurations.

INTRODUCTION

The prediction of the mass flow rate of a granular media discharged from a silo has been widely studied because of its
practical interest in several industries. However, the control parameters of the flow are not well understood. Through our
configuration, several parameters have been explored.
The experimental setup is made of a rectangular silo (height H , width L=60 mm, and thickness W which can be varied from
3.5 to 10 mm). The rectangular outlet located at the centre of the bottom spans the thickness W and its length D can be
varied from 1.8 to 26 mm. The discharge angle θ of the outlet can also be varied from θ=0o to θ=80o (Fig. 1). When opening
manually the outlet, the grains fall out of the silo and are collected in a vessel. The temporal evolution of the mass m(t) is
recorded using an electronic scale. A typical temporal evolution of the flow rate Q(t) is presented on figure 2.

The granular material consists of smooth spherical glass beads with different diameters d from 80 to 4500 µm. With the
particles and aperture available, the number of beads in the aperture (D/d) ranges between 1 and 325. In order to control
the bulk volumic fraction, different binary mixtures combinations were tested (size ratio of coarse particles diameter on fine
particules diameters r=dc/df between 2.2 to 6.3). Controlling the mass fraction Xf of the fine particles, the bulk volumic
fraction varies from 0.58 to 0.73. (Fig. 3). Mono-disperse and bi-disperse experiments have been carried out, for the bi-
disperse mixtures, all the experiments have been performed with an angle θ = 0o.
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Figure 2: Typical temporal evolution
of the instantaneous mass flow rate
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Figure 3: Bulk compacity φb versus
volumic fraction of fine particles Xf

RESULTS AND DISCUSSION

All experiments show that the flow rate is controlled by the outlet diameter D. To predict the flow rate, one of the simplest
and widely used expression is the one proposed by Berverloo [3]. It is based on the dimensionless analysis with the concept
of a free fall arch at the outlet and the ”empty annulus” [4] considering the reduced outlet length due particle size diameter. In
our configuration the Beverloo law becomes:

Q = Cρφbg
1/2W (D − kd)3/2 (1)
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Where φb is the initial bulk particle volume fraction, C and k, the fitting parameters.
This expression fits well all our experimental results for mono-disperse experiments, but it is difficult to modify this expression
in the case of a binary mixture. In all cases we observe that the flow rate always exceeds the rate predicted by a simple mixture
law between the flow rate of the purely coarse particles and the purely fine particles (Fig. 4).
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Figure 4: Flow rate versus Xf

for binary mixtures (r=6.3) with
D(mm): 3.5(N), 5.4(�), 7.4(�),
10(O), 3.3(×).
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Figure 5: Bulk velocity vb versus Xf .
The dashed lines is the best fit exclud-
ing the pure cases Xf=0 and 1 (same
legend as fig. 4).
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Thus, to interpret our results, we have adapted the model proposed by Janda et al. [1] which suggests that for a given
outlet diameter, the particles velocities are the same whatever the particle diameter (scaling with

√
gD) and that a dilatancy

occurs at the outlet, introducing a geometrical parameter Γd, describing this dilatancy which is d dependent.We adapted this
model to propose a new expression for the flow rate :

Q = C ′ρφbΓd
√
gD3W = C ′ρφb[1− αe−β

D
d ]W

√
gD3 (2)

Assuming that for a bidipserse mixture, the same hypothesis are still and independently valid for each size of particles di,
each size has his own dilatancy factor Γdi, and the flow rate for a bidisperse mixture becomes :

Q = C ′[XfΓdf + (1−Xf )Γdc ]ρφbW
√
gD3 (3)

Equation 3 suggests that the dilatancy is D/di dependent and that the density profile at the outlet, is a simple mixture
law between the volumic fraction of the fine Xf and the coarse Xc particles. Notes that φb is also given by a mixture law,
which implies a complex variation of the flow rate with Xf , this is compatible with our experimental results (Fig. 4). These
hypothesis have been tested, measuring the bulk velocity at the free surface vb = Q/ρφbWL. Numerical discret experiments
present results compatible with our assumptions [5].

Following the same ideas, experiments have been carried out with mono-disperse glass beads, varying the discharge angle.
For a given outlet D, the flow rate increases rapidly when increasing the θ angle (Fig. 6). Thus, the expression of the flow has
to be modified taking into the angle discharge. A simple expression of the outlet diameter as a function of θ is not sufficient
to interpret our results. The dilatancy factor has also to be modify.

CONCLUSION

We have experimentally studied the flow discharge in a rectangular silo with mono-diperse and bi-diperse mixture. To
interpret our results we have proposed a modification of the Janda model [1] which is in adequation with our experimental
results and has been validated numerically by [5]. Modifying the geometry of the hopper (discharge angle), the interpretation
of our experimental results are based on the same hypothesis and the influence of the discharge angle on the particle velocity
and on the dilatancy factor have been studied.
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Summary We investigate the role of particle stiffness on granular rheology by means of numerical simulations. We discuss under which
conditions localized plastic events are present or not when the system is sheared. We also study the different contributions to energy
dissipation and the grain coordination number, in order to draw a diagram separating a region where the grains flow in a liquid-like manner
and another where their behavior is more akin to solid-like plasticity.

The local rheology of granular flows was first established for dry and rigid particles and relates the effective friction
coefficient µ to the inertial number I [1, 2]. It has been generalized for athermal [3, 4] and Brownian [5] dense suspensions.
Non-local effects in these granular flows have been evidenced [6, 7], where creeping zones are difficult to conciliate with
the simple local rheology. However, the precise identification and understanding of the mechanisms at the origin of these
non-local effects is still an open question [8].

Here we address the role of particle stiffness kn on the granular rheology by means of numerical simulations using the
Discrete Element Method (DEM). With for set-up a two-dimensional shear cell at imposed pressure P and shear rate γ̇, we
discuss under which conditions the ratio kn/P controls the presence or not of localized plastic events during the shearing
(Figure 1). To do so, we have in particular built a coarse-grained field Γ̇(~r, t) reflecting, at time t, the local contribution to γ̇
of a small region around the position ~r, defined as

Γ̇(~r, t) =

N∑
j=1

[ui(~r, t)− uj(~r, t)][zi(t)− zj(t)] exp(−||∆~r||
2

2δ2 )

N∑
j=1

[zi(t)− zj(t)]2 exp(−||∆~r||
2

2δ2 )

, (1)

where ui(~r, t) is the velocity of the grain i and ||∆~r|| =
√

[zi(t)− zj(t)]2 + [xi(t)− xj(t)]2 denotes the distance between
the grains i and j. δ is the coarse-graining length, typically on the order of the grain size d.

We also study the different contributions to energy dissipation as well as the grain coordination number, in order to
eventually draw a diagram separating a region where the grains flow in a liquid-like manner and another where their behavior
is more akin to solid-like plasticity.
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Figure 1: Space-time diagrams showing the local contribution of Γ̇ to the shear rate γ̇, measured on the central line of the
cell, for a system of sheared hard (a) and soft (b) grains. For this example, the ratio of the grain contact stiffness kn to the
overall pressure P is 2.104 and 10 respectively; the shear rate corresponds to an inertial number I = 5. 10−4. Color code
from blue (Γ̇ = −40γ̇ ) to red (Γ̇ = 40γ̇ ).
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THE ROLE OF THE PARTICLE STRESS IN THE SIMULATION OF FLUIDIZED BEDS
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Summary A two-fluid model based on the kinetic theory of granular flow, for the rapid-flow regime, and the Coulomb friction law, for the
slow-plastic regime, is applied to predict the hydrodynamics of dense gas-particle flow in a large-scale three-dimensional fluidized bed. Two
different models for the particle stress tensor, in the elastic-inertial regime, are examined to assess their ability to predict the dynamics of
the bed. The numerical results are validated against published experimental data and demonstrate the significance of the stress tensor in the
elastic-inertial regime. Different flow regimes are identified, in the context of fluidized beds, through the dimensionless Inertial number and
the main characteristics of each regime are discussed to better understand the complex dynamics of fluidized beds.

INTRODUCTION AND NUMERICAL MODELING

Fluidization of a dense system of particles by a fluid is widely employed in industry for processes involving drying,
separation, and mixing of particles and chemical reactions. In turbulent fluidized beds, where the interstitial fluid plays a
significant role in the dynamics of the system, the major challenge is to model the complicated interaction of particles and
the turbulence of the fluid. In such systems, the granular particles rarely reach a volume fraction where the friction between
particles starts to play a role, i.e.,εmin

p . Consequently, the particle stress tensor can be described by the kinetic theory of
granular flows. However in bubbling fluidized beds, where the turbulence of the fluid, if any, is damped by the inertia of the
particles, not only does the particle volume fraction reach toεmin

p , but it is also very likely to succeed the packed bed limit,
i.e., εmax

p . Therefore in bubbling beds, in addition to the rapid flow regime, a quasi-static slow regime is likely to happen.
Obviously, there are some regions in the bed where the granular flow undergoes a transient regime that is neither rapid nor
slow in nature. Accordingly, in modeling of bubbling beds, the main challenge is to have a comprehensive model that is able
to distinguish the different behaviors of the granular flow under each regime and appropriately describe the stresses.

The two-fluid model along with the constitutive relations from [1] are used to simulate an isothermal gas-particle system.
There is no general consensus in modeling the stresses in dense regions where there is sustained contact between particles. In
one approach, referred to as the Schaeffer model in the literature, Syamlal et al. [1] proposed that frictional stresses need to
be considered only for regions where the solid volume fraction is higher than the maximum packing limit,εmax

p . On the other
hand, Srivastava and Sundaresan [3] proposed another model, referred to as the Princeton model, that adds the frictional stress
to the kinetic-collisional stress tensor in the intermediate regime. Note that both the Princeton and Schaeffer models use the
same granular rheology for the rapid and slow regimes.

The height of the simulated bed is 160 cm with a diameter of 30.6 cm. The air is injected at the very bottom of the bed at a
velocity of 63 cm/s. All simulations were performed in parallel using 60 cores. The first 10 seconds of the fluidization process
is simulated. The numerical code Multiphase Flow with Interphase eXchanges (MFIX) is used to perform the simulations [1].
The results are validated against published experimental data by Laverman et al. [2]

RESULTS AND DISCUSSION

Figures 1a and 1b represent the azimuthally and time-averaged axial velocity profiles for particles at three different heights.
At the lowest section, there is an overall downward flow of the particles near the center and a small upward flow in the near-
wall region. At the highest section, i.e., for a height of 31 cm, the particle flow is opposite. The results from using the
Princeton model are closer to the experimental data than the results from using the Schaeffer model.

To understand the differences between the results predicted by each model, it is helpful to discuss the behaviour of the
granular materials under different circumstances. At a large applied stress, particles deform at the contact point(s) and are
compressed into the interparticle vacant space. In this quasi-static regime, the particle pressure,p, and shear stresses,τ are
independent of the strain rate,γ̇. In contrast, at high shear strain rates for the rapid flow regime, the momentum transport
is due to the instantaneous binary collisions as well as the inertia of the interparticle motions. Therefore in this regime, the
rheology of the particles is described by the coefficient of restitution and granular temperature andp, τ ∼ γ̇2. Between these
two asymptotic regimes is the so called intermediate or elastic-inertial regime [4], wherep, τ ∼ γ̇n, with 0.5 ≤ n ≤ 1. In the
rapid-flow regime, the collisions are assumed to be infinitely rigid. However, it is obvious that once a particle is in multiple
contact with surrounding particles, the elastic forces do play a role in the momentum transport. Therefore, to understand and
quantify the dynamics of dense gas-particle flows, it is helpful to define a dimensionless parameter whose value can help
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(b) Schaeffer model

Figure 1: Averaged axial particle velocity profiles at different heights

identify the regime of the flow. Following da Cruz et al. [5], the Inertial number,I = |γ̇|dp/(p/ρp)
0.5 is defined to be the

ratio of the inertial timescale to the macroscopic deformation timescale. For the rapid or inertial regime,I has large values on
the order of unity, whereas for the quasi-static regime,I has small values in the order of10−3; values in between belong to
the elastic-inertial regime. Figure 2 shows instantaneous values of the particle volume fraction, the Inertial number, and the
particle viscosity in a single plane. Both models predict that the flows inside the bubbles and free-board have the largest value
of I corresponding to the rapid-flow regime and, lowest value of the particle viscosity. For the regions around and between the
bubbles, i.e., mostly near the center and lower part of the bed,I has moderate values, mapping the flow to the elastic-inertial
regime. In these regions, the values of viscosity are also moderate. The regions in dark blue indicate slow flow corresponding
to the highest values of viscosity. The slow-flow regime predicted by the Princeton model is mostly located near the wall
region, whereas the Schaeffer model predicts one region above the highest bubble and another one at the height of 40 cm.
Note that the extent of the regions in which the flow is elastic-inertia is considerable. However, the Schaeffer model treats
these regions as a rapid flow, whereas the the Princeton model tries to improve their treatment by adding a frictional stress to
the kinetic stresses. Although the Princeton model predicts a more realistic behaviour, there remains a need to introduce the
elastic properties of the particles into the constitutive equations of the elastic-inertial regime.

(a) Princeton model (b) Schaeffer model

Figure 2: Particle volume fraction, Inertial number, and particle viscosity att = 5 s

CONCLUSIONS

This study demonstrates the significance of the particle stress in prediction of dense gas-particle flows. It shows that the
Princeton model yields more realistic results compared to the Schaeffer model because it differentiates between the rapid and
intermediate regimes. Further study is required to investigate the effects of elastic collisions in the intermediate regime.
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Abstract 

How to inhibition the expansion of the desert edge to the oasis is a major challenge for all over the world, and laying 

the semi-buried checkerboard sand carriers belt is an effective way to mitigate it. An spatio-temporal development 

mathematical model of wind-blown sand based on the coupling of wind field and sand grain is established, by laying the 

semi-buried checkerboard sand carriers belt in the model, the 3D wind field of the internal and rear region of the semi-

buried checkerboard sand barriers belt, the sand streamer and sand flux of the sand-laden wind-blown sand, and grain-sand 

barriers-wind field interaction law are investigated. The results show that the semi-buried checkerboard sand carriers belt 

has an effect on the mean velocity, turbulence intensity and other turbulence statistics which helps us to establish the 

theoretical foundation for the effective control of expansion of the desert edge. 

 

 

Introduction 

In general, researchers have tried different ways to study the interaction of saltation particles with the wind field and 

reveal particle influence on the turbulent characteristics, especially turbulence modification in the internal and rear region of 

the semi-buried checkerboard sand barriers belt. Obviously, inhibition the expansion of the desert edge to the oasis is 

always an open-ended question, disputed question is more evidence the challenge. And it forces us to carry forward the real 

3D wind-blown sand simulation with the semi-buried checkerboard sand carriers belt, and focus on the influence of 

saltation particles on the turbluenc characteristics which helps us to cognize the nature of desertification. 

 

 

Model and Equations 

Using the large eddy simulation method in ARPS, the momentum equation of 3D N-S equation after filted is： 

3

1
( ) ( )

f j ij pi i i
j i

j f i j j f

u cu u Fpu p g
t x x x x c p

  
 

  

   
       

    
           (1) 

Where, i = 1, 2 and 3 correspond to the streamwise, spanwise and wall-normal directions (i.e., 

1 2 3 1 2 3  ,  , x x x y x z u u u v u w         ), respectively; iu , p
 

and 
 

represent the filtered wind speed, 

pressure and potential temperature, respectively; ν is a damping coefficient meant to attenuate acoustic waves; ρf is the air 

density; g is the acceleration of gravity; Fi is the feedback force of sand particles; 1ij 
 

if i j , otherwise 0ij  ; 

ij i j i ju u u u   are the sub-grid-scale (SGS) stresses [1]; cp and cv are the specific heat of air at constant pressure and 

volume, respectively. 

In order to solve above equations, the SGS stresses can be closed as follows: 

1
( )                                                                            
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ij kk ij t
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uu +
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Where 
2 1

=( )
2

ji
t sgs

j i

uuC +
x x





 

is the turbulent viscosity of SGS;   is the grid scale; Csgs depends on the 

Germano subgrid-scale closure method [2,3]. 

And, the particle movement equation of three direction can be expressed as: 
 

22
2

2
( )

8

D f
p Dx

C Dd x dxm F u
dt dt

 
                                   (3) 
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Where mp
 
is the mass of sand particles; 

0.5 2(0.63 4.8/ Re )D pC  
 

is the drag coefficient of sand particles [4]; ρp
 
and ρf 

are the density of sand particles and air respectively; 
2 2 2 1/2Re ( / )[( / ) ( / ) ( / ) ]p f pV D u dx dt v dy dt w dz dt      

 
is the particle Reynolds number; 

1

1 /
k n

f P
k

V V V




  
 

is the bulk fraction which is the total sand volumes within grid to the bulk of unit grid; V is the 

bulk of unit grid; μ is the kinetic viscosity coefficient of air. 

    The whole computational regions see Figure 1. 

 

 
Figure 1. Schematic diagram of wind-blown sand with the semi-buried checkerboard sand barriers belt. 

 

Preliminary Result 
 

 
Figure 2.streamwise velocity with the semi-buried checkerboard sand barriers belt  
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A CONSTANT HEAT FLUX BOUNDARY CONDITION FOR CFD-DEM SIMULATIONS 

Aaron M. Lattanzi1, Christine M. Hrenya1,* 
1 University of Colorado at Boulder, Dept. of Chemical and Biological Engineering, Boulder, CO, USA 

Summary The modeling of multiphase flows with a constant heat flux boundary is of great practical and fundamental 
significance. Assessing the feasibility of a unit operation often requires the prediction of wall temperature gradients, which 
can induce mechanical failure if they become too large. A numerical technique for modeling such a boundary condition (BC) 
is proposed for gas-solids flows, and directly applied within a computational fluid dynamics and discrete element method 
(CFD-DEM) software. This same technique can be extended to polydisperse systems and the two-fluid model. 

Computational Methodology 

   All simulations were performed via MFIX, an open-source software developed by the U. S. National Energy Technology 
Laboratory for multiphase flows. Specifically, the hydrodynamics and heat transfer of a gas and monodisperse solids were 
modeled with the CFD-DEM framework within MFIX. The governing equations pertinent to heat transfer are outlined below 
for both phases. 
   The gas phase is treated as a continuum via the following thermal energy balance [1]: 

∂

∂t
(𝜀𝑔𝜌𝑔𝐶𝑝,𝑔𝑇𝑔) +  𝐯𝐠 ∙ ∇(𝜀𝑔𝜌𝑔𝐶𝑝,𝑔𝑇𝑔) =  − ∇ ∙ 𝐐"𝐠 − ∑ ℎ𝑔,𝑠,𝑖(𝑇𝑔 − 𝑇𝑝,𝑖)

n

i=1

 

where 𝜀𝑔 is the gas fraction, 𝜌𝑔 is the gas density, 𝐶𝑝,𝑔 is the gas specific heat, 𝑇𝑔 is the (thermal) gas temperature, 𝑇𝑝,𝑖 is the 
temperature of particle i, 𝑛 is the number of particles within a fluid cell, ℎ𝑔,𝑠,𝑖 is the interphase heat transfer coefficient for 
particle i, 𝐐"𝐠 = −𝜀𝑔𝐾𝑔∇𝑇𝑔 is the gas heat flux, and 𝐾𝑔is the gas thermal conductivity. 
   In contrast to the continuum representation of the gas phase, the solid phase is treated as discrete particles via DEM. The 
time evolution of each particle property takes the form of an initial value problem.  Since the time step for numerical 
integration must be smaller than the duration of a collision (soft-sphere method), the DEM time step is generally orders of 
magnitude smaller than the continuum time step; i.e., the DEM solver completes many time steps per one continuum solver 
(CFD) time step. With regard to heat transfer, radiation is not considered and thus the resulting conductive and convective 
mechanisms under consideration are: particle-particle (PP) conduction, particle-fluid-particle (PFP) conduction, particle-wall 
(PW) conduction, particle-fluid-wall (PFW) conduction, and interphase convection. The resulting governing equation for the 
internal energy of a particle is [3]: 

𝑚𝑝,𝑖𝐶𝑝,𝑖

∂

∂t
(𝑇𝑝,𝑖) =  ∑ (�̇�𝑖,𝑗

𝑃𝑃 + �̇�𝑖,𝑗
𝑃𝐹𝑃)

j
+ �̇�𝑖

𝑃𝑊 + �̇�𝑖
𝑃𝐹𝑊 + ℎ𝑔,𝑠,𝑖(𝑇𝑔 − 𝑇𝑝,𝑖)

where 𝑚𝑝,𝑖 is the mass of particle i, 𝐶𝑝,𝑖 is the specific heat of particle i, �̇�𝑖,𝑗 is the heat flow between particle i and particle j, 
and �̇�𝑖 is the heat flow between particle i and a wall. Since the aim of this work is directed at a new boundary condition for 
use in CFD-DEM simulations, only the mechanisms pertaining to heat transfer with a wall (�̇�𝑖

𝑃𝑊 and �̇�𝑖
𝑃𝐹𝑊) will be of 

significance. Rigorous treatments of the PW [2] and PFW [4] mechanisms provide closures for individual particle heat transfer 
coefficients (ℎ𝑝𝑤,𝑖  and ℎ𝑝𝑓𝑤,𝑖).  

Development of Heat Flux Boundary Condition 

When considering a constant heat flux wall BC for multiphase flows, the current state-of-the-art is for a constant flux to 
each phase be specified. Practically speaking, it is often the total wall flux which remains constant, while the flux to each 
phase can vary. For the latter case of a constant total heat flux at the wall, we assume here that all phases experience the same 
wall temperature and that the heat transfer to each phase occurs in parallel. Therefore, the wall heat flux can be written as a 
sum of the heat fluxes to each phase, which may vary with time and space (𝑄"𝑤 = 𝑄"𝑔(𝐱, 𝑡) + 𝑄"𝑠(𝐱, 𝑡)). Note that the 
solution for the internal energy of the fluid at the wall yields a single temperature over the numerical cell. To describe the 
heat transfer of a discrete particle, the wall temperature used for the particle heat transfer is dictated by the fluid cell it resides 
in (i.e., wall temperature gradients smaller than the fluid cell and arising from the discrete nature of the particles cannot be 
resolved within a fluid cell). Therefore, the heat flux to the gas phase and solid phase must be given in terms of continuum 
variables (on a fluid grid basis). For the gas, the flux in terms of continuum variables is readily available (−𝜀𝑔𝐾𝑔∇𝑇𝑔). 
However, the heat flux to each particle is resolved in DEM. Since the size of a particle is much smaller than the size of a CFD 
fluid cell, the continuum analog is the average solids heat flux across the fluid cell wall on the boundary: 

(1) 

(2) 
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where m is the number of DEM time steps within a continuum time step, 𝐴𝑐 is the area of the fluid cell plane, 𝑘𝑗 is the number 
of particles undergoing heat transfer in a given DEM time step, 𝑇𝑤 is the continuum wall temperature, and 𝐻𝑠,𝑖 is the total 
particle-wall heat transfer coefficient. By summing the closures for the heat fluxes (𝑄"𝑤 = −𝜀𝑔𝐾𝑔∇𝑇𝑔 ∙ 𝑁 + 𝑇𝑤𝐴 − 𝐵) and 
discretizing, a Robin type (mixed) BC which couples the phases and satisfies the assumed description of a constant heat flux 
wall BC is found.  
 

(𝑇𝑔,𝑖 − 𝑇𝑔,𝑖−1)

𝑑𝑥𝑖

+
𝐴

𝜀𝑔𝐾𝑔

𝑇𝑔,𝑖−1/2 =
𝑄"𝑤 + 𝐵

𝜀𝑔𝐾𝑔

 

 

Results 

 

   Simulations were completed on four vertical heat exchangers with internal baffles, a constant mass inflow at the top, and 
constant wall heat fluxes. Wall temperature predictions from the simulations are consistent with qualitative expectations. 
Areas with high solids concentrations near a wall, and thus high solids heat transfer coefficients, result in low wall 
temperatures (Figure 1 (a) below). As evidence that the physical description for the BC is upheld, the heat flux data for the 
first configuration (far left) is given in more detail. Namely, the heat fluxes are extracted along the height of the right domain 
wall. The simulated wall flux is nearly constant along the column wall and the contribution from each phase changes. A close 
inspection shows that the oscillations in the solids heat flux correspond to baffle positions, and that they are out of phase with 
oscillations in the gas heat flux (i.e., the boundary conditions for each phase are coupled). 
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POST-FAILURE ANALYSIS OF SLOPE  
BY SMOOTHED PARTICLE HYDRODYNAMICS

Hideto Nonoyama1a) & Yoshihisa Miyata1)

1Department of Civil and Environmental Engineering, National Defense Academy, Yokosuka, Kanagawa, Japan

Summary Assessment of slope stability is a fundamental and important problem. Analysis method to judge the stability has been well developed 
by application of computational mechanics. Based on this judgment, various geotechnical countermeasure are examined. However the 
development of analysis on post failure has not been discussed enough. This type analysis is require to predict the large deformation and to 
consider non-linear material properties. This research investigate applicability of Smoothed Particle Hydrodynamics (SPH) for the analysis. This 
paper show the results for simple cases. As the result, SPH is useful for analysis post-failure deformation of slope. 

INTRODUCTION 

   Assessment of slope stability is a fundamental and important problem. Analysis method to judge the stability has been 
well developed by application of computational mechanics. Based on this judgment, various geotechnical countermeasure 
such as earth reinforcement, control of drainage, and treatment of slope surface, etc. are examined. However the development 
of analysis on post failure has not been discussed enough. If we can predict how far or how fast collapsed soil moves or how 
much the soil deform after the collapse, we can easily make plans to save the human life and to re-assessment of the collapse 
slope. This type analysis is require to predict the large deformation and to consider non-linear material properties. This 
research investigate applicability of Smoothed Particle Hydrodynamics (SPH) for the analysis. This paper examines outline 
of the analysis method and show the results for simple cases. The authors will emphasize usefulness of SPH to analysis post-
failure deformation of slope.

OUTLINE OF ANALYSIS 

Smoothed Particle Hydrodynamics for slope stability analysis 
The governing equations used in this study are based on solid mechanics. The equations of continuity and motion 

can be expressed as follows (Nonoyama et al., 2015), 

i
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x

u

dt

d

∂

∂
−= ρ

ρ (1) 

i
j

iji F
xdt

du
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∂

∂
=
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ρ

1 (2) 

where ui is the velocity vector, ρ is the density, σij is the stress tensor and Fi is the external force vector. Applying the 
SPH interpolation, the governing equations can be written as 
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where Cij is the sum of the artificial viscosity term (Monaghan and Gingold, 1983) and the artificial stress term (Gray 
et al., 2001). Bui et al. (2011) is a pioneer achievement in the area.
Analysis case 

A great achievement of classical soil mechanics for slope assessment is the stability chart (ex., Janbu, 1954). Using 
the chart, we can judge the slope stability by using geometric information of the slope, strength and unit weight of the 
soil. By leaning this, we set the analysis cases. Typical analyzed case is shown in Fig.1. For each geometric condition 
of the slope, a series of analysis was performed by changing un-drained strength of soil. Then, analyzed deformation 
was normalized by height of slope and the results was shown as similar as the classical stability chart for slope. On the 
deformation, maximum depression of the top surface, horizontal movement of the slope surface and uplift deformation 
of the base foundation. 
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Fig.1 Analysed case (Fs=0.95) 

RESULTS AND DISCUSSION 

   Relationship between normalized deformations and slope angle are shown in Fig.2�(a)-(c). Where, safety factor in each 
figure is the ratio of stability number of critical case and analysis case. Except vertical slope, effect of geometry of slope is 
relatively small. The safety factor of analysis case, that is soil strength, has most influence to the slope stability. Simulated 
geometry and shear strain distribution for typical case are shown in Fig.3 (a)-(c). Position of localization is always at the toe 
of slope and wideness of shear zone depends the safety factor. 

�

��

�

Fig.2 Relationship between normalized deformations and slope angle 

Fig.3 Simulated geometry and shear strain distribution 

CONCLUSIONS 

   SPH is useful for analysis post-failure deformation of slope. The analysis may useful to predict the deformation by 
considering site condition such as complicated geometry and strength distribution. And it should be also powerful tool to 
develop the new safety chart defined by the post-failure deformation. 
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RIPPLE FORMATION IN A LIBRATING CYLINDER FILLED WITH FLUID

Veronika Dyakova, Victor Kozlov, and Denis Polezhaev ∗

Laboratory of Vibrational Hydromechanics, Perm State Humanitarian Pedagogical University, Perm, Russia

Summary The dynamics of granular medium in filled with fluid librating horizontal cylinder is experimentally studied. When the cylinder
rotated sufficiently rapidly, the granular medium develops the annular layer near the cylindrical wall. The interface between fluid and sand
is smooth and axisymmetric. Librations of the cylinder provoke the appearance of quasi-steady relief on the sand surface in the form of
regular dunes with crests oriented parallel to the axis of rotation. It is found, that the threshold of ripple formation is determined by the
dimensionless librational amplitude. In the supercritical domain, the existence of azimuthal drift of dunes is revealed. Dependently on
experimental conditions, the dune migration can be directed either parallel or anti-parallel with respect to the cylinder rotation.

The longitudinal libration corresponds to periodic oscillations of the rotation rate of a rotating body: Ω = Ωr+ϕ0Ωl cos Ωlt,
here Ωr is the mean rotation rate, ϕ0 is the amplitude of libration, and Ωl is the angular libration frequency. Despite the fact
that librations are time-dependent, it has been proved that they can generate a steady axisymmetric flow in the liquid interior
through the Ekman boundary layer [1]. Thus, in the rotating frame, the fluid undergoes oscillations superimposed on steady
rotation. This flow is similar to the motion of annular fluid layer with free surface inside a rapidly rotating horizontal cylinder
[2], where fluid oscillations and steady streaming are generated by gravitational force. The oscillatory flow is found to be re-
sponsible for the onset of regular dunes with crests oriented parallel to the axis of rotation. In nature, the qualitatively similar
fluid flow is in the near shore waters. Surface waves near shore waters provoke the onset of quasi-stationary relief and bring
ripples to the continuous drift. We first report experimental results for the stability of liquid – granular medium interface and
supercritical dynamics of migrating dunes in a librating horizontal cylinder.

Figure 1. Regular dunes inside a librating cylinder (front view): f = 0.40, ε = 0.163; the cylinder rotates anti-clockwise (a).
Dependence of dimensionless libration amplitude ε on dimensionless frequency f at the threshold of the onset of quasi-steady
relief (b)

The experiments are carried out in the a hollow transparent cylinder of inner radius R = 6.3 or 7.2 cm and corresponding
length L = 7.8 or 2.2 cm. The cylinder is filled with water-glycerol solution (ν = 5 – 16 cSt) and seeded with glass spheres of
density 2.5 g/cm3. The experiments are carried out with particles, which diameter d varies in the 0.02 ± 0.01 cm range. The
mass of granular medium is equal to 80 g in the cylinder of length L = 2.2 cm and 200 g in the cylinder of length L = 7.8 cm.

The cylinder is coupled to the stepper motor which provides rotation with a mean angular velocity Ωr up to 75 s−1. The
radian frequency Ωl of the cylinder oscillations is chosen between 2 and 75 s−1. In terms of dimensionless numbers, we have
explored the following ranges: the ratio between the libration frequency and rotation rate f ≡ Ωl/Ωr ∈ [0.05; 2.5] and the
dimensionless libration amplitude ε ≡ ϕ0f ∈ [0; 0.5].

∗Corresponding author. Email: polezhaev@pspu.ru
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While the horizontal cylinder is stationary, the granular medium is at rest at the bottom of the cylinder. When the cylinder
rotates with a low to moderate angular velocity its rising side drags out spherical particles from the bottom. After a few
revolutions, a concentrated almost uniform suspension of glass spheres in rotating low-viscosity fluid originates. Inside a
rapidly rotating cylinder, the annular granular layer develops. In the absence of librations, fluid and granular medium undergo
a solid body rotation, and the interfacial surface is axisymmetric. Librations of the cylinder initiate the azimuthal oscillations
of the fluid near the granular medium, and the initially axisymmetric interface between fluid and granular medium becomes
unstable to the growth of quasi-steady relief (Fig. 1a).

According to the observations, the onset of regular dunes is determined by dimensionless libration amplitude: the threshold
value of ε obtained at different values of Ωr, Ωl, and ν favourably agree with each other in the plane f , ε (Fig. 1b). In the
limit f � 1, experimental data obey the law ε ∼ f−1/6.

The spatial period of dunes is determined by the amplitude of fluid oscillations: relative period λ/(ϕ0ε) ∼ ϕ−1.2
0 , where

λ is the angular distance between two successive dunes. It has also been found that the ripples are flattened off at ε > 0.5.
In the supercritical regime, the existence of azimuthal migration of dunes is revealed. Noteworthy, the direction of dune

migration is parallel or anti-parallel to the steady rotation. In near-threshold region, dunes migrate in the direction of steady
rotation. The increase of ε is followed by deceleration of drift and further transition to the reverse migration. Typical migration
rate is a few degrees per minute.

The work is supported by Grant 14-11-00476 of the Russian Scientific Foundation.
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CONTINUUM DESCRIPTION OF SIRMAS-RADULESCU SHOCK WAVE INSTABILITY IN
DISSIPATIVE GASES

Nick Sirmas∗1 and Matei Radulescu1

1Department of Mechanical Engineering, University of Ottawa, Ottawa, Ontario, Canada

Summary Euler and Navier-Stokes simulations are performed to look at the problem of piston driven shock waves through granular gases
undergoing viscoelastic collisions. The shock structure predicted by the continuum formulation is found in good agreement with the structure
obtained by MD. Introducing strong perturbations to the incoming density field, in accordance with the spacial fluctuations in the upstream
state seen in MD, yields similar instabilities as those observed in MD. While the inviscid model predicts a highly turbulent structure from
these perturbations, the inclusion of diffusive terms yields comparable pattern formations to those resulting from MD.

INTRODUCTION

Shock waves driven through granular media have been shown to become unstable. For example, experiments have identi-
fied unstable formations of finger-like jets in granular media dispersed by shock waves driven through air [1]. Similar forma-
tions are observed for granular media that is subjected to a vertically oscillating bed [2]. The complex dynamics involved in
these past configurations have prevented the authors to clearly identify the mechanisms controlling the instability.

To address this problem we previously developed a Molecular Dynamics (MD) model to look at the classical problem of
a piston propagated shock wave into a system of 2D particles [3]. Particles were assumed to be smooth disks that collide
inelastically if the impact velocity of binary collisions exceeded some threshold, which is a simple treatment for viscoelastic
collisions. By allowing for finite dissipation within the shock wave, instabilities were found in the form of distinctive high
density non-uniformities and convective rolls within the shock structure.

The present study looks for the conditions that such a shock structure and instability can be recovered at the continuum
level. Specifically, we investigate the role that diffusion and rarefied effects have on the shock wave. This is done by modelling
the problem via the Euler and Navier-Stokes (N-S) equations for a granular gas, and introducing perturbations in the flow field
to account for statistical fluctuations.

MODELLING DETAILS

The model involves a piston propagating into a system of disks at velocity up. Smooth discs collide inelastically with a
constant coefficient of restitution ε if the impact velocity of two colliding disks exceeds some threshold u∗. In the present
study we only look at the dilute regime, with the initial packing fraction of disks η = Nπd2/A = 0.012, where N is the
number of disks, d is the particle diameter, and A is the area of the domain.

We solve the N-S and Euler equations for a 2D granular gas [4] with the software package MG, courtesy of Sam Falle
(University of Leeds). The transport coefficients from Jenkins and Richman [5] are used and the energy sink term accounting
for inelastic collisions, present in both the Euler and N-S descriptions, has been modified to include u∗, taking the form:

ζ∗ = − 4

d
√
π

(
1− ε2

)
ρT 3/2ηg2(η) exp

{
1

2

u∗2

u2rms

}(
1 +
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2

u∗2

u2rms

)
(1)

where we have the density ρ, temperature T , pair correlation function g2(η), and root mean squared velocity urms.
In order to account for statistical fluctuations that are present in the MD simulations, the incoming density is perturbed,

with square ‘bins’ of sides ∆ (normalized by d) perturbed with variance

σ =

√
π

2
√
η∆

(2)

RESULTS

A parametric study is completed to compare the 1D shock structure obtained from Euler and N-S simulations with those
from MD. The results are in good agreement with varying up, u∗, and ε. Figure 1 shows an example of the developed structure
in the piston frame of reference for up/u∗ = 2.0, u∗/urms(o) = 10, and ε = 0.95. The N-S calculation produces a similar
relaxing shock structure with that observed in MD, with only slight differences in the density at the piston face. The shock
front for the Euler simulations is a sharp discontinuity, as expected for the inviscid solution, but the results still give a similar
relaxing structure after the shock front, evolving at the same distance from the piston as N-S and MD.

∗Corresponding author. Email: nsirmas@uottawa.ca
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(a) Density (b) Pressure (c) Temperature

Figure 1: Distributions of density, pressure, and temperature in the piston frame of reference obtained from MD, N-S, and
Euler simulations, where up/u∗ = 2.0, u∗/urms(o) = 10, and ε = 0.95. Length scales are normalized by disk diameter d.

The 2D structure is obtained from Euler and N-S simulations with incoming density perturbed in accordance with (2).
Figure 2 shows the morphology of density for the case considered in Fig. 1. For this case, the N-S results are in good
agreement with the overall structure seen in MD, recovering the same wavelength and amplitude of pattern formations at the
piston face. The inviscid solution yields a chaotic structure extending from the piston, however the bulk spacing of features is
similar to what we see from MD and N-S. Similar results are also observed for varying up and ε.

(a) MD (b) N-S (c) Euler

Figure 2: Two-dimensional profile of density in the piston frame of reference obtained from MD, N-S, and Euler simulations,
where up/u∗ = 2.0, u∗/urms(o) = 10, ε = 0.95, and ∆ = 22.5. Length scales are normalized by disk diameter d.

CONCLUSIONS

The present study recovers the relaxing shock structure in granular gases at the continuum level, which is in agreement
with MD results. Introducing strong perturbations to the incoming density field to account for the statistical fluctuations seen
in MD yields comparable instabilities as those previously observed from MD. While the inviscid model predicts a highly
turbulent structure, the inclusion of viscosity and thermal conductivity yields similarly sized pattern formations to those from
MD. With the instability recoverable at the continuum level, future work will now look at theoretical tools to predict and
further characterize this phenomena.
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RHEOLOGICAL PROPERTIES OF GRANULAR SUSPENSIONS AT MODERATE
DENSITIES
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Summary Non-Newtonian transport properties of a granular suspension under uniform shear flow are studied. The suspended particles

are modeled as a fluid of smooth hard spheres with inelastic collisions and the interstitial gas is modeled with a volume drag force. The

suspension model is based on the Enskog kinetic equation and hence, our results apply for moderate densities. The model is solved by means

of two complementary routes: Grads moment method (analytical) and Monte Carlo simulations of the Enskog equation (computational).

Unlike in previous works on granular dense suspensions, Grad’s solution includes nonlinear terms in the kinetic stress tensor in the evaluation

of the momentum transfer from the Enskog collision operator. This allows us to calculate the (nonzero) normal stress differences in the plane

normal to the laminar flow. Comparison between theoretical and numerical results shows in general good agreement even for conditions of

strong inelasticity and/or moderate densities.

INTRODUCTION

Granular matter under rapid flow conditions can be modeled as a gas of hard spheres (of mass m and diameter σ) with

inelastic collisions. In the simplest model, the spheres are assumed to be completely smooth and so, the inelasticity in

collisions is only accounted for by a (positive) constant coefficient of normal restitution α ≤ 1 which only affects to the

translational degrees of freedom of grains. The case α = 1 refers to elastic collisions. In spite of the simplicity of the model,

it has been able to capture many of the trends observed in real granular flows especially those associated with collisional

dissipation. On the other hand, although granular particles in nature are usually surrounded by an interstitial fluid (like the

air, for instance), the influence of the latter on the dynamic properties of solid particles has been frequently neglected in most

theoretical and computational works. However, the impact of the surrounding gas on solid particles turns out to be important

in a wide range of practical applications, such as for instance species segregation [1]. For this reason, the study of granular

suspensions has attracted the attention of engineering and the physics community in the last few years [2].

Needless to say, the kinetic theory of granular suspensions is an intricate problem since it involves two different phases

(solid particles and interstitial gas) and hence, it would require in principle to solve a set of two coupled kinetic equations

for each one of the velocity distribution functions of the different phases. Nevertheless, due to the mathematical difficulties

involved in the above approach, a different strategy is usually followed and one considers a single kinetic equation for solid

particles where the effect of the surrounding gas is accounted for by means of an effective external force. Recently, a new

suspension model has been proposed [3]. The model accounts for three sources of particle acceleration due to the gas phase:

(i) mean drag (via a term involving a coefficient β and the difference between the mean flow velocities of solid U and gas Ug

phases), (ii) “thermal” drag (via a term involving a coefficient γ and the granular temperature, or a measure of particle velocity

fluctuations), and (iii) particle neighbor effects (via a term involving a coefficient ξ and stochastic Wiener process increment).

In the case that U = Ug , mean drag and neighbor effects (first and third terms of the effective external force) disappear and

only the drag force interaction remains. This will be the simplified suspension model considered here.

The objective of this paper is to determine the rheological properties of a granular suspension under uniform (or simple)

shear flow (USF). At a macroscopic level, this state is characterized by a constant number density n, a constant (granular)

temperature T and a linear velocity field (that is Uy = Uz = 0 and ∂Ux/∂y ≡ a = const). In addition, in the case of

granular suspensions, it is usually assumed [4, 5] that U = Ug and so, the fluid force is given by the drag viscous force.

In the steady state, the viscous heating term is exactly compensated by the cooling terms arising from collisional dissipation

and viscous friction. Thus, the (scaled) shear rate a∗ = a/ν(T ) (where ν(T ) ∝ √
T is an effective collision frequency for

hard spheres) is a function of the coefficient of restitution α and the (scaled) friction coefficient γ∗ ≡ γ/ν. It is important to

remark that the USF state falls beyond Newtonian hydrodynamics [6] since the presence of shearing induces non-zero normal

stress differences Pxx −Pyy and Pyy −Pzz [7]. The evaluation of the above quantities in terms of α, γ∗ and the solid volume

fraction φ is the main target of the present contribution.

THEORETICAL BACKGROUND

At a microscopic level, the USF is generated by Lees-Edwards boundary conditions which are simply periodic boundary

conditions in the local Lagrangian frame V = v− a · r and R = r− ta · r. Here, a is the tensor with elements aij = aδixδjy .

∗Corresponding author. Email: vicenteg@unex.es
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In terms of the above variables, the velocity distribution function is uniform (namely, f(r,v) = f(V)) and the Enskog kinetic

equation for the granular suspension becomes

−aVy
∂f

∂Vx
− γ

m

∂

∂V
·Vf = JE[V|f, f ], (1)

where JE[V|f, f ] is the Enskog collision operator. The pressure tensor has kinetic and collisional transfer contributions, i.e,

P = Pk + Pc where Pk =
∫

dVmVVf(V) and

Pc =
1 + α

4
mσdχ

∫
dV1

∫
dV2

∫
dσ̂Θ(σ̂ · g)(σ̂ · g)2σ̂σ̂f(V1 + aσσ̂yx̂)f(V2). (2)

Here, χ is the (constant) pair correlation function, d is the dimensionality of the system (d = 2 for disks and d = 3 for

spheres), σ̂ is a unit vector along the centers of the two colliding spheres, Θ is the Heaviside step function and g = V1 −V2

is the relative velocity.

The kinetic contribution Pk can be obtained from Eq. (1) by multiplying both sides of this equation by mViVj and inte-

grating over velocity. The result is

ai�P
k
�j + aj�P

k
�i +

2γ

m
P k
ij = ΛE

ij , (3)

where ΛE
ij ≡ ∫

dV mViVjJE[V|f, f ]. The exact forms of the collisional moment ΛE
ij and the collisional contribution Pc

are not known, even for elastic collisions. However, a good estimate of both quantities can be obtained by using Grad’s

approximation

f(V) → fM(V)
(
1 +

m

2T
ViVjΠij

)
, (4)

where fM(V) = n (m/(2πT ))
d/2

e−mV 2/2T is the local equilibrium distribution function and Πij = P k
ij − nTδij is the

traceless part of the kinetic contribution to the pressure tensor. Upon writing the distribution function (4) we have taken into

account that the heat flux vanishes in the USF and have also neglected the contribution to f coming from the fourth-degree

velocity moment. The expressions of Pc and ΛE
ij can be derived when the trial Grad’s distribution (4) is inserted into Eqs.

(2) and (3), respectively. The algebra involved in evaluating the velocity integrals is tedious but straightforward and we have

expressed the (scaled) pressure tensor P/(nT ) in terms of the parameter space of the problem (the coefficient of restitution

α, the scaled friction coefficient γ∗ and the solid volume fraction φ = (π/6)nσ3 for spheres). In addition, in contrast to

previous attempts [5], our calculations have been obtained by retaining nonlinear terms in the (traceless) pressure tensor Πij

and hence, our Grad’s solution is able to detect the influence of both viscous friction and inelasticity on the normal stress

difference Pyy − Pzz (which was assumed to be zero in Ref. [5]).

To gauge the reliability of our theoretical predictions for rheological properties, we have also numerically solved the En-

skog equation by means of the direct simulation Monte Carlo (DSMC) method [8] applied to inelastic hard spheres under USF.

In addition, we have also added the drag force coming from the interaction between the solid particles and the surrounding

interstitial gas. After a short transient period, the system achieves a steady state where the elements of the pressure tensor

can be computed from the simulations. As in the case of dilute granular suspensions [7], good agreement between theory and

simulations is found for conditions of practical interest. In particular, the theory is able to reproduce quantitatively well the

dependence of both the shear stress (Pxy) and the normal stress differences (Pxx−Pyy and Pyy−Pzz) on α and/or the density

φ for not too large values of γ∗.
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IN-PLANE LOADING OF HEXAGONAL HONEYCOMBS:
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Summary Buckling of honeycombs is an important problem. We identify three open questions: (i) How does the mechanical response
depend on the applied loading device? (ii) What can the Bloch wave representation of all bounded perturbations contribute to our under-
standing of the stability of post-bifurcated equilibria? and (iii) How does material nonlinearity affect the critical bifurcation load? We model
the honeycomb as a 2D infinite perfect periodic medium and use group theory (instead of the imperfection method) to study its bifurcation
behavior under various far-field loadings. We evaluate stability using two criteria: rank-one convexity and Bloch wave stability. We find
that the post-bifurcation behavior is extremely sensitive to the loading device, and confirm that the flower mode is unstable. Our (first ever)
Bloch wave stability analysis of the post-bifurcated equilibria shows that the flower mode is stable for all sufficiently short wavelength
perturbations, explaining its observation by Papka and Kyriakides (1999).

METHODS AND RESULTS
In this work we revisit the problem of in-plane equi-biaxial compression of a regular hexagonal honeycomb structure.

There is an extensive literature for this problem: from the seminal experiments of Papka and Kyriakides (1994, 1999), to
the characterization of the onset of failure by Triantafyllidis and Schraad (1998) and Ohno et al. (2002), to the study of
honeycomb post-bifurcation behavior using an intuitive approach by Okumura et al. (2002) and the more systematic group-
theory methods of Saiki et al. (2005). However, our literature review has identified three open theoretical questions about
honeycomb post-bifurcation behavior: (i) How does the mechanical response of a honeycomb depend on the applied loading
device? (ii) What can the Bloch wave representation of all bounded perturbations contribute to our understanding of the
stability of post-bifurcated equilibria? and (iii) What effect does material nonlinearity have on the critical bifurcation load?

Our investigation pays special attention to the effects of the loading device on the post-bifurcation and stability behavior.
We consider the equilibrium and bifurcation behavior of the infinite perfect hexagonal honeycomb structure subjected to (i)
displacement, (ii) dead load (Biot), and (iii) live load (two-dimensional pressure) control. We adopt a purely elastic model and
employ linear and nonlinear elastic material constitutive responses. Based on the results of Triantafyllidis and Schraad (1998),
the (initial) post-bifurcation equilibrium and stability behavior predicted by our model is applicable to all real hexagonal
geometry honeycomb structures composed of rate-independent solids subjected to equi-biaxial compressive loadings.

We use a systematic branch-following and bifurcation technique for the perfect structure, complemented by analytical
group theory results to identify and compute the bifurcation and post-bifurcation behavior of a perfect hexagonal honeycomb
structure. An important feature of this methodology is that it does not use the imperfection method. (The imperfection method
is a simple heuristic numerical method encountered in engineering practice that often works well for the study of bifurcation
behavior associated with equilibrium paths with widely separated bifurcation points. However, the method is highly unreliable
for problems with a high degree of symmetry.) For the evaluation of an equilibrium configuration’s stability, we employ only
strictly necessary stability conditions that are applicable to all boundary value problems. In particular, we use the Rank-One
Convexity (RK1) criterion (to evaluate stability with respect to long wavelength perturbations) and the Bloch wave criterion
(to evaluate stability with respect to all bounded perturbations).

With these techniques, we obtain the equilibrium, stability, and bifurcation behavior of the honeycomb subjected to various
in-plane (compressive) stress states and identify an infinite set of bifurcation points along the principal equilibrium path. We
investigate the honeycomb’s 1 × 1, 1 × 2, and 2 × 2 unit cell bifurcation behavior and confirm previous results from the liter-
ature. However, we go further in our study of the post-bifurcation behavior and identify the path’s stability relative to the RK1
and Bloch wave stability criteria. We also identify a common but ad-hoc energy-based stability criterion (that is not generally
necessary for all boundary value problems). We show that in many cases the ad-hoc criterion provides erroneous predictions.
We further obtain a few representative and interesting examples of previously unreported equilibrium configurations associ-
ated with 2 × 2 and 3 × 3 unit cells. Finally, we show that relative to the linear stress–strain material behavior the critical
bifurcation load increases for strain-hardening nonlinearities and decreases for strain-softening nonlinearities. However, this
effect of material nonlinearity is only observed for appropriately-oriented, predominately uniaxial loading devices.

Our results confirm that, for equi-biaxial loading, the Mode III flower pattern obtained under displacement control con-
ditions is RK1 unstable (as first reported by Okumura et al. (2002), but unfortunately dismissed by these authors). Further,
we use the Bloch wave stability criterion to gain a deeper understanding of the stability properties of the Mode III bifurcated
equilibrium path (Fig. 1). We find that although this mode is unstable with respect to very long wavelength perturbations,
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Bloch wave minimum eigenvalue surfaces near the Γ-point,
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Figure 1: (left) Bifurcation diagram and configurations; (right) Bloch wave stability eigenvalue surfaces for Mode III.

it is stable with respect to short and moderate wavelength perturbations. This provides an explanation for how Papka and
Kyriakides (1999) were able to observe this mode: the 18 × 21 unit cell specimens used in their experiments were well within
the Mode III moderate wavelength stability range identified in this work. A full description of this study (for the case of
equi-biaxial loading and linear stress–strain behavior) may be found in Combescure et al. (2016).
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Summary Open-cell foams, both natural and synthetic, made from most categories of base materials (e.g., metals, polymers, ceramics) exhibit 
superior energy absorption characteristics under both low and high velocity impact. In our work micromechanically accurate models generated 
using the Surface Evolver software are used to study how the characteristics of the cellular microstructure affect the crushing response of open-
cell foams under quasi-static and impact loadings. Recent results demonstrated that both the collapse stress and the strain-energy absorbed scale 
with the relative density of the foam. The present work examines the effect of cell-size variations (polydispersity) on the quasi-static and 
dynamic crushing responses. The results indicate that polydispersity reduces the initial strength of foam but has less influence of the overall 
energy absorption capacity.  
 

INTRODUCTION 
 
 Cellular materials in general and foams in particular are widely used in energy absorption and impact mitigation 
applications because of the low stress and extended plateau that characterizes their crushing. Connecting the cellular 
microstructure to these attractive material properties is an essential step in the adoption of cellular materials in engineering 
design [1]. In the case of foams this task is complicated by the randomness of their cellular microstructure. The challenge is 
met by using a numerical process involving molecular dynamics, tessellations and the Surface Evolver software to generate 
a skeletal form of random foams [2] that are subsequently appropriately "dressed" with the desired solid material. We have 
shown that such micromechanically accurate models can reproduce all aspects of their quasi-static crushing behavior from 
the onset of localization and propagation of collapsed cells to densification [3]. Similar success has been demonstrated in 
the modeling of crushing under impact including shock formation [4]. The present work uses a similar modeling framework 
to further connect the foam microstructure to these mechanical properties. This includes the effect of the foam relative 
density [5] and cell size variations (polydispersity) [6] on the mechanical behavior under quasi-static and impact loadings.  
 

POLYDISPERSE FOAM MODELING 
 
 Briefly, the polydisperse topologies start as Laguerre tessellations coming from dense packings of polydisperse spheres 
[2]. These tessellations are used as initial conditions in Surface Evolver to generate soap froth that satisfies Plateau’s laws. 
The resulting structures are further relaxed through additional topological transitions produced by large deformation 
tension-compression cycles. The amount of polydispersity is controlled through the probability distribution of the sphere 
diameters in the original sphere packings. In the present results we report the standard deviation of the foam cell radius ,R  
( R ≡ is the radius of a sphere with the volume of the cell) 
 

σ = Ri − R( )2 / N
i

N
∑ .  

 
These microstructures are subsequently dressed 
with shear deformable beam elements, with a 
non-uniform material distribution that mimics 
measured values from existing aluminum alloy 
open-cell foams (see [3]). In an effort to more 
efficiently model the wider distribution of cell 
sizes, ligaments are grouped based on the ratio of 
their length over the mean ligament length. 
Discretization is based on the same ligament 
groups, by using 7-18 beam elements per 
ligament.  

A relative density of 8% is assigned to all 
models through an iterative numerical process 
starting with an initial density between 7.5 - 8.5% 

Figure 1 Quasi-static crushing responses of monodisperse (black) and 
polydisperse (blue and red) foam models of 1728 cells. 
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Figure 2. Deformed configurations from the quasi-static crushing 
of a monodisperse (left) and a polydisperse foam (right). 

� 

� 

� 

� 

� 

Monodisperse Polydisperse that takes into account material overlap at the nodes 
[3,4] and then scaling the ligaments’ cross-sectional 
areas until the exact prescribed value is achieved and 
checked numerically through finite element 
simulations. 
 

RESULTS 
 
 Random foam models of 123 cells, with increased 
amount of polydispersity are used in crushing 
simulations to examine the effect of the cell-size 
variation on the foam’s compressive properties 
(elastic modulus, strength, plateau stress, energy 
absorption capacity). Typical quasi-static responses 
from a polydisperse foam with a cell radius standard 
deviation equal to approximately 10% and a 
monodisperse foam are shown in Fig. 1. They both 
exhibit an initial linearly elastic regime, a local stress 
maximum that represents the strength of the foam, 
followed by an extended stress plateau that ends with 
densification at an average strain of about 60%. The 
polydispersity lowers the strength by about 13%. 
However, the response then picks up and follows the 
corresponding monodisperse indicating that the 
plateau stress is less sensitive to the cell-size 
distribution; it is instead governed by the relative 
density of the foam [5].  
 Fig. 2 shows deformed configurations at 
displacements of δ / ho = {0, 0.1, 0.2, 0.3, 0.4}  marked 
on the response of Fig. 1. The images correspond to 
cross-sections of approximately one-cell thickness 
along the cubical model’s diagonal. Crushing 
patterns in the monodisperse foam are similar to 
previous experimental and numerical observations: 
localization initiates in the "weakest" zone in the 
domain developing into of a non-planar band of 
collapsed cells; the band(s) subsequently gradually 
propagates crushing the remaining undeformed cells. 
The patterns in the polydisperse foam on the other 
hand show highly irregular paths that follow locations of large cells, which are more prone to collapse. Note for example, 
that initial collapse in the polydisperse model, shown in images �-�,  occurs  in the neighborhood of a cluster of large cells 
evident in the undeformed image �.    
 The presentation will include additional results from quasi-static crushing of polydisperse foam models as well as results 
from foam models crushed under impact. The dynamic crushing results are used to establish the effect of polydispersity on 
the foam Hugoniot and predict its effect on the dynamic stresses and on the associated energy absorption dynamic 
enhancement [6]. 
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Summary A two–parametric mechanical model is proposed to describe a class of auxetic cellular materials. The microstructure of these

materials varies from the regular to re–entrant honeycombs with change of the angle between the nodes of material’s lattice. An interaction

among the nodes is described by combination of longitudinal and torsional springs. Effective properties of the solid material corresponding

to the given microstructure are determined. It is shown that re–entrant honeycomb structures demonstrate the auxetic properties at any

combination of parameters whereas the usual honeycombs can have both positive and negative Poisson’s ratios.

AUXETIC PROPERTIES OF THE HONEYCOMBS

Most of known materials undergo transverse contraction at longitudinal extension in one direction and a transversal ex-

pansion when compressed. However, from physical point of view the opposite behaviour is permissible. The materials called

“auxetics” become thicker perpendicular to the applied stretching force and thinner under compression. Usually this feature is

connected with a special microstructure of the material that also makes auxetics more subject to the bulk deformation than to

the shear one. A broad interest to auxetics appeared after the publication of Lakes [1] where he proposed the three–dimensional

re–entrant structures to model polymer foams with negative Poisson’s ratios. Even earlier two–dimensional structures were

proposed to model auxetic properties of materials by Almgren [2] and Kolpakov [3]. Nowadays a lot of two–dimensional

auxetic structures are studied, however re–entrant honeycombs (REH) proposed by Almgren and Kolpakov (Fig. 1) is one of

the most common. It is used for design and fabrication of auxetic materials at different scale levels starting form molecular

structures to engineering materials. In this paper the springs model is used with another homogenization method to determine

the full tensor of elasticity for the effective continuum. As a result, macroscopic elastic constants depend on one geometrical

(angle) and two mechanical (stiffness of longitudinal and rotational springs) parameters only. A main purpose of this work is

to find out the combinations of these three parameters standing for the auxetic properties of honeycomb structures.

�

� n
1

n
2

n
3

a

a

a

a

с

сс

сс

g
g

gg

g
g

b

Figure 1: Re-entrant honeycombs (REH) structure (a) and its mechanical model (b)

SYMMETRY OF HONEYCOMB STRUCTURES AND CORRESPONDING SOLID MATERIAL

Let us consider the two-dimensional structure shown at Fig. 1. Let us represent the structure as the nodes connected by

linear and torsional springs. For the sake of simplicity consider the interaction among the nearest neighbours only. Denote the

longitudinal spring stiffness as c and the torsional spring effective stiffness as g (Fig.1). Suppose that c and g have the same

dimension (N/m). For the sake of simplicity the linear springs are considered. In addition, an angle ϕ connecting the adjacent

linear springs is introduced. Two mechanical parameters and angle ϕ determine the linear elastic properties of the effective

continuum corresponding to the material at the macroscale.

A structure has two orthogonal planes of symmetry. For two-dimensional material it corresponds to the orthotropic mate-

rial with the following matrix of stiffness

C =

⎛
⎝ C11 C12 0

C12 C22 0
0 0 C33

⎞
⎠ (1)
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Here the Voight notation was used to represent the 4 independent components of the stiffness tensor: C11 = C1111, C22 =
C2222, C12 = C1122, C33 = C1212. The stiffness matrix (1) must be positive definite for the strain energy density to be

positive. This give the following conditions:

C11 > 0 C11C22 − C2
12 > 0 C33 > 0 (2)

Note, in case of orthotropic 2D material these conditions do not give any limits for the Poisson’s ratios unlike the 2D isotropic

material where −1 < ν < 1.

EFFECTIVE ELASTIC PROPERTIES OF RE–ENTRANT AND REGULAR HONEYCOMBS

The uniform strain of the REH structures and corresponding solid material were considered. Effective elastic properties

were found as functions of c and g from the comparison of the resulting deformation energies. Let us do not bring out the

general formulae but consider some partial cases instead.

Honeycomb structure

The honeycomb structure can be received from REH structure by substitution ϕ = 2π/3. As expected, the symmetry of

the structure is changed from orthotropic to isotropic. The non-zero components can be found as

C11 =
√

3c(c+18g)
6(c+6g) C12 =

√

3c(c−6g)
6(c+6g) C11 = C22 C33 = 1

2
(C11 − C12) (3)

This results coincides with the results obtained for graphene crustal lattices that have the same structure [4]. It is easy to check

that conditions (2) are satisfied for any positive c and g.

Triangular structure

The elastic constants for this case (ϕ = π/3) are given by

C11 =
√

3c(c+18g)
18(c+6g) C22 =

√

3(c2+14cg+16g2)
2(c+6g) C12 = −

√

3(c2+4cg+36g2
)

6(c+6g) C33 =
√

3g(5c+6g)
3c+2g

(4)

As C11, C22 are the positive defined quadratic forms of positive c and g and C12 is a negatively one, the material will always

demonstrate auxetic properties.

Rectangular structure

A value ϕ = π/2 corresponds to the rectangular structure. The following elastic moduli can be obtained:

C11 = 6cg
c+12g C22 = c C12 = 0 C33 = 12g (5)

These formulae give the zero values for Poisson’s ratios, and hence, the rectangular structure is a boundary case between the

auxetic and non-auxetic materials.

CONCLUSIONS

The 2-parametric mechanical model was proposed to determine the auxetic properties of two–dimensional materials with

a periodic microstructure. The model was used to determine the effective elastic properties of re–entrant honeycomb structure.

Some special cases (isotropic honeycombs, rectangular, and triangular lattices) were considered.
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Summary Electrokinetic (EK) transport couples hydrodynamics and electrostatics at liquid interfaces. In particular, it is possible to generate
a flow near a charged interface in a liquid by applying an electric field, due to the drag force exerted on counter ions near the interface, a
phenomenon referred to as electro-osmosis (EO). We propose here to use EO in the context of liquid foams, the charges being carried by
the surfactants used to stabilize the foam. The main challenge of the project is to achieve a complete understanding of EK transport in a 3D
liquid foam. To do so, we used a multiscale approach combining experimental and theoretical (molecular dynamics (MD) simulation) tools.
In this article, we present our newest results on this general project.

ELECTRO OSMOSIS: AN OVERVIEW

Electroosmotic (EO) flow refers to the motion of a fluid generated by an electric field. Close to a charged interface in
a liquid, an ionic double layer of opposite charge is established which is dragged by an applied electric field. Far from the
interface, the neutral bulk liquid is then set in motion via viscous diffusion, leading to a plug flow at a velocity v.

Such ionic and massic coupled transports, as their streaming current and potential counterparts, are actually encountered
in many natural systems and diverse applications, from biology and physiology-with the key role of electrokinetic transport
through nanopore in cell regulation- to liquid flow through macro scale porous materials, relevant to building industry, water
treatment [1], filtration and energy conversion [2]. From a technological point of view, electric driving of liquids in micro
and nano channels has shown excellent integration capability and has become a standard tool for species separation, sorting,
and lab on chip application [3]. In all these applications, the interface where EO effects take place can be rather liquid/solid
(energy conversion devices for example) or liquid/gas (water treatment by ion flotation through electrically driven bubbles),
the plug flow velocity v verifying the relation set by Smoluchovski [4]:

v = −ζεE
µ

(1)

The peculiar nature of the charged interface is accounted for in the so-called ζ-potential. Indeed, this latter potential depends
not only on the electrostatic environment in the vicinity of the surface, characterized by the surface electrostatic potential Vs,
but also on the hydrodynamic boundary condition. In the case of solid interface where slippage could occur, it has been shown
theoretically and experimentally [5] that the ζ potential writes

ζ = V0(1 +
b

λ
) (2)

with b the so-called slip length [4] at the solid/liquid interface. The magnitude of the EO flow will increase if a large surface
potential is achieved together with a large slip at the surface. Ionic surfactant laden interfaces seem to gather these two
properties, as surfactant density can be relatively large, and the hydrodynamic boundary condition can be tuned by orders
of magnitude, as shown by drainage experiments in soap films. Recent MD simulations [6] confirm that an infinitely long
soap films display an EO flow resulting from a coupled effect of slippage and counter ion binding. In this numerical work,
the relative motion between the water and the surfactant is recorded, neglecting the effect of the surfactant (i.e the charges)
mobility along the interface, which has proven to play a crucial role on EO magnitude near hydrophobic surfaces. The
experimental study of an electro osmotic flow on a surfactant interface is a first step towards the understanding of a more
complex system: the EO flow in foam.

This talk is divided in two parts. We will first present an experimental study of the EO flow generated by one interface.
Then we will show preliminary results concerning the behaviour of foam under an electric field.

ELECTRO OSMOSIS CLOSE TO A SOAPY INTERFACE

The present work is dedicated to study the influence of the peculiar hydrodynamic condition on the EO flow near a surfac-
tant laden interface. We therefore built a new experimental method to measure the ζ potential near a surfactant laden interface.
The general principle of the measurement is to probe the fluid displacement under electric forcing near a surfactant laden
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interface via particle tracking in the liquid. Fluorescent bead displacements are recorded via a confocal inverted microscope
(Leica TCS SP5 DMI6000) for various distance to the interface. The full amplitude profile gives access to a measure of
the surfactant zeta potential we can compare to the surface charge of the interface. Based on these experimental results we
discuss the distribution of surfactants at the interface. In fact, we measure experimentally an EO motion of water compatible
with a zeta potential value of the order of around 100mV, and which is decreasing as surfactant concentration increases. By
analytical study, we show that the surfactants at the interface are expected to be immobile, and then that the results obtained
are compatible with previous MD simulations [6]. The hydrodynamic contribution of the zeta potential can be estimated by
using a new optical method (SHG) [7] to probe the static surface potential.

This idea is then put to the test by studying with numerical simulations an electrokinetic phenomenon in a confined system:
the electrophoresis motion of nanobubbles covered by surfactant. In this system, we observe that the electric field generates an
inhomogeous repartition of surfactant on the bubble (figure 1), confirming our idea that a Marangoni stress prevents surfactant
mobility at the interface.

Figure 1: Slice in the z direction of a 24 angstroms radius bubble covered with 30 SDS surfactant (depicted in white) in a salty
aqueous solution when an electric field E=0.1V.nm−1 is applied in the x direction. SDS molecules are accumulating on one
side of the bubble

ELECTRO OSMOSIS IN LIQUID FOAM

In addition to these simple geometry experiment, we study electro-osmotic transport in a class of materials where it has
not been explored so far : liquid foams. Liquids foams are gas bubbles trapped in a network of films, plateau border and
nodes. EO flow have already been studied in a porous solid media with fixed geometry. The main difference in foam is the
deformability of the structure. Though part of our daily lives and important in many industrial processes, foams are short-lived
materials. Being strongly out of equilibrium, they irreversibly evolve and, as everybody has observed in a foam bath, they
eventually collapse. An important mechanism at play in this process is the drainage induced by gravity, which is unavoidable.
A way to cancel and reverse this gravity-driven drainage would be to provoke a counter-gravity EO flow in the foam.

We design then an experimental setup to observe the quantity of water in the plateau Border while an electric field is
applied to the foam. The first observations show that an electrical current passing through the system damages dramatically
the foam structure. The ions released by electrolysis destabilize the system, its time life being related to the applied electric
field. We overcome this difficulty by using special home made electrode and present promising preliminary results on EO in
foam, together with hydrodynamic calculation of EO flow in this peculiar deformable porous system.

This work has been funded through french ANR project EFOAM.
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Summary We show here how macro-cellular polymers may be obtained by solidification of the continuous phase of a PDMS (polydimethyl-
siloxane) emulsion, which contains tightly packed PEG (polyethyleneglycol) drops of sub-millimetric dimensions. Coalescence is prohibited
by a reactive blending approach which creates a visco-elastic skin around the PEG drops upon contact with the PDMS. We correlate the
properties of the PEG/PDMS interface with the emulsion stability in order to optimise the formulation. This is then used with millifluidic
methods to obtain explicit control over the structural properties of the final cellular polymer in terms of size, organisation and volume
fraction of the cells.

Macro-cellular polymers are highly searched-for materials thanks to their rich mechanical properties. These arise from
the internal structuration of the material, in which discrete cells of a fluid or of a solid polymer are tightly packed within
a continuous polymeric solid matrix. The size, shape, organisation and volume fraction of these cells have an important
influence on the overall material properties. Commonly, the cellular organisation is the signature of an initially liquid state, in
which gas bubbles (foam) or liquid droplets (emulsion) are compacted within a continuous liquid monomer/polymer matrix
which is solidified to obtain the final material. Understanding and controlling the cellular organisation of the initially liquid
template is therefore of utmost interest in order to control the properties of the cellular solid. This requires the control over the
size, organisation and volume fraction of the cells, and also over the stability of the liquid system with respect to ageing affects
like cells coalescence. While such questions have been investigated successfully for different types of polymers [1], only few
advances have been made for materials with a silicone matrix [2], due to the difficulty of stabilizing the liquid template.

Here we use a model system which consists of PEG (polyethyleneglycol) drops in a liquid PDMS (polydimethylsiloxane)
which we stabilise against coalescence using a reactive approach which forms a skin around the droplets upon contact with the
PDMS phase (see insert Figure 1a). We correlate the properties of the PEG/PDMS interface with the emulsion stability and
show that the optimised formulation can be used to generate macro-porous solids with well-controlled structural properties.

To stabilize the emulsion of PEG/PDMS, we use a reative PDMS and add in the PEG phase a crosslinker containing 0.1 M
of a catalyst which is active at room temperature. As the PEG and reactive PDMS are in excess compared to the crosslinker,
we believe the interfacial properties to depend only on the temperature and the crosslinker concentration C in the PEG phase.

We measure the interfacial tension with a pendant drop device (Tracker from TECLIS) at constant temperature of 25◦C. A
drop of the PEG and crosslinker mixture is generated in PDMS, and we follow the evolution in time of the interfacial tension
using the Laplacian profile method for different initial crosslinker concentrations C between 0 and 1 mol%.

Figure 1: a) Equilibrium interfacial tension at the interface between a reactive PDMS and PEG for different concentrations of crosslinker C in the PEG
phase. Insert is a scheme of the skin formation round the PEG drop. b) Evolution of emulsion stability with time for different concentrations of crosslinker
C. Insert are pictures of the experiment with the definition of the emulsion height h(t) and h0, for C = 0.01 mol%.

Figure 1a shows the equilibrium interfacial tension for each crosslinker concentration, showing a non linear decrease with
C down to 1 mN/m at 0.1 mol% beyond which the interfacial tension is independant of C at long times. We asign the decrease
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of surface tension to the temporary formation of amphiphilic block-copolymers at the interface and the begining of the plateau
to the formation of a skin around the PEG drop for C > 0.05 mol% [3].

To link these interfacial properties to the emulsion stability, we use a simple protocol. In a cuvette filled with the reactive
PDMS, we generate drops of the PEG and crosslinker mixture one by one at a constant rate. They pile at the bottom of the
cuvette, and we observe for different concentrations C the emulsion stability, given by the emulsion height h(t) in the cuvette
at time t normalized by the initial height h0. The emulsion generation is prior to the beginning of the imaging at time t=0 s,
so the h0 is different for every concentration since the emulsion has already started evolving. Figure 1b shows the graphical
representation of the evolution of the normalized emulsion height for everyC. We see that there is a critical concentration 0.03
mol% ≤ C∗ ≤ 0.05 mol% which corresponds to the skin formation and beyond which the emulsions are stable indefinitely.

Using these results, we optimize the formulation needed to generate ultra-stable PDMS emulsions. To be able to vary
the drop sizes, we use different techniques: millimetric droplets are generated by a needle connected to a syringe on which
a constant flow rate is applied by a syringe pump (Figure 2a), whereas for smaller drops we use millifluidic techniques such
as a flow-focusing device (Figure 2b) or a T-junction device [4]. With these different techiques, we generate stable emulsions
with drop radii from 100 µm up to several millimeters, with different volume fractions of internal phase (Figure 2c to g), and
with disorganized (Figure 2d, e, f and g) or organized (Figure 2c) structures. By solidifying the PDMS phase, one obtains a
macro-cellular polymer, which we call a ”solid emulsion” (Figure 2f and g).

Figure 2: a) Generation of millimeter sized drops by simple dripping from a needle using a syringe pump. b) Generation of drops with a flow-focusing device.
c) Liquid emulsion with high drop content and structured organization. d) and e) Liquid emulsions with high drop content and disorganized organization. f)
and g) solid emulsions with their respective close-ups. The scale bars are 4 mm.

The obtained materials, either in the liquid state or solidified, present original structures as compared to hard granular
materials or soft materials such as foams, because of their deformable but frictional interface [5, 6]. The presence of the
liquid drops inside a purely elastic matrix modifies greatly the mechanical properties of the material as compared to the ones
of the bare PDMS matrix. The size, organisation and volume fraction of the drops can be used to fine-tune the mechanical
properties of the solid emulsion. Future work will concentrate on the control of the emulsion structure and its relationship
with its visco-elastic properties.
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[3] Giustiniani A., Guégan P., Marchand M., Poulard C., & Drenckhan, W.: Generation of silicone poly-HIPEs with controlled pore sizes via reactive

emulsion stabilization. Submitted.
[4] Garstecki, P., Fuerstman, M. J., Stone, H. A., & Whitesides, G. M.: Formation of droplets and bubbles in a microfluidic T-junction - scaling and

mechanism of break-up. Lab on a Chip, 6(3): 437-446, 2006.
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Summary The present work is devoted to the modelling of the behaviour of solid foams under dynamic loading conditions. Using 
micromechanics, a continuum model for micro-inertia effects in closed-cell foams is proposed. This simple model is aimed at improving 
constitutive models for foams by incorporating the contribution of micro-inertia. An application of the proposed modelling to shock wave 
propagation in metal foams is proposed. The influence of micro-inertia is found to be significant. 

 
INTRODUCTION 

 
   Foams are highly porous materials with a relative density (ratio between the density of the foam and the density of its 
base material) generally lower than 0.3. Metal foams exhibit interesting mechanical properties. In particular, they have 
excellent energy absorption capabilities and are used in impact protection and shock mitigation applications. The dynamic 
behaviour of foams is generally different from the one observed under quasi-static loading, even for foams made of 
materials having a low strain-rate sensitivity (like some aluminium alloys) [1]. In fact, the macroscopic rate-dependency of 
metal foams is not necessarily related to the viscoplastic behaviour of the base material, but can be due to local inertia 
effects induced by the rapid crushing of the cells of the foam microstructure during deformation (micro-inertia effects) [2]. 
This finding was corroborated by the results of recent micromechanical finite element foam models (in which the 
microstructure is represented explicitly) [3,4]. 
   In this contribution, we propose a continuum description of micro-inertia effects in closed-cell foams. The proposed model is 
based on a multiscale approach: a unit-cell of the foam microstructure is considered and the macroscopic foam response is 
obtained using a dynamic averaging procedure. An application of the proposed modelling to shock wave propagation is 
presented. 
 

MICROMECHANICAL MODELLING 
 
General dynamic homogenisation framework 
   The present model is based on the dynamic homogenisation technique introduced by Molinari and Mercier [5]. Here, 
this method is recast in a Lagrangian framework. We consider a Representative Volume Element (RVE) of porous medium 
that occupies the domain Ω� in the initial configuration. The macroscopic nominal stress tensor ��� is defined as the 
conjugated quantity of the deformation gradient through the virtual work principle: 
  ������� = 〈�
����〉 + 〈�� �����〉        (1) 
where �� and �� respectively denote the components of the acceleration and (nominal) stress fields within the RVE and 
�� is the initial (local) mass density. ���� is a virtual increment of the macroscopic deformation gradient, ��� is a 
microscopic virtual displacement field and 
�� = ��� ���

�⁄ + ��� (with ��� being the Kronecker delta). 
With this formalism, the macrostress is the sum of two contributions: a static stress ���

��� related to the behaviour of the 

constitutive material of the RVE and a dynamic stress ���
��� induced by local inertia effects within the RVE. 

  ��� = ���
��� + ���

���         (2) 
The use of the virtual work principle is very convenient for an analytical characterisation of micro-inertia effects. Indeed, it 
is often possible to obtain a closed-form expression of the dynamic stress by adopting a suitable trial displacement (or 
velocity) field [5,6]. 
 
A model for closed-cell foams 
   A model for micro-inertia in closed-cell foams has been developed using the framework described in the previous 
section. For the derivation of the dynamic stress, we have considered an initially spherical shell as a RVE of the foam, see 
Fig.1. Because foams have large porosity, we suppose that the thickness of the cell �� is smaller than its radius �� and that 
the mass of the material is distributed over the reference surface �� of the shell. The motion of this surface is defined by 
the relation: �� = �����

�. With these assumptions, the following expression for the dynamic stress has been obtained: 

  ���
���

=
 

!
��"""��

#�$��          (3) 
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where ��""" is the average initial mass density of the foam. It should be noticed that the dynamic stress is proportional to the 
second time derivative of the deformation gradient. This means that micro-inertia leads to macroscopic rate effects (even if 
the base material of the foam has a rate-insensitive behaviour). 

 
Fig. 1. Scheme of the Representative Volume Element (RVE) considered in the present approach. In the initial 

configuration, the RVE is a spherical shell of radius �� and thickness ��. 
 

APPLICATION TO SHOCK WAVE PROPAGATION  
 
   The present model has been applied to the propagation of shock waves in metal foams. We have considered the 
configuration adopted in [4]. A foam specimen with a relative density of 0.1 and a length of 3 cm impacts a rigid wall. 
Several impact velocities have been considered. In all cases, a shock wave is generated at the impact surface. 
   Figure 2 presents a comparison between the results of the proposed continuum model and those of the 3D 
micromechanical finite element simulations presented in [4]. The results of a continuum simulation in which micro-inertia is 
not taken into account are also portrayed. It appears that micro-inertia has a significant influence on the features of shock 
waves. First, micro-inertia induces a shock structure: the shock front has a finite thickness and a continuous evolution of the 
velocity is observed (Fig. 2-a). Micro-inertia also leads to a reduction of the shock celerity (Fig. 2-b). The results of the 
proposed modelling are in close agreement with those of the micromechanical finite element simulations. 
 

(a)  (b)  
Fig. 2. Illustration of the influence of micro-inertia on shock propagation. The impact of a foam specimen with a length of 

0.03 m against a rigid wall is considered. (a) Velocity distribution along the specimen at several times for an impact 
velocity of 250 m/s. (b) Time evolution of the shock front position for different impact velocities. The results obtained with 

and without micro-inertia are compared to the results of the micromechanical finite element simulations of Zheng et al. [4] 
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Summary Sound velocity and attenuation measurements in well-characterized liquid foams were performed over a wide frequency range
(1-600 kHz). The study was limited to the long wavelength case: even for the highest frequencies explored, the wavelength was larger than
the typical size of the micro-structure of the foams. Typical results are shown, for a foam with a liquid volume fraction of 10%. A strongly
dispersive behavior was found, with three regimes of propagation: at low frequencies, the effective velocity was 33m/s, as predicted by
Wood’s law; at high frequencies, the velocity was of the order of 220m/s; in the intermediate regime, velocity and attenuation varied
strongly with frequency, presenting the typical features of a low frequency resonance. A new model is proposed, based on the coupled
displacements of films, liquid channels and gas in the foam.

Solid foams and fibrous media have been extensively studied for their acoustical properties, in particular in the scope of
sound attenuation. Liquid foams, on the other hand, have received much less attention from acousticians and, as such, they still
exhibit unexplained acoustical properties. For instance, it has not been clear whether the high acoustic attenuation measured
in liquid foams was mainly due to viscous losses [1] or thermal losses [2]. Moreover, evidence of a low frequency resonance
had been reported, but the mechanism of this resonance was not identified [3, 4, 5]. The influence of the chemical composition
(e.g., the surfactant used to stabilized the foam) had not been investigated [6]. Here we focus on another open question: what
is the effective sound velocity in a liquid foam? According to Wood’s law, sound should propagate in a mixture of air and
water with a velocity given by the approximate formula: vW = 10 m.s−1/

√
Φ(1− Φ) where Φ is the liquid volume fraction

(for 2% < Φ < 98%, this simple formula gives a good approximation of Wood’s law, within 3% of relative error, for a mixture
of water and air, assuming an isothermal behavior for the air). Some experiments had shown that Wood’s law was correct for
liquid foams [7, 8], but others had revealed significant deviations [9, 2].

To shed light on this question, we performed experiments with two main improvements compared to previous studies:

• We covered an extended range of frequencies (from 1 to 600 kHz). The low frequency regime was investigated by using
an impedance tube [10], while broadband air transducers were used to explore the ultrasonic regime [11].

• We worked with well-characterized foams, i.e. we controlled their chemical composition and liquid volume fraction
(Φ), and were able to precisely determine the bubble size distribution [12]. Lognormal distributions were found, with
average radii of the order of 20 to 40µm, and a polydispersity index (normalized standard deviation) of about 0.4.

Figure 1: Measured sound velocity,
as a function of frequency, in liquid
foams with a liquid volume fraction
of Φ = 10%. Square: low frequency
results (impedance tube) for an av-
erage bubble radius of 22µm and a
polydispersity index of 0.46. Cir-
cles: high frequency results (broad-
band air-transducers) for an average
bubble radius of 45µm and a polydis-
persity index of 0.42. Dashed line:
velocity predicted by Wood’s law for
Φ = 10% (33 m/s).
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Figure 1 shows a typical measurement we obtained for the sound velocity as a function of frequency, in a Φ = 10% foam.
Sound propagation is clearly dispersive, with a Wood’s velocity at low frequency, and a higher speed (' 220 m/s) at high
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frequencies. Dispersion is accompanied by a strong attenuation (not shown), which peaks at 120 kHz (i.e., the frequency at
which the increase of sound velocity is steeper in Fig. 1).

We propose a new model to explain our experimental findings [13]. It is based on the particular structure of liquid foams.
Foams can be viewed as an assembly of struts (or liquid channels, in the liquid case) connected together to form a network.
But contrary to solid foams, which can be either opened-cell or closed-cell, liquid foams are necessarily closed-cell. Indeed,
their mechanical stability depends on the existence of the thin films that maintain the tension through the liquid network.
These thin films that separate neighboring bubbles appear to be key ingredients to explain the acoustical properties of the
foam, because they strongly couple the air and the liquid network displacements. At low frequency, all the components (air,
films, struts) move together and Wood’s law is recovered. But, at higher frequency, only the air and the films move; the inertia
of the struts being too high to let them vibrate. As a consequence, the effective density of the foam is reduced, which explain
the high sound velocity observed experimentally. In the intermediate regime, the strong attenuation is explained by a low
frequency resonance of the strut-film system, which even gives rise to a regime of negative effective density [13].
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Summary In this paper, we show that a thermocapillary stress induces a surface flow which can be sufficient to counteract the bulk gravity
drainage, i.e. it is possible to stop, or even reverse, the drainage of a liquid foam. We report experiments using either a soluble (SDS) or
poorly soluble (DOH) surfactant in a model system, a 2D microfoam, in which the full geometry of the liquid phase is known, leading
a priori to accessible modeling. In the former case, surface rheology can be disregarded and a model considering mass conservation
allows recovering the experimental results. In the later case, the boundary condition includes Gibbs elasticity (non homogeneous surface
concentrtaton of surfactant) and both shear and dilational surface viscosities. In this case, investigating surfactant transport mechanisms
could not allow extracting a dominant contribution leading to the conclusion that all surface rheology properties have to be considered.

INTRODUCTION

The development of controlled discrete materials (containing packed gas inclusions) covers a large variety of applications
such as scaffolds for tissue engineering [1], enhanced oil recovery [2], optics [3] and phononic crystals [4] to cite a few.
Controlling gravity drainage leading to non homogeneous gas inclusions is thus an issue to develop controlled materials.
Foam drainage models have been steadily refined since the pioneering work of Leonard and Lemlich [7], either considering
surface shear viscosity or Gibbs elasticity without leading to a general consensus on a dominant mechanism [5]. In this work,
we propose to investigate surface viscoselasticity in a model system which is a 2D microfoam. The advantages are manifold:
at microscales, there is no film between adjacent bubbles, the liquid fraction is constant for a cavity smaller than the capillary
length, and together with a monolayer of bubbles, allows extracting the 3D liquid fraction of the foam. This configuration may
thus appear as a building block experiment for modeling. We first present drainage experiments using a soluble surfactant,
SDS, which will be considered as a reference experiment. We show that for a soluble surfactant it is possible to predict the
drainage dynamics using mass conservation arguments, while the addition of a small amount of non soluble surfactant, DOH,
sufficiently complexifies the boundary condition at the interface to prevent from simple modeling.

EXPERIMENTAL SETUP

The experimental setup is made of a Polydimethylsiloxane (PDMS) Hele-Shaw cell fabricated using soft lithography, of
dimensions L × w = 2000 × 1500µm2 in the plane, and thickness e ∈ {19.3 ; 54.2}µm, see inset of Fig.1.a. Optimized
resistors placed below the cell generate a linear temperature profile [6], leading to a constant thermocapillary stress throughout
the foam: dxγ = ∂xT ∂T γ. The foaming solution consists of SDS (Sigma-Aldrich, 16 mM - 2 cmc - at 25◦C) with DOH
(Fluka, the concentration will be precised throughout the paper) mixed with glycerol (5.68 wt%, Aldrich) in deionized water
(Millipore). In the following, the DOH bulk concentration will be noted either [DOH] in the graphs, or simply c in the
equations. The cavity can be placed either horizontally, undergoing both gravity drainage and the thermocapillary pumping,
or horizontally, undergoing solely the thermocapillary pumping. We quantify the drainage dynamics by following the time
evolution of the liquid fraction φ, by image processing [8]. The drainage dynamics is shown on Fig.1.b.c.d. At initial time the
bubbles do not touch Fig.1.b, as drainage is processed, bubbles come into contact Fig.1.c, then the contact point stretches to
extend as a contact line Fig.1.d. Drainage dynamics is quantified during the stages c and d.

SOLUBLE SURFACTANT

The liquid fraction as a function of time for a SDS solution is plotted on Fig.1.e. In these experiments, the cell is placed
vertically, the liquid flow results from the combination of a bulk flow driven by gravity and a surface flow driven by the
thermocapillary stress. Without any temperature gradient, the liquid drains towards the bottom of the cavity over a typical
time of 15 s. By switching on the temperature gradient at 3.1 K.mm−1, the liquid fraction is kept constant all along the
experiment, stopping gravity drainage is successfully achieved. While increasing the temperature gradient at 7 K.mm−1, the
liquid exits the cavity towards the top of the cavity, showing that it is even possible to counteract gravity drainage. A simple
model can be derived considering that the liquid flux exiting the cavity results from a thermocapillary flux and a gravity flux.
In this model, the boundary condition at the interface is reduced to η ∂vx∂n = −∂γ∂x . It is found that the liquid fraction evolves
exponentially, φ : φ0 exp(−t/td) where φ0 is the initial liquid fraction and td a typical drainage time, which is found to be
robust as compared to the experimental data (see Fig. 1.e).
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Figure 1: a) Sketch of the experimental setup, b-c-d) Snapshots of the foam during drainage, e) time evolution of the liquid
fraction for a SDS solution, f) damping factor r for different [DOH] concentration.

POORLY SOLUBLE SURFACTANT

By adding a small amount of DOH in the solution, the boundary condition is strongly modified to:

η
∂vx
∂n

= −
[
∂γ

∂x
+ κ

∂

∂x

(
∂vt
∂t

+
∂vx
∂x

)
+ ε

(
∂2vx
∂t2

+
∂2vx
∂x2

)]
, (1)

The first term on the right hand side (RHS) is the Marangoni contribution containing both the thermocapillary stress, the
driving term, and a solutocapillary contribution (Gibbs elasticity) stemming from an accumulation of surfactants at the front
the bubbles (see insert if figure 1.f), leading to a Marangoni stress antagonist to the thermocapillary stress. The second and
third term of the RHS of the equation are respectively the surface dilational and shear viscosities. As a whole, these three
additional mechanisms lead to a damping of the thermocapillary pumping as sketched on figure 1.f, where r is a damping
factor defined by v̄ = v̄0(1− r), where v̄ is the mean liquid velocity and v̄0 is the mean velocity for a solution containing only
SDS. It is clear that the addition of DOH leads to a slowing down of the drainage dynamics. In order to estimate the relative
contribution of the three surface rheology properties, we investigate the different surfactant transport mechanisms (diffusion
across the meniscus, convection along the film, diffusion across adjacent bubbles) and we cannot extract a clear dominant
effect, showing the importance of taking into account the whole surface properties to fully understand drainage dynamics.

CONCLUSIONS

In this work, we present drainage experiments in a model system which is a 2D micro foam which allows, a priori to
simple modeling as the geometry of the foam is fully accessible. We show that if the solution contains soluble surfactants,
drainage dynamics can be easily modeled, while the addition of a poorly soluble surfactant sufficiently complexify the problem
to prevent from any prediction.
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Summary This paper presents some experimental results and numerical computations carried out to model the quasi-static crushing behavior
of an open-cell ceramic foam (OCCF). The aim was to identify a continuum model able to predict the mechanical response under complex
compression loading paths. Different multiaxial compression tests have been performed to characterize the 3D-response of the material,
which is slightly anisotropic, strongly non-linear and dependent on the compaction level. It has been shown that the Deshpande-Fleck (DF)
yield criterion which depends on both the mean stress and the von Mises effective stress fit the experimental data well. The original DF
model developed for foams has been modified by introducing a dependence of the plastic Poisson’s ratio with the plastic volumetric strain
to improve the prediction of the radial expansion. It has been implemented into the finite-element code LS-Dyna via an usermat subroutine.
Results of a simulation of a lab-scale shock absorber subjected to compression are in close agreement with the experimental results and
validate the model robustness.

INTRODUCTION
Open-cell ceramic foams (OCCF) constitute a new promising lightweight materials combining interesting physical and

thermo-mechanical properties [1]. In particular their ability to accommodate large deformation when it is confined makes
them good candidates for energy absorption engineering applications. When subjected to an impact, a confined foam part is
subjected to a multiaxial stress state, which is more complex than the uniaxial compression state. Consequently, there is a
need to characterize the behavior under multiaxial loadings to identify a mechanical model.

METHODS
To do that, an experimental campaign including multiaxial compression tests was conducted to reproduce the stresses

present during the crushing impact. In addition, SEM and X-ray tomographic observations were made. In this paper only
quasi-static loadings are described. The experimental results were obtained on cylindrical and cubical specimens of OCCF
(ρ = 280 g·cm−3). Uniaxial compression tests with and without lateral confinement on the cylindrical specimens were
performed with universal hydraulic testing machine (Instron). An ex-situ quasi-static compression test was also performed on
an cylinder. To investigate their failure mechanisms, 3D images of the progressive degradation of the sample are reconstructed
using X-ray micro-computed tomography analysis. The multiaxial loadings program consisted of three types of triaxial tests
such as hydrostatic compression, oedometric compression and proportional compression. These tests were conducted with
Canto’s compaction device [4] installed in the triaxial testing machine ASTREE. This machine comprises six independent
actuators paired up along the three perpendicular directions pushing the blocks to reduce the hole, each one sliding relative
to the others. During the triaxial tests, the imposed displacements on the cubical specimen in each direction were measured
by laser displacement sensors. Based on the experimental data a slightly modified Deshpande-Fleck model [2] has been
identified. The modification of the model has been implemented as a user-defined material model subroutine in the finite
element code LS-DYNA [3]. Then simulations by finite element method of crushing tests on a metallic confined OCCF part
have been carried out in order to validate this model.

RESULTS AND DISCUSSION
For the multiaxial characterization, under hydrostatic compression loading (ISOU), it was observed that the compressive

strength in the foaming direction is higher than that on the two other directions indicating an isotropic transverse behavior of
the ceramic foam. Common to most ductile foams, when lateral displacement was prevented by metallic confinement (OEDO
conditions), OCCF showed a typical compressive response with the three distinctive regions: at first a short elastic range
with a brittle failure, then a crushing plateau and finally a densification with an increase in stiffness and stress (Fig. 1(a)).
The confining pressure remained constant after the first damage of the specimen and then it increased as the volumetric
strain increase. This result indicates also that the foam displays a non-constant plastic Poisson’s ratio. The non-proportional
compaction tests (TRIAX) consisted to impose an axial displacement at a constant rate while keeping constant the lateral force.
For different confining pressures, this loading path permitted to show that the load-carrying capacity of the OCCF increases
significantly with the confining pressure. The analysis of the 3D macroscopic images and SEM micrographs has enabled
tracking the mechanisms of deformation during the test (Fig. 1(b)). The images have shown that the non linear deformation
of the OCCF are controlled by the appearance of crushing bands in the sample which resulted from the fragmentation of the
foam sample into parts becoming more and more smaller until they are transformed into powder at the end of the densification.
These observations were also confirmed by a 2D microscopic observation at small fine scale using SEM. In order to estimate
the failure surface of the ceramic foam in the different multiaxial loading conditions, the experimental data from all the tests
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may be plotted on a σm − σe diagram where σe is the Von Mises effective stress and σm is the mean stress(Fig. 2(a)). The
obtained behavior are well described by the elliptic yield criterion in the compressive zone of the space σm − σe defined by
the Deshpande-Fleck proposal

Φ = σ̂2 − Y 2 =
1

[1 + (α(εv)3 )2]
[σ2
e + α(εv)

2σ2
m] − Y 2 (1)

where the parameter α defines the shape of the yield surface. To account for a good description of the hardening of the material
during the densification, the initial Deshpande-Fleck model was modified to better predict the radial inelastic expansion in the
plastic domain by introducing a dependence of the variable shape factor of the yield surface on the volumic plastic strain. To
assess the model identification, the crushing of a small metallic confined OCCF part has been simulated by the finite element
model and the numerical results compared with the experimental data obtained during a crushing test under quasi-static
condition. Fig.2(b) shows the comparison of the force versus displacement curves from both the testing and the simulation. A
good realistic description of the test has been obtained.

CONCLUSIONS
It is found that the presence of a crushing plateau at high level of stress under confined case permits to the open-cell ceramic

foam to absorb a significantly quantity of energy during an impact. Its non-linear mechanical behaviour is slightly transversely
isotropic but it can well described with the isotropic DF model under compressive loadings. Further investigation will be
required to model the transversely isotropically behavior of the OCCF and more specifically the strong tension-compression
asymmetry observed for this material before this model can be used in engineering studies.

(a) Stress-strain curves under uniaxial (OEDO) and hydrostatic
compression (ISOU) tests

(b) SEM and X-ray tomography observations of the failure
deformation mechanisms under confined uniaxial compression

Figure 1: Experimental results of the OCCF material

(a) Yield surface of the DF model (b) Comparison of experimental and numerical
force-displacement curves from inclined crushing test

Figure 2: Numerical results obtained with the DF model
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Abstract: Microlattice materials are assembled from slender, truss-like elements arranged in different three-dimensional 
geometries on  a microscale. Recent advances in microfabircation tecniques allowed to obtain extreme properties in this new 
class of materials. Ultimately their periodicity and micro-size suggests to find applications in dynamic applications, especially in 
ultrasonic wave propagation. In this work, we study the response of microlattices to ultrasonic excitations, and tailor their 
acoustic transmission properties independently of the lattice’s quasi-static response. We fabricate polymeric microlattices using 
3D direct laser writing and test their response experimentally. The studied microlattices are acoustically transparent in water over 
large frequency regions, due to their water-like acoustic properties. Our findings can be applied in biomedical imaging devices, 
targeted cell surgery and for the protection of sensitive MEMS. 
 

INTRODUCTION 
 
   Most design approaches for determining static properties of periodic microlattices rely on either selecting the lattice 
material or the variation of the unit cell geometries. To change the constitutive law of the base material polymeric 
microlattices have been coated with ceramics and metals to create composites [1]. Another approach is the coating an 
subsequent etching of the poilymer to create hollow lattice materials [2,3]. The obtained materials have shown to be 
extremely lightweight, while maintaining an unusually high strength, due to size effects that become important for 
nanometer thick walls. Microlattices have also been proposed as lightweight structures and for impact impact 
absorbsorption. More importantly their periodic architecture at the microscale allows them to naturally interact with 
ultrasonic waves (~10-100 MHz), which are of great technological importance. Acoustic waves in phononic crystals exhibit 
large and omnidirectional acoustic band gaps [4,5]. These band gaps typically occur when the wavelength is on the order of 
the lattice constant. 

 
Figure 1: SEM micrographs of the analyzed microlattices materials with straight (a,b) and tapered (c,d). The scale bars are 
250 µm in (a,c) and 25 µm in (c,d). 

 
   Here, we focus on the band structure engineering of ultrasonic frequencies using micro-architected, polymeric 
microlattices as phononic crystals. The structures are fabricated using 3D direct laser writing with a commercial 
Nanoscribe™ system. We vary the acoustic impedance in the lattice parametrizing the single truss elements in the unit cell, 
instead of variations in the unit cell geometry. We study a diamond-like lattice symmetry (Fig. 1) with a lattice constant of a 
= 70 µm. The unit cell is constructed from 4 trusses that are connected in one central joint. We study two different 
parameterizations: Straight trusses with a fixed truss radius of 3.5 µm (see Fig 1(a,b)) and tapered trusses with a radius 
between 6 µm and 1.5 µm (see Fig. 1(c,d)). These two lattices were chosen to have the same global, quasi-static effective 
stiffness, however they dramatically differ int their acoustic properties. 
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NUMERICAL MODELING 
 
 We study one-dimensional chains of truss elements using Comsol Multiphysics© to gain analyze the fundamental building 
blocks of the unit cell. We draw analogies of the one-dimensional systems to the band structure of the full lattices (see Fig. 
2(a,b) and derive their band structure for waves propagating in the z-direction. Furthermore, these numerical results are 
compared with the experimental findings. 

 
Figure 2: Dispersion relation in z-direction for the straight (a) and tapered (b) lattice materials. Scale bar represents 25 µm. 
 

EXPERIMENTAL METHODS 
 
   To test the ultrasonic transmission properties within the lattices we designed a customized ultrasonic water tank (see 
Fig. 3(a)). The experimental setup is assembled in three main components: (1) a broadband ultrasonic transducer to generate 
the acoustic excitation; (2) a needle hydrophone to measure the pressure in the far field; (3) the sample and sample holder, 
positioned between the transducer and the needle sensor. To validate the experimental findings we calculate the frequency 
response of the two lattices immersed in fluid using the solid-acoustic interaction module in Comsol Multiphysics©. The 
experimental results (Fig. 3(b,c)) agree well with the numerical simulation. 
  

 
Figure 3: (a) Schematic of the experimental setup. Transmission results for straight (b) and tapered (c) lattice geometries. 
Scale bar represents 25 µm. 
 

CONCLUSIONS 
 

   In summary, we have shown that parameterizing single truss members can effectively control the mechanical and 
acoustic properties of polymeric microlattice systems. This approach enables the engineering of the acoustic band structure 
independent of the static properties, such as stiffness. Moreover, the obtained lattices show extremely high acoustic 
transparency over broad frequency ranges in water, making them advantageous for ultrasonic applications where low 
reflectivity and narrow working frequencies are a primary need. 
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Summary The two basic mechanisms of the auxetic effects for open-cell structures are: (1) re-entrant angle, and (2) cell rotation. To explore 
and compare the auxetic effects caused by the two mechanisms under large deformation, representative structures from each category (the re-
entrant honeycombs and chiral cells) were studied. Analytical analysis, finite element (FE) simulations and experiments on 3D printed 
specimens were integrated to explore the finite deformation of these structures. Thorough Finite Element (FE) simulations were performed to 
study the influences of independent non-dimensional geometric parameters on the deformation mechanisms including auxetic effects and 
instability of these structures. The limiting strains for preserving auxetic effects were obtained. Compared with the re-entrant honeycomb, the 
chiral structures were shown to be able to preserve auxetic effects for much larger deformation. Also, by adding a reinforced core to the basic 
chiral structure, the auxetic effects can be effectively enlarged. 

Introduction 
   The auxetic open-cell structures have many engineering advantages due to their superior properties. For example, 
compared with the conventional materials, auxetic materials have increased indentation resistance, shear resistance and 
energy absorption capability. They also have variable permeability, and were used as fasteners, to achieve synclastic 
curvature, and to develop shape memory materials. In addition, auxetic materials have better acoustic and vibration 
properties over their conventional counterparts.  
   Based on different deformation mechanisms, existing auxetic cellular structures can be roughly classified into two 
categories, (1) two-dimensional and three-dimensional structures with re-entrant angles [1], and (2) chiral structures that 
deform by the rotation of cells [2]. Models beyond these two categories can be found in [3, 4]. Extended reviews of all of 
them can be found in [5, 6]. The classic re-entrant structure was proposed in [1]. The re-entrant structures are usually 
symmetric so that the negative Poisson’s ratio can only be maintained within very small deformation (<~5%); then the 
structure will lose stability due to the breakage of symmetry. While, due to the non-symmetric rotational deformation 
mechanism, the chiral structures [2] have the potential to preserve negative Poisson’s ratio for large deformation. In this 
investigation, three types of representative structures [1, 2], the re-entrant honeycomb, a basic chiral structure, and a chiral 
structure with reinforced core, were used to compare the auxetic effects induced by the two different mechanisms. 

AUXETIC EFFECTS AND INSTABILITY OF RE-ENTRANT HONEYCOMBS 

   For the 2D re-entrant honeycombs, as shown in Fig.1a, the geometry is determined by two non-dimensional parameters, 
h/l and 𝜃 (the rib thickness to rib length ratio is fixed to be 10 for all geometries) and 𝜃 is negative. During uni-axial 
compression, it is well-known that for very small overall strain, the Poisson’s ratio is negative. However, when the strain is 
large, two phenomena will occur within each cell: (1) contact between the ribs, and (2) instability (only micro-instability is 
considered here). After either of the two stages, the Poisson’s ratio of the re-entrant honeycomb will become non-negative, 
therefore, auxetic effects are lost. Based on this analysis, the limiting strain to lose auxetic effect ε* can be derived as a 
function of h/l and 𝜃. From the kinematics, the limiting strain for contact within a cell is derived in this paper as a function 
of h/l and 𝜃: 

𝜀𝑐𝑟
𝑐 =

ℎ 𝑙⁄ −2𝑠𝑖𝑛(−𝜃)

2ℎ 𝑙⁄ −2𝑠𝑖𝑛(−𝜃)
.  (1) 

Based on the Euler-Bernoulli beam theory, the critical strain for the micro-instability of a cell can be also derived as a 
function of h/l and 𝜃[7]:  

𝜀𝑐𝑟
𝑖 =

𝑛2𝜋2𝑙2𝑐𝑜𝑠2𝜃

24ℎ2(ℎ 𝑙⁄ +𝑠𝑖𝑛𝜃)
, (2) 

   (a)                                  (b)                           (c)  
Fig.1 (a) The geometry of re-entrant honeycombs, (b) the limiting strain for auxetic effect, and 

(c) the limiting strain vs. Poisson’s ratio for re-entrant honeycombs with arbitrary geometry.
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   where, n is the end constraint factor [7], depending on the degree of constraint to rotation at the ends of the ribs. Thus, 
the limiting strain to lose auxetic effect is 𝜀∗ = 𝑚𝑖𝑛(𝜀𝑐𝑟

𝑐 , 𝜀𝑐𝑟
𝑖 ) and the Poisson’s ratio are expressed as a function of h/l and 

𝜃: 𝜈21 =
(

ℎ

𝑙
+𝑠𝑖𝑛𝜃)𝑠𝑖𝑛𝜃

𝑐𝑜𝑠2𝜃
 [7]. Fig. 1b shows the influences of the scale-independent parameter h⁄l and θ on the critical strain to 

contact (Eq.1) and instability (micro-instability)(Eq.2), and therefore the limiting strain to lose auxetic effects. The 
intersection points of the two set of curves from the two phenomena indicate the simultaneous contact and instability. The 
shaded areas underneath the two set of curves represent the parametric space with auxetic effects.   
   To verify the analytical solutions of the limiting strain and Poisson’s ratio, nine 2D plane stress finite element models 
were set-up in ABAQUS-V6.13, by varying h/l and θ, as shown in Fig.1a. Periodic boundary conditions were used in all 
simulations. The markers in Figs. 1b and 1c represent the FE results. It can be seen that the analytical results can accurately 
predict both the limiting strain to lose auxetic effects and the Poisson’s ratio. To further explore the relation between the 
limiting strain to lose axuetic effects and Poisson’s ratio, 𝜀∗ vs. v21 for all possible h/l and 𝜃 were plotted in Fig.1c. It can 
be seen that for the re-entrant honeycombs, to obtain strong auxetic effects, the overall strain needs to be within ~5%. When 
the strain is larger than this value, the auxetic effects will become dramatically weaker or disappear. This indicates a serious 
drawback of auxetic structures designed based on the mechanism of re-entrant angle.  

MICRO INSTABILITY AND MACRO INSTABILITY 
   To further explore the instability of these structures, mechanical experiments 
were performed on 3D printed specimens. Fig.2 shows the experimental results of a 
3D-printed re-entrant honeycomb specimen. Uni-axial compression were performed 
on both x and y directions. In both experiments, the structure lost stability before 
contact between ribs. Two different instability modes were observed (1) micro-
instability when compressed along y direction, and (2) macro-instability when 
compressed along x direction. Finite element simulations further confirmed the two 
instability modes. The instability modes is determined by h/l and 𝜃, and the 
number of cells in the model. 

 
Fig. 2 Two instability modes from 

the mechanical experiments 

AUXETIC EFFECTS OF A CHIRAL STRUCTURE   
   To further compare the auxetic effects under large deformation of the two basic mechanisms, FE simulations were 
performed for the cell for isotropic re-entrant honeycomb (h/l=2, 𝜃=-30o), a basic chiral cell, and a chiral cell with 
reinforced core under vertical uni-axial compression, as shown in Fig.3 (right). 2D plane stress elements and periodic 
boundary conditions were used in all three cells. The representative volume elements (RVE) of the three cells have the same 
area, and the thickness of ribs in each cell is the same. 
   The curves of Poisson’s ratio vs. overall compressive strain are 
shown in Fig.3 (left). It can be seen that for the cell of re-entrant 
honeycomb, the Poisson’s ratio starts from ~-1, and when the 
overall strain reaches ~2%, the Poisson’s ratio dramatically 
increases to ~0, indicating losing of auxetic effects. However, for 
the chiral cell, the Poisson’s ratio starts from ~-0.4, and this value 
is preserved/slightly increases towards very large strain (>40%). If 
the reinforced core is added, the Poisson’s ratio will be 
significantly reduced to ~-1, and this value will increases to~-0.55 
for strain ~40%. The auxetic effcts are also well preserved for 
large overall strain. 

Fig.3 FE results of the three auxetic cells(The legend 
is for the in-plane principle strain. The overall strains 

are 12%, 48% and 40%, respectively.). 
CONCLUSIONS 

   For the re-entrant honeycombs, the limiting strain for auxetic effects were derived and further explored by FE simulations 
and mechanical experiments on 3D printed specimens. It shows that the limiting strain to lose auxetic effects is due to either 
contact or instability (either micro or macro instability). Based on the results, re-entrant honeycombs can only preserve strong 
auxetic effects under very small overall strain (<~5%). However, the chiral structures can preserve auxetic effects for very 
large strain. For the chiral structures, to obtain stronger auxetic effects, a reinforced core can be added to the center of the 
basic chiral cell. FE simulations showed that by adding a reinforced core to the basic chiral cell, the Poisson’s ratio of chiral 
structure decreases significantly; and this strong auxetic effect can also be preserved for a very large strain.  
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Summary Stochastic models are valuable tools to study the mechanical behaviour of low-density foams. Owing to a similar cellular
morphology, Laguerre tessellations have turned out to be the natural model for such foams. Laguerre tessellations are additively weighted
generalisations of Voronoi tessellations, where polyhedral cells are formed through interaction of spheres. However, the cell curvature of
foams allows only an approximation by Laguerre tessellations. This work studies the error in elasticity induced by the approximation based
on simulated random foams. For low polydispersities, Young’s modulus is overpredicted with an almost constant error of at most 5 % by the
Laguerre approximations. With increasing polydispersity the prediction error increases following a cubic function.

INTRODUCTION

Low-density foams can be perceived as a subdivision of space into random (slightly curved) polyhedral cells whose edges
form an interconnected network. Its local structure obeys Plateau’s laws, that is, only three faces may intersect at a dihedral
angle of exactly 120°. In stochastic geometry a subdivision of space with this topology is known as normal tessellation. It can
be shown that any normal tessellation of the three-dimensional Euclidean space �3 is a Laguerre tessellation [1].

A Laguerre tessellation is an additively weighted generalisation of the well known Voronoi tessellation. The latter is
generated by a locally finite set ϕ = { x1 , x2 , . . . } ⊂ �3 by assigning to each point x ∈ ϕ the polyhedron C(x , ϕ) composed
of those points in space that have x as nearest neighbour in ϕ. To generalise this notion, we attach to the points of ϕ positive
weights. Each pair [x , r] ∈ ϕ can then be interpreted as a sphere with centre x and radius r, whose corresponding Laguerre
polyhedron is defined by

C
(
[x , r], ϕ

)
=

{
y ∈ �3 : | |y − x | |2 − r2 ≤ ||y − x′ | |2 − r′2 with [x′ , r′] ∈ ϕ

}
. (1)

If all radii are equal, we obtain the Voronoi polyhedron as special case.
Random Laguerre tessellations appear to be the natural model for low-density foams as both share the same topology and

a similar random cellular morphology. However, the cell curvature of foams allows only an approximate representation by
Laguerre tessellations. To answer the question how good such an approximation can be, we follow the approach in [2]. Its main
idea is to find a set of spheres ϕ whose Laguerre tessellation best fits the cell system (and thus the edge system) of the foam by
minimising the discrepancy between the individual cells of the foam and the Laguerre tessellation. We call such a tessellation
Laguerre approximation.

The results in [2] show that the cellular morphology as well as the local topology are reproduced quite well by Laguerre
approximations. In this work, we focus on the error in elasticity induced by the approximation based on simulated random
foams. The foams were produced with the Surface Evolver [3] by minimising the surface area of Laguerre polyhedra generated
from dense polydisperse sphere packings. We then computed the Laguerre approximations of the foams, calculated Young’s
moduli of the resulting tessellations by finite element analysis, and compared them to the moduli of the foams. The result of
this comparison is shown in Figure 1.

ELASTICITY OF APPROXIMATED OPEN CELL FOAMS

For our study we used 8 foams with 1728 and 51 foams with 2197 cells. Their polydispersities ranged from 0 to 0.6,
whereas values up to 0.3 are commonly found in real foams. The polydispersity p is defined as the quotient of the standard
deviation σr and the mean r̄ of the equivalent sphere radius r , i. e. p = σr/r̄ , where r is determined from the volume V = 4⁄3 πr3

for each cell of the foam. Note that p equals zero only for monodisperse foams.
The foams were approximated using the method presented in [2]. This method provides an exact reconstruction of a

tessellation if it is known to be a Laguerre tessellation. However, as foams cells (especially in foams with high polydispersity)
have curved surfaces, an exact representation by Laguerre polyhedra is impossible. To measure the goodness-of-fit of the
approximation, we compare the individual foam cells with their approximations and count the number of extra or missing cell
neighbours. We denote this quantity as Fdiff.

The lower part of Figure 1 shows the mean goodness-of-fit of the Laguerre approximations, grouped into eight classes with
respect to polydispersity. Between a polydispersity of 0 and 0.45 the approximation error stays below 5 % with a minimum
of about 1 % around p ≈ 0.2. For polydispersities above 0.45 the error increases to about 14 % at p ≈ 0.6. This result is
not surprising as Plateau’s laws have great influence on the morphology of foams, whose cells necessarily need curvature to
maintain their local topology.

*Corresponding author. Email: liebscher@mathematik.uni-kl.de
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Figure 1: Increase in Young’s modulus Ediff when approximating foams by Laguerre tessellations with respect to polydispersity p.
Fdiff is the mean error in local topology between a foam and its approximation, that is, the number of extra or missing cell neighbours.

To study the influence of the approximation error on elasticity, we determined the difference Ediff of Young’s modulus for
each foam and its corresponding Laguerre approximation. In both cases, Young’s modulus was computed by connecting the
vertices with straight beam elements of uniform Plateau-border cross section. The Young’s moduli of the foams were always
softer than then the ones of the Laguerre approximations. This effect is caused by the definition of faces in Laguerre polyhedra,
where vertices must lay in a common plane. Owing to cell curvature this restriction does not hold for foams.

Ediff is depicted in the upper part of Figure 1. Up to a polydispersity of about 0.25, the error induced in Young’s moduli by
the Laguerre approximations is relatively insensitive with respect to polydispersity. Within this range it is almost constant and
smaller than 5 %. The error then rapidly increases to about 17 % with increasing polydispersity. This relation is well described
by a cubic function of the polydispersity p, more precisely

f (p) = 60.69p3 + 4.25 . (2)

The coefficients of Equation (2) were determined by regression analysis using weighted least squares.

CONCLUSIONS

It was shown in [2] that the cellular morphology of foams is reproduced quite well by Laguerre approximations. For
polydispersities below 0.45, the lower part of Figure 1 illustrates that even the local topology of the approximations is in
astonishing agreement with the simulated foams. Within this range we observed at most 5 % incorrectly assigned cell neighbours
in the complete structure. Hence, we may conclude that from a geometric point of view Laguerre tessellations are good
approximations for low- to mid-polydisperse low-density foams.

In the presented study we additionally considered the mechanical response of open cell foams. For low-polydisperse foams
with 0 ≤ p < 0.25, we found the elastic behaviour of the Laguerre approximations in very good agreement with the one of the
simulated foams. The Young’s moduli of the approximations were at most 5 % stiffer than the ones of the simulated foams.
For mid-polydisperse foams with 0.25 ≤ p < 0.5, the error in Young’s modulus increases to 12 % following a cubic function,
despite the good geometric approximation. This result is not surprising as with increasing polydispersity the influence of cell
curvature on the elastic behaviour becomes predominant.

In practice, however, foams barely exceed a polydispersity of 0.3. Laguerre tessellations are then able provide realistic
models for low-density (open cell) foams. Even for higher densities Laguerre tessellations provide reasonable models for the
mechanical behaviour of foams [4]. Moreover, the approach presented in this work can be applied to establish bounds for
certain mechanical properties of foams as the isotropic Plateau polyhedra theory does for geometric ones [5]. An according
study is subject of ongoing research.
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Summary When put in contact with a liquid, dry foams may wick owing to surface-tension-driven flows until reaching equilibrium. This
work is devoted to the dynamics of this imbibition process. We consider imbibition of non-wetting liquid, by putting the dry foam into
contact with organic oils. Indeed, with the appropriate choice of surfactants, oil spontaneously invades the liquid network of the foam
without damaging it. We consider two geometries for the oil: a large oil slick and a filled oil pore. Our experiments show original dynamics
for the imbibition which are discussed using the framework of foam drainage.

INTRODUCTION

Dry liquid foams are biphasic systems constituted of a dense assembly of bubbles. These bubbles are separated by liquid
foaming solution, distributed between the thin films, the slender liquid-filled channels, called Plateau borders, and the nodes
[1, 2]. The flow of foaming solution throughout the different elements of foam, commonly referred to as foam drainage,
has been investigated in various geometries. For example, when a dry liquid foam is put into contact at its bottom with its
constitutive foaming solution, the liquid spontaneously rises within the liquid network following a t1/2 law as experimentally
observed in microgravity conditions [3, 4, 5]. On Earth (as opposed to microgravity conditions), theoretical predictions
concerning semi-infinite foams with an initial liquid fraction equal to zero report that the capillary rise continues indefinitely
despite gravity, following a t1/3 law [6] that recalls capillary rise observed in corners [7, 8]. Dry aqueous foams can therefore
be seen as soft liquid porous media in which imbibition processes can occur. This spongelike feature is of obvious practical
importance in cleaning industries or Enhance Oil Recovery providing that the remarkable imbibition ability of foam holds for
the liquid of interest.

EXPERIMENTS

We therefore consider the interaction of an aqueous foam with an immiscible oil. We first highlight the conditions under
which the oil is not a defoaming agent. It appears that using oil and surfactant that ensures negative value of the Entry (E)
and Spreading (S) coefficient, is a sufficient condition [9]. Those coefficient, derived from thermodynamics considerations
are given by: E = γwa + γwo − γoa and S = γwa − γwo − γoa, where γwa,γwo and γoa are the interfacial tension of the
water/air, water/oil and oil/air interfaces.

Then, we experimentally consider the foam ability to pump oil when trapped in different geometries corresponding to
common configurations in geological media such as a reservoir and a soil pore as depicted in figure 1. We generate the foam
into a rectangular column with a removable upper part. Thus, we can extract at the top of the column a foam sample for which

Figure 1: Geometries considered in this work. The dry foam is connected to a horizontal oil slick (left) or to a single pore
(right)
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Figure 2: Imbibition of a fluorescent oil drop sitting on a flat surface by a dark aqueous foam placed above (see Figure 1 left).
The oil drop is initially 2cm large and the time interval between the images is 5 s.

the liquid fraction can be measured. The foam sample is put into contact with the oil in situations depicted in Figure 1. Given
that the contrast of optical indexes between the foam and the liquid is small or null, we add a small quantity of fluorescent
dyes to the liquid. Those fluorescent markers, which are trapped in the liquid, provide a means of visualizing the swollen part
of the foam. With this set-up and under illumination with excitation at 488 nm, the oil is luminous while the aqueous foam -
only constituted of air and foaming solution - is not visible. Then, we use the fluorescence intensity to extract the dynamics
of the imbibition front as can be seen in Figure 2.

DISCUSSION

We describe our experimental results using the non-linear foam drainage equation: Dynamics is driven by the capillary
pressure and resisted by the viscous and gravity forces in the liquid microchannels. Assuming a constant pressure in the
imbibing liquid reservoir, we show that the imbibition front advances and flattens out in time due to gravity, the effect of
which is quantified by introducing the Bond number B, which compares the gravitational and capillary pressures using the
mean bubble radius as a characteristic length. Theory, numerics and experiments are in good agreement [10, 11].

From our results, we also identify different criteria to predict which imbibing oil-foam couple makes imbibition possible.
First, the capillary depression in the foam must overcome the oil depression to set the oil into motion. This condition is
fulfilled in the limit of dry foam and small bubbles. Then, the entry and spreading coefficient must be negative and the ratio
between the oil-water must be smaller than a critical value.

Last, we discuss the long term evolution of these oil-laden foams under classical ageing processes such as coalescence and
topological rearrangements [12].
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Summary We use a non-destructive imaging technique to examine the mechanisms of damage initiation and failure evolution of 
aluminium alloy lattices with either rhombicuboctahedron or regular octet topology under quasi static compression. Results 
show that each lattice exhibits its own failure mechanism. For the rhombicuboctahedron topology, failure initiates on the top 
layer of the lattice sample before propagating into the neighbouring layers, thereby resulting in a layer-by-layer crushing 
mechanism. For the regular octet lattice, damage initiates at the interior surfaces , thus generating an apparent dislocation plane 
that splits the sample into two portions along a 45 degree plane. From tomography image reconstruction, geometrical 
imperfections, originated during the manufacturing process, were extracted, morphologically identified and statistically 
quantified. The probability values of each set of deviations were subsequently used to build realistic full-size finite element
models that help elucidate the failure mechanisms and damage evolution observed during the experiments.  

INTRODUCTION 
   Recent development in metal additive manufacturing (AM) enables the fabrication of lightweight metallic lattices with 
any cell shape and at multiple length scale. Lattices built with AM processes are not defect-free; geometrical imperfections 
generally emerge during the process, and inevitably lead to a change in the expected mechanical performance [1-2]. As a 
subset of periodic cellular materials, metallic lattices are structurally more efficient than stochastic metal foams due to their 
regular arrangement of cells [3]. Their cell topology is one of the main factors controlling their mechanical response, 
including stiffness, strength and failure mode. A number of experimental studies have been performed to study the 
mechanical properties of metallic lattices. While several failure modes were observed experimentally [4-5], the explanation 
of some failure mechanisms of metallic lattices built with AM are still unclear. In particular the role manufacturing 
deviations in the mechanisms of damage initiation and failure evolution of metallic lattice is still not well understood. This 
works proposes a combined approach of in-situ experiment and numerical simulations to address this issue.  

EXPERIMENTAL INVESTIGATION 
Two sets of prismatic lattice samples (size: 20*20*30 mm3) with either rhombicuboctahedron or regular octet cells 

were manufactured via selective laser melting (SLM) of aluminium alloy powder AlSi10Mg. Each set contains five samples 
with identical design. Scanning electron microscopy and micro-computer tomography of each specimen were used to 
characterize their structural geometry. The former revealed the presence of surface beads resulting from partially melted 
metal particles. The latter pointed out a clear geometric deviation between the as-designed geometries of the lattices and 
their as-manufactured counterparts. In-situ mechanical testing through a miniature loading stage placed within a 
tomography apparatus was carried out on both set of samples under quasi static compression. After each loading step, the 
damage evolution was monitored in each slice of the samples through non-destructive imaging techniques.  

Results from tomography and mechanical testing show that each lattice exhibits its own mechanism of failure. For the 
rhombicuboctahedron topology, failure initiates on the top layer of the lattice sample before propagating into the 
neighbouring layers, thereby resulting in a layer-by-layer crushing mechanism. For the regular octet lattice, on the other 
hand, damage initiates at the interior surfaces of the sample, thus generating an apparent dislocation plane. At a later stage 
of the deformation, the propagation of dislocation plane causes a shear fracture that splits the sample into two portions along
a 45 degree plane.  

The results from in-situ compression tomography were interpreted by considering metallic lattices as solid crystalloid 
materials, which have a periodic arrangement of atoms that resemble the periodic tessellation of cells in a lattice. The 
effective stiffness matrix of both the rhombicuboctahedron and the regular octet lattices was obtained via asymptotic 
homogenization theory. The symmetry of the stiffness matrix, controlled mainly by the cell topology, as well as the 
presence of slip planes were considered to interpret the directional deformation response of the two sets of lattices. For the 
rhombicuboctahedron, the response is orthogonal isotropic, whereas for the regular octet is quasi-isotropic. In addition, the 
regular octet lattice has a typical FCC unit cell with four active slip planes. Under compression, the shear stress on the slip
surface causes dislocation which finally leads to a shear fracture. The rhombicuboctahedron lattice, on the other hand, has 
no active slip system and fails by crushing. 
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NUMERICAL ANAYSIS  

Geometrical imperfections, originated during the manufacturing process are classified into two categories: i) non-
straightness of the struts, and ii) dimensional deviation of the strut cross section. Probability functions of both classes of 
imperfections are extracted from the tomography images, and are used to reconstruct numerical models which capture the 
statistics distribution of defects. Each reconstructed geometry is analysed via non-linear FEA model of beam elements. Each 
node in the FEA model is offset from its original position by the value generated by the probability function of non-
straightness. The radius of the cross section of each element is assigned from the probability function of the radius. The 
stress-strain curve predicted by the simulations show good agreement with that of experiment in both the linear elastic 
region and the nonlinear plateau region. The simulations reveal other important observations on the damage initiation. 
Initial plastic hinges form at the end of the struts subjected to bending, cause joint rotation with a consequent drop in 
stiffness, that subsequently leads to strut local instability. This process induces a crush failure mode of the 
rhombicuboctahedron lattice and a shear failure mode of the regular octet lattice.   
    

                                   (a)                                       (b) 
Figure 1. Failure mechanism of metallic lattices under compression: (a) Damage evolution in the first slice obtained by CT 

tomography; (b) Failure modes after testing 

CONCLUSIONS 

   Metallic lattices with either rhombicuboctahedron or regular octet topology fabricated by SLM have been compressed 
under in-situ tomography and their mechanical properties and failure mechanism interpreted with a set of numeric 
simulations and statistical analysis. The results have revealed that the damage initiates on the top layer of the 
rhombicuboctahedron lattice and propagates into the neighbouring layers, thereby resulting in a layer-by-layer crushing 
mechanism. For the regular octet lattice, the damage initiates at the interior surfaces of the sample and generates an apparent
dislocation plane. From the tomography image reconstruction, geometrical imperfections were extracted and then introduced 
into a full-size finite element analysis. Both the failure modes and the stress-strain curves predicted by the nonlinear 
analysis show good agreement with those obtained from experiments. 
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Summary Brittle fracture of hierarchical self-similar honeycombs caused by propagation of a semi-infinite crack is considered.  The stress 

state is obtained by the novel multiscale analysis method allowing to address only one repetitive cell. The critical stress criterion for the fracture 

toughness analysis is adopted. A parametric study is carried out and optimal crack arresting parameters for hierarchical layout are determined. 

 
FRACTURE TOUGHNESS EVALUATION 

 

   The tunable overall mechanical properties of hierarchical honeycombs received recently a considerable attention in the 

literature (e.g., [1]), but their fracture behaviour yet was not investigated and this issue is the subject of the present paper. Two-

dimensional isotropic self-similar hierarchical honeycombs with hexagonal based layout are considered. The periodic patterns 

corresponding to the different hierarchy orders are depicted in Fig.1. Brittle fracture caused by a macrorack which is formed by 

broken ligaments is examined, honeycombs are modelled as beam lattices and it is assumed that the crack propagates when the 

maximal tensile stress in a beam reaches the rupture stress of the parent material fs . Thus, the fracture toughness in terms of 

fs  can be determined by the analysis of the self-similar crack tip field. This field corresponding to a semi-infinite crack 

can be obtained by considering of a sufficiently large portion of honeycomb with an embedded crack, however, for 

hierarchical microstructure this problem may be rather computationally expensive due to a large number of degrees of 

freedom. In order to overcome this difficulty a novel multiscale analysis method based on the discrete Fourier transform is 

employed.  

    A rectangular domain 1 2H H  surrounding the crack tip which includes a large number N of rectangular repetitive 

1 2h h  cells  is considered, 1 24N M M  where / (2 ), 1,2i i iM H h i  . The cells are identified by the vector 

index 1 2{ , }k kk , 1, 1,.., 1i i ik M M M     . The stress state in each cell is completely defined by the vector of 

its nodal displacements
1 2{ , ,.., } ,nk k

u u u u  each node possesses one rotational and two translational degrees of 

freedom. 

 

 
Fig.1. Representative cells for the self-similar hierarchical honeycombs of 0th, 1st and 2nd orders. 

 

   The governing equations for the considered problem include the equilibrium equations for each cell, the continuity 

conditions at the neighbouring cell interfaces and zero traction conditions at the crack faces. The external loading is defined 

by the conditions at the rectangular domain boundaries which are determined from the K-field solution for homogeneous 

elastic material possessing effective elastic properties of the honeycomb. Similar to [2], these conditions are formulated in 

the form of jumps in both displacements and traction components between the opposite sides of the rectangle. The above 

formulation allowed to reduce the problem for the periodic domain consisting of many cells to the problem for a single 

representative cell by application of the discrete Fourier transform. The unknowns in this problem are the complex valued  

Fourier transforms of the cell displacements 1 2* *( , ), / , , 1,.., 1;r r r r r r rq M q M M M         u u  

1, 2.r   After solving of the representative cell problem 1 24M M  times for each combination of the parameters 1 2,q q  

the inverse transform is applied and nodal displacements in all cells of the considered domain are determined. The analysis 
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of the stress state in the beam elements in the crack tip vicinity shows where the maximal tensile stress tip is developed 

which allows to determine the fracture toughness 

fs
IC

tip

K K



  

where K is an amplitude of the K-field used for the formulation of boundary condition at the remote boundaries. 

 

THE HIERARCHY EFFECT 

 

   The influence of the hierarchy on the fracture behaviour is illustrated by a comparison of the Mode I fracture toughness 

values (0)ICK and ( ),ICK   for 0th and 1st order layouts, respectively. The dependence of their ratio upon the hierarchy 

parameter 1 0/L L   is presented in Fig.2. The case of fixed relative density   0.115 and constant elements thickness 

for each hierarchical order is considered, consequently, 1 0t t , i.e., for the 1st order hierarchy layout the thickness is lower  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2. Fracture toughness for the 1st order hierarchical honeycombs for layouts with fixed density and different length      

ratios of the elements. The inset shows the near-tip region of deformed honeycomb for a specific length ratio. 

 

than for the 0th order case. It appeared, however, that for the optimal length ratio   0.35 the value of the fracture 

toughness not only does not decrease but somewhat increases. Note, that the same optimal ratio was reported in the study of 

elastic modulus of hierarchical honeycombs[1]. The existence of the above optimal value can be explained by the influence 

of the hierarchy on the bending dominated behaviour of the considered honeycombs. The parametric study for the 2nd order 

hierarchy has shown that further increase of the toughness up to 9% with respect to the 0 order case is possible for the 

specific combination of length parameters 0 1,L L and 2L . 

 

CONCLUSIONS 

 

  The fracture toughness of hexagonal honeycomb of fixed relative density decreases with decreasing cell size being 

inversely proportional to the square root of the length scale 01/ICK L . However, if instead of simple scaling with 

decreased cells size one employs more sophisticated hierarchical layouts, it is possible not only to avoid toughness decrease 

but even to increase it for optimal values of geometric parameters. These values are found to be close to that which 

maximise the effective elastic modulus of hierarchical honeycombs.   
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Summary: Lattice sandwich structure is a burgeoning multifunctional material since it is lightweight, designable, etc. It also has 
the potentialities in sound insulation, which is vital for the safety and stability of service, for its high porosity. In the paper, sound 
transmission characteristics of pyramidal truss core sandwich panel are investigated. The structure consists of two face-sheets 
and a core composed of trusses and sound absorbing material filling in the space. The structure is surrounded by acoustic fluid 
and an incident wave is imposed on the panel. Fluid–structure coupling is considered. The accurate periodic model with 
pyramidal truss cores repeating in two dimensions is established and analysed. Using the numerical calculation, the sound 
transmission characteristics of structure is studied. Finally, the effects of parameters of structure and incident wave are discussed 
for thorough understanding and system design. 
 

INTRODUCTION 

 

Sandwich structure commonly consisting of two thin but stiff skin layers separated by the lightweight core material has broad 
application prospects in the fields of aviation, shipping and transportation as a novel kind of multifunctional lightweight structure. 
It has superior properties of low density, high strength, high modulus and potential application in heat transfer, impact resistance, 
energy absorbing, etc. Vibration and acoustic properties are also very important for the service stability and safety which attract 
wide attention. Folds[1] studied the transmission and reflection of waves in layered media by elasticity theory. Since then, many 
authors researched the problem of lattice structure by obtaining the equivalent model using homogenization theory. However, 
when the wavelength is the on same order as the intervals in the core, it is suitable to regard the structure as a spatially periodic 
structure with the connection of trusses rather than a multilayer orthotropic plate. Mead [2] expanded the structural response of 
the periodic structure into a series of space harmonics to investigate structural responses of periodically stiffened beams. Lee [3] 
studied the wave propagation of periodically rib-stiffened plates based on the former work. Further, Wang[4]and Xin[5] 
investigated the periodic partitioning and rib-stiffened sandwich structure respectively. The studies above are outstanding but 
focused on the equivalent model or simplified one with one-dimensionally repeating cell and an accurate model to characterize 
the sound transmission is desirable. To address the aforementioned deficiencies, we establish the complete model and aim to fill 
the gap of sound transmission of two-dimensionally periodic lattice with pyramidal truss cores. All possible motions of face-
sheet and trusses are taken into account. The sound transmission loss is numerically calculated to demonstrate the properties of 
the structure. Moreover, investigations are conducted to research the influence of parameters of the wave, material, geometry and 
layout of truss on sound insulation, which are helpful for the practical design of the structure with acoustic requirements. 
 

MODEL AND THE SYSTEM EQUATION 

 
In the paper, the infinite two-dimensional sandwich structure with pyramidal truss cores is investigated, as shown in Figure 1. 

x- and y-directions are alone the panel and z-direction is perpendicular to it. The structure is surrounded by acoustic fluid.  
 

  
Figure 1. Lattice structure with pyramidal truss cores (absorbing material in core is not shown) 

 
The displacements w(x,y) of the face panel at corresponding points in different periodic elements should have the relationship 

of transfer constant   . The wavenumber and length of cell L should satisfy     . Then, the motion of panel is expressed as  
   2 2, , 1,2.x yj n L x n L y wtn m

i i
n m

w W e i   
 

     
 

 

    

The space is split into three parts: incident field (incident and reflect waves), field in the core, and radiated field. Waves in each 
room can be expressed by velocity potential function Φi as the same pattern of w(x,y). Fluid-structure coupling is considered by 
imposing velocity continuity condition at fluid–panel interfaces. Combining with the wave equation in the acoustic fluid and 
absorbing material, the relationships between amplitudes of the motion and parameters in wave potential function are established. 
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   The forces and moments exerted by the trusses and wave pressures are applied on the panel. The truss is regard as Euler-
Bernoulli beam and the stiffness of force Kz and moments Krx, Kry caused by compression and bend are obtained easily. Then the 
governing equations for panels vibration are given by  
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The principle of virtual work and the modal orthogonality are used in one cell to gain the motion wi and the modal amplitudes of 
waves. Then the sound transmission loss (STL) could be work out by numerical calculation. 
 

RESULTS 

 
   The convergence was check out and the result was truncated in limited terms. Also, the theoretical results were compared 
with those of FEM simulation. The STL curves show the trend, properties of sound insulation and different kinds of resonance. 
The incident wave and the effects of parameters are discussed for thorough understanding and system design, such as the 
material, size and layout. The curves arise with the enlargement of the oblique angle θ (confirmed φ=45˚), as shown in Figure 2. 
Vertical incident meets the best sound isolation in brief. While the azimuth angle φ exerts little influence on the result. Curves 
coincide in the front half and seem like small oblique translation in some degree in latter half. On the other hand, the increase of 
modulus of elasticity of truss causes the promotion of the previous resonance frequencies but less effect in high frequency range. 
But enhancing modulus of elasticity of panel could increase the transmission loss as a whole. The area and shape of cross-section 
of truss have little impact overall and altering the support angle influences the result which has the similar trend in affecting 
equivalent density. The parameters of panels and layout of truss are the most important to watch in system design. 
 

 
Figure 2. STL curves with respect to varies elevation angle θ of incident wave at confirmed azimuth angle φ=45˚. 

 
CONCLUSION 

 
   The accurate two dimensionally periodic model of composite lattice structure with pyramidal truss cores and fillers was 
established and validated. The dynamic equations were derived using the space harmonic approach and the virtual energy 
principle. The sound transmission was studied with the surrounding acoustic fluids and wave pressures. The results were 
received by numerical computation. The characteristics and properties about sound insulation were analysed. The lattice 
structure is designable and potential in sound insulation. Some parameters were studied for further comprehension which is 
useful for system design. 
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Summary In this paper, we present two versions of a bi-material Octet lattice, and show that its coefficient of thermal expansion (CTE) can be 
regulated in designated spatial directions without compromising its structural efficiency. Proof-of-concept lattices are fabricated by laser cutting 
and assembled by a pretension snap-fit method. Via experiments, simulations and theory, we prove that their CTE can be tailored to low-to-zero 
or even negative. In particular, digital image correlation is used to measure the CTEs of the two versions of the Octet lattice, whereas 
asymptotic homogenization theory and finite element simulations are used to calculate their thermomechanical properties. The results are 
plotted into thermomechanical charts that illustrate the merit of the Octet lattices over other concepts existing in literature. 
 

INTRODUCTION 
 
   Systems in space are vulnerable to large temperature changes when travelling into and out of the Earth's shadow. 
Variations in temperature can cause geometric distortions that are particularly undesirable in structures that must retain their 
dimensions within acceptable prescribed tolerances, such as in antenna sub-reflectors and optical telescopes. To satisfy 
thermal-control requirements, materials with a low CTE are generally sought for structures operating over a wide 
temperature range. Besides low CTE, these materials should also provide desirable stiffness, strength and extraordinarily 
low mass. One strategy among others, to search for promising material concepts, is to resort to architected materials. Recent 
works in advanced materials have shown that material architecture can be carefully tailored in periodic lattices to obtain a 
low-to-zero, or even negative, CTE. While the majority of the concepts existing in literature are planar, those that are in 
three dimensions have generally low structural efficiency because obtained from cell topologies that are bend dominated. In 
this paper we present two 3D versions of the Octet truss, a stretch dominated lattice with high structural efficiency, and 
show strategies to achieve low CTE stability over a wide range of temperature. 
 

DESIGN METHODOLOGY 
 
   Fig 1a shows a bi-material tetrahedron with its mechanism of thermal deformation, well-known in literature to attain 
low CTE. It is based on a stationary node scheme, where the location of the peak node (top) is kept stationary during the 
thermal expansion. [1] In this work, we introduce an alternative mechanism (Fig 1b), which extends the stationary node 
concept to stationary lines. The scheme that uses stationary lines indicates that the overall positional relation, including 
angle and distance, between the two red horizontal beams (thin red line in Fig 1b) remain constant during the thermal 
expansion. In Fig 1b-I, the material with higher CTE,	훼 , is highlighted in red, whereas the material with lower-but-positive 
CTE, 훼 , in blue. Fig 1b-II shows that one of the two visually uncoupled deformation modes is the height increase,	∆퐻 , 
caused by the thermal expansion of the blue elements. The other depicted in Fig 1b-III is a height decrease that originates 
from the turning of the blue elements at the nodes, a mechanism induced by the greater expansion of the horizontal red bars. 
As a result, the top red beam is drawn down with a consequent decrease	∆퐻  of the tetrahedron height. By combining these 
two modes of deformation (Fig 1b-IV), the height increase of the tetrahedron triggered by the blue element expansion is 
offset by the lowering of its top beam due to the thermal expansion of the red one. By a careful choice of 훼  and 훼 , or 
the skew angle,	휃, we can tailor the overall tetrahedron CTE in the vertical direction to any desired value. 
 

 

 

Figure 1: Thermal mechanisms for tetrahedrons with (a) a stationary node and (b) stationary lines. 
   In this paper, both the strategies in Fig 1, i.e. stationary point (Fig 1a) and stationary lines (Fig 1b), are used to assemble 
an Octet cell with tailored CTE and high structural efficiency. The former scheme is used to generate the Octet cell in Fig 
2a-I, where the assembly of eight tetrahedrons, each with a stationary node, can yield an equivalent low CTE in all 
directions. Upon heating, the octahedron in the center with high CTE (red) expands outward, and each of its face, being a 
base of one of the eight tetrahedrons, can drag the peak points of each tetrahedron. Since the eight (blue) vertices, at the 
upper and low faces of the octet-truss, are stationary nodes, the overall CTE of this version of the octet-truss is isotropic and 
can be low upon a careful choice of the material properties of the constituents (blue and red). On the other hand, the 
stationary lines scheme applied to eight tetrahedrons is used to assemble the Octet cell in Fig 2a-II. Upon heating, the high 
thermal expansion of the horizontal beams (red) causes an inclination change of the skewed beams (blue), a mechanism that 
preserves stationary the relative position of the planes where the red struts lie. With a proper material choice, a potentially 
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Summary Dynamic behavior of density-graded cellular structures under mass impact is investigated with cell-based finite element models and 
continuum-based shock wave models. A varying cell-size distribution method is introduced to construct 2D and 3D graded cellular structures. 
Deformation feature and stress history of 2D graded cellular structures under mass impact are obtained from the cell-based finite element 
models and they are compared well with the predictions of the shock model. The design of the relative density distribution of graded cellular 
structures is preformed with the shock model considering the deceleration of the striker as a constant and verified by a 3D graded cellular model. 
It is illustrated that the shock model could be used to guide the crashworthiness design of graded cellular structures. 
 

INTRODUCTION 
 
   Deformation localization and strength enhancement are typical features of cellular metals under dynamic impact and 
they could be explained by the shock model [1]. Introducing a density gradient to cellular metals may further improve their 
dynamic mechanical properties [2-5]. Most researches in the literature [2-5] were focus on the dynamic responses of graded 
cellular metals but few on the crashworthiness design. The present study aims to improve the dynamic crushing models and 
to present some ideas about the crashworthiness design of graded cellular structures. 
 

CELL-BASED FINITE ELEMENT MODELS 
 
   We have developed a varying cell-size distribution method based on Voronoi technique to construct 2D graded cellular 
models [3,4]. Recently, we have extended this method to construct 3D graded cellular models. The main contribution is 
about presenting a new principle of random seeding nuclei, i.e. the distance between any two nuclei i and j is required to be 

 
(1 ) 2 for 2D
(1 ) 2.90 for 3D

ij

ij
ij

k h

k h






    

/ ，

/ ，
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where k is the cell irregularity, h the cell-wall thickness and ρij the local relative density at the middle point between the two 
nuclei i and j. Two samples are presented in Figs. 1a and 2a. Mass impact of graded cellular structures with an increase 
relative density along the loading direction, ρ(X), is considered, see Fig. 1a and Fig. 2b. The impact tests are performed by 
using finite element (FE) method with ABAQUS/ Explicit code [4]. Specimens are hold behind a stationary platen and 
impacted by a rigid striker with mass M and initial velocity V0. The cell-wall material is taken to be elastic-perfectly plastic 
with Young’s modulus E = 69 GPa, yield stress σys = 170 MPa, Possion’s ratio = 0.3 and mass density ρs = 2700 kg/m3. 
 

CONTINUUM-BASED SHOCK WAVE MODELS 
 
   For the impact scenario considered, there is one shock front propagates in the specimens, as schematically presented in 
Fig. 1b. For simplicity, the specimens are considered to be made of the rigid–perfectly plastic–locking (R-PP-L) idealization 
with the plateau stress σ0(ρ) and the locking strain εL(ρ), which are related to the local relative density. From the 
conservation relations of mass and momentum across the shock front, the shock wave speed and the stress behind the shock 
front could be given by Ld / d / ( ( ))t v      and 2

B 0 s L( ( )) ( ) / ( ( ))v           respectively, where Φ is the 
Lagrangian location of the shock front, v the velocity of the striker and t the time. The motion of the striker together with the 
deformed portion of the specimen is governed by B s 0

d / d / ( ( )d )v t m X X  


    , where m = MA0 with A0 being the 

cross-sectional area of the specimen. For a given relative density distribution ρ(X), these equations with initial conditions v 
= V0 and Φ = 0 at t = 0 could be solved numerically. Inversely, if given the deceleration history of the striker, the relative 
density distribution may be determined from these equations. For example, taking the deceleration of the striker as a 

constant a0, we have  2 L
0 s 0 00

s
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Solving the above equation could give the relative density distribution of graded cellular structure. 
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RESULTS AND DISCUSSION 
 
   The mass impact of a 2D graded cellular structure with a linear relative density distribution in the X-axis 

avg( ) [1 ( / 1/ 2)]X X L      is first considered, see Fig. 1a, where ρavg is the average relative density, L the length, W 
the width and γ the density-gradient parameter. In this case, we take ρavg = 0.1, γ = 1.0, k = 0.2, h = 0.26 mm, L = 383 mm, 
W = 100 mm, M = 5 g and V0 = 120 m/s. Compared to uniform cellular structures under mass impact, the graded cellular 
structure has an more obvious feature of deformation localization. Good agreements between the numerical results and the 
theoretical predictions of the stresses are illustrated in Fig. 1c. In the R-PP-L shock model, 2

0 ys 0.417  /  and 

L 0.725(1 )   [4] are used. It is found that the nominal stress at the proximal end drops quickly and the nominal stress at 
the distal end increases gradually until the striker reaches zero velocity. 

             
Fig. 1. Mass impact of 2D graded cellular structures: (a) a cell-based FE model, (b) a shock model and (c) the nominal stress history curves. 

   Consider the striker with M = 100 g, A0 = 31×31 mm2 and V0 = 70 m/s having a constant deceleration a0 = 76.5 mm/ms2. 
Then, the relative density distribution of graded cellular structure could be determined from Eq. (2) with material 
parameters 1.38

0 ys/ 0.833    and L 1 3.6    for closed-cell foam models. The length of the 3D graded cellular 
specimen is determined to be L = 50.3 mm. Applying the least square fitting method, we can have the relative density 
distribution 2

0 0( ) 0.102 0.0323 / 0.0150( / )X X L X L    , in which L0 = 62.4 mm determined from the R-PP-L shock 
model when using a uniform cellular structure with relative density 0.1 [4]. The deceleration history curve of the striker 
obtained from the cell-based FE model is compared well with that of the R-PP-L shock model, see Fig. 2c. Thus, the shock 
model could be used to guide the crashworthiness design of graded cellular structures. 

 
Fig. 2. Mass impact of 3D graded cellular structures: (a) a 3D sample, (b) a cell-based FE model and (c) the deceleration history curves of the striker. 

 
CONCLUSIONS 

 
   A varying cell-size distribution method based on Voronoi technique is extended to construct 3D graded cellular 
structures. The R-PP-L shock model is extended to guide the crashworthiness design of graded cellular structures. 
Predictions obtained from the shock model are compared well with the results of the cell-based finite element models. 
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Summary: Several triply periodic minimal surfaces (TPMS) are used to form novel foams. Unit cells are generated and then their effective 
elastic moduli and thermal/electrical conductivities are studied using a finite element method under periodic boundary conditions. The 
uniaxial, bulk and shear moduli, elastic anisotropy and Poisson’s ratio of these TPMS-foams are investigated. The CLP-foam possesses 
highest anisotropy among the TPMS-foams under study. Furthermore, the Neovius-, IWP-, and Primitive-foams have highest bulk moduli 
whilst the Primitive-foam has highest shear modulus among all studied foams. The conductivities are found to vary linearly with relative 
density. The conductivities of the IWP-, Gyroid-, Primitive-, Neovius-, and S-foams are very close to each other. The conductivity of the 
CLP-foam needs to be quantified by two values while the other foams are found to be isotropic and can be quantified by one value. 
 

INTRODUCTION 

 

   TPMS considered in this study are Schoen IWP, Schwarz Primitive, Schoen Gyroid, Fischer-Koch S, Neovius, and 
Schwarz CLP surfaces as shown in Figure 1. These TPMS were used by the authors to create interpenetrating phase 
composites (IPCs) and study their mechanical and physical properties [1-4]. In this paper, TPMS are utilized to create cellular 
materials and then to study computationally their elastic properties, thermal/electrical conductivities and anisotropy as 
proposed in [5].   
 

 

Figure 1: Architectures of foams that are based on TPMS; (a) Primitive, (b) IWP, (c) Neovius, (d) Gyroid, (e) Fischer-Koch 

S, (f) CLP. The pictures on the left show the three-dimensionally repeated unit cells while the pictures on the right represent 

one unit cell of the structure. 

 
RESULTS AND DISCUSSIONS 

Mesh sensitivity study is performed for the different TPMS-foams in order to ensure objective results. Figure 2 portrays the 
elastic properties [(a) uniaxial modulus, (b) shear modulus, (c) bulk modulus]. Figure 3 represents the electrical/thermal 
conductivities of TPMS-foams. Figure 4 illustrates the universal anisotropy indices for the elasticity and conductivity tensors. 
Within the simulated range of relative densities, generally, the CLP-foam in the x3-direction has the highest uniaxial modulus 
and conductivity while the Primitive-foam has the highest shear modulus. On the other hand, the Primitive-, Neovius-, and 
IWP-foams have the highest bulk modulus. Furthermore, one can observe that CLP-foam has the highest elastic and 
conductivity anisotropies. Other TPMS-foams have the same anisotropy index for the conductivity with a value of zero which 
indicates that they are isotropic. For the elastic anisotropy index, there is an observable variation between the different foams. 
The lowest elastic anisotropy is noticed with Gyroid- and S-foams. 

(a) (b) 

(c) (d) 

(e) (f) 
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Figure 2: Elastic properties of TPMS-foams: (a) uniaxial modulus, (b) shear modulus, (c) bulk modulus. 

 

 
Figure 3: Thermal/electrical conductivity of TPMS-foams.  

   
Figure 4: Anisotropy of TPMS-foams. Universal anisotropy index for (a) elasticity (b) conductivity   

 

CONCLUSIONS 

 
   In this paper, six types of TPMS are used to create novel cellular materials in order to study their elastic properties, conductivity, 
and anisotropy based on a finite element method. It is shown that the elastic moduli and the conductivity of these cellular materials 
is dependent on their internal structure (architecture). Due to the high continuity and connectivity of TPMS, it is expected that the 
performance of TPMS-foams to be superior as compared to other stochastic and lattice based cellular materials. 
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Summary The concept of novel lightweight sandwich construction with honeycomb-corrugation hybrid core is evaluated. The hybrid core is 
manufactured by filling the interstices of aluminum corrugations (folded plates) with precision-cut trapezoidal aluminum honeycomb blocks, 
bonded together using epoxy glue. The out-of-plane quasi-static compressive performance of such hybrid-cored sandwich panels is 
experimentally and numerically investigated. Both the compressive strength and energy absorption capacity of the sandwich are dramatically 
enhanced, compared to those of a conventional sandwich with empty corrugation or single honeycomb core having similar mass. The 
enhancement is attributed to strong constraints caused by honeycomb-corrugation interaction on deformation and buckling as well as altered 
failure modes at large deformation.  

 
INTRODUCTION 

Hexagonal honeycombs fabricated from thin aluminum (Al) sheets by an in-plane expansion process are widely 
employed for sandwich constructions due to their high stiffness, strength, and energy absorption as well as great saving in 
weight. However, existing experimental studies about honeycombs are mostly restricted to relative densities less than 3%, 
as debonding of the honeycomb from the faceplates will occur at higher relative densities, which limits the load-bearing and 
energy absorbing capacity of traditional Al honeycombs [1-2]. 

Like honeycombs, corrugations (folded plates) also have fairly high specific stiffness and specific strength. Unlike 
honeycombs, however, the energy absorption capacity of the corrugations is typically low. Under quasi-static compression, 
for instance, a metallic corrugated sandwich core deforms by stretching of its core webs and collapses by Euler or plastic 
buckling, with sharp softening immediately after the peak load is reached. Consequently, because large forces are 
transferred while limited amount of energy is absorbed, metallic corrugations are less attractive for energy absorption [3]. 

To increase further the specific strength and specific absorbed energy (SAE) of honeycombs or corrugations, this study 
proposes to combine them to form a new sandwich core as shown in Fig. 1(a). A preliminary study of the out-of-plane 
compression behavior of honeycomb-corrugation hybrid sandwich is carried out, both experimentally and numerically. 
 

SPECIFICATION 
As shown in Fig. 1(a), the honeycomb-corrugation hybrid core is manufactured by filling the interstices of corrugations 

with precision-cut trapezoidal honeycomb blocks, with epoxy used for bonding. Folded plates made of Al-3003-H24 and 
honeycomb blocks made of Al-3003-H18 are employed. The geometric parameters used for sandwich construction are: 
honeycomb cell length lH=2mm, single wall thickness tH=0.05mm, corrugated plate length lC=17mm, corrugation angle 
α=63.5o, width of corrugation platform d=4mm, core height h=15.3mm, corrugated plate thickness tC=0.2mm, and faceplate 
thickness tf=1.1mm. 

 
RESULTS AND DISCUSSIONS 

Quasi-static out-of-plane compression tests are performed for sandwich specimens having the empty corrugated core, 
the honeycomb core, and the hybrid core. The measured compressive stress versus strain curves along with the captured 
deformation processes are presented in Fig. 1(b). The flow stress of the hybrid-cored sandwich is significantly higher than 
that obtained by summing the constituent contributions, i.e., curve ‘Sum’ in Fig. 1(b). The interaction effect between the 
curves of ‘Honeycomb–corrugation hybrid’ and ‘Sum’, represented by the shaded area in Fig. 1(b), is strong. This implies 
that the compressive stiffness, strength and energy absorption of both constituents (i.e., honeycomb and corrugation) are 
significantly enhanced. Different from the honeycomb core, the stress versus strain curve of the honeycomb-corrugation 
core after the initial peak stress exhibits little fluctuations and enters gradually a stress strengthening region at εn≈0.25, 
which is much smaller than the densification strain of honeycomb. With the typical deformation images of empty 
corrugation and hybrid cores at εn=0.25 captured by a video camera additionally presented in Fig. 1(b), the corrugated-core 
sandwich is seen to collapse by Euler buckling with asymmetric deformations, causing the formation of plastic hinges. In 
contrast, the hybrid-cored sandwich maintains approximately symmetric deformation during crushing, significantly different 
from that of the empty corrugation [3] or honeycomb alone [2]. However, as the deformation of honeycomb blocks in the 
hybrid core could not be clearly identified from the digital images, detailed finite element (FE) analysis is employed to 
complement the images presented in Fig. 1(b) and to explore further the mechanisms underlying the superior performance 
of hybrid-cored sandwiches. 
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Figure 1(c) compares the simulated compressive response of the hybrid with that measured experimentally, and Fig. 1(d) 
presents typical deformation at εn=0.25. The deformation features predicted by the FE analysis appear to be in qualitative 
agreement with those observed from experiments (Fig. 1(b)). The simulation reveals that, at the early compressive stage, the 
empty corrugation and the single honeycomb alone both collapse by elastic buckling. In contrast, the initial collapse of the 
hybrid is dominated by material yielding of corrugated plate and buckling of honeycomb cell wall, with a much higher 
critical compressive stress than that required by the single honeycomb, leading to remarkably enhanced compressive 
strength (Fig. 1(c)). The enhancement is attributed to the mutual constraints of corrugation and honeycomb on deformation, 
which stabilize the corrugated plate and honeycomb cell wall against elastic buckling, and thus greatly increase the critical 
stress of both constituents. At relatively large compressive strains, as shown in Fig. 1(d), the crushing of the hybrid is 
dominated by two main deformation mechanisms: (1) conventional progressive folding of honeycomb cell walls [1,2] in 
Region I; (2) interaction between the twisted folding of honeycomb cell wall and the rotation of multiple plastic hinges 
formed on corrugated plate in Region II, where the deformation is quite different from the empty corrugation and single 
honeycomb. For hybrid-cored sandwiches considered in the present study, when εn exceeds 0.25, interaction between 
corrugation and honeycomb in Region II becomes increasingly important, causing sustained strengthening and greatly 
enhanced energy absorption of the sandwich; Figs. 1(b~c). 

 
CONCLUSIONS 

   The out-of-plane compressive performance of a novel sandwich panel with honeycomb-corrugated hybrid core is 
experimentally and numerically studied. Both the strength and energy absorption capacity of the hybrid-cored sandwich are 
greatly improved relative to a conventional empty corrugated or honeycomb-cored sandwich having similar mass, which is 
attributed to the constraint on deformation and buckling as a result of strong interaction between corrugated plate and 
honeycomb cell wall, as well as altered crushing mode at large deformation. 

       
(a)                                                 (b) 

       
                              (c)                                       (d) 

Fig. 1. (a) Schematic of honeycomb-corrugation hybrid-cored sandwich; (b) Experimentally measured compressive stress-strain curves; 

(c) Comparison between numerically calculated and experimentally measured compressive responses; (c) Numerically simulated crushing 

of hybrid-cored sandwich at εn=0.25, with two different deformation mechanisms highlighted. 
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Summary As promising metamaterials, 3D periodic auxetic cellular structures (PACSs) have attracted great interest in recent years. However, 
they usually consist of intricate geometries which make the fabrication of them a significant challenge. The present paper is focused on 
introducing an interlocking assembly method to fabricate 3D PACSs. There are distinct advantages of the proposed method compared with the 
additive manufacturing methods used before. The dependences of mechanical properties of the structures on the re-entrant angle were 
investigated through a combination of experiments and numerical simulations. Results show that the compression modulus of the structures will 
monotonic decreasing with the increase of re-entrant angle, but there exists an extreme value for Poisson’s ratio with the re-entrant angle which 
is difference with former studies. The effects of the strut thickness and the ratio of the vertical strut length to oblique strut length on the 
mechanical properties of the structure were also investigated. 

INTRODUCTION 

Auxetic means that the material or structure possesses negative Poisson's ratio. That is, they will expand in lateral direction
when stretched and contract when compressed, which is contrary to common materials and structures. Three dimensional 
periodic auxetic cellular structures (3D PACSs) have attracted considerable interest and become a focus of auxetic material and
structure research in recent years [1, 2]. From these researches, it can be found that nearly all 3D PACSs were manufactured by
additive manufacturing methods due to their complicated structure. There are a lot of advantages of additive manufacturing, such
as its ability to produce structures of arbitrary geometry in a well-defined manner, decreased lead time from concept to product, 
ease of design and process modification and so on [2, 3]. However, additive manufacturing method will introduce some defects 
to the structure such as rough surface [2], irregular cross sections [2], and defects caused by stair stepping effect [4]. Additionally, 
mass production and cost are also problems for additive manufacturing method, and the materials can be used as well as the scale
of the structures are also limited by the additive manufacturing equipment. Till now, fabrication of fiber reinforced plastic 
composite structure is still a challenge for additive manufacturing method. So, in the development of complicated 3D PACSs 
both additive manufacturing and traditional manufacturing methods are need. 

Figure 1. Schematic of interlocking process of 3D PACSs 

In this paper, a novel manufacturing method which adopts the interlocking assembly concept was proposed. The 
interlocking assembly process is schematically described in Figure 1. The 3D PACS was interlocking assembled from four 
types of 2D re-entrant component parts. As the 2D component parts can be manufactured with conventional machining 
methods, the struts will have high quality compared with that manufactured by additive manufacturing method. In 
additionally, as mentioned in the reference each component part can be individually qualified [5]. So, the whole 3D PACS 
will avoid the defects caused by additive manufacturing method. 

RESULTS AND DISCUSSIONS 

The specimens for mechanical testing were built with the interlocking assembly method introduced above using metal, 
polymer and fiber reinforced composite materials respectively. The auxetic responses of proposed structure were 
investigated experimentally and numerically. The effects of the re-entrant angle, the strut thickness and the ratio of the 
vertical strut length to oblique strut length on the mechanical properties of the structure were discussed. 
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The Young’s modulus of the 3D PACSs will monotonic decreasing with the increase of re-entrant angle can be observed 
from Figure 2(a), and the experimental results match well with the Finite Element Method results though slightly lower than 
it. There exists an extreme value for Poisson’s ratio with the re-entrant angle around 45° can be observed from Figure 2(b). 
The absolute value of the Poisson’s ratio will decrease (less auxetic) with the increase of the re-entrant angle when the angle
is larger than the extreme point, conversely the absolute value of the Poisson’s ratio will also decrease with the decrease of 
the re-entrant angle when the angle is smaller than the extreme point. This phenomenon can be interpreted as follows: when 
the angle is larger than the extreme point, with the increase of the angle the structure will become less re-entrant, though the
re-entrant character is the source of auxetic, so with the increase of the angle the structure will become less auxetic. When 
the angle is smaller than the extreme point, with the decrease of the angle the oblique struts will more inclined to the vertical 
strut and will bear more axial load and less bending load, though the main mechanism causing the auxetic character of the 
structure is the flexure of the oblique struts, so with the decrease of the angle the structure will become less auxetic. 

Figure 2. Variation of effective modulus and Poisson’s ratio of 3D PACS with re-entrant angle 

Using the experimentally verified numerical model, the effects of the strut thickness and the ratio of the vertical strut 
length to oblique strut length on the mechanical properties of the structure were investigated. The results shown that with 
the thickening of the struts the compression modulus of the structure monotonously increases and the Poisson’s ratio of the 
structure will gradually change from negative to positive then gradually approaches to the Poisson’s ratio of the parent 
material. The vertical strut length to oblique strut length ratio plays fewer roles on the mechanical properties compared with 
the re-entrant angle and the strut thickness. 

CONCLUSIONS 

A novel method which adopts the interlocking assembly concept was proposed to manufacture 3D periodic auxetic cellular 
structures in present work. This manufacturing method will overcome the defects of additive manufacturing method and has the 
potential for mass production and automatic manufacturing, at the same time it will greatly reduce the manufacturing expenses. 
In addition, the method is suitable for any kind of material that can be adhesive bonded (e.g. plastic and fiber reinforced 
composite) or welded (e.g. metal). The auxetic responses of these structures were investigated through a combination of 
experiments and numerical simulations, and excellent qualitative and quantitative agreement was found. 
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Summary A computational microscopic model is adopted to represent open-celled foam materials as three-dimensional random skeletal 
structures. The structure is generated by Voronoi tessellation, and it is considered as composed by rod-beam members with six degrees of 
freedom. A combination of continuum mechanics equations and finite element analysis is applied to evaluate the model response when 
undergoing dynamic external input. Specifically, the significance of wave propagation modes is studied with main interest in twisting waves.  
 

INTRODUCTION 
 
   Skeletal structures are very common in the nature; plant tissues and trabecular bones are examples of this kind of 
arrangement. Their particular configuration of beam-like members and hollow portions results in outstanding characteristics 
of lightweight and high energy absorption, which are of great interest for engineering applications. These beam-like 
members can transmit not only forces but also moments from one point to another[1]. Thus, when analysing the mechanical 
behaviour of skeletal structures, not only longitudinal and transverse waves are to be considered, twisting waves might also 
represent a significant wave propagation mode. 
   The evaluation of the rod-beam branches in terms of mechanical variables is done in order to study the macroscopic 
response of the arrangement. Using the spatial decomposition technique of Voronoi tessellation and a three-dimensional 
rod-beam finite element method with six degrees of freedom per node the microscopic computational model is generated. In 
this model, the significance and effects of twisting waves can be analysed, and a continuum representation for materials 
with complex internal structure can successfully be constructed. 
 

MATERIAL MODEL 
 
   Despite the complex characteristics of shape and dimension related to real 
skeletal materials, we assume that the structure is composed of rod-like members 
following a simple elastic law. This limits our approach into open-celled structures. 
Since we use longitudinal interconnected members, the external action does not 
have the same effect on each one of them. Although the macroscopic response can 
easily be deduced by simple inspection of the action, the microscopic effect is more 
complex. Due to the interconnection between members, the role of the signal 
changes every time it reaches a connecting point, between axial forces, shear forces, 
bending moments and twisting moments, which is schematically shown in Fig.1. 
   For the rod members, we consider (a) elastic material with elasticity coefficients E and G and mass density ρ, and (b) 
straight beam/rod with diameter d of circular cross-section, whose length is sufficiently long compared with the cross-
section. It implies that rods follow the beam/axes deformation mode. Neither anisotropy nor warping effects are taken into 
account. Skeletal materials are modelled via the computational geometry technique of Voronoi tessellation, generating an 
assembly of such one-dimensional interconnected rods. We do notice that these assumptions may be too simple to capture 
the mechanical response of the skeletal materials. The total displacement vector u(x,t)  in the rods can be determined by 
the displacement vector u(x,t)  and the infinitesimal rotation vector ! (x,t)  along the beam/rod-axis as:  

 u(x,t) = u(x,t)+! (x,t)! r  (1) 
where r denotes the vector perpendicular to the rod axis. The vectors u(x,t)  and ! (x,t)  along the rod axis are 
interpolated in the discretization process. And so kinematical variables at arbitrary position x in the members are discretized 
and finally determined by the nodal displacement {un} and nodal rotation {θn} in the finite element scheme. Then, the 
material can be regarded as a kind of generalized continuum, in which not only translation but also rotation influence on the 
microscopic mechanical behaviour.  
   In general, the vector wave equation has two types of wave speed: the longitudinal or dilatation wave, and the shear or 
bending wave. Since the infinitesimal rotation has no dilatation, i.e. divθ=0, we may observe one more kind of wave speed 
in the media, the twisting wave, which is one of our main interests in this study. One of the key assumptions at this stage is 
that the substantial material (i.e. ingredient material) is a beam-like simple material. 
   We assume the Timoshenko mode of deformation in the beam, and simple linear deformation in rod and axis. If we take 
the z-axis as the longitudinal axis of rods in the local coordinate system and a vector {r}=[x y 0]T in the cross-section, the 
displacement {ue} in an element with shape function [φ] is interpolated as: 

 {ue}= [!]{u
n}+ [!]{" n}!{r}  (2) 

Normal	  Force 

 
 
 
 
 
 
Figure 1. Example of load role changing 

when arriving at a connecting point. 
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   Then, the strain {εe} and the stress {σe} in the element are computed via the nodal displacement {un} and angle {θn}. 
The finite element equation is finally reduced to: 

 [M ]{ !!U n}+ [K ]{U n}={ f n}  (3) 
Where {fn} is the nodal force vector, [M] is the mass matrix, and [K] is the stiffness matrix[2,3]. The unknown vector is 
{Un}=[un θn]T representing the generalized displacement. We note that two types of kinematical variables transmit the 
media. Equation (3) is solved step-by-step via Newmark-β method[2,3]. 
 

MODEL PERFORMANCE 
 
   We first generate the structure or objective domain by means of Voronoi tessellation technique[4], specifying the desired 
number of cells. Cells are constructed at random in four dimensions to control the variety of skeletal geometry, and their 
edges are assigned as the rod/beam members for the skeletal structure, with diameters proportional to their lengths. Each 
edge is subdivided into several elements with appropriate length. Then, boundary conditions and other simulation 
parameters are set. The analysis is repeatedly carried out for several mesh patterns with different cell sizes, varying the 
simulation parameters. This enables us to capture the macroscopic response of the materials. 
   As an example, a cylindrical embedded sample of diameter D=0.1 and length L=1 is displayed in Fig. 2. When 
generating this random structure we used 300 cells, giving 7496 nodes and 8177 elements. Common material properties as 
shear modulus G=1, Young’s modulus E=2.6, mass density ρ=1 were set. Then, we applied a prescribed displacement 
parallel to the “Z” axis given by the pulse 0.17(1−cos10πt) for 0 ! t ! 0.2 , 0 for t>0.2, distributed on the points located at the 
free end of the cylinder. The time step for the numerical integration is Δt=0.005. 

   In Fig. 2 we observe highly deformed members not only near 
the surface where the disturbance has been applied but also in thin 
members even a little far from it. Such irregular deformations are 
caused by the dimension as well as the configuration of the 
skeletal members. Besides, wave fronts can be tracked which 
permits the estimation of wave propagation velocities.  
   Figure 3 shows the typical response obtained with our model. 
In Fig. 3, RMS values of local longitudinal strain εz denoted by EZ, 
rotation around local “z” axis θz designated by OZ, and total local 
rotations around “x” and “y” axes computed as ! xy = (! x2+! y2 ) 1/2  
here called OXY are compared. These magnitudes can be 
considered as representatives of the longitudinal, twisting and 
bending waves respectively. In Fig. 3 we can see that local 
twisting has significant values when compared to longitudinal 
strain. Local twisting actually represents the highest strain value. 
 

CONCLUDING REMARKS 
 
   Micro-deformation in skeletal structures is investigated through the finite element analysis, and the transmission of 
forces and moments is discussed. The randomness in geometry has essential influence on the microscopic level of 
deformation. Such a fundamental observation helps us to formulate a macroscopic constitutive model for skeletal materials, 
for which it is observed that twisting waves should not be despised as they constitute the dominant response. For further 
analysis, it is expected to adopt the concepts of Cosserat theory on this basic model and to generate a representative sample 
structure with a 3D printer to compare the proposed model with its response. 
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Figure 2. Nodal displacements parallel to “Z” axis in a cylindrical skeletal beam undergoing a pulse displacement along “Z”. The color legend 
corresponds to the global nodal displacements along the “Z” axis. 

 
 
 
 
 
 
 
 
 
 
Figure 3. Comparison of RMS values of peak local longitudinal 

strain EZ, peak rotation OZ around local z axis, and peak of 
composition of rotations OXY around local x and y axes. 
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Summary This paper presents a time domain method to determine viscoelastic properties of open-cell foams on a wide frequency range. This 
method is based on the adjustment of the stress-time relationship, obtained from relaxation tests on polymeric foams samples under static 
compression, with the four fractional derivatives Zener model. The experimental relaxation function, well described by the Mittag-Leffler 
function, allows to predict straightforward the frequency-dependence of complex modulus of polyurethane foams. A curve was reconstructed 
on the reduced frequency range (0.1Hz – 1 MHz) using the time-temperature superposition principle. Very good agreement was obtained 
between experimental complex moduli values and the fractional Zener model predictions. The proposed time domain method may constitute an 
improved alternative to resonant and non-resonant techniques often used for dynamic characterization of polymers for the determination of 
viscoelastic moduli on a broad frequency range.  

 
INTRODUCTION 

 
   To characterize the mechanical behavior of viscoelastic materials, experiments can be carried out either in frequency or 
in time domains. In the linear regime, the two results are connected to each other. For example, the relaxation or retardation 
time function is extracted from experimental curves of complex moduli versus frequency./1/ To avoid the long and 
sometimes difficult series of measurements at several temperatures/2/ or in a wide frequency range in vacuum, /3/ this paper is 
focused on the experimental determination of the relaxation function R(t) and the computation of the complex modulus in 
frequency domain through a single relaxation test. The originality of the present method lies with the fitting of the 
relaxation function R(t) and the resolution of the stress–strain relationship in time domain. In addition, it has been shown 
that the use of Mittag-Leffler function, more appropriate for the fitting process, allows to predict straightforward the 
frequency-dependence of complex modulus.  
   The analysis of the fractional Zener model (FZM) in frequency domain/4/ highlights its mathematical and physical 
background and its ability to describe the viscoelastic behavior of materials in a wide frequency range. Thus, the frequency 
dependence of the viscoelastic moduli were calculated on a very broad range of frequency and compared to experimental 
value obtained by time temperature superposition (TTS) method from isotherm dynamic measurements on a narrow 
frequency and temperature domains.  
 

FZM IN TIME AND FREQUENCY DOMAIN 
 
   The αth order fractional derivative of the function )t(ε  is defined with the gamma function as 
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For the special case of FZM, the stress-strain relation is written as ,                                

and .in time and frequency domain respectively/6/. The complex modulus is 
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EXPERIMENTS AND RESULTS 

   The polyurethane (PU) foam, kindly provided by Tramico Company, is considered for relaxation tests in time domain 
and for dynamic measurements in frequency domain. The foam samples were cylinders of 20 mm of radius, and 40 mm or 
20 mm length for the relaxation experiments or dynamic measurements respectively. In relaxation tests, a constant strain 
was applied to the foam sample in the linear regime. The chosen relaxation duration was determined by some tests in the 
time range (1min - 8 hours); the relaxation function obtained in just 10 min and the FZM are able to predict the measured 
stress at long time as shown by Fig. 1; the insert is a zoom of the ten first minutes. Following Mainardi/6/, the relaxation 
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function is )a/t(E)ma/b(m)t(R α
α −−+=  where )a/t(E α

α − is the classical Mittag-Leffler function. The relative error of 
the fitted curve is less than 2%. 
   In dynamic tests the frequency sweep was fixed between 0.16 and 16 Hz. and the strain at 0.1% is in the linear response 
of the foam. The temperatures of the experiment were fixed at 20, 10, 0, -10 and -20 °C. The TTS is used to compute the 
complex shear modulus at a reference temperature (20 °C) over a broader frequency range./7/ This method consists in 
translating horizontally and vertically the curves of G’ and G” versus frequency obtained on a reduced frequency range at 
different temperatures, in order to superimpose them at a given temperature.  
   The comparison between experimental measurements and the prediction of the viscoelastic moduli over a wide range of 
frequency using FZM is presented in Fig. 2. For the studied foam, the agreement is very good both on G’ and G” even 
though the prediction of the storage modulus is better than for the loss one.  
 

 
 
Fig; 1: Stress relaxation (experimental and FZM fitted curves).  Fig. 2: Storage and loss moduli comparison 

 
CONCLUSIONS 

 
   In this work, by adjusting the FZM on the stress relaxation experiments of acoustic foams, we were able to extract the four 
parameters of the model. It has been shown that the relaxation function obtained in just 10 min in a single static compression test 
was sufficient to calculate the complex modulus at any frequency. This model was analyzed and its mathematical and physical 
backgrounds have been outlined. To verify the applicability and the accuracy of the present procedure, the complex modulus was 
obtained on a wide frequency range using the TTS principle. The comparison between the experimental results and the predicted 
values of the FZM has shown a good agreement in a frequency range between 0.1 Hz and 106 Hz. The proposed method may be 
considered as an improved alternative to characterize the frequency dependence of polymeric foams especially at high 
frequencies and could be generalized for other materials. 
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Summary For cellular bodies with uniform cell size, wall thickness, and shape, an important question is whether the same volume 
of material has the same effect when arranged as many small cells or as fewer large cells. Numerically, we assess the independent 
impact of cell size and number of cells on the mechanical behaviour of finite element models of periodic, honeycomb-like 
structures of neo-Hookean or Mooney-Rivlin material, and obtain that the mean non-linear elastic modulus and Poisson 's ratio in 
the cell walls increase as the number of cells increases while the total volume of solid material remains fixed. This is due to the 
enhanced elasticity of the cell walls when the material is distributed more uniformly throughout the structure. The results presented 
here provide valuable information in understanding the behaviour of cellular structures of non-linear elastic material and can be 
used to optimise their design for various applications. 
 

INTRODUCTION 

 

Cellular bodies are strong, pliable structures, built from seemingly fragile materials. Among the best known mechanical 
qualities of these structures are their high strength-to-weight ratio and energy absorption capacity, which arise from the 
inextricable relation between the geometric architecture and the non-linear elastic responses of their constituents. In many 
natural load-bearing structures, support requirements are typically met through a combination of increase in cell number or 
size and sustained sclerification (thickening and lignification) of the cell wall. For example, dicotyledon stems (e.g. magnolia, 
oak, sycamore) increase their diameter primarily by cell division which ultimately form the characteristic annual rings, while 
monocotyledon stems (e.g. lily, palm, reed) prevent mechanical failure through a combination of initiation of growth with a 
stem that is sufficiently wide for future supply and support demands, and increase in stem diameter and strength by sustained 
cell wall expansion and lignification, predominantly toward the stem periphery and base. Even though some monocot plants 
attain tree stature comparable with arborescent dicotyledons and conifers, their stems are relatively slender. By contrast, tall 
dicot trees have bigger stem diameters relative to their height than small trees, although the wood density representing the 
relative quantity of the cell wall in a given volume of wood tissue does not vary significantly among wood species. For living 
cellular structures, there are many physiological and ecological factors that affect their mechanical properties, and they also 
change over time. Nevertheless, for structures with uniform cell size, wall thickness, and shape, the fundamental question 
arises whether the same volume of cell wall material has the same effect when arranged as many small cells or as fewer large 
cells. In the case of small strain elastic deformations, thresholds on stiffness or strength can be set as constraints in the 
mechanical design or developmental process [1]. When large strains occur during functional performance, finding suitable 
criteria that account for the non-linear properties of the deforming cell walls is needed [2]. 
 

NON-LINEAR ELASTIC EFFECTS  

 

In our study, finite element modelling was used to investigate the mechanical responses of periodic, honeycomb-like structures 
with regular geometry, such as square, diamond-shape, and hexagonal cells of non-linear hyperelastc material subject to large 
strain deformations. The models structures were created in SolidWorks, meshed in Gmsh, and imported into the FEBio 
software suite [3]. Each structure was made from a single piece of elastic material which occupied a thin square domain of 
(dimensionless) side 1 in the X- and Y- directions, and 0.1 in the Z-direction. Cells were equal size throughout the structure. 
The lower external horizontal face was free to slide in the X- and Z-directions, and fixed in the Y-directions. The upper 
external horizontal face was subject to a prescribed vertical stretch of 50% in the Y-direction, and was free to slide in the X- 
and Z-directions. The remaining external and internal cell faces were allowed to deform freely (see Figure 1).   
 

For structures made from neo-Hookean or Mooney-Rivlin material, the numerical results show that the non-linear elastic 
modulus computed as the ratio between the mean effective Cauchy stress and the mean effective logarithmic strain and the 
non-linear Poisson’s ratio defined as the negative ratio between the mean logarithmic strain in the horizontal and vertical 
direction, respectively, increase as the wall thickness increases while the number of cells is fixed, or as the number of cells 
increases while the total volume of solid material remains unchanged (see Figure 2). The mean value was calculated as the 
sum of the values on all the finite elements divided by the number of elements. These effects are due to the enhanced elasticity 
of the cell walls when more material is added or when the same material is distributed more uniformly throughout the structure.  
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Figure 1. Undeformed model structures with different cell geometries and increasing number of cells while the volume of 
solid material is fixed (left) and deformed structures subject to 50% stretch in the vertical direction, showing the non-
homogeneous Green-Lagrange vertical strains (right). For stacked and diamond cells, the ratio between the thickness and the 
length of the cell walls also remains unchanged, while for staggered and hexagonal cells, this ratio increases slightly. 
 

 
Figure 2. The non-linear elastic modulus (left) and non-linear Poisson’s ratio (right) for the diamond cells of Mooney-Rivlin 
material with the different curves corresponding to structures with a different number of cells while the volume of elastic 
material is fixed.  
 

CONCLUSION 

 
Thanks to their monotonic behaviour, the non-linear elastic modulus and Poisson’s ratio analysed here can be used as 
indicators for finding the optimum wall thickness or number of cells in similar structures. 
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USE OF STUDENT COMPETITIONS TO REINFORCE THE LEARNING EXPERIENCE IN 
FRESHMAN MECHANICS EDUCATION 

Michael D. Gilchrist 
Mechanical & Materials Engineering, University College Dublin, Belfield, Dublin 4, Ireland 

Summary The author has been teaching a compulsory introductory Engineering Mechanics course for the past decade. This is taken by all 
Bachelor of Engineering students at University College Dublin in their first university semester. The syllabus topics that students study in this 
module include vectors, Newton’s laws, equilibrium in two and three dimensions, friction and motion in rectilinear and curvilinear coordinate 
systems. This paper describes a variety of different, low-cost, team competitions that have been organised in past years for each cohort of 
approximately 300 students annually.  It is hoped that these examples of student competitions may be of interest to academics teaching similar 
mechanics modules elsewhere.

INTRODUCTION

The understanding and application of Newton’s laws of motion is fundamentally important in all 
university level engineering programmes. A solid foundation in these concepts is needed to understand 
more complex subjects such as mechanics of materials, fluid mechanics, dynamic systems, machine 
design and control theory. In a university environment, it can be common to teach Newtonian 
mechanics through theoretical analyses and from a mathematical basis, ignoring many of the tangible 
everyday connections that students actually have with this subject. By introducing team-based 
competition assignments, where fundamental mechanics principles are experienced personally, a 
stronger mental connection can be made with theory, thereby reinforcing students’ understanding. 
   Students studying engineering mechanics at University College Dublin are required to participate in a 
competition assignment, working in small group sizes (4-5 per group). This competition assignment 
counts for 20% of the overall module. Other coursework constitutes two laboratory practicals, each 
counting for 5%. An end of semester written examination counts for the remaining 70%. This approach 
to teaching blends methods for concept-based learning [1,2] and problem-based learning [3-5]. This 
firstly promotes a student’s understanding of concepts in engineering science and then develops their 
ability to visualise real-world problems in terms of underlying fundamentals, and subsequently 
empowers them to quantitatively analyse and obtain solutions to physical problems. In the 21st 
Century, it remains an imperative that engineering students are provided with a foundation on which to 
build, and a place in which they can explore the physical manifestation of theoretical concepts [6]. 

TEAM ASSIGNMENTS

An open design problem with some given constraints is assigned to the class, and they are allowed to 
solve the problem by any means necessary as long as it complies with given guidelines. The class of 
300 students is randomly divided into groups of 5 students which compete against each other. The 
assignment is typically scheduled during weeks 7-9 of a 12-week semester and teams compete against 
each other at the end of this three-week period. Such group projects can be used to further enhance the 
involvement of the students with the theory learned in lectures, and to encourage their creativity, 
teamwork, and communication skills, which are very important for any working environment. A 
friendly competitive environment between the groups is created to further motivate the quality of the 
results and to encourage each student’s interest in the results from other groups. A mechanics problem 
can be analysed on many levels, depending on the knowledge of the person. A theoretical explanation, 
as detailed as the student’s knowledge allows, is required to establish the mental connection between 
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theoretical analyses and everyday life. Students are also encouraged to research more advanced 
concepts personally, in order to enhance their understanding and analysis of the mechanical phenomena 
in these project.  Examples of these are summarized below; the corresponding talk will present a 
selection of videos from these assignments and will discuss student participation and pass rates.  
 
Fastest Egg Race: Design and construct a vehicle to transport a medium sized chicken’s egg 
(uncooked). The vehicle should travel down a ramp and stop as close as possible to the wall at the end 
of the track in the least amount of time without breaking the egg. 
 
Pasta Bridge: Design and build a freely supported bridge to span a 1 m width using only pasta and 
glue.  The mass of the bridge should not exceed 4 kg.  The design should seek to maximize the ratio of 
total weight carried to self-weight of the bridge. 
 
Paper Tower: Using only A4 sheets of paper, each team of students must build a structure that is at 
least 1 metre high. The finished tower cannot include any other materials (e.g., adhesive, sellotape, 
glue, etc.). On the date of the challenge, each team will have one hour to construct their tower. The 
tower will be required to support a mass of 1 kg at its top for a minimum of 10 seconds. The minimum 
weight ratio (weight of tower to weight of applied mass) will determine the best performing tower. 
 
Mini Curling: Design and build a mechanical device to launch a polished aluminium puck along a 
linoleum floor and stop as close to a finish line as possible. The puck will be approximately 20mm 
thick and 70mm in diameter, and will weigh between 150 and 250g.  Since the exact mass of the puck 
will be unknown until the day of the challenge, students are advised to calculate the sliding distance of 
a puck impacted by their device as a function of its mass in order to ensure best accuracy. 
 
Mini Basketball: Design and build a mechanical device to throw a tennis ball from variable throwing 
distances into a basket of 20 cm diameter and 80 cm above the ground. Teams should estimate the 
trajectory of the ball and calibrate their device to ensure accuracy as a function of throwing distance. 
 
 

CONCLUSIONS 
 

   The use of competition assignments that use real-world examples to emphasise mechanics concepts 
are shown to enhance participation rates and strengthen levels of engagement for freshman engineering 
students. There are no additional financial costs to including such activities in engineering mechanics 
modules, even for large student numbers. 
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MECHANICS FOR LIBERAL ARTS STUDENTS 
 

Yutaka Shimomura 
Department of Physics, Hiyoshi Campus, Keio University, Yokohama, Japan 

 

Summary From my quarter-century experience of educating liberal arts students of Keio University in Japan, who are generally 
not good at mathematics, I believe that mechanics is a very effective subject for them to learn scientific approaches through 
observations and experiments on mechanical phenomena: they develop a study skill of how to find a problem, form a hypothesis 
for the solution, validate it, and finally solve the problem.  This is because many phenomena in mechanics are comparatively 
simple but attractive, ubiquitous, easily observable, sometimes intuitively understandable and sometimes mysterious.  
 

INTRODUCTION 
 

I am a professor of physics in the faculty of law, Keio University [1], Japan, which was established in 1858 by 
Yukichi Fukuzawa, whose face is printed on a ten-thousand yen bill. The founder Fukuzawa was one of the pioneers of 
modern Japan, who noticed the importance of learning that is based on “jitsugaku”, or science.  It was the demonstrational 
feature of science that he thought important, as is compactly expressed in the Royal Society's motto 'Nullius in verba' [2].  
In fact, he incorporated physics in curriculum at early days of Keio as a basic preparatory subject for all students to learn 
before other subjects.  In 1886, as the first introductory book on science in Japan, he published “Kinmou Kyuuri Zukai” 
with many Japanese illustrations, which introduces phenomena explained by thermal, solid, fluid mechanics and geoscience. 

Succeeding the founder’s spirit of science, I have been teaching physics with experiments in Keio University for 25 
years to the liberal arts students who belong to the faculties of letters, economics, law, or business and commerce.  Most of 
them are not strong at mathematics, and some are even allergic to mathematical formulae, so that in my physics class I try to 
avoid using mathematics as much as possible and explain theories in physics with ordinary words.  

Since 2006, I also have been teaching to a small study group of three- or four-year level students belonging to the 
faculty of law, who physically research natural phenomena in the class.  Up to now, I have been taking up phenomena 
mainly in solid and fluid mechanics for this study class. 

Here, I review how my liberal arts students in both classes learnt scientific approaches through their experiments and 
observations of natural phenomena in mechanics to see whether mechanics is effective for their learning.   
 

PHYSICS CLASS 
 

In the physics class, I call into question 
the mechanics of swings in playgrounds, which 
are so familiar to them and simple amusing ride.  
I often ask students why they can pump their legs 
just by the repeat of flexing and extending 
motions, though the repeat does not seem to 
generate any mechanical energy.  Most liberal 
arts students can’t answer this question at once, 
and I let them think and discuss in a small group.  
Then, given some hints, they notice the timing of 
flexing and extending is important and start 
remembering how they actually move riding on a 
swing.  So, they try to draw a trajectory pattern 
of their navels on a swing, and finally find that 
they could give a positive energy to the swing by 
extending when the swing is in the lowest 

position and flexing when it is in the highest position because the extending motion should need the force against the 
centrifugal force in addition to the gravity and the flexing one would not be vertical, as shown in figure 1.  As the last topic 
in this class, I discuss about the possibility for going into a 360-degree roll of a swing, based on their finding.  In this class, 
students really enjoy thinking and discussing about the physical mechanism of a swing without any complex formula and 
learn the importance of observation and clearly answering the question.  
 

STUDY CLASS 
 

Mechanics of swings 
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In the study class, I have been teaching students for 10 years through observations and experiments on phenomena in 
solid and fluid mechanics, and so far, I have taken up the flip of a Japanese sword [3], the power-law behaviors of rolling 
disks [4], the precessions of a gyroscope [5], and the dancing sphere as the former, and the propulsion of water striders [6], 
the Pen Sue Xi’s water spray [7], and the polygonal boundaries formed in rotating fluids [8] as the latter.  I will talk about 
these studies as many as possible at my oral presentation in ICTAM2016, but here, I focus only on the topic the flip of a 
Japanese sword [3]. 

     It is known to some of 
kendo (Japanese art of fencing) 
masters that a Japanese sword 
stably laid on a horizontal table 
will rotate to take up the other 
stable position with the cutting 
side of the blade down when it 
is quasi-statically pulled to the 
side of the haft, being 
horizontally held by a 
supporting force acting on the 
edge of the haft, and the length 
of the part of blade in touch 
with the table is shortened to a 
certain length.  This simple 
phenomenon is an exchange of 

stable positions and there is a critical point on the blade, or the edge of the blade in touch with the table that gives rise to the 
exchange.  I introduced this curious but easily observable phenomenon to my students and questioned about the origin of 
the exchange: the sword’s elliptical cross section, or its warpage of the blade?  The students made a straight toy sword with 
an elliptical cross section and pulled it on a table in the classroom and find it does not show the exchange.  Then they cut 
and reform a wire in the shape of a circular arc and did the same experiment to find it does show the exchange.  So they 
concluded that the exchange of stable positions is caused by the warpage of the blade.  They further confirmed that 
theoretically-predicted positions of the critical points of various circular arcs agree well with the observed counterparts, as 
shown in figure 2.  With their conclusion, I also found that the critical point is the centre of percussion of the blade, which 
explains the empirically-based advantage of cutting things at the critical point with the Japanese sword. 
     This class was very successful in developing student’s study skill of how to find a problem, form a hypothesis for the 
solution, validate it, and finally solve the problem through the simple experiments, which are easily executed in a classroom with 
a few stationery products: a ruler, a protractor, a compass, and a wire. 
 

CONCLUSION 
 
Liberal arts students, who are generally not good at mathematics, can effectively learn scientific approaches through 

observations and experiments on natural phenomena in mechanics.  This is because mechanics can treat phenomena that are 
comparatively simple but attractive, ubiquitous, easily observable, sometimes intuitively understandable and sometimes 
mysterious. 
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TEACHING STRUCTURAL MECHANICS WITH MODELS

Davide Bigoni1, Francesco Dal Corso1, Diego Misseroni,1 
1DICAM, University of Trento, Trento, Italy 

Summary Several models are presented to help teaching structural mechanics at all levels to engineering and physics students. The simpler 
models have been developed to explain the concepts of elastic beam, segmental arch, truss structure, elastic frame, and Euler buckling. More 
sophisticated models have been designed to introduce advanced concepts such as flutter instability under tangential follower load and 
configurational forces under bending and torsion. 

INTRODUCTION 

   In the last decade we have developed physical teaching models to improve the presentation and understanding of 
scientific results, especially to engineering and physics students (at undergraduate and graduate level), but also to all levels, 
ranging from untrained audiences to peers in the scientific community. 
   Digital technology has indisputable merits and is of crucial importance in teaching. However, it tends to reduce physical 
intuition in students generally and for students used to an intuitive approach (such as those involved in engineering studies) 
it can be difficult to understand how principles are applied in the real world. This is particularly true in mechanical 
engineering, probably the hardest discipline in engineering studies. 
   Several mechanical models developed in our laboratory have been shown to be of primary importance (i) as proof-of-
concepts of newly discovered phenomena; (ii) as teaching tools at different levels, including PhD programs; (iii) as 
demonstrators at public exhibitions, even for untrained public. 
   Our models have been conceived, designed, and realized to give tangible, vivid evidence of non-intuitive mechanical 
phenomena. Some of them have been invented for illustrating results obtained within EU financial schemes, others have 
been addressed to scientific presentations, and others have been designed to help students in understanding basic and 
advanced concepts of mechanics. 
   Our results and findings provide a breakthrough innovation in engineering education, through a simplification in the 
teaching of mechanics. We will continue developing our methods, thus contributing, through engineering education, to a 
sustainable and equal opportunities human development. 

MODELS FOR BASIC STRUCTURAL ANALYSIS 

   Cross and Morgan wrote in 1932: ‘the ability of a designer of continuous structures is measured chiefly by his ability to 
visualize the deformation of the structure under load. If he cannot form a rough picture of these deformations when he 
begins the analysis he will probably analyse the structure in some very awkward and difficult way; if he cannot picture 
these deformations after he has made the analysis, he doesn’t know what he is talking about’. This statement remains valid 
today. However, the visualization of the deformation of a structure is more complex than it may appear and for this reason, 
teaching models are fundamental to stimulate students’ interest and to simplify learning. We have developed several 
structural models for Civil engineering students, for elastic beam, segmental arch, truss structure [1], elastic frame [2], and 
Euler’s buckling, Fig. 1.  

Fig. 1 from left to right, models for: Segmental arch; Truss structure; Elastic frame and Euler’s buckling 
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ADVANCED MODELS FOR FLUTTER INSTABILITY & CONFIGURATIONAL FORCES 

 
   Proof-of-concept-models have been designed by us to give evidence to previously unknown mechanical phenomena. 
These include: buckling of an elastic rod under tensile dead load [3], flutter instability induced by dry friction [4], effects of 
curvature constraint on instability [5], existence of configurational forces [6], effects of configurational forces on instability 
[7], the elastica arm scale [8], the torsional gun [9], Fig. 2. All these phenomena are so innovative that it is hard to imagine 
their real world implications without a working physical model. 
 
 

    
 
 

Fig. 2 From left to right, models for: Flutter instability; The elastica arm scale; The torsional gun 
 
 
 
 

CONCLUSIONS 

 
   Usually engineers face the problem of characterizing new materials of unknown properties and this is done using standard 
testing machines. Our models originate from an of ‘inverted approach’: first we develop a theory to describe a phenomenon and 
then we build a model which will behave physically according to the theory. In this sense, our laboratory is unique: we use our 
testing machines with data acquisition to fully define the behaviour of our physical models to see how well it fits the theoretical 
models. We have thus been able to show complex nonlinear instabilities such as flutter instability in the real world which were 
previously only demonstrated mathematically. We have discovered and demonstrated buckling instability of a bar in tension and 
the existence of configurational forces. We have invented a new type of elastically deformable arm balance and a torsional 
actuator, each one with its associated model. These models have been used to engage both our peers and the public in our 
discoveries. Teaching models of truss structures and frame structures have been developed to enhance teaching at the 
undergraduate level.  
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INTERACTIVE LEARNING EXPERIENCE IN MECHANICS OF MATERIALS: THE
’SIMMIT’ PROJECT

Yves Chemisky∗1, George Chatzigeorgiou1, and Fodil Meraghni1

1Arts et Métiers ParisTech, LEM3 UMR 7239 CNRS, France

Summary This communication presents a methodology and tools that take advantage of research projects developments in the field of
mechanics of materials for education outreach. Such new learning experience should meets the requirements of efficient interactive learning
: ease of use, hands-on oriented, interactive exposure to theoretical concepts. It also has to be linked to state-of-the art scientific and
industrial design numerical tools. Based on the new generations students audience expectations, an interactive method has been developed
to facilitate the exposure of student to theoretical concepts and hands-on experience. Interactive learning notebooks are utilized, combined
with high-efficiency scientific libraries wrapped in the widely-utilized Python language. Such methodology thus allows to easily link the
theoretical concepts to industrial softwares and numerical tools, through their Python language scripting interfaces.

INTRODUCTION

Interactive Learning is a pedagogical approach that incorporates interactive experience into course design and delivery. It
has evolved over the years, and benefits of the state-of-the art digital technology in terms of human-machine interaction and
communication. Among the tremendous number of digital tools available (video and audio support, online communication,
serious games), interactive coding is an efficient choice to expose students to basic scientific computing while learning theo-
retical concepts with a hands-on oriented approach. Such a different learning angle necessitate a paradigm shift in education.
In particular, the new audience skills and expectations, and the new technology capabilities have to be included in the design
of courses and preparation. A second aspect of interactive content is the interaction and compatibility with up-to-date simu-
lation tools and numerical analysis packages in the field of mechanics of structures and materials. Also, compatibility with
optimization methods, data mining, analytics and machine learning is necessary to explore the wide toolbox available to the
new generation of engineers and scientists. Concerning the adaptation to new audience, such courses have to match with the Z
generation of students expectations [?]. Their members have indeed grown up with internet and communication technologies,
and they have a savvy use of interactive human-machine tools [?]. They therefore naturally highly expect tailored learning,
sharing content within a community, and human-machine interaction at any stage of their learning experience. To adapt to such
audience, new courses require a quick access to interactive, technology-oriented hands-on experience to facilitate the learning
process of theoretical concepts in physics. On the second hand, the design of courses need also to be oriented towards the deep
understanding of simulation methods in engineering. Indeed, students should be very familiar with finite element analyses
(FEA) packages, material science libraries, optimization algorithms and workflows. Most of the advanced techniques for the
simulation of materials nowadays relies on third-party packages dedicated to the behavior of materials, such as DIGIMAT,
Z-Mat, MOOSE or SMART+. According to which concepts in mechanical of materials are approached, such transition from
numerical research tools to educational material invite us to review the learning experience we propose. Indeed, since the
development and/or use of efficient integrated numerical tools is a new requirement for engineers in Mechanics and Materials,
a proper paradigm in education must be adopted. We have summarised three important features of an innovative interactive
tool: (i) It must be compatible with integrated tools and solutions for the analysis of a material or mechanical system; (ii) the
tools and knowledge exposed must be adapted to numerical simulation methods commonly utilized in industry (iii) it must
easily interact with other numerical and/or scientific libraries and analytics

SIMMIT : AN INTERACTIVE TOOL

Such conclusions have led to the definition of an interactive learning package, named simmit which stands for ”Simulation
in mechanics and Materials : interactive tools”. Such tool is proposed in an open-access format, to build a community of
contributors around it and facilitate exchanges between users. The objective is eventually to facilitate the transmission of
knowledge, concepts and contents that are traditionally utilized in advanced numerical simulation in Mechanics of Materials,
from theoretical concepts to practical use of numerical tools for simulation and analytics.

The learning experience of students is typically depict in Figure ?? in dashed lines. Theoretical concepts in mechanics of
materials and continuum mechanics are assimilated in one hand, and in a second hand they learn the use of software as well as
high-level programming language to connect and interoperate input/outputs of such softwares and build workflow to analyse,
optimise, present results. The two aspects are usually disconnected, since there are no tools to combine them. One way to
connect the two aspect is to develop a library in a high-level language, such as Python, that will allow to develop an interactive
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Figure 1: Flowchart describing the learning process of numerical simulation tools, and theoretical concepts in mechanics of
materials. Blue Dashed lines present the actual experience and blue plain line represent the interactive experience with simmit

learning experience of theoretical concepts. Python language is a general-purpose, high-level programming language [?]. It
is widely utilized in the scientific community, notably thanks to scientific packages such as Numpy and Scipy. Moreover,
the integration of numerical tools in interactive notebooks has been possible using IPython notebooks since, as an interactive
computational environment, they combine code execution, rich text, mathematics, plots and integration of other media. Thus,
to propose an interactive learning of Mechanics of Materials using Python blocks in notebooks, the simmit library has been
developed to expose functions commonly utilized in continuum mechanics, solid materials constitutive relations, non-linear
response of materials, physical strain mechanisms, and multi-scale analysis. Note that many python libraries can be utilized
for data science, linear algebra, optimization and machine learning to produce a comprehensive set of numerical tools for the
analysis of the mechanical behavior of Materials.

Moreover, since most of the research tools rely now on computationally efficient APIs (Application Programming Inter-
face), a good solution is to expose some of the functions proposed in such APIs to be able to integrate them in interactive
Python notebooks. In such a case, the efficiency of the original library is maintained (i.e. since it relies on robust linear alge-
bra libraries and multithread packages). The simmit toolbox thus highly relies on a scientific library, named Smart+ [?] that
regroups a whole set of tools for the numerical simulation of materials. Smart+ has been primarily developed to interact with
FEA packages, for instance Abaqus, thus focusing in computational efficiency rather than ease of use. The simmit toolbox
include Smart+ and Python wrappers developed to allow an easy access in interactive notebooks. As a result, such library will
allow learn and use theoretical functions that are usually not accessible in efficient APIs of simulation packages. Moreover,
simmit allows to interoperate with such packages, to build tailored solutions in the field of mechanics of materials, as depicted
in in Figure ??.

CONCLUSION

New methods and tools in the field on interactive learning experience are required, according to the next generation
audience and societal demand. We have demonstrated that the simmit toolbox fulfill those requirements, being compatible
with integrated tools and solutions for the analysis of a material or mechanical system, adapted to numerical simulation
methods commonly utilized in industry, and can easily interact with other numerical and/or scientific libraries and analytics.
It also contains all the necessary tools required for the study of mechanics of materials. The development of a full interactive
course based on this tool is ongoing, and will be proposed as a massive open online course.

References

[1] Levit, Alexandra (2015-03-28). ”Make Way for Generation Z”. The New York Times. Retrieved 2015-12-14.
[2] Prensky, Marc (2001). ”Digital Natives, Digital Immigrants Part 1”. On the Horizon.
[3] TIOBE Software Index (2015). ”TIOBE Programming Community Index Python”
[4] The RedMonk Programming Language Rankings: June 2015 tecosystems”. Redmonk.com. 1 July 2015.
[5] SMART+, Smart Materials Algorithms and Research Tools: A Scientific Library for the Analysis of the Thermomechanical Behavior of Heterogeneous

Materials, http://www.lem3.fr/chemisky/smartplus/, Retrieved 2016-01-12



XXIV ICTAM, 21-26 August 2016, Montreal, Canada

SYMBOLIC COMPUTATIONS CHANGING THE TEACHING PARADIGM FOR
CONTINOUS MECHANICS
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Summary The backbone of engineering education is based on the presentation of the fundamental principles, mathematical and physical
models embedded in a series of challenging and inspiring examples of applications.

In the last decades, traditional educational paradigms have been challenged an easy access to numerical solutions eroding the fundamental
knowledge in mathematics, the access to libraries and knowledge, communication technologies, etc. As a consequence, we witness an
important evolution of the way students learn and of the student-teacher interaction.

The paper presents a novel way of understanding continuum mechanics theory using symbolic computations and discusses the combination
of symbolic and numeric method for solving the indentation problem of a mulilayer structure.

INTRODUCTION

The backbone of engineering education is based on the presentation of the fundamental principles, mathematical and
physical models embedded in a series of challenging and inspiring examples of applications. Ideally, part of the illustrations
should come from table-top experiments presented during the lectures. Mastery of the subject will finally arrive with practical
skills acquired through experience by solving exercises, doing experiences, analyzing data.

In the last decades, traditional educational paradigms have been challenged from different directions: the explosion of
computational power has brought into play an easy access to numerical solutions eroding the fundamental knowledge in
mathematics and the capacity to compute closed-form solutions, the internet has changed human interactions and the access
to libraries and knowledge, etc. As a consequence, we witness an important evolution of the way students learn and of the
student-teacher interaction based on the new communication technologies. Almost all top universities are struggling to shape
the new tools of learning and to overcome these difficulties. Most of the effort [3, 4] goes into massive open online courses,
shortly denoted as MOOC, which can give easy access to conceptual and technical content, shrink geographical distances and
foster interdisciplinary research. However, the explosive popularity of MOOC learning, does not solve the question of how to
teach the practical skills of science ? as practical skills have to be acquired through hands-on experiences: problem-solving
activities, laboratory courses, field trips, internships and project work etc., see the discussion in [5].

Our aim is to addresses the question of teaching the fundamental concepts and the practical skills of continuous mechanics
by taking advantage of capabilities of combining symbolic and numeric computations in programs like MATHEMATICA [6].
The advantages of manipulating a high level symbolic computer code are of different nature. It facilitates computational
burden of applying partial differential operators to vector and tensor field in general and especially in non Cartesian coordinate
systems and it is therefore a new mean of approaching classical closed-form solution. One can easily check the validity of
existing formulas, graphically and numerically manipulate the result and create numeric approximations of the solutions.
Moreover, the rigor of a computer code obliges to respect a certain formalism in manipulating the expressions which insures
a good understanding of the underlying concepts. Therefore the description of mechanics with such a tool brings the balance
between theory, classical closed-form solutions and numerical computational.

The paper presents a novel way of understanding theory using symbolic computations as presented in [1] and discusses
the combination of symbolic and numeric method for solving the indentation problem of a mulilayer structure as discussed in
[2].

UNDERSTANDING THEORY

The easy manipulation of differential operators on vector and tensor fields opens up a series of subjects in continuous
mechanics: kinematic of motion and the concept of deformation, equilibrium of stress fields and their efficient representation
using potentials, anisotropy of elasticity tensors, computation of closed-form and approximate solutions for elasticity equi-
librium, vibration or buckling problems, approcimate solution using energy minimization principles etc. In order to keep the
presentation concise, only few subjects will be select to illustrate the topics included in this treatment.

Kinematics of motion serves as a vehicle for introducing the concept of deformation as a transformation map, leading
naturally to the concept of deformation gradient and polar decomposition into rotation and translation. The definition of
strain then follows, and particular attention is focused on the concept of small strain. The procedure for reconstructing the
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displacement field from a given distribution of small strains is constructed based on rigorous arguments, and implemented in
the form of an efficient MATHEMATICA module. In the process of developing this constructive approach, the conditions for
small strain integrability are identified (also known as the Sain Venant strain compatibility conditions) and the significance of
the second order incompatibility operator, inc.

An arduous subject is the introduction and use of the method of displacement potential. Firstly, the harmonic scalar and
vector Papkovich-Neuber potentials are introduced, and the representation of simple deformation states in terms of these
potentials are found. Next, the fundamental solution of three-dimensional elasticity is derived, the Kelvin solution for a force
concentrated at a point within an infinitely extended isotropic elastic solid. The Kelvin solution serves as the basis for deriving
solutions for force doublets, or dipoles, with or without moment, and also for centers of dilatation and rotation which easily
be developed starting from this basic brick.

COMBINING SYMBOLIC-NUMERIC SOLUTIONS

Indentation experiments have recently become the standard testing method for hard materials like thin films and surface
coatings or soft biological materials like cells. The identification of material properties is based on the indentation curve
P − h representing the applied load P on the indenter with respect to its penetration’s depth h during loading/unloading test
and various phenomenological formulas are used to relate the apparent indentation modulus to the elastic properties of the
different layers.

The solution method discussed here[2] is based on the introduction of Neuber-Papkovich potentials for representing the
displacement fields in each layer and the substrate and the application of the Hankel transforms. As such the problem is
reduced to the boundary conditions at each interface and at the upper face where the contact takes place. The symbolic
manipulation of the complex analytical expression permit to created automatically a linear system equations defining a stress
distribution for a given contact radius and indentor shape and to couple it with a nonlinear solver which determines the contact
radius of solution the indentation problem.

This construction of the solution method combining the symbolic and numerical part present several advantages over
classical methods: it keeps a clear form of the solution method and assures an better control of errors when transposing
complex formulas and when adding up further developments and it permits compiling of pre-computed expressions insuring
a 10-50 times acceleration of the computing time. Moreover, the style of presentation premits a better understanding of the
solution and the possibility to survey the calculations by non-specialists.

PERSPECTIVES

The presentation of several subjects in continuous mechanics using the combined power of symbolic and numeric com-
putations show that arduous subjects can be transformed in a virtual laboratory game. The next step is to connect this tool to
other teaching experiments and transform an old and computational intensive subject is a fuzzy elegant play.
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TEACHING PHYSICS THROUGH EXPERIMENTAL PROJECTS 
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Summary We present the methodology we have used to teach and motivate Physics students to work in experimental projects even 
in the theoretical courses. We believe this form of teaching forces students to integrate their previous knowledge, encourages their 
initiative and helps them develop self-confidence. We show some of the projects and discuss our point of view about the relationship 
between teachers and students. 
 

MOTIVATION 

 
The program to obtain a Bachelor’s Degree in Physics at the School of Science of the National University of Mexico has a 
strong theoretical orientation even though it includes seven compulsory traditional laboratory courses: mechanics, collective 
phenomena, electricity and magnetism, optics, electronics and contemporary physics I and II. Students comment that they are 
bored in the labs, that they do not learn, that the equipment is old and does not work so they waste their time and experiments 
do not come out as expected. This reinforces the myth that physics students do not like to do experiments. In most of these 
courses, experiments are used to “illustrate” or “prove” concepts seen in the theoretical part of the class. However, in my 
experience with the two theoretical courses I teach at the sophomore and senior levels, 85% of the students choose an 
experimental subject for their final project. The rest of the class does either computational work or review theoretical papers. 
 

METHODOLOGY 

 

In general, a team of three students presents the experiments even though sometimes students prefer to work alone. The 
students dedicate many hours to search for a topic (it is usually a published experimental paper), justify their choice, design 
and set-up an experiment, obtain results, prepare an oral presentation and write a term paper. This work is additional to 
traditional homework and partial examinations. 
When the projects are very good and the students wish to continue working on them after the semester is over, they get to 
present their results in the education section of the National Congress of Physics or at the Congress of the Division of Fluid 
Dynamics of the Mexican Physical Society. We also have a channel in you tube where some of the edited videos can be seen, 
and we recently started a web page.  
Students are free to work elsewhere, but most of the experiments are set up at the Taller de Hidrodinámica y Turbulencia 
(Hydrodynamics and Turbulence Laboratory) where they can use the techniques and equipment that we use in our research, 
in particular lasers, high-speed video cameras, frequency generators, spectrum analyzers and power supplies.  
The teaching assistants assigned to the course and my graduate students help me guide the younger students through the 
process. The students present a written proposal of their project, and once it is accepted there is a constant interaction between 
teachers and students that has proven to be most effective. The environment is friendly, there are many discussions, and the 
truth is that we all learn with each new project.  

 
Splashing   Faraday Waves 
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CONCLUSIONS 

 
We believe that this form of teaching is very important even for students that are theoretically oriented. To work in the 
laboratory, students have to integrate what they have learned before in mechanics, optics, electricity and electronics, 
thermodynamics and quantum mechanics. It is one of the few times that they see physics as a whole in a classroom. They also 
understand the concepts involved in measuring and the physical principles that involved in measuring devices like voltmeters, 
photodetectors, etc. They learn to design experiments, recognize the important variables and understand concepts like 
repeatability, precision and uncertainty, and realize the importance of statistics and probability, and data analysis.  
Finally, they learn to work as a team, to express themselves orally and by writing, to search for bibliography, to defend their 
point of view, to present their results. It is also an important experience for the teaching assistants who have to use their 
imagination in a wide variety of proposals.  
This method has influenced the experimental courses of the new program of biomedical physics and some groups of the 
contemporary physics labs, where students learn through projects starting on the first semester. With the collaboration of 
some researchers and professors, students spend four weeks in a research lab doing a project and then they switch to another. 
The following team continues with the work, and at the end, all the groups discuss their work and make a presentation of the 
evolution of the project. The main advantage is that the students get to work with modern equipment in current research topics 
close to researchers.  
The results exceed our expectations. Students learn more and are very motivated, they are independent and feel free to present 
their points of view and participate in discussions. We hope to convince our colleagues that all experimental courses should 
be taught through projects. 
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NONLINEAR MECHANICS FOR UNDERGRADUATES 
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Summary Nonlinear mechanics is fundamental discipline which drives developments in science and engineering. However, there is only one 
comprehensive nonlinear mechanics course in all English speaking countries offered to the undergraduate students. The course was developed in 
2013 at the University of Aberdeen and was given for the first time to a class of over 70 students in 2014. The course introduces the fundamentals 
of nonlinear mechanics, which are essential for understanding and modelling nonlinear engineering systems using computational mechanics 
methods such as finite element method, computational nonlinear dynamics and computational fluid dynamics. This paper describes the course 
and shares some initial teaching experience. 

 

INTRODUCTION 

Undoubtedly, main advances in mechanics are driven by the state of the art in various areas of nonlinear mechanics including 
solid mechanics, fluid mechanics and dynamics. In 2005, I have initiated a conference series names as Recent Advances in 
Nonlinear Mechanics, where the first was held in Aberdeen (2005), the second in Kuala Lumpur (2009); the third one in 
Harbin (2013) and the next one is to be held in Warsaw in 2017. The main aim of this series is to learn about the developments 
in each of these distinct areas of nonlinear mechanics and stimulate research interactions. Hence these conferences have 
programmes with three symposia on dynamics, fluids and solids and general sessions with talks from these three areas are 
mixed. The experience gain from running this conference series has been valuable in developing a new undergraduate course 
at the University of Aberdeen.    

Nonlinear mechanics is taught mostly at graduate level with many excellent but specific courses including solid mechanics 
and materials, fracture and fatigue, fluid mechanics and turbulence, and nonlinear dynamics and chaos. It worth noting here 
that many of these courses have a significant computational element which may even dominate the contents, for example, 
Computational Fluid Dynamics (CFD). However to my knowledge, there is no single graduate course, which takes a holistic 
approach to nonlinear mechanics.  

Elements of nonlinear mechanics can be found in some undergraduate programme at the senior level, but again there no a 
single course which would provide students, which would treat nonlinear mechanics in comprehensive manner. Hence, my 
aim has been to develop a course which would equip senior undergraduate students some fundamental knowledge of nonlinear 
dynamics. Specifically, the course aims are to: (i) familiarise the student with the concept of nonlinearity and nonlinear 
behaviour of engineering systems, structures and materials and (ii) enable the student to understand, analyse and interpret the 
nonlinear behaviour of engineering systems, structures and materials by means of computational mechanics. The course 
description and my initial experience of teaching it will form the rest of the paper.   

 

COURSE DESCRIPTION AND SYLLABUS 

This course introduces the fundamentals of nonlinear mechanics, which is essential for understanding and modelling nonlinear 
engineering systems using computational mechanics methods such as finite element method, computational nonlinear 
dynamics and computational fluid dynamics. The course is comprised of six complementary parts. In the first three, an 
introduction to nonlinear mechanics, the main modelling approaches, the basics of nonlinear dynamics are discussed. 
Illustrative examples from engineering are given. The fourth part focuses on nonlinear materials and micro-mechanics. In the 
remaining two parts, the fundamentals and engineering application examples of the Finite Element Method (FEM) and 
Computational Fluid Dynamics (CFD) are given. 
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The course has been taught over 11 weeks with 2 lectures and one tutorial per week. By the end of the course students 
should have a knowledge and understanding of: 
 

• the importance and sources of nonlinear behaviour in engineering systems, structures and materials, 
• the fundamental principles behind analytical and computational methods used in nonlinear mechanics, 
• the main analytical and computational methods used in nonlinear mechanics, 
• the main nonlinear dynamics concepts and tools such as multi-stability, Poincare maps, bifurcations diagrams, 

Lyapunov exponents and basin of attractions, 
• the importance and sources of multiscale plasticity, 
• fundamentals of plastic deformation in materials, 
• multi‐axial yield criteria, associated flow, hardening for materials  

The course syllabus has been structured into six modules with increasing complexity and difficulties. The description of the 
modules is given below: 

1. Preliminaries of nonlinear mechanics.  Role and type of nonlinearities in engineering systems, structures and 
materials. Difference between linear and nonlinear mechanics. Geometrical and material nonlinearities. Limits of 
linearisation and example of strongly nonlinear engineering systems.  Laboratory demonstration of nonlinear effects 
(e.g. nonlinear dynamical systems).   

2. Modelling of systems and structures with weak and strong nonlinearities.  Selected analytical and numerical 
methods used in nonlinear mechanics. Asymptotic expansion and direct numerical simulation. Spatial and time 
discretisation, computational errors.  

3. Basic concepts of nonlinear dynamics.  Stability, bifurcations and chaos. Computation of phase portraits, Poincare 
maps and bifurcation diagrams. Numerical analysis of complex dynamic responses of a driven pendulum.  

4. Nonlinear materials and micro-mechanics. Material related phenomena: yield, associated flow, plasticity, 
hardening models. Small and large deformations, heterogeneity, polycrystalline microstructure, dislocations, slip 
systems, Schmid rule, slip rule, statistically stored and geometrically necessary dislocations. 

5. Fundamentals of Finite Elements Methods.  Discretisation and shape functions for 2D and 3D; higher order 
element formulations. Assembly and solution of matrix equations for a 2D cantilever beam, FEM analysis of 2D 
problems with geometrical and material nonlinearities.   

6. Fundamental of Computational Fluid Dynamics. Conservation laws and constitutive equations. Reynolds number, 
boundary layers and turbulence. Discretisation methods.  The finite volume method. Newtonian and non-Newtonian 
flows, flows with heat transfer. CDF analysis of 2D flows through a pipe with Newtonian and non−Newtonian flows 
for various Reynolds numbers. 

 

 

CLOSING REMARKS 

As has been stated, nonlinear mechanics is fundamental discipline which drives development of science and engineering. It is 
difficult to find any cutting edge technology which would not operate in nonlinear regimes. Nonlinear mechanics is taught mostly 
at graduate level with many excellent but specific courses including solid mechanics and materials, fracture and fatigue, fluid 
mechanics and turbulence, and nonlinear dynamics and chaos. However, there is only one comprehensive nonlinear mechanics 
course in all English speaking countries offered to the undergraduate students. The course was developed in 2013 at the University 
of Aberdeen and was given for the first time to a class of over 70 students in 2014. The course introduces the fundamentals of 
nonlinear mechanics, which are essential for understanding and modelling nonlinear engineering systems using computational 
mechanics methods such as finite element method, computational nonlinear dynamics and computational fluid dynamics.  

The initial feedback from the students has been encouraging with complementary comments from the best students saying that the 
course provides them with a platform to understand and investigate complex problems in engineering. The course is being taught 
now for the second time and we welcome new comments to make this unique course even stronger.  
 

 • 
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FLEXPDE AS A TEACHING TOOL IN THE FIELD OF MECHANICS  
AND MATHEMATICAL MODELLING 

 
Mikhail Karyakin1a) & Olga Pustovalova1 

1
I.I.Vorovich Institute of Mathematics, Mechanics and Computer Science,  

Southern Federal University, Rostov-on-Don, Russia
 

 
Summary The paper describes some features of finite element package FlexPDE that makes it a very suitable tool for teaching such courses as 
continuum mechanics, strength of materials, elasticity theory, mathematical modelling etc. Unlike the majority of modern FEM software it is 
concentrated mostly on equations describing the physical process allowing deeper understanding underlying mathematics, easy switching to 
new models, and conducting numerical experiments to test the material and functional characteristics of these models. Some examples which 
can be of use in student labs are presented. They demonstrate not only the nice way from the physical object to numerical result through 
mathematical modelling but also the problems that are intended to inspire students for independent work, self-study and research activities.  
 

INTRODUCTION 
 
   Finite element program FlexPDE [1–2] stays apart of the typical modern FEM packages being oriented not on the 
engineering design but serving as a tool for numerical analysis of equations with partial derivatives arising in many fields of 
natural sciences. Flexibility of FlexPDE scripting language allows user easily describe the system of differential equations, 
boundary conditions, and shape of the region and set up the required quantities to be calculated. The proven effectiveness of 
this package in the area of elasticity theory makes it very useful for designing and implementation courses on strength of 
materials, continuum mechanics, the theory of elasticity and plasticity etc. 
 

EXAMPLE 1. METRONOME VIBRATIONS 
  
   As an example the scheme for analysis of the frequency of the metronome vibrations is presented below. This problem 
is not complicated for modelling. At the same time obtained results can be easily compared with known data, or even with a 
full-scale experiment. Students also can study the dependence of frequencies on various parameters of the construction [3]. 
 

Real Object 3D Scheme 
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Boundary Conditions 
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VARIABLES     U1 U2 U3          
DEFINITIONS  h=0.11 rho=7800 ... 
    
EQUATIONS 
    U1:   dx(S_11) + dy(S_12) + dz(S_31) + lambda*rho*U = 0    
    U2:   dx(S_12) + dy(S_22) + dz(S_32) + lambda*rho*V = 0   
    U3:  dx(S_13) + dy(S_23) + dz(S_33) + lambda*rho*W = 0  
 
EXTRUSION 
    z = 0, h 
BOUNDARIES  
      region 1  
      start(0,0) load(U1)=0 load(U2)=0 load(U3)=0 line to…  
 
PLOTS  
    grid(x+U1, y+U2, z+U3) as "Shape" 
    summary 
        report lambda 
END 
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EXAMPLE 2. NONLINEAR BENDING 
 

   The wide range of specific features of hyperelastic bodies [4] can be demonstrated by means the problem of pure 
bending. Even the simple scheme of analysis presented below opens a number of tasks for individual student research. 
Amongst them are the calculation of geometrical parameters of computational scheme that guarantee the state of pure 
bending, and analysis of physical and geometrical nonlinearities. The latter task itself includes several stages – deriving the 
nonlinear equations, the automation of obtaining such equations for new nonlinear constitutive relations, setting up the 
correct boundary conditions in the case of large strains, analysis of the effect of the geometrical and material parameters, the 
use of refined methods of calculation to obtain the best convergence of numerical schemes and so on.   
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Deformed Shape Bending Diagram 

 

 

 
 

 
CONCLUSIONS 

 
   Nowadays different types of engineering software accompany the teaching process. Using the finite element package 
FlexPDE when teaching mechanics and mathematical modelling related courses allows students to better absorb the course 
material, to understand the essence of the problem, to propose new ideas and methods of solution and to attract additional math 
for solving complex problems. 
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THE FLUID DYNAMICS OF THE CHOCOLATE FOUNTAIN: AN ENGAGING PROJECT
Adam K. Townsend and Helen J. Wilson ∗

Department of Mathematics, UCL, London, UK

Summary We present a study of the chocolate fountain, carried out as an undergraduate project. Immediately engaging as a topic of
conversation (and for public engagement activity), the chocolate fountain also presents opportunities to introduce key concepts of fluid
mechanics and of applied mathematics research.

Flow up the central column can be modelled as a pressure-driven pipe flow, and presents an ideal introduction to non-Newtonian fluid
mechanics. Flow over the dome is a thin-film flow, whose analysis can introduce a student to scaling considerations and dimensional
analysis. Finally, the falling curtain flow is analytically intractable but may nonetheless be partially understood by recourse to the literature
on water bells: and the conclusion that the curtain falls inwards due (largely) to surface tension is a beautiful demonstration of physics in
action – difficult to guess, but comprehensible (even obvious) once explained.

THE CHOCOLATE FOUNTAIN

We are all familiar with the chocolate fountain (figure 1), a popular attraction at wedding receptions and even conference
banquets. As well as being attractive in its own right, it has the potential to be an engaging introduction to various aspects of
advanced fluid mechanics, through the different geometries of flow and the complex nature of the fluid itself.

Figure 1: The chocolate fountain: (a) Our fountain both with and without chocolate; (b) Schematic flows used in the project.
Taken from [1].

We investigated the chocolate fountain as a final-year undergraduate project (offered by HJW; AKT was the student); this
resulted in a paper [1] which attracted media attention from the Daily Mail [2] to the Washington Post [3] and was downloaded
over 7500 times in its first two months after publication.

PIPE FLOW

The true flow in the pipe (at least for our tabletop chocolate fountain) is driven by the rotation of a helical screw. It is fully
three-dimensional and well outside the remit of an undergraduate project.

Instead, we idealised to a situation in which the pump simply applies an excess pressure at the base of the pipe. The flow
becomes unidirectional and this is then an excellent first problem in which to investigate non-Newtonian fluid mechanics.
Indeed, in earlier years HJW has sometimes offered a project on non-Newtonian fluid mechanics which did nothing more
than investigate this flow and a couple of others like it with a few sample constitutive equations. However, here the choice of
constitutive equation is motivated by a real fluid, and the student can engage with current research literature to find viscosity
laws to fit chocolate. We found Casson’s model and the power-law model (with a Newtonian fluid as an obvious special case);
a wider range could easily be considered.
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DOME FLOW

The layer of chocolate flowing over the plastic dome has a very small aspect ratio (its depth is much smaller than its
other dimensions) which makes it an archetypal thin-film flow. The scaling concepts involved are new to – and tricky for –
many undergraduates; this system is a good introduction to scaling arguments. The leading-order system obtained is a simple
balance of viscous and gravitational forces, which can be solved analytically for the power-law model.

CURTAIN FLOW

The freely-falling curtain of chocolate is a much less tractable problem: as such, it presents the most valuable challenge
for a strong student. The theory of water bells (see figure 2) is relevant, but is most developed for inviscid fluids.

Figure 2: Water bells: (a) Home-made water bell; (b) Mapping the water surface onto the chocolate fountain. Taken from [1].

We were able to use inviscid theory and then compute an energy budget to show that viscous effects are, in fact, important;
the most advanced research work in the project was the discovery of a paper [4] which mapped inviscid results onto simulation
results for a viscous fluid.

The most accessible conclusion from this section of the project (and the one picked up on by the media) is that the
mechanism for the inward trajectory of the falling sheet is primarily surface tension, as both the outer and inner surfaces feel
the “hoop stress” of a cylindrical film.

CONCLUSION

The chocolate fountain provides a wide range of opportunities to discover the mathematical tools and physical concepts
of fluid mechanics. Two of the geometries lead to analytically tractable problems, the first of which should be accessible even
to weak students; the third geometry offers the potential to introduce everything from dimensional analysis to energy budgets
and even a first foray into research literature. The fountain is a very cheap piece of experimental equipment, and has also been
a fantastic tool for public engagement.
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Summary This work presents the experimental arrangement of the laboratory activities for the graduated Instrumentation course at the 
Interdisciplinary Center of Fluid Dynamics, in which the technique based on a Constant-Temperature Hot-Wire Anemometer is explored. The 
main purposes will be discussed. The central contribution is to propose a methodology to numerically obtain the value of the parameter 
responsible for the optimization of the frequency response of the instrument. 
 

IINTRODUCTION 
 
   In any Mechanical Engineering program, either at the undergraduate or graduate level, the basic principles of the 
discipline are only truly comprehended through hands-on and laboratory activities. Experimental fluids dynamics is 
essentially an interdisciplinary area. Although the main purpose of an experiment could be to study or address a specific 
phenomenon, there is much more to the procedure of acquiring and processing the variables of the physical world. At the 
Interdisciplinary Center of Fluid Dynamics (NIDF-Federal University of Rio de Janeiro, Rio de Janeiro, Brazil), the basics 
of turbulent flow velocity measurement are taught in two main graduate courses. In these courses the approach is that to 
alternate the theoretical and practical aspects, in a way to cover the fundamental concepts of the principal available 
techniques. The students are not only put in contact with state-of-the-art equipment, but also, design, construct and analyze 
the performance of some instruments. Through these courses, NIDF have been receiving students from different 
engineering areas: mechanical, electrical, naval and chemical. 
   This work regards the measurement of turbulent flow velocity by means of a Constant-Temperature Hot-Wire 
Anemometer (CTA) [1] as one of the fewest available technics to address the problem. The CTA is relatively simple to 
construct but particularly difficult to be dynamically calibrated. Viewed as a system to be designed, it covers a great variety 
of engineering and physics concepts, predominantly: thermodynamics, electronics, nonlinear and linear systems analysis 
and control and digital signal processing. 
   The main contribution of this work is to present a methodology to numerically obtain the value of a parameter – the DC 
offset voltage VQ applied to the Wheatstone Bridge – in order to optimize the frequency response of the CTA. The proposed 
methodology is based on the assumption that a second order dynamic model is sufficient to characterize the behavior of the 
CTA. It’s a reasonable simplification for most of the modern electronics solutions and unidirectional probes geometries, as 
long as the modified King’s Law holds. 
 

MATERIALS AND METHODS 
 
   In the scope of the courses of Instrumentation and Signal Processing, a prototype of a CTA instrument is designed and 
constructed. As a two months assignment, the students must: construct the hot-wire probe; model the hot-wire behavior; 
simulate the electronic servo circuit with the hot-wire dynamics; model the nonlinear servo system; linearize the dynamical 
equations; numerically assess the problem of the dynamical calibration; program a Digital Signal Controller (DSC) for data 
acquisition; design an environment based on the National Instruments LabWindows CVI software in order to interface with 
the DSP; compare the experimental performance of the instrument with those obtained by linear and nonlinear simulation. 
   In order to fabricate the hot-wire probe a micro-manipulator, shown in Figure 1 [2], was designed and constructed at 
NIDF. The servo circuit is designed and assembled according to the simplified circuit presented in Figure 2, where the 
summing and power stages were lumped into a single unity gain amplifier, while the main gain stage has gain G. Figure 2 
shows, also, the variables of the system including the normal flow velocity vector. The CTA circuit electrical variables are 
acquired by a DSC card based on the Texas Instrument TMS320F28335 Microcontroller. 
   Based on the system shown in Figure 2 the dynamical nonlinear equations (Equations 1) can be written by assuming a 
third order system. A first order equation is obtained from the hot-wire dynamics. The first order Low-Pass input filter 
contributes to a time constant i. The electronic amplification stages introduce, of course, some dynamics that are, in 
general, very difficult to be completely estimated. However, it is reasonable to assume that the time constant g of the 
highest gain stage dominates, for the gain-band width product is constant. The input instrumentation amplifier stage usually 
is set with the larger gain, and the time constant (defined by the 3dB frequency) for this gain can be fairly estimated on the 
manufacturer’s data sheet of the integrated circuit. As long as the remaining integrated circuits have equivalent speed to that 
of the input amplifier, this simplification have shown to be a very good approximation. 
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Figure 1. Micro-manipulator.  Figure 2. CTA simplified circuit. 

 
(1.a) 

 
(1.b) 

 
(1.c) 

   In the Equations 1: X and Y are experimental constants; R0 is the wire resistance at the fluid temperature; H is a constant 
that depends on the wire geometry and material. This system has three state variables and two inputs: uN and vQ. The 
experimental constants can be obtained by a static calibration VA×UN using the relation and then 
recalculating for the voltage across the wire. The system can then be modelled in the OrCAD EE PSpice electronic circuits 
simulation software that has a vast components library and, also, all the fundamental blocks to model the hot-wire nonlinear 
dynamics. By performing the nonlinear frequency response of the simulated system, the very accurate result gives an 
important insight on the real CTA performance. 
   The original dynamic equations can be linearized to the first order around some operating point defined by the average 
values UN and VQ. Equation 2 shows the equivalent linear system matrix having rf, vb and vi as the perturbative state 
variables while VQ is held constant. The latter is chosen to be the dynamical calibration parameter and is tuned in order to 
optimize the frequency response. 

 
 
(2) 

   The characteristic polynomial of the system’s matrix has coefficients such that the third degree term coefficient is 
negligibly smaller than the others. Consequently, this term is neglected and the remaining second degree polynomial 
equation can be put into the form: 0, where a1 and a0 are both functions of the operating point and the 
system’s parameters. One must note that the parameter VQ has not been defined yet and so the operating point is unknown. 
Nevertheless, the characteristic equation can always be written as 0, where Q is the quality factor and 0 
the natural frequency of the equivalent second order system. By defining Q the pass band of the CTA can be determined, 
where 

 
(3) 

   By solving simultaneously Equation 3 and Equations 1 for the static state and the desired Q, the necessary VQ is 
obtained. Applying this average voltage to the nonlinear circuit simulation and to the prototype, the theoretical and 
experimental frequency responses can be obtained and compared. Moreover, the procedure can be repeated for different 
probes and/or different average flow velocities.  
 

CONCLUSIONS 
 

   An experimental setup for the study of the principles of thermal anemometry with a CTA prototype was presented. A 
methodology to numerically obtain the value of the parameter responsible for the optimization of the frequency response of 
the instrument was proposed. 
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Summary Fluid Mechanics Education for the undergraduate civil engineering students, for the Islands of the Commonwealth 
Caribbean, is influenced by the need for a robust design of infrastructure for withstanding the forces of nature associated 
with hurricanes, storm surges, and tsunamis. Against the foregoing background, this paper describes the Fluid Mechanics 
Education in the Department of Civil of Engineering at the University of the West Indies.  
 

INTRODUCTION 

 
   Fluid Mechanics forms the theoretical base for coastal, environmental and hydraulic engineering and plays a critical role 
in the design of civil engineering infrastructure. In the Caribbean islands, there is a need for protection of critical lifeline 
infrastructure from high winds and storm surges during the frequent passage of hurricanes. Moreover, these islands are also 
vulnerable to tsunamis, and there is a need for the construction of tsunami shelters. It should also be noted that most of these 
islands have a mountainous terrain, and that the major roads, urban areas, airports, water pipelines and hotels are located 
along the coastline. Therefore, a clear and deep understanding of fluid mechanics is essential for the wind resistant design of 
buildings and wave resistant design of coastal roads, breakwaters, pipelines, sea walls, shoreline revetments and tsunami 
shelters. This short paper provides a glimpse of fluid mechanics education for civil engineering students at the University of 
the West Indies, hereafter abbreviated as the UWI. 
 

THE UNIVERSITY OF THE WEST INDIES (UWI) 

 

   The UWI has four campuses - in the Bahamas, Jamaica, Barbados and Trinidad – across the Caribbean Region (Figure 
1).  It is an autonomous regional institution and currently has a total enrolment of approximately 40,000 students. It started 
as Imperial College of Tropical Agriculture of the University of London in 1948 and at present is supported by, and serves, 
the following 17 islands: Anguilla, Antigua and Barbuda, the Bahamas, Barbados, Bermuda, the British Virgin Islands, the 
Cayman Islands, Dominica, Grenada, Jamaica, Montserrat, St. Kitts, Nevis, St. Lucia, St. Vincent and the Grenadines, 
Trinidad and Tobago, and Turks and Caicos Islands. These islands have a combined population of about 5 million people, a 
total land mass of approximately33,000 km2, and are spread over an oceanic area of approximately 2.25x106 km2. 
 
   The Department of Civil Engineering, which is a part of the UWI Faculty of Engineering, is located at St. Augustine in 
Trinidad. Its undergraduate programme in Civil Engineering commenced in 1961 in a special relationship with Imperial 
College, London. Moreover, the Department has maintained academic links with the United Kingdom through a formal 
accreditation of its programmes by with the UK Engineering Council through the Joint Board of Moderators (JBM), which 
comprises the UK based Institutions of Civil, Structural and Highway Engineers. 
 

 
 

 

The central objective of striving for a clear, and deep, understanding of Fluid Mechanics among the undergraduate students 
is to develop an ability for correctly, and fully, interpreting the codes of practice/design guidelines relating to wind/structure 
and wave/structure interactions for the design of hazard resistant infrastructure. At the UWI this objective is achieved 
through a specially designed syllabi and a continuous learning thread [3], which puts the fluid mechanics education at the 
centre of the relevant issues, as shown in Figure 2. 

Figure 1: The Caribbean 
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LEARNING THREAD 

 

   The learning thread in Fluid Mechanics for the undergraduate civil engineering students at the UWI begins with an 
introductory course in Fluid Mechanics in their first year. In this course, principles of hydrostatics, the conservation laws of 
mass, energy and momentum and their applications are first introduced. These are followed by an introduction to boundary 
layers. In the second year, the students take another course in Fluid Mechanics which concentrates on flow in open channels, 
potential flow and atmospheric boundary layer. Thereafter, in the third year, the students take a course in Coastal 
Engineering where mechanics of wave motion, sediment transport and design of coastal structures are covered. Finally, all 
undergraduate students are required to carry out a final year capstone design project which - given the oceanic setting of the 
Commonwealth Caribbean - invariably requires consideration of wind and wave forces. The capstone design project, inter 

alia, requires, and develops, skills of analysis and synthesis, and in it the students come to appreciate the need for clarity, 
and depth, of their knowledge in Fluid Mechanics for correctly interpreting the physical processes involved as well as the 
various codes of practice and guidelines mentioned earlier. A clear and deep understanding leads to optimal design and 
construction of infrastructure, and thus enhances its sustainability. 
 
   The aforementioned learning thread is underpinned by closely supervised tutorial sessions, site visits, laboratory 
experiments, text and reference books, multimedia and Computational Fluid Dynamics (CFD. It is said that those of us who 
teach fluid mechanics are fortunate, as are our colleagues in some other fields such as optics, that our subject is easily 
visualized. Moreover, the literature of fluid mechanics has many beautiful and revealing photographs which can be used as a 
valuable resource for teaching. Thus, conventional lectures are supplemented by “An Album of Fluid Motion” by Van Dyke 
[4]. Moreover, the advantages of the aforementioned visual nature of Fluid Mechanics, in the learning process, are further 
strengthened by the use of an interactive multimedia DVD [2]. 
 
   Integration of Computational Fluid Dynamics (CFD) in the undergraduate fluid mechanics courses can considerably 
enhance learning [1]. Specifically, classroom CFD demonstrations and home assignments help students to learn the basic 
concepts of Fluid Mechanics. Moreover, it also shows CFD simulations as a powerful design tool for examining alternative 
designs. It should be noted, however, that only simple applications of CFD, rather than numerical algorithms, are 
emphasized, e.g. flow separation around a bluff body. 
 

CONCLUSIONS 

 

   Fluid Mechanics Education, for Civil Engineers, in the Commonwealth Caribbean islands needs to specifically address, 
with clarity and depth, its role in the sustainable design of infrastructure for withstanding the fluid dynamic forces associated 
with hurricanes, storm surges, and tsunamis. This objective is achieved at UWI through: (a) a specially designed syllabi, and 
(b) the concurrent use of traditional lectures, tutorials and site visits as well as use of multimedia and CFD in a learning 
thread through its undergraduate civil engineering curriculum.  
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Summary The wetting properties of a surface are a function of both surface chemistry and surface topology. By utilizing materials with
a mechanical response to an external stimulus (e.g., UV light), we can create a travelling wave, which we use to transport droplets. The
three-phase line pins dynamically to the surface protrusions and the droplet is propagated at the same velocity as the wave. Applications are
proposed for use in digital microfluidic systems, in which the transport of droplets is a key feature.

INTRODUCTION

Microfluidics is the science and technology of manipulating small amounts of fluids, i.e., volumes typically smaller than
1 µl. Its applications can be found, for example, in lab-on-a-chip systems. In such systems, a complete analysis that is usually
carried out in a medical laboratory, is carried out on a chip orders of magnitude faster and often only with a single drop of, e.g.,
blood or urine [1]. When medical or chemical analysis is performed in discrete droplets, we speak of digital microfluidics.

Different steps in the analysis process may be carried out in different locations on the chip. A well-known method for
transporting droplets is electrowetting. By applying a potential between the droplet and part of the surface, the droplet rapidly
changes its surface tension at that location, resulting in transportation at high speed [2]. This method of droplet transport is
very efficient and controllable with electrical circuits, but the downside is that the applied electric field may have undesired
side-effects on the biochemical reactions in the droplets and that a complex system of electric circuits is required on the chip.

The wetting properties of a solid surface are a function of the chemical composition of the solid and the surface topography.
We consider a water droplet in an air atmosphere, at rest on a flat (non-structured) surface. The water-air-solid intersection
line is called the three-phase line. The angle between the water-air interface and the solid boundary is a consequence of the
force balance at that line. This angle is called the Young angle θY and it forms the basis of the theory of wetting [3], see also
Fig. 1a. The force equilibrium corresponds to a local energetic minimum, where the total energy is the sum of the interfacial
energies and potential energy of the droplet.

Mechanically responsive materials deform when triggered by an external stimulus. For example, azobenzene-enhanced
liquid crystal glassy polymers deform when exposed to UV light. Given a patterned distribution of the UV-responsive com-
ponent, a reversible topographical change can be created on the surface [4].

In this paper, we propose a new droplet transport mechanism in digital microfluidics, based on a dynamic pinning mech-
anism on a travelling wave induced by light-switchable hydrophobic surfaces. To describe this, we developed a two-phase
(volume-of-fluid with continuous surface tension force) computational fluid dynamics (CFD) model, in which the surface
tension effects are calculated using a smoothed indicator function.

DROPLET TRANSPORT ON A TRAVELLING WAVE

When a droplet is deposited on a sinusoidal surface, the droplet will first fall back to a local energetic minimum. From
our numerical simulations, it is clear that the three-phase line will move uphill and locally position itself on the tops of the
sinusoidal pattern. This is consistent with theoretical and experimental results of droplets on sinusoidal surfaces [5, 6]. This
is visualized when we look closely at the three-phase line of a droplet on a deforming surface (Fig. 1). When we deform
the surface in such a way that locally the surface rotates counterclockwise at the location of the right three-phase line, the
instantaneous contact angle is larger than its equilibrium value. In order to restore equilibrium, the three-phase line moves
uphill (see Fig. 1b). On the other hand, when locally the surface rotates clockwise, the instantaneous contact angle is smaller
than its equilibrium value. The three-phase line now moves uphill, until it finds its equilibrium value again. This is illustrated
in Fig. 1c. Then, when we deform the surface in a wave-like fashion, the three-phase line will pin to the tops of the wave.
By illuminating the material with a light pattern that travels over the material like a wave, we can generate a travelling wave
topography. The three-phase line will pin to the moving tops, which implies that the droplet will be transported along with the
wave and as such ‘carries’ the droplet along.

The travelling wave is characterized by its amplitude A, wavelength λ and driving frequency f . The droplet in air atmo-
sphere, characterized by its density ρ, viscosity µ, surface tension γLV and size L, should be transported at (center-of-mass)
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Figure 1: (a-c): The three-phase line on a deforming boundary moves upward, both for a positive (b) and a negative (c)
inclination. (d): Reciprocal Strouhal as function of time.

velocity U . If the transport is successful, the droplet moves at the same velocity as the travelling wave. This means that the
reciprocal of the Strouhal number, U/λf , will converge to one. An example of such a transport is shown in Fig. 1d.

We implement the travelling wave topography as a deforming boundary in our CFD model. The simulations demonstrate
the effectiveness of the proposed mechanism for droplet transport of free-standing water droplets in an air atmosphere, even
for small A/λ (see Fig. 2a). We observe a rolling-type of motion, which is attributed to the fact that mass is transported from
the left to the right, subject to no-slip at the solid boundary.

PLUG FLOW

The second application concerns fluid transport in microfluidic channels. The channel is filled with plugs of two im-
miscible, non-reacting fluids. When the wave is travelling, the interface tries to find its energetic minimum near the tops of
the surface topography based on the same dynamic pinning concept as depicted in Fig. 1a-c. As a result, the interface will
try to keep up with the tops of the wave, effectively transporting the small droplet through the channel (see Fig. 2b). Our
simulations show that the transport using such a fluid-fluid interface increases the pumping performance (the ratio of resulting
fluid velocity and travelling wave velocity) by at least one order of magnitude with respect to normal (single-phase) peristaltic
pumping.
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Figure 2: Pinning of the three-phase line at the peak of the travelling wave. The colors represent the velocity field. The
streamlines are calculated in a coordinate frame moving with the center of mass of the droplet to show the internal flows. (a)
Transport of a free-standing water droplet. (b) Transport in a microfluidic channel consisting of two fluids (1 and 2).

3491



 

 

a) Corresponding author. Email: manimaran.nr@gmail.com. 
 

XXIV ICTAM, 21-26 August 2016, Montreal, Canada  

CFD SIMULATION OF ENERGY SEPARATION IN A COUNTER-FLOW VORTEX TUBE BY 

MOVING MESH METHOD 
 

Manimaran Renganathan1 
1
Thermal and Automotive Research Group, School of Mechanical and Building Sciences,  

VIT University Chennai campus, Chennai, India  

 
Summary This study describes the dynamic mesh CFD simulation of the energy separation inside a three dimensional flow field of a Ranque-
Hilsch vortex tube. The nature of flow field inside the vortex tube is analyzed for different cold and hot exit flow rates by moving a throttling 
cone placed at the hot end. After the careful validation with the experiments performed in this work, the phenomenon of energy separation is 
clearly identified from the the return core flow towards the cold end. 
 

INTRODUCTION 

   Ranque-Hilsch vortex tube is a simple tube with one inlet and two outlets. It consists of a vortex chamber, orifice, vortex 
tube and a conical valve. Compressed gas is allowed to enter into the vortex chamber tangentially as shown in the schematic 
of Ranque-Hilsch vortex tube (Figure 1) so that a swirling flow is established in the vortex tube. The present experimental 
study is restricted to counter-flow type of vortex tube. One of the outlets is nearer to inlet, where the gas exits through an 
orifice located at the center. Since the gas exiting at this place via orifice is usually cold, this location is referred as cold end. 
The other outlet is at the farther end from the inlet where the gas exits at the periphery. Since the gas exiting at the periphery 
is hot, this location is called as hot end. 
 

  
Fig. 1: Schematic of Ranque-Hilsch vortex tube        Fig. 2 . Mesh of the CFD model with throttling cone 

 
The setting of a conical valve at the hot end determines the mass flow-rate of streams exiting at cold end (referred as cold 
gas fraction) and hot end. The splitting of inlet total temperature into a higher total temperature than inlet at hot end and a 
lower total temperature than inlet at cold end is called the temperature separation. It is also called as the Ranque-Hilsch 
effect. Studies on Ranque-Hilsch vortex tube have been carried out since 1936 by experimental and theoretical approaches. 
As the computational power for exploring the physics has increased nowadays, CFD has been used for investigating this 
phenomenon.  Frohlingsdorf et al. [1] studied flow and temperature field in a vortex tube, using CFX code and k-ε 
turbulence model. Eiamsa-ard et al. [2] investigated and found that ASM turbulence model is better than standard k-ε 
model. Behera et al.[3] evaluated the effects of number and type of inlet nozzles on the temperature separation, using STAR 
CD code and RNG k-ε turbulence model. Skye et al. [4] and Aljuwayhel et al. [5], studied the flow in vortex tube and 
compared standard k-ε model with RNG k-ε model. In this work, the dynamic mesh simulation in opening and closing the 
throttling cone to study the whole range of operation of vortex tube using Ansys Fluent and standard k- model is presented. 

 

COMPUTATIONAL FLUID DYNAMICS 

   To investigate the operating range on the performance of vortex tube, a 3D geometrical case has been modeled. The 
domain of meshing is shown in Fig. 2. Mesh size has been considered finer near the inlet and outlet area as well as near the 
tube wall. In all solutions, the mesh size with 1.5 million cells has been used. It should be noted, in longer models, the 
numbers of cells have been increased as well. The problem has been solved using Ansys Fluent 2016 [6] CFD code for 
unsteady state with the operating gas as air with constant specific heat capacity of 1006.43 (J/Kg k) and variable viscosity 
and conductivity coefficient according to kinetic energy model. Due to the compressibility of flow, the ideal gas model has 
been used. The SIMPLE algorithm has been used to calculate the relationship between pressure and velocity. The QUICK 
scheme has been applied for discretization of equations. The time step for dynamic simulation is maintained at 10 micro 
seconds. The study of internal flow field in the vortex tube is found to be very difficult as analyzed by physical experiments. 
For validating the  CFD simulations, the diameter of the vortex tube is 0.019 m and orifice diameter at the cold end is 
0.007 m. Length of the vortex tube is restricted to 0.090 m. The included semi-cone angle is 25 degrees. Inlet shape is 
rectangular with dimensions 6 mm width by 2 mm height. The inlet is considered as pressure inlet (5 bar) gage and total 
temperature (To) at 303 K. The cold and hot outlets are considered as pressure outlets, automatically varied from 0.3 bar to 
1.2 bar (gage) in dynamic mesh simulation while total temperature is a derived parameter. The walls of the vortex tube and 
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vortex chamber are considered as no slip conditions and static temperature of 303 K. The throttling cone moves at a velocity 
of 0.005 m/s in z-direction. To,c and To,i refers to stagnation temperatures at cold end and inlet respectively. The mesh size is 
considered from 0.5 million to 5 million number of nodes. The temperature change between inlet and cold end does not vary 
significantly after a mesh size of 3.75 million number of nodes. It is also found later that this mesh size yields result closer 
to experimental result (Fig. 3). The comparison of results between CFD and experiments are plotted in Fig. 3. It is clear that 
the error between the CFD and experiments is less than 5 % for all the cold gas mass fractions. The mesh moving approach 
is adopted by remeshing and Laplacian smoothing strategies. 

 
Fig. 3 Validation of the present work with the experiments     Fig. 4 Total temperature and turbulent kinetic energy at           
                                                          different cold gas fractions               
 

RESULTS AND DISCUSSION  

 
The temperature separation indicates (from fig. 4) that total temperature increases at the hot end as the cold gas fraction 
increases or with the decrease in hot gas fraction. Total temperature decreases at the cold end as the cold gas fraction 
decreases or with the increase in hot gas fraction. But the cause of energy transfer could be either from heat transfer or work 
transfer or both. Since the turbulent work done by core inner layers on outer layers increases as shown in turbulent kinetic 
energy contours, the turbulent viscous work transfer from core inner layers to peripheral outer layers becomes the clear 
explanation for temperature separation in the counter-flow vortex tube. 
 

CONCLUSIONS 

 
   The results illustrated the effect of varying cold fraction on the energy separation and investigations reveal the flow physics 
changing the temperature separation during the dynamic simulation. The results have been demonstrated when the cold fraction 
increases, cold temperature drop decreases and hot temperature increases. The maximum value of energy separation at cold 
outlet is obtained when cold fraction is 0.3, and the maximum value of energy separation occurs at hot outlet when cold fraction 
is about 0.75. Moving mesh strategy gives a clear explanation on identification of dominant factors governing the temperature 
separation in counter flow vortex tube. 
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ABSTRACT 

 
   The microstructural aspects of shock induced plasticity and consequent failure in metals were studied using 1100-O and 
5083 aluminum, AZ31B and AMX602 magnesium alloys.  Preliminary results show that microstructure and microstructural 
evolution can strongly influence the mechanical response and consequent failure of these materials.  The 1100-O aluminum 
changes from ductile to quasi-brittle failure at approximately 8 GPa perhaps due to changes in deformation mechanisms.  
Furthermore, failure in both 5083 aluminum and AZ31B magnesium was dominated by debonding of the matrix magnesium 
from large manganese-rich intermetallic inclusions and/or cracking of inclusions after the passage of shock stresses ranging 
from 0.5 - 1.5 GPa.  However, failure in AMX602 magnesium was distinctly different from those above for the same shock 
stress range.  Numerous cracks were observed at the spall plane possibly from other nucleation sites and not from inclusions 
because none were present in AMX602. 
 

INTRODUCTION 

 

   It is well known that large numbers of lattice defects such as dislocations, twins, vacancies, etc. are generated in metallic 
materials during plastic deformation.  The nucleation and evolution of these defects can strongly influence material behavior 
and consequent failure.  For instance, the residual hardness of many shock loaded metals has been found to be considerably 
lower than those loaded under quasi-static conditions to the same maximum stress [1].  However, the residual hardness of 
shock loaded metals are much higher than those loaded quasi-statically to the same total strain [1].  The aforementioned 
observations in metals clearly indicate that the nucleation and evolution of lattice defects such as dislocations during plastic 
deformation under shock compression and quasi-static or moderate rates are quite different.  Williams et al. [2] have found 
that the microstructural evolution in 1100-O aluminum strongly influences the failure characteristics, that is, ductile failure 
was observed below ~8 GPa while quasi-brittle failure above 8 GPa.  This short paper summarizes the results obtained from 
shock induced plastic deformation and consequent failure of both aluminum and magnesium alloys.   
 

MATERIALS AND EXPERIMENTAL METHODS 

 
   Plate impact shock recovery experiments were conducted to study the microstructural aspects of shock induced plasticity 
and consequent failure in 1100-O aluminum, Equal Channel Angular Extrusion (ECAE) 5083 aluminum, ECAE AZ31B 
magnesium, and Spinning Water Atomization Process (SWAP) AMX602 magnesium.  The original grain size for the 1100-
O aluminum was approximately 250 μm and the other materials were ultra-fine grain (UFG) with grain size ranging from 2 - 
5 μm.  All plate impact recovery experiments were conducted using a single stage 102 mm diameter gas gun (slotted bore).  
The recovered specimens were then analyzed using Scanning Electron Microscope (SEM) to study failure and Transmission 
Electron Microscope (TEM) to study deformation mechanisms.  Details on the processing techniques, material properties, 
and shock recovery configuration are documented in the following articles [2-5]. 
 

SUMMARY OF RESULTS 

 
   Figure 1(a) shows the residual microstructure of the as-received 1100-O aluminum with roughly equiaxed grain structure 
with dislocation tangles within the grain interior.  After the passage of ~4 GPa shock stress, the residual microstructure show 
that the grains have evolved into severely elongated sub-grains with dislocation cells in their interior (Fig. 1(b)).  
Furthermore, at ~6 GPa shock stress, the equiaxed starting microstructure has evolved into densely packed cell blocks 
delineated by dense dislocation walls (denoted by D) and microbands (denoted by M) as shown in Figure 1(c).  Finally, at 
~9 GPa shock stress, the residual microstructure exhibited a plate-like lamellar structure (Fig. 1(d)) which are orthogonal to 
the shock direction.  Williams et al. [3] were able to show that the spall surface of the ~6 GPa shock stress was dominated 
by voids indicative of ductile failure.  However, at ~9 GPa shock stress, the spall surface was quasi-brittle (with nano-voids) 
resulting from dynamic recovery.  These results are indications that the failure mechanism changes from ductile to quasi-
brittle due to substructure evolution. 
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Figure 1. TEM micrographs of the residual microstructure of 1100-O aluminum after the passage of 0, 4, 6, and 9 GPa shock 
stress respectively. Arrow indicate shock direction (SD). 
  
   In constrast, the failure characteristics of the strong alloys were quite different from those observed in 1100-O aluminum.  
For both the ECAE 5083 aluminum (Fig. 2(a)) and ECAE AZ31B magnesium (Fig. 2(b)), failure initiated at large manganese-
rich intermetallic inclusions by debonding from the matrix magnesium and/or cracking of inclusions after the passage of shock 
stresses ranging from 0.5 - 1.5 GPa.  For the same shock stress range, the failure characteristics observed in SWAP AMX602 
magnesium was different as shown in Figure 2(c).  Failure did not initiate from intermetallic inclusions because there were 
none present in AMX602.  However, numerous cracks were observed at the spall plane possibly initiating from other void 
nucleation sites such as triple-point grain boundaries.  These preliminary findings warrant more research on the 
microstructural aspects on shock-induced plasticity in order to better understand spall failure.    
 

 
  
Figure 2. SEM micrographs of the residual microstructure of (a) 5083 aluminum, (b) AZ31B, and (c) AMX602 magnesium 
after the passage of shock stress ranging from 0.5 – 1.5 GPa. 
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Summary The Gibbs’s variational principles allow to investigate equilibrium and stability conditions for the systems consisting of 
different physical phases and having multiple components. In the paper, we suggest a generalization of those principles allowing 
to take into account non-local interactions (in particular, electrostatic or magnetostatics dipolar forces.) Explicit formulas will be 
presented in the full paper for the first variations, allowing to address equilibrium conditions, and for the second variation, allowing 
to explore the stability conditions. All analysis is done in the Eulerian variables and without making any assumptions of small 
deformations. We, then, discuss possible applications, recent theoretical results, and still existing difficulties. In particular, we will 
present several novel unexpected predictions. 
 

INTRODUCTION 
 

 The goal of this paper is to present a logically consistent extension of the Gibbs variational approach [1] to elastic bodies with 
interfaces in the presence of electromagnetic effects. This effort cannot be explained without presentation of our understanding of 
the rich history of the Gibbs method, from the one hand, and of the static problems of electromagnetism, from the other hand. 
 
The Gibbs’s variational paradigm 
     We remind, that Gibbs suggested to build the analysis of equilibrium of heterogeneous substances based on the analogy 
with classical statics. He transformed the principle of unconstrained minimum of mechanical energy an isoperimetric variational 
principle. Namely, he replaced mechanical energy with the internal energy and used the constraint of fixed total entropy. The 
Gibbs's analysis incorporated phase transformations in heterogeneous systems into the general variational framework. Presently, 
Gibbs variational method looks so natural that multitude of researchers of phase transformations do not realize that they are 
following the pioneering footsteps of Gibbs. The possibility of phase transformations for Gibbs is just an additional degree of 
freedom in variational approach. The phase equilibrium conditions are treated additional "natural" conditions of equilibrium 
associated with these additional degrees of freedom; here we use the term "natural" in the sense of variational calculus. There are 
many different appearances of these “natural” conditions, depending on the specific additional constraints – sometimes, they lead 
to the additional scalar conditions and introduction of scalar chemical potentials. Sometimes, those “natural” conditions appear to 
more or less direct analogy of the classical Weierstrass—Erdmann “corner” conditions: in this case we arrive at the tensorial 
analogies of the scalar chemical potential. The former vision is reflected in all classical textbooks on thermodynamics. The second 
vision deviates significantly from the classical one, and it rarely appears to be compatible with the former one. 
 
Electromagnetic ponderomotive forces and thermodynamics  
     In this paper, our main target is to merge the Gibbs methodology with electro- and magnetostatics. Many outstanding 
authors of 19 and 20 centuries tried to merge variational approach with electrostatics and magnetostatics, including the pioneers 
like Maxwell [2], Korteweg [3], Helmholtz [4]. One of the major achievements of the Maxwell theory [2] was the successful 
transfer of the concept of stress tensor, that originally appeared in continuum mechanics, to the concept/object called ether -- the 
agent conducting electrical and magnetic forces. In no way, the Maxwell theory was treated by his contemporaries as ultimate 
truth. Quite on the contrary, several thinkers of the first echelon, including Helmholtz, partially or completely rejected his theory. 
Maxwell himself pointed out a number of difficulties in his theory. In particular, he wrote: "I have not been able to make the next 
step, namely, to account by mechanical considerations for these stresses in dielectrics" (these words were cited by Poincare in his 
lectures on optics [5]). Many efforts have since been made to fix this shortcoming. Many of those efforts are variational in nature 
since one of the most effective ways of coping with logical inconsistencies is to insist on a variational formulation. Interesting 
analysis was suggested by Landau and Lifshitz [6], Toupin [7], and Privorotsky [8], among many others. See several classical 
textbooks on electromagnetism having quite strong thermodynamic flavour. This thermodynamic problem for more than century 
remains to be a hot topic known as the problem of ponderomotive forces.  

Of all of the aspects of the general problem of ponderomotive forces in electromagnetism, the problem of describing 
equilibrium configuration seems the most appealing because it looks as the simplest one. For dealing with statics thermodynamics 
delivers various powerful instruments. Gibbs [1] was one of the pioneers developing general variational approach to those 
problems. Roughly speaking, Gibbs concluded that the chemical potential of a charged material particle in electrostatic potential 
should be supplied with the additional term 𝑞𝜑, where 𝑞 is the electric charge of the particle and 𝜑 is the potential of the 
electrostatic field. This is a very schematic presentation of Gibbs vision, for instance, Gibbs himself has never used the term of 
chemical potential, not even speaking of assigning it any universal meaning. Also, Gibbs attributes the formula 𝑞𝜑 not to himself 
but to Gabriel Lippmann. At the same time, Gibbs has never analyzed equilibrium and stability of polarizable heterogeneous 
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systems in electro- or magnetostatic fields and phase transformations in such media. Gibbs considered heterogeneous systems as 
the systems that can be modelled as macroscopic domains separated by interfaces interpreted as mathematical surfaces: that is 
exactly what he implied by the term "heterogeneous substances." Unfortunately, handling interfaces in electro or magnetostatics 
is way more troublesome than continuum mechanics. One of the greatest physicists of all times, Hendrik Anton Lorentz explicitly 
and wisely avoided any discussions of heterogeneous systems saying in the preface of his classical treatise [9] that he does not 
want to struggle with the boundary terms. Fortunately, these days the technique of the calculus of moving surfaces permits to cope 
with these formal difficulties quite easily [10]. 
     Privorotsky [8] used some considerations, having some thermodynamic flavour, for analysis of magnetic domains. He 
assigns his approach to Landau and Lifshitz [6]. An obvious drawback of their presentations is in the using the approximation of 
linear elasticity instead of exact nonlinear theory. In particular, in [7,8] there is no explicit indication which variables – Eulerian or 
Lagrangian – were used. Based on the formulation of the boundary conditions, we are inclined to conclude that their approach was 
closer to the Eulerian description. Our own variational approach differs considerably from the approach of Landau and his 
followers. At least, they imply different ultimate formulas. Whether those different approaches are compatible or not still remains 
to be seen. In several aspects, their results seem relatively close to ours. Presumably, Toupin [7] was the first researcher of 
electrostatics who was professionally involved in nonlinear continuum mechanics as well. Therefore, his presentation of 
electrostatics is free of any unnecessary approximations of linear elasticity. Toupin directly indicated that was using material (i.e., 
Lagrangian) variables. Since nonlinear elasticity looks much simpler in the Lagrangian description his approach found many 
followers in the mechanics community. 
 

PECULIARITIES OF SUGGESTED APPROACH AND RESULTS   
 
     The approach was used and demonstrated in several publications, including [11--15] and allowed to predict several 
unexpected and even paradoxical results. They remain to be unconfirmed experimentally. The strongest argument in favour of our 
approach is its conceptual transparency and methodological simplicity in consistency. In no way, we claim that this approach 
implies reliable predictions of physical phenomena. We only claim that using such an approach the system can be analysed in a 
mathematically consistent way. 

In our approach, we use the exact nonlinear theory of elasticity. However, our analysis is based on the Eulerian description 
in the spirit of Murnaghan [16]. In the context of electromagnetism the Lagrangian and Eulerian approaches are, basically, not 
equivalent. The main difficulties are rooted in the fact that in electromagnetism (contrary to classical elasticity) we almost always 
need a coordinate system covering the whole space, not only part of the space, occupied by the bodies under study (for instance, 
almost always the descriptions of the electrostatic and magnetostatic potentials are incomplete without explicit conditions at 
infinity.)  The Eulerian coordinate system is a perfect instrument from this standpoint.  

Contrary to many of our outstanding predecessors, we deliberately and explicitly exclude electric field or electric 
displacement from the list of independent thermodynamic variables. Instead, we systematically add polarization vector (or 
magnetization vector) to the "traditional" free energy of thermoelastic system. We include into the energy functional an additional 
term describing the energy accumulated in the form of electrostatic field occupying the whole space. We systematically build our 
approach on the exact nonlinear theory of continuum media and uncompromised usage of the Eulerian variables as the independent 
spatial variables. 
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Summary In the work a microelectromechanical systems (MEMS) based in-situ tensile test for notch induced copper nanowire in 
transmission electron microscope (TEM) is presented. A carefully designed electrostatic actuator was utilized to stretch copper 
nanowire at a stable speed rate less than 0.05% per step in strain. As the fracture may occurs at anywhere of the copper nanowire 
and the field of vison of TEM is limited, a notch was induced to make sure that the fracture would perform at the observed 
positon with the assist of focused ion beam (FIB). Under a slowly and precisely force loading, a copper nanowire was stretched 
and corresponding stress-strain curve was obtained. Compared to the bulk material, only elastic deformation and brittle-like 
fracture process were observed during the test, instead of plastic process and ductile fracture. The achieved evidences indicate 
that dislocation would be easily released to surface with the tensile performance and the absence of dislocation make it 
impossible for sustainable large-scale plasticity which is a significant element for ductile fracture. 

 

Motivation 

 

In the past years, copper nanowires (NWs) have drawn lots of attention for its wide applications in electromechanical 
systems, circuit interconnects, nanodevices and sensors. As nanoscaled materials perform remarkably different from their 
bulk forms due to huge surface-to-volume ratio1, more experimental evaluation is in need. Mechanical property as one of 
the most important properties decides the reliability, sensitivity and other performance of nanodevice attracting lots of 
research. In 2009, Richter et al successfully measured the strength of copper nanowhisker using nano-manipulator in FIB. 
In 2011, Ma et al utilized AFM method to measure the elastic strain limit of copper nanowires. After that, in 2012 Lou et al 
discussed the fracture mode for different sized copper nanowires in SEM. However, because the fracture may happen at any 
place of the nanowire and the nanowire is long usually, researchers had to monitor the entire nanowire. As a result, 
attentions for the details in fracture position was not enough in these works. In our work, in order to in-situ in TEM observe 
the changes in fracture part, a notch was carefully induced into a copper nanowire to manmade a fracture position. 
Consequently, dislocation releasing process was observed and a typical elastic-then-break behaviour the copper nanowire 
performed. 

 

Result 

 
Utilizing tangential electrostatic force of pairs of parallel plates, an electrostatic comb actuator was designed and fabricated to 

provide a controllable, continuous, uniaxial loading force using MEMS technology2, as figure 1a shown. The main structure of 
an accomplished tensile device is shown in figure 1b, with a copper nanowire assembled on (inset picture). The performance of 
the tensile device without samples is presented in figure 1c, which can provide stable tensile deformation with a precise speed 
rate less than 0.05% in strain per step. When voltage was applied, with the comb actuator stretching the copper nanowire and in-
situ TEM observation, tensile test was performed on the sample. A dynamic process of copper nanowire under tensile test is 
shown in figure 2. Instead of a sudden breaking, in-situ observation, the sample showed no sign of homogenous plastic 
deformation process. The corresponding calculated stress-strain curves (figure 3) demonstrated typical elastic stretching process 
and sudden break behaviours of brittle materials with a Young’s modulus about 91~97 GPa. All these evidences suggest that the 
copper nanowire fracture in a brittle-like mode with very limited dislocation activates, which is quite different from its bulk 
properties. This remarkable phenomenon may be explained by dislocation theories. At very beginning of the tensile test, as 
figure 2(a) shown, there were lots of complex bright and dark areas around the notch induced position (red circle area), which 
may indicate dislocations. When the applied voltage got larger and the internal stress increased, as figure 2(b, c, d) shown, the 
contrast of notch induced area (red circle area) appeared to be much more uniformed. This means that because of releasing of 
dislocation or self-healing, during the stretching, the copper nanowire’s density of dislocation decreased. Consequently, large-
scale plasticity, as an important element for ductile fracture, was thought to be not sustainable due to an absence of dislocation.  
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Figure 1. a) Preparation process of nanowire tensile device; b) SEM of the main structure of the tensile device 
(inset: integrated copper nanowire); c) theoretical and experimental deformation curve of the tensile device. 

 
Figure 2. A dynamic process of copper nanowire under tensile test. 

 
Figure 3. stress-strain curve of copper nanowire.(the former diameter value is the nanowire’s 
diameter, and the later one is the notch induced part’s width) 
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Summary Multistable structures own two or more distinct stable equilibrium configurations, that can be adapted to different functioning
regimes. For this reason, multistable structures can find several applications and it is important to develop models that can describe and
predict their non-linear behaviour in order to design and optimize them, as well as to control the passage between stable equilibria. We
focus our attention on the case of dynamic actuation and we study the non-linear dynamic behaviour of multistable structures. In particular,
an isotropic disk, when subject to spherical inelastic curvatures can have an infinite number of stable cylindrical shapes at the same energy
level (neutrally-stable shells). Starting from von-Kármán assumptions, a discret uniform curvature model is deduced to study the non-linear
dynamic behaviour of such neutrally-stable structures and analytical results are compared with experiments. We show that the shell can
undergo different dynamic regimes from small oscillations to chaos, but also, in particular cases, the shell reaches a zero-stiffness mode
parametrized by an almost constant curvature.

MAIN EQUATIONS USING FÖPPL-VON KÁRMÁN SHALLOW SHELL MODEL

We consider an isotropic disk subject to spherical inelastic curvatures: if the inelastic curvature is high enough, the result is
a neutrally-stable shell, characterised by an infinite number of cylindrical shapes of curvature c aligned to any angle θ ∈ [0, π]
(see [1]). However, because of imperfections of both material properties and manufacturing process, the resulting shell is not
infinitely-stable but bi-stable and has then two cylindrical stable shapes both parametrized by the same curvature c = c and
orthogonal directions (say, θ = 0 and θ = π/2: Fig. 1a) while any other configuration with c ∼ c and different values of θ is
unstable. For a given c, the elastic energy is almost flat with respect to θ and the actuation load is hence close to zero.
We can mathematically describe the behaviour of such a non-linear structure by applying the Föppl-von Kármán shell model.
Considering a flat reference configuration for the shell described by a two-dimensional domain S, a reduction strategy of the
complete Föppl-von Kármán equations, as for instance described in [2], allows to write both potential and kinetic energy of a
shell as function of (assumed) uniform curvature only.
In the case of the disk, under the assumption of cylindrical shape and inextensibility (pure bending), we only have two degrees
of freedom namely (c, θ), where c is the level of actual curvature and θ the orientation of principal curvature with respect to
an assigned frame (x, y). Then, the displacement field for the shell can be written in the form:

w0(x, y, t) =
c

2

(
cos2(θ)x2 + sin2(θ)y2 + 2 sin(2θ)xy

)
(1)

Assuming uniform spherical inelastic curvatures Hi = (hi, hi, 0) applied to the shell, the non-dimensional potential energy
can be written:

εp(c, θ) =
1

8

(
−8hi(1 + µ)c+ c2(2γ + µ− (2γ + µ− 1) cos(4θ) + 3) + 8h2i (1 + µ)

)
(2)

where µ and γ are respectively the Poisson’s ratio and the shear modulus of the material.
We consider the case of an excitation applied at the center of the shell in the form of an imposed displacement w(t) =
w0 sin(Ωt) where w0 is the amplitude and Ω the pulsation of excitation. Hence, total displacement and kinetic energy are:

w(x, y, t) = w0(x, y, t) + w(t); εk(c, ċ, θ̇) =
1

2
ċ (ċ+ 8w0Ω cos(Ωt)) +

2

3
c2θ̇2 + 16w2

0Ω2 cos2(Ωt) (3)

Such problem leads to a non-conservative system solved in the Lagrangian formalism coupled with Poincaré’s method.

DYNAMIC ANALYSIS AND ACTUATION OF AN ALMOST NEUTRALLY-STABLE SHELL

We built the almost neutrally-stable shell by plastification of a copper disk (thickness 0.3 mm): the shell shows two
orthogonal equilibrium shapes. Then, the shell is set on a shaker (Fig. 1b) and, under a dynamic excitation, it undergoes
non-linear oscillations parametrized by both amplitude and frequency of the shaker.

Frequency response function (FRF)
Focusing on small oscillations in the c coordinate around a stable state, one can get the Frequency Response Function

(FRF) by considering θ = 0 (or π/2) in the model. In experiments, we set a small amplitude for the shaker (w0 = 0.4
mm) and vary the frequency (Fig. 1c). The natural frequency has been measured to be 17.75 Hz experimentally and 19.4 Hz
theoretically.
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Figure 1: (a) Stable shapes of the shell, (b) experimental shell-shaker configuration and (c) amplitude-reduced pulsation
diagram of the shell in the c coordinate. Solid and dotted lines correpond to analytical and experimental results, respectively.

θ = 0 θ = 45◦ θ = 90◦ θ = 135◦ θ = 180◦

Figure 2: Screenshots of the shell in the zero-stiffness regime for different θ corresponding to w0 = 1.75 mm and f=16.35 Hz.

Frequency-amplitude analysis
Setting the amplitude w0 of the shaker and varying the frequency, one can observe different dynamic regimes, from

small oscillations to chaotic behaviour. Nevertheless, for a specific frequency, we could observe a regime of zero-stiffness
oscillations where the shell covers continuously each cylindrical state θn (0 	 2π) for a constant curvature c i.e. a neutrally-
stable mode (Fig. 2). The angular speed θ̇ is almost constant at this regime (see Fig. 3a). As it can be seen from Fig. 3b, this
zero-stiffness regime is actually lost in a range of chaotic oscillations, but it can be verified by several couples of amplitude and
frequency of excitation. However, this mode does not exist above the resonance frequency where oscillations on c coordinate
are favoured. We will compare these experimental results with analytical predictions of the reduced Föppl-von Kármán model.
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Figure 3: Experimental (a) variation of θ in the zero-stiffness mode and (b) zero-stiffness regimes vs. amplitude and frequency
of the shaker.

CONCLUSIONS

This work aimed to describe the non-linear behaviour of pre-strained shells subject to dynamic loads. We show that, for
given amplitude and frequency of excitation, the shell reaches a zero-stiffness mode of oscillations, which could be very good
for energy harvesting purposes.
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Summary In this study, free vibration analysis of spherical shell is carried out. The structural model is based on a combination of thin shell 
theory and the classical finite element method. Free vibration equations using the hybrid finite element formulation are derived and solved 
numerically. Therefore, the number of elements chosen is function of the complexity of the structure. Convergence is rapid. It is not 
necessary to choose a large number of elements to obtain good results. The results are validated using numerical and theoretical data 
available in the literature. The analysis is accomplished for spherical shells of different geometries, boundary conditions and radius to 
thickness ratios. This proposed hybrid finite element method can be used efficiently for design and analysis of spherical shells employed in 
high speed aircraft structures. 
 

INTRODUCTION 

 

   Shells of revolution, particularly spherical shells are one of the primary structural elements in high speed aircraft. Their 
applications include the propellant tank or gas-deployed skirt of space crafts. Free vibration of spherical shell has been 
investigated by numerous researchers experimentally and analytically. Kalnins1, 2, studying analytically free vibrations in 
shallow spherical shell, used two auxiliary variables for the axial and circumferential displacements while considering the 
effect of longitudinal, transverse and rotary inertia as well as transverse shear deformation on the non-asymmetric vibration 
of shallow spherical shells. Navaratna4, Webster5, Greene et al.7 used the classical finite element method to study the free 
vibration of thin spherical shell. Cohen3 using a method of iteration like Stodola’s method determined the natural frequencies 
and mode shapes of spherical shell. Kraus6 investigated the case of clamped spherical shell using a general theory which 
included the effects of transverse shear stress and rotational inertia. Tessler and Spiridigliozzi8 gave frequencies of 60° 
clamped spherical shell and hemispherical shell for radius to thickness from 10 to 100 and their analysis was based upon shell 
theory. Narasimhan and Alwan9 analyzed the axisymmetric free vibration of clamped isotropic spherical shell cap. Thick shell 
analysis was given by Gautham and Ganesan10 for the analysis of a 60° clamped and simply supported spherical shells; the 
semi-analytical method was used to reduce the dimension of the problem. The same authors11 investigated the analysis of a 
clamped isotropic hemispherical shell. Sai Ram and Sridhar Babu12 used the classical finite elements method to study the free 
vibration of composite spherical shell cap with or without a cutout. Buchanan and Rich13 investigated the case of 60° clamped 
and simply supported spherical shells using classical finite elements method. Recently, Ventsel et al.14 used a combined 
formulation of the boundary elements method and finite elements method to study the free vibration of an isotropic simply 
supported hemispherical shell with different circumferential mode numbers. 

                      
NUMERICAL RESULTS  

 

   In order to test the efficiency and the accuracy of our model, we used the theory developed in this paper to calculate the 
natural frequencies and modes of uniform thin elastic spherical shell, which were both non-shallow and shallow, of various 
dimensions and under different boundary conditions. These cases have already been investigated by other authors using other 
methods. For purposes of comparisons among the natural frequencies obtained, it is eminently practical at this stage to 
introduce the non-dimensional natural frequency: /ER   ; where  is the natural angular frequency, R  is the radius 
of the reference surface,   is the density, and E  is the modulus of elasticity. 
Case 1: clamped spherical shell with 0  =10° 
   Narassihan and Alwar9 investigated the case of an axisymmetric clamped spherical shell. The analysis is based on the 
application of the Chebyshev-Galerkin spectral method for the evaluation of free vibration frequencies and mode shapes. Sai 
Ram and Sreedhar Babu12 analyzed the same case with the classical finite element method using 80 elements. Each element 
is an eight nodded degenerated isoparametric shell element with nine degrees of freedom at each node. With our model and 
using 10 finite elements, the natural frequencies were computed; the results are shown in Table 1. 

Table 1: Normalized natural frequencies for 10° clamped spherical shell with / 200R h   

Mode Present Sai Ram and Sreedhar babu12 Narassihan and Alwar 9 

1 1.4595 1.4577 1.4588 
2 2.2946 2.2931 2.2954 
3 4.5579 4.5773 4.5675 
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Case 2: clamped spherical shell with 0  =30°  

   This case was investigated analytically by Kalnins1 using classical theory and transverse vibration theory. With our theory, 
we used 8 finite elements to study the spherical shell, with the results shown in Table 2. The frequencies we obtained with 
our model are very comparable to Kalinin’s values.  

Table 2: Normalized natural frequencies for 30° clamped spherical shell with / 20R h   
 

 

 

 

 

Case 3: clamped spherical shell 0  =60°  

   The free axisymmetric vibration of the spherical shell in this case was studied by Kalnins2, Navaratna4, Webster5, Tessler 
and Spiridigliozzi8, Gautham and Ganesan10 and Buchanan and Rich13. In the present investigation, the shell was investigated 
with 16 elements for clamped spherical shell. The results are given in Table 3.  
It is easy to see that all displacementsU , W  and U  are all zero at the top ( 0  ) of the spherical shell. 
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Mode Present theory Kalnins1 
1 1.169 1.168 
2 2.224 2.589 
3 3.303 3.230 
4 4.200 4.288 
5 4.923 4.683 

Mode Kalnins2  Navaratna4 Webster5  Tessler and 
Spiridigliozzi8  

Gautham 
and 

Ganesan10  

Buchanan 
and Rich13 

Present 
theory 

1 1.006 1.008 1.007 1.000 1.001 1.001 1.009 
2 1.391 1.395 1.391 1.368 1.373 1.370 1.386 
3 - 1.702 1.700 1.673 1.678 1.675 1.714 
4 - 2.126 2.095 - - 2.094 2.103 
5 2.375 2.387 2.386 2.260 - 2.256 2.289 
6 3.486 3.506 3.851 3.213 - 3.209 3.431 
7 3.991 3.996 4.062 3.965 - 3.964 3.975 
8 - 4.159 4.151 - - 4.060 4.123 
9 4.947 5.001 5.962 4.442 - 4.427 4.986 
10 - 6.037 6.208 5.773 - 5.740 5.823 

         Table 3: Normalized natural frequencies for 60° clamped spherical shell with / 20R h   
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Fig. 1- Types of lubricated contact 
between the blank and the die 
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Summary In this work, we present an attempt to simulate the hydromechanical deep drawing (HDD) process using the finite element method 
(FEM). The basic idea is to model the counter pressure in the cavity and fluid film pressure to study and to determine the configuration of the 
fluid film and the thickness from which there would be a hydrodynamic behaviour. Numerical results show that the thickness of the fluid film is 
not constant, but it has a shape of a converging space. This approach is validated with experimental data on the cavity pressure. 
 

INTRODUCTION 

   Hydromechanical deep drawing (HDD), illustrated in Fig.1, is one type of sheet hydroforming. In the HDD process, 
when the punch goes down into the die cavity, the blank is forced into the die cavity filled with fluid. The liquid in the die 
cavity will be pressurized and will push the blank onto the punch surface. In the meantime, the liquid in the die cavity may 
flee out from the gap between the blank and the die [2]. To model and simulate the HDD process, we must not only describe 
the process itself (geometry, tool actions on the workpiece, ...), but also to take into account the rheological behavior of the 
sheet metal and its formability limits, the flow of pressurized fluid and the fluid-structure interaction.  
   We propose in this work, an attempt to simulate the HDD process using the FEM. The basic idea is to model the counter 
pressure in the die cavity to study and to determine the configuration of the fluid film and the thickness from which there 
would be a hydrodynamic behaviour. 
 

FLUID-STRUCTURE INTERACTION MODELING 

Mechanisms of lubricated film in HDD process 

   From a practical standpoint, we can conclude three types of lubricated 
blank-die contact (fig. 1). At the beginning of the forming operation, the 
low pressure in the cavity does not allow the fluid to enter in the blank-die 
contact, this type of contact is the boundary lubrication (fig. 1-a); the 
thickness of lubricant (h) is of the order of a few hundred Angstroms  
(h≈10-8 m <Ra), (Ra is the roughness coefficient). With the displacement of 
the punch, the fluid pressure in the cavity increases. The fluid begins to 
penetrate in the blank-die contact. This type of contact is the mixed 
lubrication (fig. 1-b). The fluid in the cavity is driven in the contact blank-
die forming a fluid film lubricant. This type corresponds to the 
hydrodynamic lubrication (fig. 1-c). The two constituent surfaces of the 
contact are perfectly separated by the pressure in the cavity and the 
pressure generated by the hydrodynamic behavior of the fluid film in 
contact (h>>Ra).   

Reynolds equation for HDD process 
   The hydrodynamic behavior of the fluid film in a lubricated contact is described mathematically by the Reynolds 
equation [ 6 ]. For determining the hydrodynamic pressure (P) between the blank and the die, we used the Reynolds 
equation which was discredited, after simplification, using the finite differences method (1), (ri 

 is the radial position of the 
node `i'  locating on the lower surface of the blank, η is the dynamic viscosity of the fluid, U2 is the sheet velocity in the r-
direction). 
 
 

 

Fluid cavity pressure 

   In  this  process,  the pressure of  fluid  with  respect  to  punch  stroke  is  predicted. The fluid 
compressibility is described according to the variation of volume (V) and pressure (P) by the equation (5), the integration of 
the equation (5) between two states (t) and (t + 1) gives the equation (6). The variation of the cavity volume (  ) depends on 
the deformation of the sheet (  ) and the leakage volume (  ); we obtain finally the equation (7). The calculation of the 
volume (  ) is obtained by summing the elementary volumes produced by the displacement of the nodes of the lower 
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Fig. 2- Geometry of the HDD process. 
 

surface of the sheet in contact with the fluid. The leak-flow (  ) is given by the relation (8). The leakage volume is 
evaluated in relation with the leak-flow with the relation (9), (   is the fluid velocity in the radial direction) 
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In this simulation, the maximum pressure in the cavity was controlled by a 
relief valve, if the pressure reached a certain value Pmax, the relief valve opens.  

Geometry and material 

   The numerical results were compared with the experimental results 
presented by [5]. For that, The HDD process geometry modeled is the same as 
used in [5], Fig.2. The HDD process is simulated by means of the FE software 
package ABAQUS/Explicit. Considering the symmetry, only one-half of the 
process is analyzed. The sheet metal is an isotropic high strength steel E275 
(Young modulus E=205000 MPa, the Poisson ratio ν = 0.3). For the plastic 
part, the Hollomon material model with exponential hardening is used where 
σ0 = 275 MPa, K = 610 MPa and n=0.16 [5]. 

 

RESULTS AND DISCUSSIONS 

   Figure 4 shows the evolution of the von Mises stress in the sheet for different punch displacement. To validate the 
numerical approach, the numerical results of the cavity pressure are compared with the experimental ones [5] (Fig. 3). The 
comparison shows a good trend between the two curves. The presence of a bifurcation in the evolution of the cavity 
pressure indicates that there is a fluid leakage between blank-die. This indicates the introduction of hydrodynamic 
lubrication case. We have drawn the geometry of the contact blank-die (Fig. 5). In this illustration, we see that the minimum 
thickness of the fluid film is reached. This indicates the introduction of hydrodynamic lubrication case. The geometry of the 
contact blank-die shows that the fluid film thickness is not constant, but it has a shape of a converging space. 

 

 
  
 

CONCLUSIONS 

   In this paper, The HDD process has been simulated by means of the FE software package ABAQUS/Explicit. In the 
simulation, we have taken into account the fluid pressure in the cavity and the hydrodynamic pressure of the fluid film between 
the blank and the die. The pressure models have been implemented using the user defined subroutine VDLOAD. The numerical 
results of cavity pressure and experimental ones [5] are comparable in tendency. The presence of a bifurcation in the evolution of 
the cavity pressure indicates that there is a fluid leakage between blank and the die. This indicates the introduction of 
hydrodynamic lubrication case. The geometry of the contact blank-die has a shape of a converging space. 
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Fig. 4- Von Mises stress repartition after 
50 mm of punch displacements. 

Fig. 3- Comparison between simulations and 
experiments for the cavity pressure vs. the 
punch displacement. 

Fig. 5- Fluid pressure and fluid thickness 
vs. radial position. 
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	INTRODUCTION
	Hexagonal honeycombs fabricated from thin aluminum (Al) sheets by an in-plane expansion process are widely employed for sandwich constructions due to their high stiffness, strength, and energy absorption as well as great saving in weight. However, existing experimental studies about honeycombs are mostly restricted to relative densities less than 3%, as debonding of the honeycomb from the faceplates will occur at higher relative densities, which limits the load-bearing and energy absorbing capacity of traditional Al honeycombs [1-2].
	Like honeycombs, corrugations (folded plates) also have fairly high specific stiffness and specific strength. Unlike honeycombs, however, the energy absorption capacity of the corrugations is typically low. Under quasi-static compression, for instance, a metallic corrugated sandwich core deforms by stretching of its core webs and collapses by Euler or plastic buckling, with sharp softening immediately after the peak load is reached. Consequently, because large forces are transferred while limited amount of energy is absorbed, metallic corrugations are less attractive for energy absorption [3].
	To increase further the specific strength and specific absorbed energy (SAE) of honeycombs or corrugations, this study proposes to combine them to form a new sandwich core as shown in Fig. 1(a). A preliminary study of the out-of-plane compression behavior of honeycomb-corrugation hybrid sandwich is carried out, both experimentally and numerically.

	SPECIFICATION
	RESULTS AND DISCUSSIONS
	Quasi-static out-of-plane compression tests are performed for sandwich specimens having the empty corrugated core, the honeycomb core, and the hybrid core. The measured compressive stress versus strain curves along with the captured deformation processes are presented in Fig. 1(b). The flow stress of the hybrid-cored sandwich is significantly higher than that obtained by summing the constituent contributions, i.e., curve ‘Sum’ in Fig. 1(b). The interaction effect between the curves of ‘Honeycomb–corrugation hybrid’ and ‘Sum’, represented by the shaded area in Fig. 1(b), is strong. This implies that the compressive stiffness, strength and energy absorption of both constituents (i.e., honeycomb and corrugation) are significantly enhanced. Different from the honeycomb core, the stress versus strain curve of the honeycomb-corrugation core after the initial peak stress exhibits little fluctuations and enters gradually a stress strengthening region at εn≈0.25, which is much smaller than the densification strain of honeycomb. With the typical deformation images of empty corrugation and hybrid cores at εn=0.25 captured by a video camera additionally presented in Fig. 1(b), the corrugated-core sandwich is seen to collapse by Euler buckling with asymmetric deformations, causing the formation of plastic hinges. In contrast, the hybrid-cored sandwich maintains approximately symmetric deformation during crushing, significantly different from that of the empty corrugation [3] or honeycomb alone [2]. However, as the deformation of honeycomb blocks in the hybrid core could not be clearly identified from the digital images, detailed finite element (FE) analysis is employed to complement the images presented in Fig. 1(b) and to explore further the mechanisms underlying the superior performance of hybrid-cored sandwiches.
	Figure 1(c) compares the simulated compressive response of the hybrid with that measured experimentally, and Fig. 1(d) presents typical deformation at εn=0.25. The deformation features predicted by the FE analysis appear to be in qualitative agreement with those observed from experiments (Fig. 1(b)). The simulation reveals that, at the early compressive stage, the empty corrugation and the single honeycomb alone both collapse by elastic buckling. In contrast, the initial collapse of the hybrid is dominated by material yielding of corrugated plate and buckling of honeycomb cell wall, with a much higher critical compressive stress than that required by the single honeycomb, leading to remarkably enhanced compressive strength (Fig. 1(c)). The enhancement is attributed to the mutual constraints of corrugation and honeycomb on deformation, which stabilize the corrugated plate and honeycomb cell wall against elastic buckling, and thus greatly increase the critical stress of both constituents. At relatively large compressive strains, as shown in Fig. 1(d), the crushing of the hybrid is dominated by two main deformation mechanisms: (1) conventional progressive folding of honeycomb cell walls [1,2] in Region I; (2) interaction between the twisted folding of honeycomb cell wall and the rotation of multiple plastic hinges formed on corrugated plate in Region II, where the deformation is quite different from the empty corrugation and single honeycomb. For hybrid-cored sandwiches considered in the present study, when εn exceeds 0.25, interaction between corrugation and honeycomb in Region II becomes increasingly important, causing sustained strengthening and greatly enhanced energy absorption of the sandwich; Figs. 1(b~c).

	CONCLUSIONS
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