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PREFACE

This study constitutes one part of the research programme undertaken by the
Economic Council of Canada in response to the Government’s request to the
Council to prepare a comprehensive review on Canadian prices, costs, and
incomes. Specifically the Council was asked:

1) To study factors affecting price determination and the interrelation
between movements in prices and costs, and levels of productivity and incomes.

2) To report on their relationship to sustained economic growth and to the
achievement of high levels of employment and trade and rising standards of
living.

3) To review the policies and experiences of other countries in this field
and their relevance for Canada.

The analysis presented in this study has a direct bearing on each part of the
Council’s terms of reference.

It is a pleasure to acknowledge the assistance which we have received in
the course of our work from various persons. Our greatest obligation is to the
staff of the Economic Council of Canada, particularly to Dr. J.J. Deutsch,

Dr. A.]J.R. Smith, and Dr. D.L. McQueen. Dr. Deutsch, in his unique way, has
been a fertile source of ideas as well as of staunch encouragement and support.
Dr. Smith has also made important contributions to this study. Dr. McQueen, who
has been immediately responsible for organizing and co-ordinating the research
undertaken by the Council on prices, has established himself in our minds as a
model to be emulated in performing this delicate and sometimes difficult task.

We should also like to acknowledge the help with statistical data which was
provided by Mr. E.C. West of the Council’s staff. Mr. West was especially helpful
in providing us with the data on which Chapter 8 is based and should be given
most of the credit for the Appendix to Chapter 8.

Apart from the Council’s staff, our greatest obligation is to Professor
S.F. Kaliski who read a first draft of the study and commented on it in detail.
We cannot be sure that we have met all Professor Kaliski’s criticisms to his
satisfaction, but we are certain that the study is very much better because of the
very high standards which he challenged us to meet. In addition to Professor
Kaliski, we also wish to acknowledge the helpful comments we received from
Professor T.I. Matuszewski.

Finally, we wish to acknowledge the conscientious and devoted help of our
research assistants: Mr. W. Trusty, Miss E. Richardson, and Mrs. J. Wilensky.
We also wish to acknowledge the patient and long-suffering help provided by our
typists: Mrs. M. Gower, Mrs. F. Scott, Mrs. C. Winbow, and Miss S. Brown.

University of Western Ontario, Ronald G. Bodkin
London, Canada. Elizabeth P. Bond
September 1966. Grant L. Reuber

T. Russell Robinson

iii




TABLE OF CONTENTS

............................................................
......................................................

.....................................................

PART |
BACKGROUND DISCUSSION

Chapter 1. INTRODUCTION ... . i

1. The Concept of a ““Trade-Off”” ... .. ... ... iiiiiiiniiinnn.n.
2. Trade-Offs between Price Level Stability and High Employment . . .
3. Outline of the Study

.........................................

Chapter 2. A THEORY OF THE WAGE-PRICE MECHANISM AND

THE DERIVED TRADE-OFF EQUATION ...................

1L O A e B e B e D0/ 0808 000 ondaoodEh o8 oo te b Ao E bl a0
. The Wage Adjustment Relationship ...........coiiiiiiinninn.
3. The Relationship between Prices and Costs ....................
i. Labour costs and productivity ............coiiiiinrnrnnnn.

UL 0 TOI0IL TETORH I B B L e M S Wt ) (e B M
iii. Demand for final products ........... ... o i,

4. The Derived Trade-Off Relationship .............ccvirnin...
5. A Digression on the Demand-Pull versus Cost-Push Controversy ..
6. A Theory of the Optimum Policy Combination .. .................

3%

Chapter 3. EMPIRICAL STUDIES OF WAGE-PRICE RELATIONSHIPS FOR

DEVELOPED COUNTRIES: A SELECTIVE SURVEY.........

. Compartability of Estimating Procedures and Underlying Data .....
. Estimated Relationships for Britain ., .............ccivvvieenn.
. Estimated Relationships for the United States ..................
. Estimated Relationships for West Germany, France, Belgium, and

B2 E I o C e IO ORIl 0 0 o b O B.5/cTo 0 b B0 00D 0 Co Bl B ob ook o o
5. Estimated Relationships forCanada . ................c..ivvnnn
6. Intemational Comparisons. ... ..o viinrrenreeenerraeenenenns

H WD =

APPENDIX — Mathematical Presentation of the Estimated
Relationship stk Kl et s chete o helohete) 218 o e e ek R

Page
iii
ix
XV

00 A~ w w

11

11
11
13
13
16
18
19
24
26

3

31
37
46




PART 1l
NEW EVIDENCE FOR POST-WAR CANADA

Chapter 4. EXTRAPOLATION OF ESTIMATED CANADIAN WAGE

ADJUSTMENT RELATIONSHIPS BEYOND THE PERIOD
TO WHICH THEY WERE FITTED, ..... 000000 ettt aawain,

1) TUCY B CI ARSNGB 6 e o0 o' 0160 0 4 0.0 000 0.0 SO0 0 008 5000 00T
2. Re-examination of G.L. Reuber’s Study
i. The wage adjustment equation ...........ooivvinnrinnnnn.
ii. The proximate price level equation ............coovviuiuunnn.
iii. The interaction of the wage and price change relationships. ...

3. Re-examination of a Wage Adjustment Relationship,
Fitted by S.F. Kaliski.....oooiuuiiiiriiiiiiinnnnnnnnns
4. Re-examination of the Klein-Bodkin Wage Adjustment Relationship
5. Conclusions

........................

...............................................

Chapter 5. RE-ESTIMATION OF THE RELATIONSHIPS UNDERLYING

TRADE-OFF EQUATIONS FOR THE CANADIAN ECONOMY ..

. Purposes and Basis of Re-estimation . ................ccvin..n.
. Wage Adjustment Relationships .............. ...,
. Productivity Growth Relationships ...........ccovviiiviininnn..
. Direct Relationships between Price and Wage Changes...........

i The-anit laboutcostiapproaeh mu mm . p. 58 srivdrinm 58 i ey anxs.s

ii. The use of current wage changes as an explanatory variable . ..
5. Qualifications and Conclusions . ........coieiinrnnnennnnnnns

HW N =

APPENDIX — Two-Stage Least Squares Estimates of Wage and Price
Change Equations, and an Autoregressive Transformation of the
Wager Adjustmentt BqUations] 55, ¢ o5 exesiae aoern s oG S e i s

Chapter 6. DERIVATION OF THE ESTIMATED TRADE-OFF

RELATIONSHIPS ... occcieviiiiiiiniiicecvimansnatons

RNtTCAUCHOR e Tl TR e et 3 5 A e v e e
. Steady State Wage Adjustment Relationships ......................
. Steady State Price Change Equations ...........c.c0iveienvecnnns
. The Estimated Trade-Off Options ... .......cciiienenenennernnenns
. Concluding Observations ,..........coiiiiinenrreroncanncaeennnn

U b W N =

APPENDIX - Some Altemative Trade-Off Relationships ..............
A. Trade-Offs Based on 1949-65Data .........cvveveeneeneenennns
B. Trade-Offs from Price Equation with Unit Labour Costs ..........
C. Trade-Offs from Two-Stage Least Squares Estimates .............

vi

Page

106
110
112

114

117

117
118
135
142
143
146
152

158

161

161
162
166
170
178

181
181
184
188




PART I
CANADIAN HISTORICAL EVIDENCE, INTERNATIONAL
COMPARISONS, AND CONCLUSIONS

Page
Chapter 7. HISTORICAL ESTIMATES OF THE TRADE-OFF OPTIONS
FOR CANADA 1., o 114 dns b osis stso s aioms Soe iaiaiars siae e s oo gt 193
1. Scope and Purpose .. ......vviriiiiiiiii e e 193
2. Historical Wage Adjustment Relationships ..................... 194
3. The Relationship between Price and Wage Changes ............. 207
4. Some Derived Trade-Off Relationships Based on the Historical
ESHMEtesh iy X s S L e e T e - e Yot ih 213
5. Concluding Comments . ... .......ouiiiiiiinirinnnrennenneneens 218
Chapter 8. ESTIMATED RELATIONSHIPS FOR THE UNITED STATES,
BRITAIN, FRANCE, WEST GERMANY, AND SWEDEN,
FOR THE RECENT POST-WAR PERIOD ................... 221
L TS ATEETOTINE 4 5y o S et B S S KRR RNl Kook H ool 221
2, Wakted Bates . . ... . ... o0lus e o sssmmed s s e i dsm 224
i. Wage changes ... .....c.iiinioiiinr ittt iinene e, 224
ii. Price changes and trade-offs ..............ccoviiiuiininn, 229
SIBERTETT oo o1 e oy oo ooy Y [ G Rk TR o) A Y TR A G R 235
TRWaEeNChan e 1 arr oo S5 b orme Rt ek Rkl 2 5 kel Nl ok Yol ol on 235
ii. Price changes and trade-offs ..............cc00iviininennn. 238
AMBIramee vt A b o At At A R Sl - rR G o 243
ik WA Eel CHANEES] by et et U S TS A xS L P 243
ii. Price changes and trade-offs ................ccciiiiiunnnn. 246
S WeSt GeIMaANY . ...ttt it et e ieaae e 248
T WageleHANREE © rm g il aer O RrS S LT o[ « It o 248
ii. Price changes and trade-offs ....................cc.uinn. 253
R P e P S L L LT I T ———— 256
AW el Changes] fs - Sal i gl S o S o e e R T 256
MR i CelCHAMEEST bl S s B s ANt S N T e onemenheh R ke hokheno o et 257
7. Comparisons and Conclusions ............ccoiiiiiiiuniennnn.. 260
i, JPEONOPIIE romyearers oy owage ol en YTk R XS T TSk i DY FRkE e ) oA 260
B WG CRATIEEE 5.0 s .0t 5 b 9175 570 S i 605 15 ST TS AT 262
iii. Price changes and trade-offs .. .. .......c0vtiirerirrnnrnnnn 267
AW AITCOMES| POICIET foxlor. T oL TS o v Xt e B S o s P S 274
APPENDIX ON STATISTICAL DATA — Sources, Definitions and
EXRIANAIOTS] o 11215585072 T DR T YD B0, T G TG P AT P 276

Chapter 9. THE TRADE-OFF OPTIONS OPEN TO CANADIAN ECONOMIC
POLICY: SOME CONCLUSIONS AND POLICY IMPLICATIONS. 279

N B o L e 05 0 0.0 0.0 L og (7 oF O Ao o ¢ 279
2. The Price Level Objective ... ..o uuiu vttt irenenannnn 281
APPENDIX — Diagrammatic Presentation of the Derivation of 3, in

the Theory of the Optimum Policy Combination . ................. 288

vii



Table
381

Sl

3.3

3.4

345

3.6

3.7

3.8
3.9

3.10

3.11

3.12

3513

3.14
3.15
3.16
3.17

3.18

3.19

LIST OF TABLES

Page
Comparability of Unemployment Statistics, Eight Industrial Countries;
Conversion to U.S. Methods and Definitions . .................... 36
Estimated Relationship between Wage Changes and Unemployment for
Biriitainy, 1861193 (Phillips)) s o et cr 8 s o Sy v s 3 3 39

Estimated Relationship between Wage Changes, Unemployment, Changes
in Unemployment, and Changes in Prices for Britain, 1923-39,

1948-57 (LAPSEY) L ..ivviiuiiiiirionreneinienneeieennneinnenn, 41
Wage Adjustment Relationship for Britain, Fourth Quarter 1956 (Klein

g ) o N - 1 10 oot b N ot oo o 43
Relationship between the Rate of Unemployment and Percentage

Changes in Eamings for the United States, 1948-58 (Bhatia) ...... {7

Relationship between the Rate of Unemployment and Percentage
Changes in Wage Eamings for the United States, 1948-58 (Bowen &
BETIY) 3: 8 2 mm aeviniam amn 8 0 35085 o 5 L Smal BB b B e1s] o 4 WL e ) D e epoWet e 3 48

Wage Adjustment Relationship for the United States, First Quarter
IS OGRIE i S5 L 1 1) IS B Sl 60 0o 510 S5 S0 B0 BOB Diko 0 Bo B0 o ool 50

Wage Adjustment Relationship for the United States, 1947-60 (Perry) 51
Wage Adjustment Relationship for West Germany, First Quarter 1960

S o B o e ol € e Sl Gt IS 8 00 0 B 8 0 o0 b B85 6 ol 55
Wage Adjustment Relationship for France, First Quarter 1960 (Klein &

Bk s v reirevers Bir 0w (G o o [ SRy o S T e 55
Wage Adjustment Relationship for Belgium, First Quarter 1960 (Klein

S BEAKIN) vyt 2 v - (13 T dr en Lt 3 S S e T b I 5 56
Wage Adjustment Relationship for Japan, 1930-36, 1951-58 (Klein &

ShINRAINE s 1 Yemors drox ey M P OEEAE H T [ B L R e 57
Wage Adjustment Relationship for Canada, First Quarter 1960 (Klein

SBOARIN x: meremmniin 10 IO YN G0 L TS S en Lk el R 60
Wage Adjustment Relationship for Canada, 1946-58 (Kaliski) ..... ... 60
Wage Adjustment Relationship for Canada, 1949-61 (Reuber) ....... €1
Trade-Off Relationship for Canada, 1949-61 (Reuber) ............... 62
Wage Adjustment Relationship for Canada, Organized Sector, 1946-62

(Vanderkamp)! ... ... i sl S R e o T s S L RN 64
Wage Adjustment Relationship for Canada, Unorganized Sector, 1946-62
(WVand eTlcamp)lalas - pe e pex- i nn R T S ook e (o) S RN S AR Rk N Wl F X T P 65
Trade-Off Relationship for Canada, 1946-62 (Vanderkamp) .......... 66

ix




3.20

3521

3.22

4.1

4.2

4.3

4.4

4.5

4.6

4.7

4.8

4.9

5.1

S
53,

5.4

5.5
5.6
587

5.8

5:9

| LR Lt

A Comparison of Wage Adjustment Relationships
(Unadjusted Unemployment Rates) .............ccciiiiivnnen..

A Comparison of Wage Adjustment Relationships
(Unemployment Adjusted to a Common Definition) ................

Estimates of the Parameters of the Wage Adjustment Equation, West
Germany, France, Belgium, and Canada, Quarterly Data, 1952-59 . ..

Re-estimates of the Parameters of G.L. Reuber’s Wage Adjustment
EQUAtIGNY ok xorenene el 3on 8 S8 o BREe 15. 8 Bt o B S B e AT T Ao

Predictive Accuracy of the Reuber Wage Adjustment Relationship and
Two Comparison ‘‘Naive’’ Models, over the Period 1961-64 .......

Re-estimates of the Parameters of G.L. Reuber’s Price Level Change
) G GTOI0 bl (T o o B A e 5 5 0.0 0 B © 0’0 0 0.0 b 0 holo Do

Predictive Accuracy of the Reuber Price Change Relationship and Two
Comparison ‘‘Naive’’ Models, over the Period 1961-64 ...........

Predictive Accuracy of a Derived Trade-Off Equation from the Reuber
Study and of Two Comparison ‘‘Naive’’ Models, over the Period
UEHIE) o e D TIB ST IR TN <L P w e gl 5

Estimated Trade-Off Relationship for Canada, Based on Reuber-Type
Equations for the Combined Sample Period (1949-1 through 1965-II)

Re-estimates of the Parameters of S.F. Kaliski’s Wage Adjustment
RelatIONSRID) i ieroronerh xS Fetiohorerhohen Foteherotoh s 5 kel konereto kel S om0

Predictive Accuracy of the Kaliski Wage Adjustment Relationship and
Two Comparison ‘‘Naive’’ Models, over the Period 1959-64 .......

Re-estimates of the Parameters of the Klein-Bodkin Wage Adjustment
EIQUUATH TN o AT e S oot s om Rk ko kAR n R Ren oo ek o

Regressions Explaining Wt, the Rate of Change in Wages, over the
R efiod 1OS8-65] &l areran s e Sttt hte e he ke bR RN g P e R e A e

Wage Change Regressions Estimated for 1953-65 and for Subperiods ..

Tests for Shifts in the Regression Coefficients of the Wage Change
Bquaticnsy 1958650 vt & s - vk A @ v 8 St i Ek Sl L L

Predictive Power of Regression and Naive Models of Wage Changes,
L e | S AT A A oo T e e e ot

Productivity Equations, Fitted to the Period 194965 ,..............
Estimates of the Secular Rates of Growth of Productivity, 1949-65 ...

Coefficients of Price Change Equation Estimated for 1953-65 and for
SEBFErCAS) vl 2 AT 3EE Bl AR e TN R T L R T

Test for Shift of Coefficients in Price Change Equation, over the
Beriodpli9SBEO8] 1 ivxrrala it (6 BRI cowa i ox b TG FETSw LT I S e o

Predictive Power of the Fitted Regression and of Naive Models of
Price Change over the Period 196165 . ... ........ccvviininnnnn.

84

92

9

97

99

101

103

107

109

111

124
128

130

132
134
140

151

151




5.10

6.1

6.2

653

6.4

6.5

6.6

6.7

6.8

ol

12

Ted

7.4

7S

76

TR

7.8

8.1

Regressions with Autoregressive Transformations of the Variables,
Explaining W , the Rate of Change in Wages, over the Period 1953-65

Coefficients of Steady Setate Wage Adjustment Relationships (Rela-
tionships Explaining W T - 2 e R B R e—

The Relationship between Wt and U, for Varxous Steady State Wage
Adjustment Relationships with P =0, (Z/Q)t ,797.75, and W‘Js =332

Derived Trade-Off Relationships: Pt as a Linear Function of the
Indicated Explanatory Variables, 1953-65

.......................

Estimated Price-Change-Unemployment Trade-Offs Based on Derived
Trade-Off Relationships, 1953-65 (‘‘Non-Inflationary’’ Environment)

Estimated Price-Change-Unemployment Trade-Offs Based on Derived
Trade-Off Relationships, 1953-65 (‘“Inflationary’’ Environment) . . .

Trade-Off Curves Based on Price Change Equation (5.39e), under Two
Sets of Circumstances

.......................................

Trade-Off Curves for the Period 1953-65, Based on Price Change
Equation (5.35e), under Two Sets of Conditions .................

Trade-Off Curves, Based on Two-Stage Least Squares Parameter
Estimates for the Period 1953-65, under Two Sets of Conditions ..

Historical Wage Adjustment Regression Relationships, Selected Sample
Periods

....................................................

The Relationship between the Rate of Wage Changes and the Level of
Unemployment for Various Wage Adjustment Relationships, Fitted to
Canadian Historical Data, at Given Rates of Change of Consumer
Prices and U.S. Wages

.......................................

Estimated Equations to Test for the Reversibility of the Canadian
Historical Wage Change Relationships

.........................

Historical Price Change Regression Relationships, Selected Sample
Periods

Coefficients of Steady State Price Change Relationships, Selected
Sample Periods

Estimated Equations to Test for the Reversibility of the Canadian
Historical Price Change Relationships

.........................

Derived Trade-Off Equations for Canadian Historical Data: The Rate
of Change of Consumer Prices (P,) as a Linear Function of the
Indicated Explanatory Variables

Predicted Rates of Change in the Consumer Price Index, Based on
Altemative Canadian Historical Trade-Off Relationships .........

Wage Adjustment Regressions Explaining Wt, United States, First
Quarter 1953 through Fourth Quarter 1965 . ......................

xi

1159

163

164

171

172

176

182

187

188

198

203

206

208

209

211

213

216




8.2

3%3

8.4

8.5

8.6

8.7

8.8

8.9

8.10

8.11

8.12

8.13

8.14

8.15

8.16

8.17

8.18

8.19

The Relationship between Wf and U:for the Steady State Wage Adjust-
ment Relationship at Various Values of the Profits, Price Change,
and DUM.t Variables. . ..........oiiiiiiiiiie i,

Price Change Equations (Regressions Explaining I'Dt), United States,
First Quarter 1953 through Fourth Quarter 1965 ..................

Estimated Relationship between Price Changes and the Rate of Unem-
ployment, Based on the Estimated Trade-Off Equation (8.10) ......

Estimated Relationship between Price Changes and the Rate of Unem-
ployment, Based on the Estimated Trade-Off Equation (8.11) ......

Wage Adjustment Equations (Regressions Explaining Wt), Britain,
1954-1 — 1965-1V

The Relatlonshlp between Wage Changes (Wt) and the Rate of Unem-
ployment (U ) for British Wage Adjustment Relationship (8.12) in
1965, at Various Rates of Change of Consumer Prices ............

............................................

Price Change ILquations (Regressions Explaining }5(), Britain,
1954-1 — 1965-1v
Estimated Trade-Off Cutrves for the British Economy, Based on Trade-
Off Relationship (8.22)

Estimated Trade-Off Curves for the British Economy, Based on Trade-
Off Relationship (8.24)

Wage Adjustment Equations (Regressions Explaining Wt), France,
BEBRL = 00DV 50 s w8 8ot el omnenid & simson 851 550 ¢ s o, an L o @ BATS

The Relationship between Annual Percentage Change of Wages (W )
and the Rate of Unemployment (U, ) for the Steady State Wage Adjust-
ment Relationship for France, Fourth Quarter 1965

............................................
.......................................

.......................................

Price Change Equations (Regressions Explaining lst), France,
1954-1 — 1965-IV L. . . i e

Derived Trade-Off Curves Based on the Estimated Trade-Off Rela-
tionship (8.31), France, Fourth Quarter 1965

Wage Adjustment Equations (Regressions Explaining WQ), West
Germany, 1954-1 — 1965-I1

The Relatlonshlp between Wage Changes (W ¢) and the Rate of Unem-
ployment (U ) Derived from the Steady State Wage Adjustment Rela-
tionship for West Germany, Second Quarter 1965

....................................

.................

Price Change Equations (Regressions Explaining f-’t), West Germany,
1954-1 — 1965-I1

Trade-Off Curves Derived from Estimated Trade-Off Relationship for
West Germany, Second Quarter 1965

.............................................

............................

The Relationship between Wage Changes (Wf) and Unemployment Rate
for the Steady State Wage Adjustment Relationship for Sweden,
Fourth Quarter 1965

..........................................

xii

228

229

232

233

235

237

238

241

242

244

245

247

248

249

251

254

255




8.20

8.21

8.22

8.23

8.24

8528

9l

Price Change Equations (Regressions Explaining I'Dt), Sweden, 1954-1
-~ 1965-1V

The Relatlonshxps between Wage Changes (W ;) and the Rate of Unem-
ployment (U, ) Derived from Steady State, Post-War Wage Adjustment
Relationships for Various Countries, Based on Four Assumptions

about U and on ‘Non-Inflationary’’ Values of the Other Deter-
minants of Wage Changes

..................................................

.....................................

Relationshi‘ps between Wage Changes (Wf) and the Rate of Unemploy-
ment (U,), Derived from Steady State, Post-War Wage Adjustment
Relatlonshlps for Various Countries, Based on Four Assumptions
about U, and on ‘‘Moderately Inflationary’’ Values of the Other
Determinants of Wage Changes

................................

An Intemational Comparison of Wage Adjustment Relationships, Post-
War Period (Unemployment Adjusted to a Common Definition)

The Relatlonshxp between Price Changes (P) and Unemployment
Rates (U, ) Derived from Trade-Off Relationships for Various
Countries, Based on Four Assumptions about Ut, and on ‘‘Non-Infla-
tionary’’ Values of the Other Explanatory Variables

The Relatxonshxp between Price Changes (P) and Unemployment
Rates (U, ) Derived from Trade-Off Relationships for Various
Countries, Based on Four Assumptions about U: and on ‘“Moderately
Inflationary’’ Values of the Other Explanatory Variables

..........

Illustrative Estimates of the Rate of Unemployment in Canada Asso-
ciated with Various Definitions of a General Price Objective (g),
Expressed in Terms of Holding Increases in the Consumer Price
Level to 11 Percentage Points per Year

........................

xiii

259

263

265

268

269

271



LIST OF FIGURES

Figure
1.1 A Price-Change-Unemployment Trade-Off Curve....................
2.1  The Influence of a Variation in the Rate of Change of Import Prices on
thie) I red ea@F A CHTIE o a0 2l SN WA TN XA O RN Mok TS w3515
2.2 Hypothetical Curves Illustrating One Interpretation of the Controversy
between Demand-Pull and Cost-Push Theories of Inflation ........
2.3 Two Community Indifference Curves and the Graphical Determination
of Optimal Rates of Inflation and Unemployment .................
3.1 Wage-Change-Unemployment Relationships for Canada and Britain,
with Adjustment for a Common Treatment of the Unemployment Data
3.2 Wage Adjustment Relationship for Britain (1861-1913): Phillips ......
3.3 Wage Adjustment Relationship for Britain (1923-39, 1948-57): Lipsey .
3.4 Wage Adjustment Relationship for Britain (Fourth Quarter 1956, from
1948-56 Data): Klein & Ball ........ .. iiiiieiiinrninnnnannns
3.5 Trade-Off Curve for the United States (1946-60): Samuelson & Solow. .
3.6 Wage Adjustment Relationship for the United States (1948-58): Bhatia
3.7 Wage Adjustment Relationship for the United States (1948-58): Bowen
(T BT T (RPN o Fore TR 00 6 o 0 b, o0 M O it TP RNNRRIT .
3.8 Wage Adjustment Relationship for the United States (First Quarter
1960, from 1948-57 Data): Klein & Bodkin ........... ... ..o ...
3.9 Wage Adjustment Relationship for the United States, with Alternative
Price Inflation Rates (1947-60): Perry ... .....c0utinenrnenenne
3.10 Wage Adjustment Relation§hip forthe United States, with Alternative
ProfittRated (1947-60): ety smtas 5udele elorh sor o153 sonsl 561 55 el lorate
3.11 Wage Adjustment Relationship for West Germany (First Quarter 1960,
from 1952-59 Data): Klein & Bodkin ........00viiiunininenennn.
3.12 Wage Adjustment Relationship for France (First Quarter 1960, from
1952-59 Data): Klein & Bodkin ...........civiinvnnnenennnn.
3.13 Wage Adjustment Relationship for Belgium (First Quarter 1960, from
1952-59 Data): Klein & Bodkin. ... ...ccoviviniiiirinrnnnrnennns
3.14 Wage Adjustment Relationship for Japan (1930-36, 1951-58): Klein &
Shinkal. ..o i i i i e i
3.15 Wage Adjustment Relationship for Canada (First Quarter 1960, from
195P=590Wata)y! Klein'8f Bodkin kaie a4t e o oot g ot et g
3.16 Wage Adjustment Relationship for Canada (1946-58): Kaliski

........

XV

21

27

28

38

45
45

45
52
52

52

52

53

53

58

58

58



3.17
3.18
3.19

3.20

321
4.1

4.2

4.3

4.4

4.5

4.6

5S4l

6.1

6.2

6.3

6.4

6.5
6.6

6.7

6.8

6.9

Wage Adjustment Relationship for Canada (1949-61): Reuber ........ 68

Trade-Off Curve for Canada (1949-61): Reuber . ... ................. 68
Wage Adjustment Relationship for Canada, Organized Sector (1946-62):
VAN EFRAT DR o rorewaers o1 xSy e e e e e ) o 69
Wage Adjustment Relationship for Canada, Unorganized Sector
(1946-62): Vanderkamp ..........cveeeeiuieuunnenreereeeeeenn. 69
Trade-Off Curve for Canada (1946-62): Vanderkamp ................ 69
Wage Adjustment Curves, G.L. Reuber Relationships, for Earlier Sub-
period and for Combined Data .........ccovviiiininenenrennnnes 104
Actual Wage Changes, 1961-64, and Predictions Based on G.L. Reuber’s
Wage Adjustment Equation for 1949-60 .............c¢cvvivivnnn. 104

Actual Rates of Change of the Consumer Price Index, 1961-64, and
Predictions Based on G.L. Reuber’s Price Change Equation for

TOBGEEO o crereirela ea i o b 508 0 oo oo A SIS T8 s o s s 151 104
A Trade-Off Curve from the Reuber Study and Predicted and Actual
Rates of Price Change, 1961-64 ... .......cciiiiiiiinnen e vnnn 104
Two Estimated ‘‘Steady State’’ Trade-Off Curves, Based on Reuber-
Type Relationships .......... —— N . 105
Actual Wage Changes, 1959-64, and Predictions Basedon S.F. Kaliski’s
Wage Adjustment Equation for 1947-58 .. ...........cccoiiveinn.. 105
Level of Productivity (Output perMan-Hourin the Manufacturing Sector)
and Computed Trend Values, 1949-65 ... ......ccc0vvvrvivennn.. 141
Two Canadian Wage Adjustment Curves, Based on Data for the 1953-65
BACTIGE o s 3 SO0 N AT s e saives: - R RS SR 165
Three Canadian Wage Adjustment Curves, Based on Data forthe Period
UOBRBB) (GHOUP Ao 0 o e o oo 88 T oo i34 (0 M S b 165
Three Canadian Wage Adjustment Curves, Based on Data forthe Period
OSSR E o ) 2 I S 5 o6 5 6 o Bl 0 S SO S8 5 0 0 5 6 0000 0 0550 a0 o oblon i 165

Shifts in a Canadian Wage Adjustment Curve, Due to Variations in the
Determinants of Wage Changes Other than the Rate of Unemployment 165

Two Canadian Trade-Off Curves, Based on the Period 1953-65 ...... 173
Three Canadian Trade-Off Curves, Based on the Period 1953-65 .. ... 173

Two Canadian Trade-Off Curves, with a Shift in One Generated by
Variationsin Values of Variables Other than the Unemployment Rate,

Eazad 60 {i1a PENed IIIEEN6E ..., oood i bl b hetimme bl mierl g 173
Three Post-War Canadian Trade-Off Curves, under a Relatively Non-
Inflationary External Environment. . ........coviiiiiieeieeeenn.. 183

An Illustration of the Effects on the Trade-Off Curves of Variations in
the Determinants of Price Changes Other than the Rate of Unemploy-
LT RN  R  I R O -~ J, ) 018 0i0 0 0 0 0B B O Do b o d 183




6.10

6.11

6.12

7.1

T

Ui

7.4

/55

8.1

8.2

8.3

8.4

8.5

8.6

8.7
8.8

8.9
8.10

8.11
8.12

Three Canadian Trade-Off Curves, Based on the Period 1953-65,
Assuming a ‘““Non-Inflationary’’ Extemal Environment

............

Two Canadian Trade-Off Curves, under a Relatively ““Inflationary’’
Extemal Environment

........................................

A Canadian Post-War Trade-Off Curve Based on Two-Stage Least
Squares Parameter Estimates, under Two Sets of Exteral Conditions

Three Canadian Wage-Change-Unemployment Curves, under Relatively
Non-Inflationary Conditions ... .....covviniirnnnennreenennn.
Three Canadian Wage-Change-Unemployment Curves, under a Relatively
Inflationary External Environment

.............................

Three Canadian Trade-Off Curves, with a Relatively Non-Inflationary
Extemal Environment

........................................

Three Canadian Trade-Off Curves, with a Mildly Inflationary External

Environment

Three Canadian Trade-Off Curves, with a Strongly Inflationary Exter-
nal Environment

.............................................

Steady State Relationships between Wage Changes and the Rate of
Unemployment, United States, 1953-65, Group A

Steady State Relationships between Wage Changes and the Rate of
Unemployment, United States, 1953-65, Group B

..................

Trade-Off Curves, Based on Altemative Values of the Profits and
Dummy Variables, for the United States, over the Period 1953-65,
from Equation (8.10)

Trade-Off Curves, Based on Altemative Values of the Profits and
Dummy Variables, for the United States, over the Period 1953-65,
from Equation (8.11)

.........................................

The Relationship between Wage Changes and the Rate of Unemploy-
ment, Britain, 1965

..........................................

Four Trade-Off Curves for Britain, Based on Data for the Period
1954-65

Three Trade-Off Curves for Britain, Based on Post-War Data

The Relationship between Wage Changes and the Rate of Unemploy-
ment, France, Fourth Quarter 1965

.............................

Three Trade-Off Curves for France, Fourth Quarter 1965

The Relationship between Wage Changes and the Rate of Unemploy-
ment, West Germany, Second Quarter 1965

.......................

Three Trade-Off Curves for West Germany, Second Quarter 1965

The Relationship between the Rate of Change in Wages and the Rate
of Unemployment, Sweden, Fourth Quarter 1965

xvii

186

186

189

204

204

215

215

215

230

230

233

234

237

240
243

246
249

252
255




8.13

8.14

8.15

8.16

8.17

Ol

A Comparison of the Relationship between Wage Changes and the Rate
of Unemployment, under ‘‘Non-Inflationary’’ Conditions, Britain,
Canada, Sweden, United States, and West Germany, for a Recent
Post-War Period

.............................................

A Comparison of the Relationship between Wage Changes and the Rate
of Unemployment, under ‘‘Moderately Inflationary’’ Conditions,
Britain, Canada, France, Sweden, United States, and West Germany,
for a Recent Post-War Period. ..................ciiiiiinienn.n.

Trade-Off Curves, under ‘‘Non-Inflationary’’ Conditions, Britain,
Canada, France, United States, and West Germany, for a Recent
Rost=War Period # &5l ¥ perer el e oo sl SO N s gl ms

Trade-Off Curves, under ‘““Moderately Inflationary’’ Conditions, Britain,
Canada, France, United States, and West Germany, for a Recent
PaStEWa P08 o rrermn b heoeneel o « GEYsKeke Tty e e e R

Canadian Trade-Off Curves, Based on Equation (8.48), Third Quarter
1965, under the Assumption that Unemployment Rates in Canada
and in the United States Differ by One Percentage Point ,........

Graphical Derivation of the Value of the Parameter 3, in the Theory
of the Optimum Policy Combination ........oovvviieieennnenonn.

xviii

264

266

270

272

273




PART I

BACKGROUND DISCUSSION




CHAPTER 1
INTRODUCTION

1. The Concept of a ''Trade-Off"’

In everyday life, individuals frequently face the difficulty of choosing among
several goals, all of which are highly desirable in themselves but each of which
is inconsistent with some of the others to some degree, thus making it impossible
fully to achieve all of them. Among the many examples which could be cited are
the following: the desire for income (requiring effort) vs. the desite for leisure;
the desire for speed in transportation vs. the desire for safety; the desire to
consume current income vs. the desire to accumulate assets. Few, if any, indivi-
duals opt for all work or all leisure, maximum speed without any concessions to
safety, or starvation in order to save all of their income. Most individuals elect a
compromise between these extremes: some income and some leisure; a ‘‘safe’’
speed; some consumption and some saving. In this sense we can say that indivi-
duals are willing to ‘‘trade off’’ income against leisure, speed against safety, and
consumption against saving.

Nations frequently face similar difficulties in choosing among the objectives
of economic policy. In the modern world, policy-makers in most, if not all, countries
aspire to a wide range of economic objectives: full employment, a stable price
level, rapid and sustained economic growth, balance-of-payments equilibrium,
wide regional dispersion of economic development, and greater equality (of income,
wealth, and opportunity) is an illustrative list. If it were merely a matter of
compiling a list of desirable goals, questions of economic policy would be com-
paratively simple. However, if the various goals considered important by society
conflict with each other to some extent, the compilation of such a list is merely
the beginning, not the end, of the process of formulating satisfactory economic
policies. If all goals cannot be attained simultaneously, a hard choice must then
be made as to how far to pursue one objective at the expense of the others. Under
these circumstances, most societies, analogously to most individuals, can be
expected to elect a compromise, trading off some portion of one objective in order
not to fall further short on some other. It is true that the decision may not be a
conscious one: the policy-makers may not view the matter in these terms or even
if they take such a view, the ‘‘objective’’ trade-offs may differ from those
considered most probable by the decision-makers. Consequently, past actions by
the policy-makers may be an imperfect guide to their preferences, giventhe
uncertainties pervading most ‘‘real world’’ policy actions. Nevertheless, if a
conflict between goals is present, some form of compromise is usually reached in
practice; in this sense at least, the policy-makers may be said to have traded off
one goal against one or more other goals.



How much of one objective must be traded off in order to gain a particular
amount of another depends, of course, on the degree to which the objectives are
in conflict. Conceivably, objective A might not conflict at all with objective B:
in this case, A can be fully attained without impairing in any way the country’s
ability to achieve B as well and hence no choice between A and B is required. At
the other extreme, it is conceivable that A and B are mutually exclusive. Here the
choice is between all of A and none of B, or none of A and all of B--one can
choose either A or B, but no combination of the two. It is, however, the view of
the writers of the present study that many objectives of public policy (including
the two on which this study focuses, high employment and price level stability)
are neither completely independent of other objectives nor mutually exclusive of
these other objectives, but lie between these two limits.! Under these circum-
stances, a decision must inevitably be made, implicitly or explicitly, as to how far
to pursue each objective. (In this context, an objective may be defined as the
ideal that would be sought in the absence of conflicts.) Hence, in order to evalu-
ate public policies a key question to be considered is how much of one objective
must be foregone in order to move a step closer towards some other objective. In
other words, what are the quantitative terms of the ‘‘trade-off’’ between goals A
and B?

2. Trade-Offs between Price Level Stability and High Employment

In this study, we attempt to examine, primarily in the Canadian context, the
issues of whether a conflict exists between the objectives of price level stability
and high employment and if so, what are the trade-offs, at various levels of
unemployment, between these goals. The approach underlying this investigation
can be made explicit with the aid of the “‘trade-off’’ curve? of Figure 1.1. In this
Figure, the level of unemployment as a percentage of the labour force is measured
along the horizontal axis with the hypothetical zero rate of unemployment corres-
ponding to the origin. The annual percentage rate of change of the Consumer
Price Index is measured along the vertical axis, with (as is customary) points
above the origin representing price leve!l increases and points below it, price
decreases.

It is of course conceivable that two goals, considered as an isolated pair, may be mutually
reinforcing or complementary, rather than conflicting or of the nature of substitutes. For
example, the goal of rapid economic growth and that of a high level of employment may be
such a pair, as one of us (R.G. Bodkin) has argued in a previous publication. See ‘‘An
Analysis of the Trade-Offs Between Full Employment, Price Stability, and Other Goals,”’
pp. 47-77 of S.F. Kaliski, ed., Canadian Economic Policy Since the War (no city given:
Canadian Trade Committee, 1966).

2This trade-off curve is a derived relationship with ‘‘other things remaining equal,’’ much
like the partial equilibrium demand curve of economic theory. The theoretical relationships
underlying this trade-off curve are discussed in Chapter 2 below; this theoretical discus-
sion enables one to sort out some of the variables which may induce a shift in the trade-off
curve, generally in a longer-term context. The nontechnical reader should be forewarned
that there are a number of statistical (or econometric) problems connected with the estima-
tion of the underlying relationships from empirical data. One of the most important qualifi-
cations relates to the probabilistic nature of the trade-off curve: points on the curve are of
the nature of expected values or arithmetic averages, rather than iron-clad values of a
mathematical function from which there is no escape. Thus, with ‘‘good luck’’, it is possi-
ble to end up below the curve (closer to the origin), while, with bad fortune, the economy
will experience more than the expected amount of inflation for a given rate of unemployment
(and a given environment). For simplicity of exposition, these qualifications are not
mentioned explicitly again in this section.

4



As the trade-off curve AA* is drawn, when the unemployment rate is 3 per
cent, the rate of increase in the Canadian consumer price level which can be
expected is 1% per cent per year; if the rate of unemployment were raised to 4 per
cent, the consumer price level could be expected to increase by three quarters of
a per cent annually. Hence, between these two positions, one can ‘‘trade off’’ a
one percentage point decrease in the rate of domestic inflation for a one percen-
tage point increase in the unemployment rate. Similar trade-offs can likewise be
derived for other pairs of points along this curve.

Before considering the factors determining the shape and position of this
curve, it is useful to consider the significance of points such as W and Z, which
lie on either side of the trade-off curve. Points to the right of AA', such as Z, are
unsatisfactory in the sense that they can be improved upon in terms of both objec-
tives by moving towards the curve AA', On the other hand, points to the left of AA",
such as W, are preferable to points along AA' in that they are closer to the ideal
situation for one of the objectives at a given value of the other; unfortunately,
however, the structure of the economy, the instruments of policy, and other
aspects of the economic environment make it impossible to achieve such combi-
nations in the absence of unexpected good luck. Thus, given the nature of the
economy, it is unrealistic for policy-makers to aim at combinations such as W,
nor can they be condemned for failing to reach such positions. In other words, the
trade-off curve AA' defines the locus of consistent and attainable combinations of
inflation and unemployment, each point measuring the minimum extent by which it
is necessary to fall short of one policy objective in order to avoid falling further
short of the other. Hence the curve may be viewed as showing the best perform-
ance society can achieve for one goal, for a given fulfilment of the other goal.

In order to illustrate the importance of knowing the empirical relationship
from which trade-offs between inflation and unemployment may be derived, the price
and unemployment combination stated as desirable by the Economic Council of
Canada in its First Annual Review is plotted in Figure 1.1 as the point marked
ECC, which shows a combination of a 3 per cent unemployment rate and a 1.4 per
cent annual increase in the Consumer Price Index. It will be observed that this
point is slightly below AA' and consequently might be deemed unrealistic if
indeed AA' accurately reflects the empirical relationship between the rate of
change of the consumer price level and the unemployment rate.! This illustration
is included not in order to evaluate the Council’s target, but rather to emphasize

IThis point is reinforced when it is emphasized that AA' is constructed on the assumption
of a zero rate of change in the price level of imports. By contrast, the Economic Council
appeared to incorporate an estimate of the probable rate of foreign inflation equal to 1 per
cent annually. The effect of any positive rate of foreign inflation is to shift the trade-off
curve upwards and to the right, as discussed in Chapter 2 below. The estimated relation-
ship from Reuber’s earlier study, on which Figure 1.1 is based, implies that, with the
assumption of a 1 per cent per year rate of foreign inflation, a 3 per cent unemployment
rate might then be expected to be associated with a 2.4 per cent annual increase in the
Consumer Price Index. This, in turn, is a full percentage point greater than the target rate
of change of the consumer price level suggested by the Economic Council. As pointed out
in Chapter 2, the Council based its implicit estimate of the combination of unemployment
and price stability which might be regarded as an appropriate policy goal for 1970 on the
assumption that a comprehensive manpower policy would be in operation.



Annual Percentage Rate of Change in Consumer Price Index

that it is impossible either to set or to evaluate satisfactorily any target combin-
ation of rates of inflation and unemployment unless one estimates, in some
fashion, the ‘‘real world’’ trade-off relationship between these two policy objec-
tives. Failure to do so means that one is assuming some sort of trade-off relation-
ship in any event but doing so implicitly on the basis of intuition rather than
analysis.

Figure 1,1
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*The points plotted are based on G.L. Reuber, ‘“The Objectives of Canadian Monetary
Policy, 1949—61: Empirical Trade-Offs and the Reaction Function of the Authorities,”’
Journal of Political Economy, Vol. LXXII, No. 2 (April 1964), pp. 109—132. The trade-off
curve is drawn on the assumptions that foreign prices remain constant and that the effects
of the estimated lags have been fully worked out.

The general shape of the trade-off curve is that of being convex to the
origin: the relationship is asymptotic to the price change axis and flattens out
along the unemployment axis. This means that the expected rate of inflation rises
increasingly rapidly as the rate of unemployment is reduced; the expected trade-
off (slope of the AA' curve) is not constant over the usual range of unemployment.
This is what one might expect from the nature of the economy; as unemployment is



reduced due to an increasing demand for labour, it will gradually approach a fric-
tional minimum level, at which wage increases will accelerate rapidly. Moreover,
other stresses may be encountered in a high-pressure, low-unemployment economy;
some industries will reach full capacity before others and attempts to expand
output still further will induce rapid rises in prices, at least in the short run in
which it is very difficult to alleviate such bottlenecks. On the other hand, as
unemployment is increased and the pressure of demand is reduced still further in
an already slack economy, the gain in further price level stability might be
expected to be rather small. Some of the unemployed labour force might be expected
to lose touch with the labour market and so to exert very little downward influence
on money wages (and hence on product prices); moreover, considerable excess
capacity may have only a minor impact on the rate of change of final prices. For a
variety of institutional reasons, prices and wages might be expected to move in a
downward direction less readily than upwards, which is reflected graphically in
the curve’s flattening out at higher rates of unemployment. These rough and ready
assertions about the nature of the economy’s labour and product markets have been
presented without rigorous proof or documentation, but it seems likely that many
of them would be widely accepted by professional economists.

Factors which determine the slope and position of the trade-off curve include
the underlying structural elements of the economy—e.g., its resource base, its rate
of technical change, the attitudes and short-term expectations of the public, its
institutional arrangements (particularly its labour matkets and its price-setting
mechanisms), and its international relationships. Such structural elements may
themselves change, and, if they do, the curve will shift. Thus it is quite possible
for an economy to generate spontaneous shifts in its trade-off relationship. It seems
likely, though not necessarily inevitable, that such shifts will take place only
during some comparatively long period of time. In a closed economy, only the
structural features of the domestic economy are relevant. In an open economy such
as the Canadian, the structural features of other economies (particularly the U.S.
economy, in the Canadian case) enter the picture as well. In particular, the linkages
(trade, investment, and direct pricing and wage spillover effects) of the various
participants in the international economy may give rise to price and demand
linkages of several types. In addition, balance-of-payments considerations can be
regarded as a constraint conditioning the attainability of policy goals, making only
a certain portion of the hypothetical trade-off curve relevant to the policy decision.

The shape and position of the trade-off curve may also reflect the number of
policy instruments available for use, their impact on the economic structure, and
the interrelations among the various instruments of policy. One idealized case is
that in which all instruments are independent of each other and all objectives are
similarly independent of each other. Here, Professor Tinbergen has shown that it
is possible to attain each objective fully, thus avoiding conflicts among objec-
tives, provided one uses as many instruments as there are objectives.! However,

1Jan Tinbergen, Economic Policy: Principles and Design (Amsterdam: North Holland
Publishing Company, 1956).



the realism of this case may be questioned; if the above argument is valid, objec-
tives are generally not independent of each other but may conflict to some degree.
The principal lesson to be learned from Tinbergen’s discussion is, however, that
the conflict among objectives is influenced by the number of instruments. Since it
is widely accepted that the number of instruments generally falls far short of the
number of objectives that society wishes to pursue, this suggests that complete
achievement of all goals may not be feasible, even with ‘‘perfect’’ management of
economic policy.!?

Finally, some mention should be made of policies designed to shift the trade-
off curve. Wartime price controls would be a striking illustration of such a policy;
they attempt to suppress the price pressures associated with a very high level
of utilization of the economy’s resources during such an abnormal period. More
recently, many governments in the Western democracies have instituted policies
that have come to be termed ‘‘incomes policies’’; while the stated purposes
underlying such policies have varied somewhat, a common strand has been the
attempt to reduce the conflict between the goals of high employment and stable
prices or, in other words, to shift the trade-off curve in towards the axes (closer
to the origin). Since the theory and practice of such policies is the subject of a
companion study,? the details of this type of policy will not be explored here. It
may be observed, however, that an incomes policy attempts to reduce the amount
of spontaneous wage and/or profit push to which an economy would otherwise be
subject, at any level of unemployment below the ‘‘full employment’’ value.

3. Outline of the Study

This study has been divided into three parts. Part I, comprising Chapters
1-3, is designed to provide a broad introduction to the empirical analysis of the
second and third parts. The purpose of the present Chapter is to furnish a non-
technical overview of the entire project. In Chapter 2, the trade-off equation
(presented as a curve in this Chapter) is derived from a wage adjustment equation,
a price level equation, and an assumption about the development of labour produc-
tivity. Armed with this theoretical underpinning, we are in a position to examine
the factors which might induce shifts in the trade-off curve. The theoretical dis-
cussion of Chapter 2 is then rounded out by an examination of how the trade-off
approach fits into the controversy between demand-pull and cost-push theories of
inflation, by a discussion of the theory of the optimum policy combination (under
this approach), and by a review of the comparability of economic statistics inter-
nationally, particularly those on unemployment rates. Chapter 3 is a selective
review of the literature in this area, with the focus on wage adjustment relation-
ships. The wage adjustment relationships which have been estimated by other
investigators for a variety of developed economies, along with estimates for
Canada, are compared in that Chapter.

1 Of course, to the extent that a given policy is capable of ‘’killing more than one bird with
one stone,’’ the conflict between objectives is further reduced. Thus, labour market policy
may conceivably reduce (structural) unemployment, promote the efficiency of resource
allocation in a static sense, enhance the growth of labour productivity, and lessen the
conflict between high employment and price level stability, all at the same time.

?David C. Smith, Incomes Policies: Some Foreign Experiences and Their Relevance for
Canada, Economic Council of Canada, Special Study No. 4 (Ottawa: Queen’s Printer, 1966).
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Part II, which comprises the middle three chapters, is the core of this study.
In Chapter 4, we re-examine three earlier studies of the Canadian wage adjustment
relationship, in order to gauge how well these studies forecast wage (and, in one
case, price) changes beyond the period to which they were fitted. In Chapter 5,
the wage adjustment, price change, and productivity relationships are refitted to
quarterly Canadian data ending in 1965. In this refitting process, we were able to
take into account recent developments in the literature and to experiment with
various modifications of the basic relationships. Also in Chapter 5, the stability
of the final wage and price equations, between two parts of the entire sample
period, is examined by means of several statistical techniques. In Chapter 6,
‘““steady state’’ variants of the wage and price change equations are derived; these
steady state equations eliminate, in principle, the lagged effects built into the re-
lationships estimated directly from the statistical data. The steady state relation-
ships are then employed to derive trade-off equations, analogous to the theoretical
derivation of the trade-off equation presented in Chapter 2. Finally, some qualifi-
cations on this type of analysis are given at the end of both Chapters S and 6.

Part III, which also contains three chapters, is designed to put the post-war
Canadian quarterly relationships in perspective, by means of both temporal and
international comparisons. Chapter 7 is an examination of a similar set of relation-
ships for Canada, based on annual historical data going back to the 1920’s. The
examination of the historical data yields some further information on the stability
(or lack of stability) of the underlying relationships from which the trade-off
relationship is derived. In addition, some limited tests regarding asymmetry or
irreversibility in the wage and price change relationships are made on the basis of
the historical data, Chapter 8 presents a tentative analysis of similar types of rela-
tionships for five foreign countries: Britain, France, Germany (Federal Republic),
Sweden, and the United States. This discussion, together with the review of the
literature in Chapter 3, serves to place the results of the present study in an
international context. Finally, Chapter 9 concludes by re-examining the broad
issue of the optimum policy combination, for an open economy like the Canadian.
The detailed conclusions of particular parts of the study are generally to be found
at the end of the relevant chapters.



CHAPTER 2

A THEORY OF THE WAGE-PRICE MECHANISM
AND THE DERIVED TRADE-OFF EQUATION

1. Foreword

In Chapter 1, a trade-off curve relatingunemployment rates and expected rates
of change of consumer prices, for a particular economy, was postulated. Since the
essential purpose of the previous Chapter was to provide an overview, the details
of the theoretical justification of such a relationship were given only scanty atten-
tion. The purpose of the present Chapter is to furnish a theoretical explanation of
this asserted relationship.! Armed with this theoretical underpinning, one can then
return to the trade-off curve and examine what must be held constant in order to
present this relationship as a two-dimensional curve. At the same time, the analy-
sis suggests a number of factors which might be expected to shift the relationship
from an existing position. In the penultimate section of this Chapter, we attempt to
relate this approach to inflation to the more familiar controversies between the
adherents of demand-pull and cost-push theories. The Chapter closes with a brief
introduction to the theory of ‘‘the optimum policy combination’’ under this view of
the subject.

2. The Wage Adjustment Relationship

The heart of our approach to the conflict between the objectives of high
employment and price level stability is the wage adjustment relationship.
Basically, the wage adjustment relationship is an application to the labour market
of the familiar idea that prices rise in response to excess demand and fall in
response to excess supply. Thus, in the labour market the money wage is the basic
price which may be expected to rise with excess demand (unemployment rates
below ‘‘normal’’ or at frictional levels) and to fall with excess supply (high unem-
ployment rates). In the post-war wotld of generally increasing money wages, the
influence of heavy unemployment may be limited to retarding the rate of rise of
money wages, rather than inducing an actual decrease in wages. Nevertheless, the
effects can still be rather pronounced: the price level implications of a 10 per cent
annual rate of change of money wages compared to a 2 per cent rate may be quite
different.

1A similar, but not identical, theory of inflation has recently been published by Otto
Eckstein in ‘‘A Theory of the Wage-Price Process in Modern Industry,’’ Review of Economic
Studies, Vol. XXXI (4) (Oct. 1964), pp. 267—-286. A rigorous discussion of this subject,

in nontechnical language, is developed in great detail in William G. Bowen’s excellent
book, The Wage-Price Issue (Princeton, N.J.: Princeton University Press, 1960). Both the
Eckstein and the Bowen treatments focus primarily on the closed economy case.



In addition, money wage changes may be conditioned by the current or
immediate past rates of change of consumer prices. In a neoclassical world, one
might expect money wages to be adjusted proportionately to changes in the
consumer price level, as workers and managers are assumed to be free from any
“‘money illusion’’. While the existence of escalator clauses testifies to worker
awareness of changing price levels, there appear to be enough lags, inertia, and
other “‘imperfections” in the system to prevent full adjustment of money wages to
consumer prices, at least in the short period.! But changes in consumer prices are
at least a significant factor conditioning money wage changes demanded (and
obtained) in the unorganized labour markets of the economy and over the collective
bargaining tables.

While early investigators confined their attention principally to these two
determinants of wage changes, several others have been suggested in recent years.
It has been suggested that money wages will rise more rapidly the greater is the
power of the trade unions (or the mote they choose to exercise this power), the
higher is the level of corporate profits, or the faster is the growth of labour produc-
tivity. At the level of the individual labour market, wages may be expected to rise
more rapidly if the wages of a ‘“‘comparable group’’ of workers have alsorisen (or are
expected to rise) by a substantial amount, Some writers have asserted that the rate
of change of the unemployment rate is also a relevant determinant of the rate of
change of money wages: the usual argument is that the rate of change of unemploy-
ment is an additional indicator of current labour demand, or, alternatively, serves
to gauge anticipated labour demand in the near future.?

We may draw these determinants of wage changes together in the form of an
equation. Let w be the level of money wages and let w be the (percentage) rate of
change of money wages. We denote unemployment as a percentage of the labour
force by the symbol U, and the level of consumer prices by the symbol P_. (Hence
the petcentage rate of change of consumer prices is represented by P_.) Finally,
let Z represent any (or conceivably, all) of the other variables systematically
influencing the determination of money wage changes. The wage adjustment relation-
ship can then be written, at a broad level of abstraction, in the following form:

(2.1) w=f(U, P, 2),

where the symbol f denotes a general mathematical function. For statistical work,
this is too general; some further amount of specification of the functional form is
necessary.’ It is generally thought that the rate of change of wages is a nonlinear

!The results of earlier studies and the present work suggest this conclusion. In general,
supporting footnotes have not been presented in this section, because most of the proposi-
tions presented are ‘‘common knowledge’’. In a sense, most of Chapter 3 may be regarded
as documentation of the propositions developed in this section.

*Richard G. Lipsey has argued, however, that the importance of the unemployment change
variable arises in the aggregation of the relationships for individual labour submarkets to
that of a relationship for the economy as a whole. (The reference to Lipsey’s article is
given in Chapter 3 below.)

% Another specification which must be made is that of the lag structure of the relationship.
This issue is discussed briefly in the empirical chapters of Part II below.
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function of the unemployment rate: when the unemployment rate is near the frictional
level, small variations in the unemployment rate might be expected to have a big
impact on the resulting wage change; on the other hand, if the rate of unemployment
is already large, a small variation in this rate might be expected to have little
impact on the rate of change of money wages. This influence is often represented
by making the wage change variable a linear function of the reciprocal of the
unemployment rate. Since there is no obvious argument as to why the other
determinants of wage changes should exert their influence in a nonlinear fashion,
we may specify the wage adjustment relationship to take the following form:

2.2) W=a,+ a,(%)+a,lsc+a32 :

where the a’s represent the parameters of the equation. Equation (2.2) will be
employed in Section 4 below in our theoretical derivation of a trade-off relationship.
It should also be emphasized that this wage adjustment relationship is one of the
two focal equations of this entire study.

3. The Relationship between Prices and Costs

In this section, we wish to derive a theoretical relationship between the rate
of change of money wages and that of prices, enabling us (in the following section)
to obtain a trade-off function connecting the rate of inflation with the percentage
of the labour force unemployed, in addition to other factors. The link between wage
changes and price changes which we develop is through the cost aspects of price
determination. This is not to deny that payments to the factors of production also
constitute the incomes of the owners of these factors, which, in the aggregate,
will have an influence on the price level of final output from the side of demand as
well. But our principal focus in this section is on the cost side; some justification
of this emphasis will emerge from the following discussion. Our theorizing will
initially deal with the closed economy case; the later paragraphs will extend the
argument to an open economy.

i. Labour costs and productivity

In traditional economic theory, the firm is regarded as attempting to earn
maximum profits. In a simple static model of firm behaviour, this means that the
firm will equate marginal cost to marginal revenue; in turn, marginal revenue can be
linked to the price of the product through the elasticity of the demand curve. (The
petfectly competitive firm is a special case, in this view, being one which faces
an infinitely elastic demand curve.) Thus marginal costs, which depend upon the
prices of the productive factors and upon a number of other considerations that can
be summarized as the productivity of the factors, are one part of the explanation of
the price charged by the noncompetitive firm or determined in the competitive
product market. In particular, if marginal costs rise due to a higher price of a
particular factor, the product price might be expected to rise. Thus, even in the
traditional framework, the prices of the inputs play a role in the explanation of the
prices of the final output produced by these inputs.

13



The argument can be formalized for an idealized case. Let us assume a firm
that uses only one variable factor of production, labour, and let the quantity of
lahour inputs employed be N. Let the price of the single product of the firm be P,
with the quantity of output being denoted by Q. Finally, let w denote the wage of a
unit of labour, MC the marginal cost of a unit of output, and 7 the numerical value
of the price elasticity of demand. If the firm is maximizing its profits, the condition:

(2:3) MC = MR
must hold.* But since MC is equal, in this simple case, to the money wage divided
by the marginal physical product (MPP) of labour, equation (2.3) can be rewritten
in the following form:

(2.3a) i =P (1-1/9).

MP

With a log-linear (or Cobb-Douglas) production function, the marginal physical
product of labour is always a constant proportion (denoted here by k,) of the average
product (Q/N). Under this further assumption, equation (2.3a) becomes:

w
2.3b =P (1 -1/n).
(2.3b) - P -1
Finally, we may write:
Lk n 1
(2.9 P—RW, wherek_n—__—l.-kj.

Under the additional simplifying assumption that the price elasticity of demand is
constant, the price of the final output is directly proportional to the money wage
and inversely proportional to the productivity of labour. If we expand our focus to a
closed economy regarded as a whole, we would have a direct relationship between
the price level of final output and the level of labour costs. (In a closed economy,
labour might be expected to be the principal variable factor.) The traditional
theory, then, provides us with one possible explanation of the link between money
wages and the price level of final output.

Many writers have criticized the above approach, claiming that firms do not in
fact calculate the profit-maximizing levels of price and output in this manner.
Instead, firms are said to use a system of mark-up pricing, in which prices are set
at a certain margin above the level of average costs.? Thus, in the situation in
which labour is the only variable factor, if wage costs rise, the price may be
expected to increase proportionately. Demand is held to play only a secondary role,
exerting an influence on what firms think is a reasonable or ‘‘realistic’’ mark-up,
but not entering explicitly into the pricing decision. This approach is a somewhat
less complicated one and implies a direct relationship between costs and prices.

Provided the second order conditions hold and provided it pays to produce any output at
all.

2Detailed references to the literature may be found in Bowen, The Wage Price Issue.
Eckstein, op. cit., argues that mark-up pricing may be viewed as an attempt to price so
as to achieve a target rate of return, a practice said to be favoured by a number of large
firms.
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In The Wage-Price Issue, Bowen surveys both the mark-up and the ‘‘traditional’’
theories, examining the former in considerable detail. Basically, he establishes
the relationship between labour costs and total costs and then makes the link
between wage costs and prices. He concludes that, in an uncertain world in which
the firm is in business for a long time and must take explicit account of the reaction
of its rivals, prices are much more sensitive to cost changes than to demand
changes, which corroborates the mark-up view. As wages are the major element in
total costs, there is a derivable close relationship between the price level of final
output and money wages.

It is interesting to observe that the average cost (mark-up) and the marginal
cost theories need not be inconsistent with each other, at least as applied to the
global aggregates of a closed economy. Thus we shall see that it is possible to
derive the same price level equation, beginning with either view. For example,
Sidney Weintraub adopted the mark-up view for the economy as a whole, postulating
a constant ratio between total sales proceeds in money terms (S) and total labour
compensation (W).* Let k denote the mark-up factor, and decompose total money
sales proceeds into real output (Q) and the price level (P); total labour compensa-
tion is similarly factored into the product of the money wage (w) and total man-
hours (N). Hence, Weintraub’s ‘‘mark-up’’ equation may be written:

S PQ
(2.5) k = WowN
from which it easily follows that:
W
2.4 P=k——.
(Gt Q/N

Since this is the same equation as derived above under the traditional theory, the
claim that the two theories yield equivalent results (under these circumstances)
is substantiated.

Over a period of some years, one might expect that production will become
more capital-intensive (capital per head of the labour force will rise) and also that
organizational changes and technical advances will occur. These improvements
will raise the average output per unit of labour input, and so wages can rise
without necessitating increases in prices in order to keep the distribution of income
unchanged between labour and property shares. Equation (2.4) implies a relation-
ship between the percentage rates of change in the variables of this equation, which
it is useful to make explicit.

If the mark-up factor is approximately constant, differentiation and further
manipulation of equation (2.4) yields:

(2.6) P-w-A,

where the ‘‘dot”’ symbol over a variable represents the percentage rate of change
of that variable and the A variable represents the average productivity of labour,

!Sidney Weintraub, A General Theory of the Price Level, Output, Income Distribution, and
Economic Growth (Philadelphia: Chilton Company, 1959), p. S9.

15



namely the Q/N ratio.! In words, equation (2.6) states that the percentage change
in the price level is equal to the difference between the percentage change in the
money wage and the percentage change in labour productivity. There is some
evidence that the theory can be corroborated in this form. For example, J.M. Clark
noted that, for individual U.S. industries over the period 195559, there was a
close relationship between the percentage increases in prices and the percentage
increase in wages less percentage productivity gains.?

Relationship (2.6) also has important implications for the long-term develop-
ment of the price level in a closed economy. If we assume a continuous growth in
productivity over time, then we can envisage a range of possibilities: (1) if money
wages do not change, the price level can go down; (2) if the growth of wages
matches that of productivity, prices will remain constant; (3) if wages rise more
rapidly than productivity, the price level will rise. (A constant distribution of the
total product between wage and nonwage incomes is still assumed, of course, as
this assumption underlies equation (2.6).)

At the same time, equation (2.6) suggests an explanation of the findings of
some investigators of the relative unimportance of productivity changes in explain-
ing price level changes. If productivity grows at a constant or a nearly constant
(percentage) rate, then equation (2.6) indicates that the percentage change in the
price level is merely equal to the percentage change in the wage level less a
(nearly) constant damping factor. In other words, the influence of the productivity
change variable would be difficult or impossible to detect by standard statistical
methods, as this variable doesnot go through a wide enough range of variation.*

ii. Import costs

The preceding discussion has implicitly assumed a closed economy, that is,
one that is self-contained and which does not engage in international trade. It is
high time to extend this analysis to an open economy in order to take account of
the important role that international relationships play in the Canadian economy.
In an open economy, some of the materials and intermediate products fabricated by
domestic producers will be imported, and so the prices of these imports will enter

This equation is most easily derived by taking natural logarithms of both sides of equation
(2.4) and then differentiating.

2J.M. Clark, The Wage-Price Problem (city not indicated: Committee for Economic Growth
without Inflation, the American Bankers Association, 1960), Chapter III, especially pp. 40
and 41.

%It is possible to explain the nonsignificance of the productivity or productivity change
variable on price levels or changes in price levels in alternative ways. Thus, in a mark-up
view, one might argue that prices are marked up solely over wage rates rather than wage
costs, thus allowing no scope for the mitigating effects of productivity gains. A related
argument would be the view that short-term (e.g., quarter-to-quarter) variations in labour
productivity are unimportant in affecting firms’ pricing decisions and that the productivity
variable which is relevant in the pricing decisions is the expected or ‘‘normal’’ level of
productivity, at the time at which prices are set. Some recent econometric work tends to
corroborate this view; see, e.g., R.R. Neild, Pricing and Employment in the Trade Cycle
(Cambridge: Cambridge University Press [for the National Institute of Economic and Social
Research], 1963), Chapter 2.

16




the cost structure of domestic production. In addition, the prices of finished imports
may have a direct influence on the consumer price level; moreover, both the price
level of imports and that of a country’s exports can have indirect effects on domes-
tic price levels, through the economic substitution relationships. However, these
latter complications are ignored or assumed to be subsumed under the effects of

the price level of imported materials. Let P'm denote the price level of materials
imports, and let M represent the quantity (in real terms) of these imported materials.
Then, by a simple extension of the mark-up formula to allow for the influence of
imported materials costs, one can write:

2.7) Py
Q
where all other symbols retain their previous meanings and k, and k, are parame-
ters. In words, equation (2.7) states that, in an open economy, the price level of
final output will vary directly, in a linear fashion, with both domestic labour costs
and the costs of imported materials.

Equation (2.7) can also be employed to derive an expression for the percentage
change in the price level. By mathematical manipulation, one can derive the
following approximate relationship:

2.8) B - pi— BA+ (1-p) By - 1-p)(3).

where the ‘‘dot’’ symbol again represents the percentage rate of change in a
variable and 8 denotes the proportion of the price level of final output attributable
directly and indirectly to wage costs.* (Hence, (1-f3) represents the proportion of
final product price attributable, directly and indirectly, to import costs.) Often the
last term is dropped, as it is thought that imported inputs of materials per unit of
output are either largely unchanged over time or else change at a fairly constant
(percentage) rate over time. In addition, we shall generally work with the price
level of all imports, P_, rather than just the price level of imported materials

(P:,,). In this case, there need not be a rigid link between the coefficient of this
variable and that of wages. Moreover, we might argue that the coefficient of the
rate of change of labour productivity need not be equal in absolute value (but
opposite in sign) to the coefficient of the rate of change of money wages, for
reasons outlined in footnote 3 on page 16 above. Hence the price change equation
becomes:

(2.9) f)= Bo + wa = BzA o lesm ’

where the B8’s are parameters, the last three of which are positive. (The constant
term, B, , is intended to subsume the influence of omitted variables, like the rate
of change of the ratio of imported materials to output or like those discussed in
the final paragraph of this section.) We are left with a relationship in which the
percentage change in the price level is a linear function of the percentage changes

w/A P, M/Q

'Symbolically, 8=k, 5 end so 1- B=1t, 5

In the spirit of the analysis of the closed economy, B is taken to be approximately constant.
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in wages, labour productivity, and the price level of all imports. The wage changes
and import price changes are positively related to the changes in the domestic
price level while, as in the case of a closed economy, labour productivity growth
exerts a dampening effect on the rise in domestic prices.

There is some empirical evidence supporting this view of aggregate price
formation in an open economy. Klein and Shinkai, in an econometric model of the
Japanese economy, obtained good results when they fitted an equation similar to
(2.7) to Japanese data for the combined subperiods 1930-36 and 1951-58.! The
fit was a very tight one, and each explanatory variable exerted a significant
influence in the expected direction on the dependent price level variable, Similarly,
L.A. Dicks-Mireaux, employing British data for the period 1946-509, fitted a re-
lationship of same form as equation (2.9).2 Dicks-Mireaux also obtained results
which corroborate the theory outlined in this section: the fit was good, and the
percentage changes in money wages, labour productivity, and import prices each
contributed significantly to the explanation of percentage changes in the domestic
price level, the direction of influence being that which would be predicted by the
underlying theory.

iii. Demand for final products

Our final variant of a price change equation is a further modification of
equation (2.9). The argument used in the preceding section regarding prices being
adjusted to excess demand (or excess supply) can, of course, be applied to the
final product markets, for which the argument was originally stated. Let D be an
indicator of excess demand in the product market; according to standard economic
theory, the D variable should be positively related to the rate of change of final
prices.® Alternatively, on a theoretical plane, one is free to interpret D as some
other factor directly conditioning the rate of change of the price level, such as a
change in public attitudes or a change in the short-term expectations of the public
regarding the future course of the price level. The final price level change
relationship is:

(2.10) P =B+ BW-B.A+BP,+BD,

where the parameter 3, is positive, if the D variable is interpreted as the level of
excess demand for the final output of the economy.

1..R. Klein and Y. Shinkai, ‘‘An Econometric Model of Japan, 1930-59,’’ International
Economic Review. Volume IV, No. 1 (January 1963), pp. 1-28.

21.. A. Dicks-Mireaux, ‘“The Interrelationship between Cost and Price Changes 1946--59: A
Study of Inflation in Postwar Britain,’’ Oxford Economic Papers, Volume XIII, No. 3
(October 1961), pp. 267—292.

3In general, most studies of the pricing of final output, either for industry groups or for
larger output aggregates, have found that the state of demand is a secondary variable and
many have found this type of variable to be insignificant, over the range of the data
examined. As pointed out above, this is not unexpected, according to Bowen, when one
considers the ‘‘real world’’ context (including uncertainty and oligopolistic interdependence)
within which firms operate. This view, however, need not necessarily imply that, for the
economy as a whole, demand for final output is not an important determinant of the rate of
change of the price level. Strong demand may be transmitted back to the labour market (or
the market for imported materials), inducing large increases in the relevant factor prices.
The large increases in these factor prices may then, on a return trip, be an important
explanation of the observed rise in the price level of final output.
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4. The Derived Trade-Off Relationship
The trade-off relationship, on which the trade-off curve of Chapter 1 is based,

may now be derived. Substituting equation (2.2) into equation (2.10), we obtain:

(2.11) P=Bo+ By (g + a1%+ @P. + a,2) - B,A + BP,, + B.D -

Now assume that the price level of all final output changes at the same (percent-
age) rate as the price level of consumer goods and services; then we may set P,
equal to P. In this case, equation (2.11) becomes:

. 1 ; :
(2.12) P(1- Bia)) = Bo + Biao + a1B16+ BiaZ ~ B.A+ B,P, + B.D-
The derived trade-off relationship is thus:

(Qag b Lotiie, 6 L m g e 3. B 3 g
1- BlaZ 1",81‘12 U 1’"Bx(12 1"'[31‘12 1"‘B1a1 " 1”'['31‘12

We may briefly comment on the signs of the parameters of equation (2.13). The
coefficient of the wage change variable in the price change equation, 8, , will be
between zero and unity; in general, for an open economy one would expect this
parameter to be less than its upper limit. The coefficient of the consumer price
change variable in the wage adjustment relationship, a, , will also be between
zero and unity; in virtually all the empirical wage adjustment relationships
estimated, this parameter is less than unity. Consequently, the divisor (1 ~ 8,a,)
is strictly positive; thus, implicitly holding the other variables constant, we see
that, in equation (2.13), P is positively related to the reciprocal of the unemploy-
ment variable (and hence negatively related to the unemployment rate itself),
positively related to the rate of change of import prices, and negatively related to
the rate of growth of productivity. Moreover, P is related to the Z variable (or
variables) in the same sense as money wage changes are related to this variable
(these variables) in the wage adjustment relationship; also, P is related to the D
variable (or variables) in the same sense as it is related to this variable (these
variables) in the price change relationship (2.10).

In a formal sense, the task of showing how the trade-off function is obtained
and how the expected rate of inflation is related to the numerical values of several
other macroeconomic variables is completed. However, it will be helpful to discuss
this relationship in somewhat more detail. A trade-off curve, like the one illustrated
inFigure 1.1 of the preceding Chapter, is obtained by specifying (in principle) values
of the rate of growth of labour productivity, the rate of change of import prices,
the Z variable (or variables), and possibly the D variable (or variables).* Thus the

'If the D variable represents excess demand in the economy’s product markets, then
presumably one would not wish to hold this variable constant as the level of unemployment
varied. Even though excess demand in the product market is not the same thing as demand
in the labour market, for the economy as a whole there is generally a close relationship
between the rate of unemployment and most measures of excess demand for final goods and
services, such as pressures on capacity. Thus, in principle, one might wish to consider
the D variable as a simple function of the U variable in constructing a (theoretical) trade-
off curve. In such a construction, the rate of unemployment serves as a proxy for the
influence of demand pressures both in the labour market and directly in the markets for
final output. Because the D variable is negatively related to the rate of unemployment, the
two types of pressure will serve to reinforce each other, as one would expect. Of course,
if the direct influence of demand on the rate of change of prices in the final output markets
is negligible or insignificant, the construction of trade-off curve will not necessitate the
consideration of these fine points.
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trade-off curve is based on assumed values for all of the other variables in the
trade-off relationship (2.13); by making these specifications, one can display the
two-dimensional curve relating the rate of unemployment and the expected rate of
change of the price level as the familiar inverse relationship. But the trade-off
curve, like the trade-off equation (2.13), is premised on a given institutional back-
ground so that one may consider the parameters of this relationship as reasonably
stable constants. Among the institutional factors that might be expected to affect
the parameters of this relationship are those connected with the functioning of the
economy’s labour markets, the attitudes and short-term expectations of the public,
and the strategy and effectiveness with which economic policy is pursued.

As noted above, the coefficient of the 15m variable is positive. This means
that, other things remaining unchanged, a rise in the rate of foreign inflation will
induce a larger value for the rate of change of the domestic price level, while a
decrease in the rate of change of import prices will exert, by itself, a mitigating
effect on the rate of change of the domestic price level. In common-sense terms,
such an influence is easily explicable, It is generally acknowledged that the
Canadian economy is highly vulnerable to intemational price changes — especially
those originating in the United States — and that a large proportion of any changein
Canada’s export and import prices will be reflected in domestic Canadian price
movements. This influence may arise either because of price changes in foreign
countries or because of movements of the exchange rate (or possibly because of
both developments); in turn, these changes will be translated into internal Canadian
price levels directly through export and import prices and indirectly through
the response of domestic product and factor prices to changes in export and
import prices.!

In terms of the price-change-unemployment curve, a change in the value of the
f’m variable will be one factor capable of shifting the two-dimensional trade-off
curve. In particular, the trade-off curve will shift upward if the rate of change of
import prices rises and downward if the rate of change of import prices decreases.
These points are illustrated by the trade-off curves of Figure 2.1, which are also
based on Reuber’s earlier study.’ In this diagram, the curve AA' is reproduced
from Figure 1.1 of the preceding Chapter; the assumption underlying this curve is
that there is no change in the level of import prices (a zero rate of change of this
variable). The curve BB' is drawn on the assumption that foreign prices increase
at 1 per cent per year. It lies above AA' because, at every value of the unemploy-
ment rate, prices in Canada will increase by a greater amount if foreign prices are
rising than if they are constant. In other words, a faster pace of foreign inflation
intensifies the conflict between the objectives of high employment and price level
stability for the domestic economy, rendering the old trade-off curve no longer
relevant.

1As noted in the preceding section, some of these effects have not been incorporated into
the formal model. Moreover, it is sometimes asserted that direct price and wage links play
an important role in the Canadian case. We examine some of these issues in more detail, in
the empirical analyses of Part II.

2G.L. Reuber, ‘“The Objectives of Canadian Monetary Policy,’’ op. cit.
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Annual Percentage Rate of Change in Consumer Price Index

Figure 2.1

THE INFLUENCE OF A VARIATION IN THE
RATE OF CHANGE OF IMPORT PRICES ON
THE TRADE-OFF CURVE

A
1:_, B
5 —
4}
3 —
2
(=
% of Labour Force Unemployed
5 i | i | | | 1 | Iy
| 2 3 4 6 7 8
B'
- =
Al
-2L

The rate of change of productivity (the A variable) is also a determinant of
the rate of change of the domestic price level. The negative sign of this variable
in equation (2.13) implies that, other things remaining unchanged, a faster growth
of labour productivity entails a lower rate of change of the intemal price level. In
terms of the two-dimensional trade-off curve, an increase in the productivity growth
rate would shift the curve down and towards the left (towards the axes), thus
mitigating conflict between the objectives of high employment and stable prices.
In common-sense terms, this result is quite understandable: rises in productivity,
in addition to representing a fundamental source of higher living standards, also
mitigate the cost-increasing effects of rises in the prices of the productive factors.
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With continuing growth in productivity, an employer can absorb some increases in
the money rewards paid to the factors of production, particularly labour, without
experiencing a rise in unit costs. Thus productivity growth might be expected to
have a stabilizing effect on the price level. If a constant rate of productivity growth
prevails over some time period, a connection between productivity growth and the
rate of change of the price level will presumably be built into any trade-off equation
that the investigator estimates. If, however, the rate of productivity change shifts
over time, either continuously or by discrete changes, the price-change-unemploy-
ment trade-off curve will also experience either a continuous movement or a
discrete shift over time, respectively.?

Similarly, variations in the Z variable (or variables) may be a factor in
shifting the trade-off curve, also. The Z variable might represent the power (or the
attitudes) of the trade unions. In general, the trade-offs will be less favourable
and the conflict between objectives intensified, the more pushful are the trade
unions in their wage bargaining, This effect, which works through the cost
aspects of wage increases, should be fairly obvious at this point and so it will
not be belaboured further. But a somewhat different conclusion would be reached
if one interpreted the Z variable as the level of corporate profits. The algebraic
formulation indicates that the effect of a rise in corporate profits will be to in-
crease, other things remaining unchanged, the rate of domestic inflation or, in other
words, to shift the trade-off curve upwards. In tumn, this suggests that it may be
worth-while, aside from considerations of social justice, to direct stabilization pol-
icies at corporate profits as well as at money wages.

The trade-off equation (and hence the two-dimensional trade-off curve) will
also shift if the parameters of equations (2.2) and (2.10), from which equation
(2.13) is derived, shift. In principle, there are a very large number of background
conditions and factors which might conceivably shift the trade-off function. In this
section, we shall merely focus upon five: variations in the efficiency of the
labour market, the degree of competitiveness in the product markets, the basic
attitudes and (in addition) the short-run expectations of the public, and policies
specifically designed for shifting the trade-off curve.

YIn this discussion, we have been vague as to what time horizon is relevant for the produc-
tivity change variable. As noted in the preceding section, there is some evidence that

the relevant productivity growth rate is not that from quarter to quarter or even year to
year, but a long-run or ‘‘normal’’ growth rate. If this is true, this influence will be very
difficult to measure statistically and may only show up in the constant term of the relation-
ship.

An additional complication is the fact that the Z variable may be interpreted as the rate of
growth of labour productivity, which conceivably influences the rate of change of money
wages and so, from this partial effect, has a positive relationship to the derived rate of
change of the price level. While this paradox shows up in one of the empirical studies
reviewed in the following Chapter, the issue is (in principle) easily resolved. The direct
price effects of productivity growth may generally be expected to be far stronger than the
px:oximate wage effects; in other words, B, > a;. This suggests (since B, < 1) that the former
will generally predominate; even in this special case, productivity growth will be negatively
related, ceteris paribus, to the rate of change in the internal price level.
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In its First Annual Review, the Economic Council of Canada advocated
manpower policies designed to improve the efficiency of the functioning of the
economy’s labour markets.* This type of policy might have, as a favourable side-
effect, a reduction in the conflict between the goals of high employment and price
stability or, in other words, it might shift the trade-off curve towards the axes.
Greater labour mobility means that the labour supply is more responsive to wage
differentials among occupations and among geographical regions. Consequently,
smaller changes in wages would then be required to bring the labour supply into
equilibrium, and thus unemployed individuals might be expected to move more
readily out of areas of industrial and regional unemployment to where jobs were
available. The result would be to reduce the amount of unemployment not in contact
with the labour market mechanism (the amount of so-called ‘‘structural unemploy-
ment’’) and to lessen the upward pressure on wages both in industries and in areas
of relative labour shortage. Given the wage-price link, this means that the labour
market policy, if successful in this regard, enables one to achieve simultaneously
greater price stability and fuller employment; in other words, the trade-off curve
might well have been shifted inwards, towards the axes.

Similarly, the degree of competitiveness in the product market may conceivably
influence the shape and position of the trade-off curve. On one view, the degree of
competitiveness in these markets might be expected to have very little, if any,
influence on the trade-off curve. Thus monopoly power may make final output
prices higher than they would otherwise be, at all points in time. But if the price
level of final output is permanently and continuously above the competitive level,
the rate of change of this price level will not be affected in any obvious way—
unless the degree of monopoly power itself increases, thus pushing up the mark-up
of prices over average costs. The commonly accepted view is that such a ‘‘profit-
push’’ is unlikely, especially on a continuing basis; consequently, it would be
argued that the degree of monopoly power is likely to affect primarily the level, not
the rate of change, of the price of final output. However, one qualification, based
on an examination of the wage-price system as a whole, may be appended to this
argument. If the level of corporate profits (one interpretation of the Z variable
previously introduced) does affect wage increases demanded (and obtained), and if
the existence of monopoly power does raise the level of corporate profits perma-
nently above the competitive level, then equation (2.13) suggests that the ‘‘mono-
poly power’’ trade-off curve may be higher in the field (further from the axes) than
the ““purely competitive’’ trade-off curve, In common-sense terms, the existence of
noncompetitive sellers in the product markets of the economy, possibly conjoined
with powerful trade unions, may lead to a faster pace of wage (and hence price)
changes than would exist in their absence. This theoretical argument can hardly be
regarded as conclusive, since it is difficult to judge whether the two premises on
which it is based (especially the second) are valid. But the possibility that mono-
poly power exacerbates the conflict between the objectives of high employment
and price stability should probably not be dismissed out of hand. In this case, it
is possible that a more vigorous pursuit of policies attempting to make the product

'Ibid., pp. 170-184.
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market more nearly competitive (anti-combines policy, in the Canadian context) and
of greater liberalization of foreign trade might, in addition to their primary effects,
have beneficial side-effects on the trade-off curve.

Finally, several other possible influences on the parameters of the trade-off
equation (2.13) deserve mention. An incomes policy is specifically directed at the
parameters of the wage adjustment relationship, like equation (2.2), or the direct
price change equation (2.10). If successful, an incomes policy will thus affect the
parameters of the trade-off function so that conflict between high employment and
price stability is mitigated. This is done through convincing (ot, to some degree,
coercing) the wage- and price-setters to act less in their own interests, narrowly
conceived, and more in the policy-maker’s view of the national interest.! Similarly,
the basic attitudes and short-term expectations of the public can influence the
parameters of the wage and price change equations and hence the parameters of the
trade-off equation. The attitudinal factors which are of primary importance would
presumably be those of the participants in the wage-price process, but it seems
quite possible that public — and governmental — attitudes could have indirect re-
percussions, at least on occasion. Similarly, the effects of changes in short-term
expectations on price movements have been thoroughly discussed in the literature,
and hence one brief comment here should suffice. Formally, the effect of anticipated
price increases in bringing about a faster pace of inflation than would occur other-
wise can be indicated by interpreting the D variable of equation (2.10) as the
anticipated rate of change of the price level, in which case the coefficient 3, is
positive. Accordingly, this variable would have a positive coefficient in equation
(2.13), confirming the view that anticipated increases in the price level could be a
factor in heightening the conflict between the objectives of high employment and
price stability. Statistically, one might attempt to take this factor into considera-
tion by some type of lag formulation.

The foregoing discussion raises the issue as to how stable any statistically
estimated trade-off curve is likely to be. The discussion suggests that the multi-
variate function is likely to be more stable than the two-dimensional curve, but the
additional question as to whether the parameters of the multivariate functional are
reasonably stable, over some medium-term time period, is still relevant. No attempt
to answer these questions will be given here. In the empirical chapters, we
examine, at several points, the statistical stability of the underlying wage and
price change relationships. In this manner we attempt to provide some indication
of the stability to be expected in the derived trade-off relationship.

5. A Digression on the Demand-Pull versus Cost-Push Controversy

In recent years, there has been a vigorous debate, both in academic and
general discussions, between the adherents of ‘‘cost-push’’ and ‘‘demand-pull”’

'Policy instruments, other than an incomes policy, might also have an influence on the
position (and, possibly, the shape) of the trade-off curve. Thus, as our discussion in
Chapter 1 argued, the number of policy instruments available may -ondition the degree of
compatibility between objectives. This seems particularly relevant if some weapons from
the policy arsenal (labour market policies, anti-combines policy, etc.) might possibly have
some beneficial side-effects on the trade-off curve. Moreover, the policy stance adopted
might well affect public attitudes, and so influence the trade-off curve through this channel.
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theories of inflation. No attempt to review this discussion will be made here, nor
do we wish to enter this controversy explicitly. Instead, we should like to suggest
that one interpretation of the differing theories of inflation advanced in this debate
is in terms of the shape and position of the theoretical trade-off curve derived in
the preceding section.?

Demand-pull theories of inflation rest on the straightforward proposition that
a high and/or rising level of demand relative to the productive capacity of the
economy induces upward adjustments in cost and prices. When there is substantial
excess capacity in the economy, increases in demand can, it is averred, be met
out of unemployed and underemployed resources with little or no change in costs
and prices. But as the level of unemployment falls and firms exhaust their idle
capacity, bottlenecks begin to develop in particular industries, and certain types
of skilled labour become very scarce at going wage rates. As a consequence of the
associated demand increases, costs and prices begin to rise more rapidly. With
still further increases in demand, price rises will begin to accelerate as the
supply curves of firms become highly inelastic.

Cost-push theories of inflation, while generally not denying that strong
aggregate demand can induce a continuously rising price level, suggest that even
when there is considerable slack in the economy, prices are likely to rise steadily
because of the market power exercised jointly by profit recipients and wage-
eatners, The following statement, by Professor A.P. Lermer, provides a good
summary of this viewpoint:

When we have strong trade unions with power to raise wages, strong corporations
with power to set prices administratively, and a general atmosphere in which it is
considered normal, natural and only fair for wages to be increased regularly and by
amounts greater than the average increase in productivity or in the share of the product
that labour can obtain, prices increase and the economy is subject to sellers’ inflation.
It is now no longer a question of whether fiscal policy or monetary policy is more
effective in regulating the volume of buyer’s demand or expenditure, since the inflation
is caused not by excess buyer’s demand but by the existence of powerful institutions
and mores that enable sellers to insist on and obtain continually higher prices. The
widespread and generous feeling that workers are entitled to the increases in wages
that they get is made much easier by the recognition that any raise need not be taken
out of profits, since it is possible as well as proper to ‘pass it along’ to the ultimate
purchaser in higher prices.?

Without examining any of the numerous variants of these theories, one might
argue that an essential difference among them relates to the view held, perhaps

!This interpretation has already been advanced by Martin Bronfenbrenner and F.D. Holzman
in their excellent article, *‘Survey of Inflation Theory,’’ American Economic Review,
Volume LIII, No. 4 (September 1963), pp. 593—661. Much of the documentation for
assertions in this Chapter regarding the literature or ‘‘commonly accepted views’’ may be
found in this survey article.

2 A.P. Lerner, “‘Inflationary Depression and the Regulation of Administered Prices,’”’ The
Relationship of Prices to Economic Stability and Growth, Compendium of papers submitted
by panelists before the Joint Economic Committee of the U.S. Congress, March 31, 1958
(Washington: U.S. Government Printing Office, 1958), p. 263.
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implicitly, regarding the shape and position of the trade-off curve. These

differing views have been illustrated by the hypothetical curves shown in Figure
2.2. The curve DD’ suggests the picture of the trade-off curve implied by demand-
pull theories about the reaction of changes in the price level to rising demand and
falling unemployment; the curve CC' suggests the view embedded in cost-push
theories. An important difference is that, at relatively high levels of unemployment,
demand-pull theories suggest that the price level will either be comparatively
stable or else will decline slightly, whereas cost-push theories suggest that, even
in these circumstances, the price level will continue to rise because of the
market power exercised by sellers of goods and factor services. Moreover, some
cost-push theorists might argue that the trade-off curve indicates that the rate of
inflation accelerates sooner, in response to a rise in demand and a consequent
reduction of the unemployment rate, than would most demand-pull theorists.?
Hence, as Figure 2.2 suggests, one might attempt to make the differences between
the two schools of thought more amenable to empirical testing by casting the
argument in terms of what shape and position the trade-off curve possesses over
the full range of the unemployment rate.?

6. A Theory of the Optimum Policy Combination

So far, the discussion of Chapter 1 and of the first five sections of this
Chapter has concentrated attention on the trade-off relationship between the pace
of inflation and the rate of unemployment, at given values of the other relevant
variables and under an assumed set of institutional and public policy conditions.
Suppose now that the authorities have been provided with a satisfactory estimate
of this functional relationship in the form of a curve (drawn on the assumption of
the relevant values of the other explanatory variables), similar to AA' in Figures
1.1 and 2.1. Suppose furthermore that the possibilities of shifting this curve by
appropriate policies have been exhausted, so that the trade-off curve must be
regarded as a constraint on the traditional policies (typically monetary and fiscal
policies) influencing aggregate demand for categories of expenditure. The policy-
maker then faces the hard choice as to which point on the trade-off curve will

INevertheless, paradoxically at first glance, the commonly accepted view would appear to
be that the demand-pull trade-off curve accelerates more rapidly, once demand pulls unems=
ployment below the rate at which the price level ‘‘breaks away’’.

2The argument can be further illustrated by considering the ‘‘pure’’ prototypes of the inset
figure of this footnote. The pure demand-pull argument can be interpreted as asserting that
prices are stable until demand reaches the full employment ceiling; after that, the rate of
inflation is held to be indeterminate. This

extreme is represented by the PDP curve, P PDP

which coincides with the unemployment axis
up to the full employment point and then rises
vertically, thus having the appearance of an
¢L.”’, The graphical representation of the pure
cost-push argument may be done very easily, PCP
also. Pushed to its logical extreme, the cost-
push theory might be viewed as asserting that
the rate of inflation is independent of the
level of unemployment. In this case, the trade-
off curve degenerates into a horizontal line,
as shown by PCP.

PDP U
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Figure 2.2
HYPOTHETICAL CURVES {LLUSTRATING ONE INTERPRETATION

OF THE CONTROVERSY BETWEEN DEMAND-PULL AND COST-PUSH
THEORIES OF INFLATION
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provide the optimum combination of some inflation and some unemployment, The
lever of aggregate demand policy is presumed in this discussion, with some degree
of simplification, to enable the policy-maker to choose the rate of unemployment
which he desires; however, the associated amount of expected inflation is then,
of course, determined by the relevant point on the trade-off curve. The policy
problem may be paraphrased as follows: which point on the trade-off curve
represents the optimal combination of the two objectives in question, given that
both objectives cannot be fully achieved? In Figure 1.1, is point X preferable to
point Y? If so, then the authorities should be prepatred to suffer an additional one
percentage point increase in the rate of change of the Consumer Price Index in
order to gain a one percentage point decrease in the rate of unemployment.

The particular point on the frontier at which, under this approach, public
policy should aim depends, in the ultimate analysis, on the policy-maker’s
estimates which, in a democratic society, may be presumed to reflect society’s
estimates of the relative costs of inflation and of unemployment. One way of
representing these estimates is to postulate a family of community indifference
curves, of which WW' in Figure 2.3 might be a typical member. Along a given
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Figure 2.3

TWO COMMUNITY INDIFFERENCE CURVES AND THE
GRAPHICAL DETERMINATION OF OPTIMAL RATES OF
INFLATION AND UNEMPLOYMENT

-2 L
community.indifference curve, one would have combinations of the rates of
inflation and of unemployment which are regarded as equally satisfactory (or
equally unsatisfactory) from the standpoint of society, as interpreted by the
authorities. The individual community indifference curves would have a negative
slope, as the society would presumably suffer some additional unemployment to
reduce the rate of inflation and conversely. Societies that placed a relatively high
valuation on the high employment goal would have relatively steep community
indifference curves (as in Figure 2.3); societies that placed a relatively high
valuation on the price stability goal would have relatively flat community indif-
ference curves, If the entire family of community indifference curves were sketched
in, a curve lower in the field (such as VV' in Figure 2.3) would represent a higher
(but, in this case, unattainable') level of social welfare because the curve VV'
represents combinations of the objectives which are equally satisfactory among

'yV' is unattainable because it lies continuously below the constraining curve of
feasible qombinations of attainable rates of unemployment and inflation, the trade-off
curve AA .
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themselves and, in some ranges, closer to the full achievement of both objectives
than the points of the curve WW'. The curvature of these community indifference
curves, which is concave from the origin, reflects an additional assumption
regarding a diminishing marginal rate of substitution of price level stability for
unemployment as greater price stability is achieved at the expense of greater
unemployment. In other words, as unemployment falls and prices rise more rapidly,
the policy-maker is no longer willing to suffer as much additional inflation in order
to achieve the same incremental reduction in the rate of unemployment.

According to Figure 2.3, the optimum point on the trade-off curve is Q, which
implies a policy combination of a 2.1 per cent rate of unemployment and a 3.7 per
cent annual rate of increase of the consumer price level. At this point, according
to the community indifference curve WW' (which is the best attainable member of
the family of community indifference curves, given the constraint that the society
cannot go below its trade-off curve), the social costs of inflation exactly balance
those of unemployment. A departure from Q along the trade-off curve in either
direction would lead to less than a social optimum, as the costs of forgoing more
of one objective would outweigh the gains of moving closer to full achievement of
the other objective. In this sense, the point Q represents (under this approach)
the optimum combination of some unemployment and some inflation; in other words,
it is the best attainable combination of some short-fall in terms of the two object-
ives of complete price stability and maximum employment,.

Whether in point of fact Q is indeed the point at which the relative economic
costs of inflation and unemployment are equal is a very difficult question to
answer, even given full knowledge of the objective trade-off curve. An earlier
study by one of the authors suggests that Q approximates an optimum combination,
provided that one assumes a free rate of foreign exchange and focuses only on the
effects on real output and ignores the thorny issue of distributional effects.!
However, it is quite possible to argue about the precise position and slope of the
community indifference curves and hence (even given the trade-off curve AA") for
a different optimum point. Thus, even if the analysis is on an aggregative basis
and even if political considerations are ignored, it is still difficult to estimate
the costs of inflation and unemployment with any quantitative accuracy. Secondly,
both inflation and unemployment involve a redistribution of income which is even
more difficult to assess in terms of costs and benefits. A further, substantial
difficulty is introduced when it is recognized that society may have strong
preferences for one objective over another, which cannot be assumed to reflect
only the ‘‘economic’’ costs of one objective versus those of another.

Difficult as it is to make such estimates, it can be argued that when policy-
makers adopt a particular policy combination, they are in principle labeling it as
an optimum combination, regardless of whether or not they think in these terms.

1G.L. Reuber, op. cit., pp. 128—131. The analysis concentrates on the reduction in real
output entailed by an increase in the underutilization of the labour force, as measured by
the unemployment rate, and on the ‘‘efficiency loss’’ associated with a correctly antici-
pated inflation (at various rates), in terms of real output.
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Accordingly, if policy is to be formulated within the framework of a rational,
democratic discussion, it is helpful if the policy-makers indicate on what grounds,
however imperfect, they believe the particular combination selected to be better,
under the trade-off approach, to all other feasible combinations.

The terms of reference of this study included only the estimation of the trade-
off equation and did not include an evaluation of the relative costs of unemploy-
ment and inflation, leading to some estimate of the optimum policy combination.
Accordingly, it is important to recognize that this study bears on only half of the
policy issue in question — that is, obtaining estimates of the locus of consistent
and attainable policy combinations which constitute the trade-off curve, under a
given set of circumstances., Resolving the second and more difficult half of the
policy problem — deciding which of the series of feasible combinations on the
trade-off curve is the best — is not among our objectives.
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CHAPTER 3

EMPIRICAL STUDIES OF WAGE-PRICE RELATIONSHIPS
FOR DEVELOPED COUNTRIES: A SELECTIVE SURVEY

In this Chapter, we wish to present a quick review of a number of earlier
empirical studies concemed with wage adjustment and/or price change relation-
ships. In general, our discussion will also examine the (often implicit) impli-
cations of the previous authors’ results for the trade-off relationship, equation
(2.13), of the preceding Chapter. While no claim regarding complete coverage of
previous research in this area is put forward, we have attempted to survey a
number of the major contributions. Most of the discussion focuses on the wage
adjustment relationship of Section 2 of the previous Chapter, as a number of these
previous studies have not explicitly examined the direct price change relationship.
A brief statement of caveats regarding comparability of estimating procedures and
the underlying data precedes the examination of the individual studies themselves.
The concluding section of this Chapter attempts to draw together several points on
the estimated wage adjustment relationships from a number of these studies, in
order to make some international comparisons.

1. Comparability of Estimating Procedures and Underlying Data

In order to compare in a meaningful way the relationships between unemploy-
ment and wage (or price level) changes of various studies, especially for
different countries, it is desirable to be aware of the extent to which differences
in the estimated relationships arise for technical or statistical reasons. Such
differences, which are really spurious as far as the ‘‘true’’ relationships in
question are concemed, arise mainly for two reasons. The first reason relates to
differences in the definitions and methods followed in compiling the basic data
from which the estimated relationships have been computed. The second reason is
that there may be differences in the procedures employed in estimating the relation-
ships from the basic data. Some comments on both of these sources of differences
and the biases that they introduce may be presented, before proceeding to survey
the substantive results of the previous studies.

Tuming first to the second class of problems, we may observe that the
problems arising from differences in estimation procedures may be grouped into
several subheadings. Thus one source of noncomparability might arise from the
inclusion of different explanatory variables in the estimating relationships. For
example, some researchers have attempted to estimate the relationship between
wage changes and unemployment as a simple two-dimensional curve. Suppose,
however, that the argument of Section 2 of Chapter 2 is correct and that the rate of
change of money wages depends upon other explanatory variables as well. Then,
provided that there were some intercorrelation between at least some of these omitted
variables and the level of unemployment, there would be a bias introduced into the



estimated effect of the level of unemployment on wage changes. This would be the
case because part of the influence of the other relevant variables would be
attributed (wrongly) to the level of unemployment as these other relevant variables
would not have been taken into account explicitly, and so the unemployment
variable might, in part, pick up these other influences.

A second source of difficulty of interpretation may arise because different
statistical techniques are employed to compute the parameters of the estimated
relationships. Thus, one investigator may estimate these numerical characteristics
by studying the scatter diagrams of the relevant variables and then utilizing his
intuition and judgment. On the other hand, a second investigator may employ the
method of classical least squares regression, while still a third researcher may use
a more involved estimating technique which takes into account the widespread
repercussions and ‘‘feedbacks’’ among the variables of a modern, interdependent
economy.

A third source of differences in the estimation procedures relates to
differences in the form of the equations and differences in the form in which the
variables are included in the relationships. Illustrations of this general point
abound in the studies surveyed. In much of the empirical work, a simple linear
form of the relationship in which the influence of the (possibly transformed)
explanatory variables is assumed to be additive has been estimated. Some work,
however, has been done with logarithmic relationships, in which it is implicitly
assumed that the explanatory variables are related to the dependent variable in a
multiplicative fashion. A related problem is the question of the form in which the
variables ate included in the estimating equations. For wages and prices, this
form is generally one of a change over time, rather than the direct use of the
absolute level. Hence there is an option whether to use absolute or percentage
changes, and examples of both may be found in the literature. If the study has been
based on quarterly data, some investigators take the changes (absolute or percen-
tage) between adjacent quarters, while others employ a change over four quarters
so that corresponding quarters of adjacent years are compared.! Then the unemploy-
ment variable has been subjected to a variety of treatments: some authors use the
absolute level of unemployment, while others utilize unemployment as a proportion
of the labour force; some employ this variable in a straight linear formulation,
while others employ a transformation (e.g., by taking the reciprocal), thus giving
rise to a nonlinear relationship. This latter difference is the reason that some of
the relationships illustrated on the charts below are straight lines and that others
are curves.’

1 At the very least, one should make a rough conversion between a quarterly rate of change
and an annual rate of change in comparing two studies differing in this regard; this has
been done in the discussion of the text below. With quarterly data, some treatment of the
problems introduced by seasonality is called for; some investigators have used some form
of seasonal adjustment procedure, while others have attempted to take this factor into
account by using dummy variables.

2 In other words, whether the graphical relationship is a straight line or a curve has been

built into the estimation procedure by assumption and (in general) does not reflect in-
dependent evidence from the underlying data from which the relationship has been derived.
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Without pursuing these differences further, it is apparent from the charts
below and the statistical equations themselves, which are presented in the
Appendix, that the estimates reviewed are based on somewhat different estimating
procedures. This does not mean that they are totally incompatible or that one is
correct and all others are wrong. Thus, differences in the estimation procedures,
while having some influence on the estimated relationships compared, seem
unlikely to alter the broad picture which emerges from these comparisons. A more
serious problem of comparability arises with regard to the underlying data; to
this class of problems we now tum.

Differences in the definition of wages may give rise to difficulties when one
compares estimated wage adjustment relationships among studies, particularly
those for different countries. Sometimes the wage variable is an average for the
entire economy; in other studies (like the present one) the investigator will
employ an average for the manufacturing sector, either because this sector is
regarded as being of special interest or because it is thought to be representative
of the economy as a whole. In point of fact, the latter assumption is at best
‘“a first approximation’’; the manufacturing sector has distinct characteristics
of its own and this individuality will, of course, extend to the level and pattern
of movement of money wages in the sector. Studies for Britain and Western Europe
usually make use of published wage rates, while studies based on U.S. and
Canadian data generally define wages as actual average hourly eamings. Average
hourly eamings tend to be higher than the published rates because of higher rates
of pay for overtime, because of bonus payments and a possible reporting lag
between published rates and actual market conditions, because of piece-rate
employment, and possibly for other reasons.! It is true that some workers may
actually teceive less than the published rates, but this is unusual.

In the present context, however, the relevant issue is not differences in the
levels of wage eamings and wage rates, but in their rates of change. It seems
plausible to assume that earnings will advance more rapidly than wage rates when
the level of economic activity is high, as then there will be more overtime and
more divergences from previously ‘‘agreed upon’’ rates; also, at such times, the
information lag may increase the gap between actual and published rates of pay.
Accordingly, the schedule of variations in the rate of change of money wages
associated with variations in the near-full-employment range of the unemployment
rate will very likely be understated for Europe, relative to North America.
Moreover, we shall see that this bias arising from wage statistics generally
reinforces the bias emanating from differences in the unemployment data; both of
these sources of incomparability make the conflict between the objectives of full
employment and price level stability appear greater for North America than for
France or Britain.

1 Piece-rate workers may achieve higher actual earnings because, under a piece-work sys-
tem, employees are likely to reap automatically some of the gains of minor productivity
improvements. The earnings approach will translate these changes into wage increases,
while the wage rate approach would show no change.
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As for the price indexes, these appear at first glance to be reasonably
comparable intemationally. Nevertheless, this comparability should not be over-
emphasized. Price indexes are constructed differently for various countries,
reflecting the kind of index desired, the structure of the economy, the methods of
collecting the individual price statistics, and related matters. To the extent that
indexes for some countries assign higher weights to output whose prices tend to
rise relatively rapidly (services, in the post-World-War-II world) than do indexes
for other countries, the derived trade-off curve might be expected to predict higher
rates of inflation, at given levels of unemployment. In addition, there is some
evidence that in France the behaviour of the Consumer Price Index is deliberately
affected by the payment of consumer subsidies on items included in the Index.
Nevertheless, it is probably true that the price indexes, especially those construc-
ted as a market-basket cost-of-living index, are more nearly compatable across
countries than either wage or unemployment statistics.

The most serious problems of comparability, however, are posed by unemploy-
ment statistics. In fact, the definition of the concept of unemployment itself is far
from clear-cut.! Given the range of choices open, it is hardly surprising that one
nation’s measure often differs from that of another. What is meant by partial
unemployment? How should ‘“temporarily laid-off workers’’ be classified in the
labour force statistics? Does a person have to have been ““fully”’ employed before
he can be ‘‘unemployed,’’ or does a person looking for his first job count?

Does the ‘““labour force’’ include all those over a certain age either working or
defined as unemployed (as in the United States), or does it cover only wage- and
salary-eamers, excluding the self-employed (as in the Netherlands and Britain)?
These are some of the questions which must be answered before statistics on the
unemployed and the number of persons in the labour force can be gathered; the
extent to which the answers are different in different countries affects the compara-
bility of unemployment data for these countries.

The foregoing questions refer to the concept of unemployment and hence pose
definitional problems. Another, and probably more important, source of differences
among countries is the method of collecting unemployment data. There are two
general approaches: 1) the sample survey method, which involves an examination
of ‘““representative’’ samples of the population and extrapolating the results,
usually by a proportionate ‘‘blow-up’’, into an estimate for the economy as a whole,
and 2) the registration method, which relies on actual registration by the unemployed
at employment exchanges, unemployment insurance offices, and so forth. The second
method usually results in lower measured unemployment than the first, since it
covers only those who register with organized labour exchanges, or who are covered
by insurance. Sample surveys are more comprehensive, since they do not depend

! Thorough discussions of this issue are presented in National Bureau of Economic Research,
The Measurement and Behavior of Unemployment (Princeton: Princeton University Press,
1957) and the Joint Economic Committee of the U.S. Congress, Measuring Employment
and Unemployment (Washington: U.S. Government Printing Office, 1963).
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on the willingness of individuals to apply for insurance or enroll at a labour
exchange.!

The survey approach is employed in Canada, the United States, and Japan.
The conventional view is that the survey methods used in Canada and the United
States are very similar. We shall argue, however, that the survey method used in
Japan is such as to understate considerably the level of unemployment relative to
North American rates.

Most Westem European countries use the registration method to compile their
unemployment statistics. This method usually results, as we have suggested, in a
downward bias in their unemployment rates relative to those of the United States
and Canada. Nevertheless, in a country in which there exist extensive insurance
coverage, considerable incentives to tegister, and a liberal definition of unemploy-
ment as well, the unemployment rates can actually be higher when based on the
registration method than when based on a survey. This was true in Canada where
unemployment figures from tne National Employment Service (collected up to
1960) were consistently higher than those obtained from the Labour Force Survey.
A comparison of the two systems reveals that the NES figures included many
people who were not considered unemployed under the Survey.? A principal
difficulty with a registration system, however, is the varying coverage of the
labour force; this feature, which will even affect comparisons among countries
using a registration system, may result from structural or organizational differ-
ences, or may arise because of differing incentives to register.

R.J. Myers, testifying before a U.S. Congressional Committee, presented
estimates of unemployment rates for eight western countries, both before and
after adjustment to U.S. definitions and methods.’ Estimates are given for the
three years: 1960, 1961, and 1962. By taking an average of the ratios of adjusted
to unadjusted rates, one can derive the implicit ‘‘correction factors’’ reported in
Table 3.1.

-

For a more comprehensive survey of these and other differences in unemployment measures
used by various countries, see ‘‘International Comparability of Unemployment Statistics,’’
Federal Reserve Bank of New York, Monthly Review, March 1961, pp. 47-51. Having dis-
cussed the shortcomings of the registration method of collecting unemployment data, the
article suggests: ‘‘In general these limitations mean that coverage is less complete in
registration data than in sample surveys, thus giving them a downward bias relative to
survey data.’”’ (p. 49).

~

Thus, it appeared that the NES figures included workers out of work for only a day (while
the Survey required at least a week), that NES figures included employees who had found
jobs but did not bother to inform the NES, and that the NES figures included individuals
who were registered as available but who were in fact not actively interested in finding

a job (individuals whom the Survey would not classify as in the labour force but who were
still receiving benefits from previous contributions). A fuller discussion may be found in
Dominion Bureau of Statistics and Research Branch, Department of Labour, Statistics of
Unemployment in Canada (Ottawa: Queen’s Printer, 1958).

3 R.J. Myers, ‘‘The Unemployment Problem: What We Can Learn from European Experience,”’
pp. 82-92, in Measuring Employment and Unemployment, op. cit. The information referred
to appears on p. 85.
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Table 3.1

Comparability of Unemployment Statistics,
Eight Industrial Countries

Conversion to U.S. Methods and Definitions

Source of Correction Percentage Change
Country Domestic from Unadjusted
Data L Data

United States vvvvrvevrnseeroens Survey 1.00 =
CaAMAdA ) o orerersr vl o e SToxelelelolsle o reroaTa s Survey 1.00 -
JIAPARY wexe oxe1's/085) sxoxe oTexsToRoTexeRs o ToRTOTSL Survey 1.11 Raised by 11%
Britain,,........00.. cevevees... Registration 1.51 Raised by 51%
France,.......oovvunn, veveee... Registration 1.93 Raised by 93%
Sweden .......coiieinenn. «vev... Registration 1.20 Raised by 20%
Germany (Federal Republic)....... Registration 0.73 Lowered by 27%
) (3 Y S 0 0 00 LT Aol Registration 0.51 Lowered by 49%

Source: R. J. Myers, op. cit.

These estimates reflect in part the differences arising from the method of
collecting unemployment data, although the table indicates that this is far from the
entire explanation. According to Myers, conversion to U.S. definitions made no
difference for Canada® and relatively little for Japan.? On the other hand, large
adjustments (in both directions) are indicated for the European countries. In
France and Britain, the use of the registration method appears to have the
‘‘expected’’ effect, with this method of gathering the unemployment figures appar-
ently missing individuals who would be counted as unemployed under a survey
system.® It is interesting to note, however, that German and I[talian rates are

! According to Sylvia Ostry, our most authoritative source of information on this issue, the
Canadian unemployment rates are not strictly comparable to the U.S. figures but instead
are understated (for the same objective situation), relative to those of the United States.
The discrepancy arises, in her view, because the survey questionnaire employed by the
U.S. Department of Labor is more detailed and probes in somewhat greater depth. Since,
however, Mrs. Ostry is unwilling to specify an adjustment factor at present, we have
adhered to ‘‘the conventional wisdom?’ and assumed that the two nations’ unemployment
rates are strictly comparable for present purposes.

! These results for Japan are at odds with the opinion of other writers. See L.R. Klein and
Y. Shinkai, ““An Econometric Model of Japan, 1930-59,’’0p. cit., p. 83. Klein and
Shinkai suggest that the Japanese rates should be expanded four or five times to make
them comparable with the rates in the United States. The difference between Myers’
estimate and that of Klein and Shinkai principally appears to reflect the importance
attributed by Klein and Shinkai, correctly in our view, to disguised unemployment in the
agricultural sector.

3 In both France and Britain, there is a definitional emphasis on ‘‘complete’’ unemployment;
thus, for example, the temporarily unemployed are not counted in the unemployment figures
in either country. In Britain, it may appear on the surface that there is little downward
bias due to potential coverage, since most of the labour force is eligible to register. How-
ever, if one registers and is offered a job, he must accept it or lose unemployment benefits.
This may well reduce the willingness to register, especially under tight market conditions,
when one may find his own (preferred) job rather quickly. Also, married women, widows,
and pensioners may opt out of the insurance scheme, and this has apparently reduced the
effective coverage (and hence the registrations) considerably. On these points, see E.
Kalachek and R. Westebbe, ‘‘Rates of Unemployment in Great Britain and the United
States, 1950-1960,” Review of Economics and Statistics, Vol. XLIII, No. 4 (November
1961), pp. 340-350. It is worth noting that the principal conclusion of this article was that
the observed differences in the unemployment rates between the United States and Britain
reflected principally (but not exclusively) differences in the objective environment and
only secondarily statistical illusion,
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lowered by the correction procedure, suggesting that the registration methods
used in these countries tend to overstate the level of unemployment (relative to
that of a survey method), as was formerly the case for Canada'. Noncompatability
of the unemployment data will, of course, affect international comparisons of the
wage adjustment relationship and of the price-change-unemployment trade-off curve.
In Section 6 below, we attempt to take this factor into account by converting all
unemployment rates to a North American basis. The effect of making such an
adjustment can be illustrated graphically at this point, however. Figure 3.1 shows
estimated wage adjustment curves for Britain and for Canada.? When not converted
to comparable unemployment rates, the curves suggest that the rate of change of
money wages associated with a given level of unemployment is much lower for
Britain than for Canada. However, when the curve for Britain is adjusted to bring
the rate of unemployment into line with the Canadian definitions and methods, the
difference between these two curves is reduced by roughly one third.?

Summarizing, we may again remark that there are a number of factors which
limit the comparability between empirical studies of wage and price relationships,
particularly when the data are drawn from different countries. With one important
source of data noncomparability, we are at least able to make some rough adjust-
ments; in the case of most of the other sources of noncomparability, the best that
can be done is to take the difficulty into account in a qualitative manner. In our
view, these difficulties of interpretation do not vitiate entirely the international
comparisons that we wish to make, although they do lead one to put forth these
comparisons somewhat cautiously and tentatively. Moreover, the sharp numerical
details of an individual study should not be regarded as precise facts, particularly
when they contradict the numerical details of another study. We should rather like
to emphasize the broad pattern of results emerging from a number of studies. A
brief review of these studies follows.

2. Estimated Relationships for Britain*

At least from the time of Keynes’s General Theory, it has been recognized
that the degree of wage and price stability within an economy is influenced by

! In Germany and Italy, the definition of unemployment appears to be more lenient; also,
there appear to be greater financial incentives to register as unemployed. Possibly,
structural differencesbetween these economies and the North American economies also
play a role in the explanation of this relative overstatement of the unemployment rate.

~»

The British curve is derived from the study by A.W. Phillips (the reference is given in
the succeeding section, at the point of full discussion); the Canadian curve is taken from
the Reuber study, ‘“The Objectives of Canadian Monetary Policy,’”’ op. cit. The latter
curve is drawn on the assumption of a zero rate of change of the consumer price level.

$ Recalling the fact that the British curve is based on wage rates while the Canadian curve

is based on average hourly earnings, we see another reason why the British curve might
be adjusted upward, at least in the lower range of unemployment rates, to make it more

comparable to the Canadian curve. This additional adjustment would, of course, reduce

the apparent differences still further,

4 The Appendix presents the mathematical equations from which the tables and charts of
the surveys in this and the following three sections have been derived.
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the level of unemployment. Some early wotk on empirical wage adjustment relation-
ships appeared in the first half of the decade of the 1950’s.! However, most of the
empirical work on this relationship, as well as most of the general discussion of

1 A wage adjustment relationship may be found embedded in two econometric models pub-
lished in 1955; see L. R. Klein and A. S. Goldberger, An Econometric Model of the United
States: 1929-1952 (Amsterdam: North Holland Publishing Company, 1955) and Stefan
Valavanis-Vail, ‘“An Econometric Model of Growth: U.S.A. 1869-1953,”’ American Econo-
mic Review, Papers and Proceedings, Volume XLV, No. 2 (May 1955), pp. 208-221. An
early study with Britain may be found in A. J. Brown's, The Great Inflation; 1939-1951
(London: Oxford University Press, 1955). Probably the earliest published reference to a
wage adjustment relationship appears in Lawrence R. Klein’s Economic Fluctuations in
the United States: 1921-1941 (New York: John Wiley & Sons, Inc., 1950).
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the central relevance of the wage adjustment relationship to the price stability
issue, has followed in the wake of an already classic article by Professor A.W,
Phillips.! In that article Phillips estimated the empirical relationship between the
level of unemployment as a percentage of the labour force and the percentage rate
of change of wage rates for Britain. In addition, Phillips pointed out the impli-
cations of the fitted relationship for the issue of a possible conflict between the
objectives of full employment and price level stability. Since the publication of
this article, much work has been done in refining Phillips’ estimating procedures
and in estimating similar relationships for countries other than Britain. These
estimated wage adjustment relationships may be presented graphically, as we
shall do in this exposition. Diagrammatic presentations of such wage adjustment
relationships are often called ‘‘Phillips Curves’’.?

Phillips employed British data for the years 1861-1957. Table 3.2 gives his
estimates of the empirical relationship between different rates of unemployment
and the percentage rate of wage change. These estimates are also shown graphi-
cally in Figure 3.2 on page 45.

Table 3.2

Estimated Relationship between Wage Changes and
Unemployment for Britain, 18611913 (Phillips)’

Unemployment Rate (Per Cent Associated Annual Percentage
of the Labour Force) Change in Wage Rates
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! Phillips, op. cit, This table and, in addition, the following tables have been calculated
from the original authors’ estimated equations for the indicated sample periods. In the
Appendix, a mathematical restatement of the underlying relationships is presented.

Phillips’ estimates, based on data for the years from 1861 to 1913, imply that
a zero rate of change of money wage rates can be expected to occur in Britain
at an unemployment rate of about 51 per cent. A 2 per cent level of unemploy-
ment implies an annual increase in wage rates of 2.8 per cent.

As a check on the usefulness of his estimates as a policy guide, Phillips
re-estimated the relationship for the period 1948-57. He found that the relation-
ship had remained fairly stable -- i.e., that the predicted wage changes had
remained about the same.

! A. W. Phillips, ‘“The Relationship Between Unemployment and the Rate of Change of
Money Wage Rates in the United Kingdom, 1861-1957’’, Economica, N.S., November 1958,
pPpP. 283-299.

? We have, however, avoided the use of this term because of the ambiguity that has arisen
concerning its meaning; some writers use this term to mean what we have termed the trade-
off curve (the two~dimensional representation between the rate of change of the price level
and the level of unemployment from equation (2.13) of the preceding Chapter).
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Phillips did not attempt to estimate directly the relationship between unem-
ployment and the rate of change in prices. However, if one is prepared to make
an assumption about annual increases in productivity and to assume that the share
of wages in Gross National Product (total sales proceeds) remains constant, one
can use a simple mark-up equation to derive a relationship between unemployment
and the rate of change in ptices. (See the discussion in Section 3 of Chapter 2
above.) On this basis, if one assumes a 2 per cent per annum increase in productivity,
the annual percentage change in prices for each level of unemployment will be two
percentage points less than the annual percentage change in wages associated with
each level of unemployment in Table 3.2. Accordingly, an unemployment level of
2 Y per cent, which is associated by Phillips’ calculations with an annual increase
in wages of approximately 2 per cent, implies complete stability of price level,
i.e., a zero rate of change of the price level.!

In subsequent work, Professor Richard G. Lipsey attempted to reassess the
Phillips wage adjustment relationship for Britain.? Investigating a suggestion of
Phillips which was not developed, Lipsey attempted to assess the effect of
changes in the percentage rate of unemployment on wage changes as well as the
effect of the percentage level of unemployment. In addition, he included the per-
centage rate of change of consumer prices as a determinant of the rate of wage
changes—a determinant which Phillips had largely ignored.

Lipsey found that, for the years 1923 to 1939 and 1948 to 1957, 91 per cent
of the variation in the percentage rate of change in wage rates could be explained by
these three variables—the percentage level of unemployment, changes in the per-
centage level of unemployment, and the percentage rate of change in consumer
prices. Moreover, his results indicated not only that the changes in consumer
prices were important as an explanatory variable, but also that they had become
much more important as a determinant of the change in money wages in the more
recent period. The rate of change in consumer prices explained 76 per cent of the
variation in the rate of change in wages not associated with the unemployment
variables in the 194857 period, compared to roughly 17 per cent during the period
from 1862 to 1913.

The important effect which the rate of price change has on the rate of wage
change is evident from Table 3.3 and Figure 3.3. For example, while a 3 per cent
level of unemployment is associated with a 1 per cent per annum increase in wage
rates if the cost of living remains constant, the same rate of unemployment is
associated with a 3.1 per cent increase in wage rates when the cost of living
increases by 3 per cent per year. It is also important to note that wage changes do
not adjust fully to variations in the rate of change in prices, according to the

! This calculation assumes no pressure on domestic prices from rising import prices and
also that wage earnings do not rise more rapidly than wage rates (basically the wage
drift problem).

? Richard G. Lipsey, ‘‘The Relation Between Unemployment and the Rate of Change of
Money Wage Rates in the United Kingdom, 1862-1957: A Further Analysis,’” Economica,
N.S., February 1960, pp. 1-31.
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Table 3.3

Estimated Relationship between Wage Changes, Unemployment, Changes in
Unemployment, and Changes in Prices for Britain, 1923-39, 1948-57 (Lipsey)

Percentage Change in Wages Per

Unemployment Rate Annum with Zero Annual Change in

(Per Cent of the Unemployment and an Annual Per-
Labour Force) centage Increase in Prices of:
0 1 8
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relationship estimated by Lipsey.! Although the effect is strong, money wages may
be expected to increase by only 0.69 of a percentage point more each year when
prices are assumed to increase 1 per cent per yearthan when there is assumed to
be no change in prices.

It is interesting to compare Lipsey’s estimates, assuming no change in either
prices and unemployment, with those of Phillips. Lipsey’s estimates suggest that
when unemployment is anywhere in the range from 3 to 10 per cent, wage rates
increase at about the same percentage rate— about 1 per cent per year—irrespective
of the level of unemployment. Lipsey’s estimates also suggest that there is no rate
of unemployment within the range considered which would be sufficient to hold the
rate of change of wages to zero. As unemployment falls below 3 per cent, the rate
of wage inflation accelerates very rapidly according to Lipsey’s figures. Phillips’
estimates, on the other hand, imply a zero rate of change of wages when the level
of unemployment is approximately 5 ' per cent. Below a 5 ¥ per cent level of
unemployment, wages begin to rise, at firstrather slowly and then very rapidly, as
the unemployment level falls below 2 per cent.

Lipsey’s estimates also suggest that the wage adjustment relationship did
not remain stable over the past century. Instead, the telationship for the period
since the 1920’s was considerably different from that for the period from 1862-1913
and, in the more recent period, the expected annual rate of increase in wages was
considerably greater at every level of unemployment. Thus, on one interpretation,
there may have been an increase in labour pushfulness after the First World War.

1n general, this conclusion (that wage changes do not fully adjust to changes in consumer
prices, at least for the time period utilized in the regression analysis) appears to be con-
firmed by most of the other studies reviewed below.,
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Finally, Lipsey estimated the effect of changes in the unemployment rate on
wage changes. For the nineteenth century, he found that this variable had a sig-
nificant negative influence, while in the twentieth century, the rate of change of
unemployment had a positive and significant regression coefficient. Lipsey
interpreted his findings as reflecting aggregation error, rather than a true “‘struc-
tural’’ relationship .Lipsey argued that, because of the nonlinearity of the wage
adjustment relationship characterizing individual labour markets, the rate of
change of wages would be greater, at a given unemployment rate for the economy
as a whole, the greater the degree of sectoral inequality in unemployment rates.
Hence, Lipsey interpreted his results as indicating that sectoral inequalities in
unemployment rates increased during recessions in the twentieth century and
during recoveries in the nineteenth.?

Several other estimates of wage adjustment relationships for the British
economy have been made; we shall examine two of these in some detail. However,
these are not in the exact form of the two previous relationships and, consequently,
completely precise comparisons cannot be made. These estimates, nevertheless,
are interesting because they tend to corroborate Phillips’ (ratherthan Lipsey’s)
view of the sensitivity of wage changes to the level of unemployment. In particular,
these other estimates suggest that the wage adjustment relationship is not so flat
as Lipsey estimated it to be at unemployment rates above 3 per cent, and that there
may be some levels of unemployment consistent with a zero rate of change of wages.

L.R. Klein and R.]. Ball investigated an empirical relationship for Britain
between the absolute change in money wage rates as the dependent variable and
a set of independent variables which included the absolute level of unemployment
and the absolute change in prices. They also found good evidence that wage rate
movements were sensitive to the level of unemployment.? Using quarterly data for
the period between first quarter of 1948 and the fourth quarter of 1956, they related
the annual change in the index of weekly wage rates to a four-quarter average of
current and past changes in the price level and a similar average of levels of un-
employment. The estimated relationship was linear, with a break in the relationship
after 1951. At the same values of the unemployment level and price change variables,

the predicted increase in money wages was 2.9 index points higher after 1951 than
it was earlier.?

1 Phillips also observed that the change in the unemployment rate appeared to have an
influence on wage rate changes, although he arrived at this conclusion through a graphic-
al examination of the residuals rather than by a more formal procedure. Phillips interpret-
ed the negative (partial) association between the rate of change of unemployment and
wage changes as indicating that the rate of change of unemployment is an additional indi-
cator of demand pressures in the labour market. Bowen and Berry (reference given at the
point of full discussion below), while not rejecting Lipsey’s explanation of the importance
of changes in the unemployment rate, argue that his explanation does not preclude Phillips’
nor the possibility that changes in the unemployment rate may be a good proxy for expected
future labour market conditions.

? L. R. Klein and R. J. Ball, “Some Econometrics of the Determination of Absolute Prices
and Wages,’’ Economic Journal, September 1959, pp. 465-482.

3 The coefficient of the dummy variable, F, was 2.90. F, which was defined to be zero before
1952 and unity during 1952 and afterwards, was included to show a structural change in
the relationship due to political factor. British trade unions became more aggressive in
their wage demands under a Conservative government, which was returned to power at this
time.

42




By choosing the fourth quarter of 1956 as a reference date, the relationship
for absolute changes in wages and prices and the absolute level of unemployment
was transformed into a relationship for the percentage changes in wages and prices
and the unemployment rate. Table 3.4 and Figure 3.4 present this relationship,
which has a different appearance from both Phillips’ and Lipsey’s estimates.

The wage adjustment relationship is linear in the Klein-Ball estimates, while it
was highly nonlinear in the earlier estimates. The major differences in the
estimated relationships, therefore, appear to occur at rates of unemployment greater
than 2 per cent. With an unchanged level of prices, a 3 per cent rate of unemploy-
ment is associated with roughly a 1 per cent decline in wages in the Klein-Ball
relationship. However, a 3 per cent level of unemployment in Britain is not a
““full employment’’ level.! More appropriate comparisons would be for levels of
unemployment between 1.5 to 2.5 per cent. In this range of unemployment, the
differences in the respective estimates are less great. With a zero rate of price
change, a 2 % per cent rate of wage increase is associated with a level of unem-
ployment slightly less than 2 per cent in the Klein-Ball estimates compared to a
1.7 per cent level of unemployment in Lipsey’s estimates and a 2.1 per cent level
of unemployment in Phillips’ estimates.

Table 3.4

Wage Adjustment Relationship for Britain,
Fourth Quarter 1956 (Klein and Ball)

Percentage Change in Wages under
the Assumption of a Percentage
Change in Prices of:

Unemployment Rate
(Per Cent of the
Labour Force)
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For levels of unemployment in excess of 2 % per cent, the estimated Klein-

Ball relationship seems inappropriate. The evidence seems to point to a decidedly
nonlinear relationship in that range.?

A particularly important result of the Klein and Ball estimates was the appear-
ance of an almost fully compensatory relationship between changes in the
price level (after a time lag) and changes in wage rates. A one index point in-
crease per annum in the consumer price level would result in a 0.85 index point

!See Section 1 above, in which comparability in the measurement of unemployment for
various countries, including Britain, is discussed.

2 In a recent study (*‘The Prediction of Wage-Rate Changes in the United Kingdom 1957-60,’
Economic Journal, March 1962, pp. 27~44), R. J. Ball has studied the forecasting accuracy
of his and Klein’s wage adjustment relationship, for a period of time after that to which
the relationship had been fitted. Ball found that this relationship predicted actual wage
changes most poorly during the period between the third quarter of 1958 and the third
quarter of 1959, a time of recession in Britain. In turn, one possible explanation of these
results is a nonlinearity in the wage adjustment relationship, which never became apparent
during the sample period because the level of unemployment was never very large.
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increase per year of money wage rates.! Figure 3.4 depicts the upward shift of
the wage adjustment relationship associated with increases in the four-quarter
average of price level changes equal to 1 per cent and also to 3 per cent.

Dicks-Mireaux and Dow studied the relationship between the rate of change
in wages and the demand for labour, which was measured by an index combining
data on unemployment and unfilled vacancies.® Quarterly data for the period
1950-56 were used, and the rate of change in retail prices was included as an
explanatory variable. Several conclusions were drawn from that study. As expec-
ted, the demand for labour had a considerable effect on the rate of change in
wages. A one percentage point increase in the level of excess demand (approxi-
mately equal to a one percentage point decrease in the rate of unemployment) was
associated with an additional increase of three or four percentage points in the
annual rate of wage change.® The rate of price change was also an important
explanatory variable but a one percentage point increase in the annual change in
prices was associated with significantly less than a one percentage point addi-
tional increase in the rate of change in wages. Finally, the relationship indicated
an increase in wages of 2 %, per cent per annum even at a zero level of excess
demand and in the absence of any change in prices. A zero level of excess demand
for labour is approximately equivalent to full employment of the labour force (roughly
a 2 per cent rate of unemployment, for Britain), With the assumptions that produc-
tivity increases by about 2 ' per cent per year and that the share of wages, in total
value added, remains constant, a simple mark-up equation would predict that the
price level would remain stable (again ignoring the questions of wage drift and
changes in import prices). This result is closely in line with Phillips’ original
estimates.*

1See the Appendix for the actual equations involved. It should be observed that, for the fourth quarter
of 1956, this result means that a one percentage point (per annum) average increase in the consumer
price level is associated with an additional annual increase in wages of 0.77 of a percentage point.

21 .A. Dicks-Mireaux and J.C.R. Dow, ““The Determinants of Wage Inflation: United Kingdom, 1946-1956,""
The Joumal of the Royal Statistical Society, Vol. CXXII, Part 2 (1959), pp. 145-184,

3Ibid., pp. 154-155.

4Phillips, in a verbal discussion of the Dicks-Mireaux and Dow results, noted this similarity (loc. cit.,
pp. 176-177),

A later article by L.A. Dicks-Mireaux (**The Interrelationship between Cost and Price Changes 1946-
1959; A Study of Inflation in Post-War Britain,”” op. cit.) yields conclusions which are broadly similar
to those of the earlier article.

The review of British wage adjustment relationships should not be concluded without mention at least
in a footnote of those estimated by A.G. Hines in ‘*Trade Unions and Wage Inflation in the United
Kingdom 1893-1961,’" Review of Economic Studies, Vol. XXXI, No. 88 (October 1964), pp. 221-252.
Hines’ principal thesis appears to be that much of the short-run variation in the rate of change of wages
can be explained by variations in the change in the percentage of the labour force which is unionized,
which he regards as a proxy for trade union pushfulness. Moreover, Hines found that direction of effect
of the unemployment rate, although negative as expected, was not statistically significant in the wage
adjustment relationships estimated for the period 1921-38 and 1949-61.

Hines’ very interesting results can be in part reconciled with previous work, As the theoretical dis-
cussion of Chapter 2 pointed out, other explanatory variables, such as trade union pushfulness, can be
grafted onto the excess demand or unemployment variable in the explanation of variations in the

rate of change of money wages. Thus, both'demand and pushfulness variables may play a role

in the explanation of wage changes; one does not necessarily rule out the other. It is interesting to
observe that Dicks-Mireaux and Dow made some trial computations over the longer period 1946-56 with
an attitudinal variable which attempted to measure trade union pushfulness; this variable was highly
significant in theregression, althoughthe authors’ excess demand for labour variable retained its statis-
tical significance, in the expected direction. Hines’ results also suggest that profits are one deter-
minant, with a lag, of the change in unionization. In tum, this suggests that one interpretation of the
importence of a profits variable in a wage adjustment relationship, which has been found by Perry
(reference below) and the present study, might be that this variable serves as a partial indicator of
trade union pushfulness.
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3. Estimated Relationships for the United States

As in the case of Britain, a number of studies have attempted to estimate the
empirical relationship between the rate of wage changes and the level of unem-
ployment in the United States. However, the dependent variable in the U.S.
studies has usually not been changes in wage rates, but changes in average hourly
earnings, which tend to be more volatile than wage rates.! In one such U.S. study,
Samuelson and Solow made some rough calculations of the relationship between
percentage rates of unemployment and percentage changes in wage earnings.?

The relationship was then translated into a price-change-unemployment relationship
(a trade-off curve) as depicted in Figure 3.5 on page 52. According to these
estimates, a zero rate of change of the price level is associated with roughly a

5 Y per cent rate of unemployment, under the assumption of a 2 % per cent annual
rate of growth of both labour productivity and wages. A full-employment policy
geared to an unemployment rate of 3 per cent suggests an increase in prices of
approximately 4 % per cent per annum.’ These estimates should be accepted with
great caution.* The correlation between the variables was low, the estimation
techniques are fairly rough, and the derivation of the estimated changes in price
levels from the predicted wage changes also has the character of a ““first
approximation.”

A more detailed investigation of the U.S. relationship between unemployment
and the percentage rate of change in earnings was done by Bhatia for the years
1948-58° Again the rate of wage change was sensitive to unemployment rates,
but the correlation was low and the regression coefficients for unemployment and
its rate of change were not significant.® Nevertheless, it is interesting to compare
3hatia’s results with those of Samuelson and Solow. The former are presented in
Table 3.5 and in Figure 3.6.

With Bhatia’s estimates, if one assumes no change in the level of prices, a 3
per cent (approximately full employment) level of unemployment implies a 4.4 per

-

As implied in the discussion of Section 1, it is entirely possible that wage rates may
remain unchanged and that demand pressures in the labour market may be reflected in
increased earnings due to greater overtime worked, special premiums, and so forth.

Paul A. Samuelson and Robert M. Solow, ‘“Analytical Aspects of Anti-Inflation Policy,”’
American Economic Review, May 1960, pp. 177-194.

The relevant points are shown as A and B in Figure 3.5.

Samuelson and Solow themselves warn that the relationship should not be expected to
hold for decreases in price levels.

R.J. Bhatia, ‘‘Unemployment and the Rate of Change of Money Earnings in the United
States, 1900-1958,”’ Economica, N.S., August 1961, pp. 286-296. The equation presented
in the Appendix pertains to the years 1948-58. Bowen and Berry, whose study is dis-
cussed immediately below, assert that they attempted to reproduce some of Bhatia’s
results but were unable to do so. Thus, a special word of caution regarding the Bhatia
study seems in order.

o

Only 51 per cent of the variation in changes in wage earnings is accounted for by
changes in the independent variables. Moreover, the standard errors of the coefficients
of the unemployment percentage and of the rate of change of unemployment were larger
than the respective coefficients themselves. The coefficient of the percentage change
of the unemployment rate was .02. Thus this effect, if any, is small as well as not
statistically significant.
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Table 3.5

Relationship between the Rate of Unemployment and Percentage Changes

in Earnings for the United States, 1948-58 (Bhatia)

Annual Percentage Change in Wage
Earnings with an Annual Percentage
Increase in Prices of:

Unemployment Rate
(Per Cent of the
Labour Force)
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cent increase in wages. An unemployment rate of 8.0 per cent is associated with
a 2.5 per cent increase in wages and hence a stable price level, provided one
assumes that productivity grows at a 2.5 per cent annual rate and that the mark-up
on labour cost per unit of output remains constant. This critical rate of unem-
ployment ‘‘required’’ for price stability, as estimated by Bhatia, is somewhat
larger than the Samuelson-Solow estimate. In fact the Bhatia wage adjustment
relationship generally lies to the right and is less steep than that of Samuelson
and Solow.

Judging from Bhatia’s estimates, one may conclude that the rate of change in
wage earnings is not very sensitive to the rate of unemployment: a one percentage
point decrease in the rate of unemployment implies only an additional increase in
the rate of change in wage earnings of 0.4 of a percentage point, given the change
in consumer prices. On the other hand, the rate of change in earnings is significantly
affected by variations in the rate of change in consumer prices: a one percentage
point per year additional increase in consumer prices adds 0.6 of a percentage
point to the annual percentage increase in earnings.! Figure 3.6 presents the wage
adjustment relationship when an increase in prices of 3 per cent per year is
assumed. A 3 per cent rate of unemployment in this situation is associated with a
6.3 per cent increase in wages annually.?

! The coefficient of the rate of change of the price level is 0.64 (percentage points). For
the estimated equation, see the Appendix.

? Robert R. France, in ‘“Wages, Unemployment, and Prices in the United States,’’ Industrial
and Labor Relations Review, January 1962, pp. 171-190, has studied the wage adjustment
relationship for the United States during the period 1947-59. His results are quite similar
to those of Bhatia presented in Table 3.5. For example, a 3 per cent rate of unemployment
is associated with a 4.48 per cent annual rate of wage increase in the absence of changes
in the price level. Some 73 per cent of the variation in the rate of change of average
hourly earnings was accounted for by variations in the rate of unemployment, the rate of
change of unemployment, the percentage decline in wholesale prices, and the percentage
increase (for positive movements only) in the consumer price level. All variables except
the rate of change of the unemployment rate were statistically significant.
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Bowen and Berry also studied the wage adjustment relationship for the

United States during the same period, 1948—58.! Price changes were not included

as an explanatory variable because the authors believed that the causal link

between wages and prices could run in either direction and hence they could not
offer a satisfactory interpretation of a single-stage least squatres regression which
included price changes as an independent variable.? Consequently, the percentage
rate of change in wage earnings was regressed as a linear function of the rate of
unemployment and the absolute change in that rate. The results were not completely
convincing as the coefficient of multiple determination was only 0.66 and the coef-
ficient of the level of unemployment was not highly significant.

Nevertheless, the absolute change in the rate of unemployment did appear to be
a highly significant variable in the estimated wage adjustment relationship. A one
percentage point decrease in the unemployment rate was associated with an additional
increase in wage earnings of 0.8 of a percentage point. A theoretical explanation
for this phenomenon would be that wage changes depend not only upon present
conditions in the labour market (for which the rate of unemployment is a proxy), but
also upon future labour market conditions, for which the absolute change in the
unemployment rate is a good indicator. Table 3.6 and Figure 3.7 present 2owen

and Berry’s results.

Table 3.6

Relationship between the Rate of Unemployment and Percentage

Changes in Wage Earnings for the United States, 1948-58 (Bowen and Berry)

Annual Percentage Change in Wage Earnings
with an Annual Absolute Decline (in Percentage
Points) in the Rate of Unemployment of:

Unemployment Rate
(Per Cent of the
Labour Force)
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According to Bowen and Berry, a 3 per cent rate of unemployment would imply
a 5.4 per cent annual increase in wages if the level of unemployment remained con-
stant, but a 7.8 per cent increase in wages if the rate of unemployment were to

! William G. Bowen and R. Albert Berry, ‘““Unemployment Conditions and Movements of the
Money Wage Level,”” The Review of Economics and Statistics, May 1963, pp. 163-172.

? L.A. Dicks-Mireaux (op. cit.), John Vanderkamp (reference given at the point of full

discussion in Section 5 below), and the present study have all found that a single-stage
(simple) least squares regression yields results that are very close to those generated by
more intricate methods of estimation which take simultaneity into account. Accordingly,
it would appear that inclusion of a price change variable in estimating the parameters of

a wage adjustment relationship by ordinary least squares techniques is merited on

statistical as well as theoretical grounds.
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decrease by three percentage points. Similarly, if productivity grew by 2.5 per cent
per year, then a 2.5 per cent increase in wage earnings (and hence a zero rate of
change of the price level, under certain assumptions) is associated with an
unchanging unemployment rate of 8.2 per cent of the labour force. On the other

hand, if the unemployment rate has increased by one percentage point, a 2.5 per cent
increase in wages is associated with a 6.7 per cent rate of unemployment (not

shown in the table). In the absence of changes in unemployment, the Bowen and
Berry estimates are slightly higher than those of Bhatia, which may reflect the

fact that Bhatia’s study explicitly included price changes as an explanatory

variable while Bowen and Berry’s did not.!

Professor Lawrence R. Klein and one of the present authors studied a relation-
ship, for the United States, between absolute changes in the level of wages
as the dependent variable and a set of independent variables which included the
absolute level of unemployment and absolute changes in the price level.?
Quarterly data for the period from 1948 to 1957 were used as the sample period.
The coefficients of the estimated relationship may be interpreted in the following
manner. An increase inthe average level of unemployment of one million workers
will reduce the normal increase in the level of annual wage payments by approximately
$45 per year, while an average annual increase of one index point in the price
index will be accompanied by an additional increase in wage payments per worker
of $15.59 per annum. Finally, a trend coefficient was estimated, which indicated
that the relationship had shifted upwatd over time. Over a period of one year, the
upward shift of the relationship alone would result in an additional $6.40 increase
in annual wage payments.?

If one reformulates this relationship in terms of a relationship between per-
centage wage changes, unemployment as a percentage of the labour force, and
percentage changes in the consumer price level, one finds that a 5.6 per cent rate
of unemployment would be required to keep the annual percentage increase in wage
payments in line with the annual rate of increase in productivity (assumed to be
2.5 per cent per year) and so to maintain price stability. Table 3.7 presents the
transformed wage adjustment relationship and Figure 3.8 depicts it graphically.
The effect of price increases upon wage increases is readily apparent from the
estimate that a 4.4 per cent annual increase in wages is associated with a 3 per
cent rate of unemployment in the absence of a rise in the price level, while the

! It may also reflect computational errors. See footnote 5 on page 46.

? Lawrence R. Klein and Ronald G. Bodkin, assisted by Motoo Abe, ‘“Empirical Aspects of
the Trade-Offs among Three Goals: High Level Employment, Price Stability, and Economic
Growth,’’ in Inflation, Growth, and Employment, a Series of Research Studies for the
Commission on Money and Credit (Englewood Cliffs, N.J.: Prentice-Hall, Inc., 1964). As
with the other studies in this Chapter, the mathematical formulation appears in the
Appendix. It may be observed that the money wage variable utilized in the Klein-Bodkin
study refers to an average wage for the entire economy, while the wage variables used in
the other U.S. studies summarized in this section are based upon earnings in the manu-
facturing sector. For the Klein-Bodkin study, both the unemployment variable and changes
in the cost of living were assumed to affect wage changes with an average time lag of
4%, months.

The coefficient of the trend value was estimated at 1.60. The trend value was a chrono-
logical listing of quarterly periods with the trend variable equal to unity (1) in the first
quarter of 1946.

-
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same rate of unemployment can be expected to induce a 5.5 per cent per year
increase in wages if consumer prices are increasing at the rate of 3 per cent per
year,

Table 3.7

Wage Adjustment Relationship for the United States,
First Quarter 1960 (Klein & Bodkin)

Annual Percentage Change-'in Wages

Unemployment Rate under the Assumption of an Annual
(Per Cent of Labour Force) Percentage Increase in Prices of:
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Finally, we may close this survey of estimated wage adjustment relation-
ships for the United States with a brief discussion of G.L. Perry’s interesting
study.! Using quarterly data for a sample period from 1947 through 1960, Perry
expressed the annual rate of wage earnings (the dependent variable) as a linear
function of the following independent variables: the reciprocal of a four-quarter
average of the unemployment rate; the annual rate of change of the consumer price
level, lagged one quarter; a four-quarter average of after-tax profits as a percen-
tage of stockholders’ equity, also lagged one quarter; and the first difference of
his profits variable. Perry’s study differs from the other studies surveyed in this
Chapter in the inclusion of the two profits variables.? Moreover, it is the only
U.S. study reviewed here (with the possible exception of the Samuelson-Solow

! G.L. Perry, ““The Determinants of Wage Rate Changes and the Inflation-Unemployment
Trade-off for the United States,’’ Review of Economic Studies, Vol. XXXI, No. 88
(October 1964), pp. 287-308.

2 A very similar variable (after-tax profits as a ratio to stockholders’ equity) was employed
by Otto Eckstein and Thomas A. Wilson in ‘“The Determination of Money Wages in
American Industry,’’ Quarterly Journal of Economics, Volume LXXVI, No. 3 (August
1962), pp. 379-414. This study was not surveyed in this Section because it utilizes the
‘‘wage round’’ concept, rendering comparisons with annual rates of change difficult. A
profits variable is also introduced in the wage adjustment equations estimated for the
various sectors of the Brookings model (Charles L. Schultze and Joseph L. Tryon,
‘‘Prices and Wages,’’ Chapter 9 of Duesenberry, Fromm, Klein, and Kuh, eds., The
Brookings Quarterly Econometric Model of the United States {Chicago: Rand McNally &
Company, 1965]). Furthermore, the wage adjustment relationship for the private sector
estimated in a recent revision of Professor Klein’s post-war U.S. quarterly model
(Maurice Liebenberg, Albert A. Hirsch, and Joel Popkin, ‘A Quarterly Econometric
Model of the United States: A Progress Report,”’ Survey of Current Business, May 1966,
pp. 13-39) also makes use of a profits variable. These latter two studies, which also
utilize the reciprocal formulation for the influence of the unemployment rate, appeared
too late for a convenient inclusion in the text of this Chapter but are briefly discussed
in Parts II and III below. Finally, Bhatia, in a sequel to the study discussed in this
Section, found some evidence that a profits variable was significant in his wage
adjustment relationships; see his ‘““Profits and the Rate of Change in Money Earnings
in the United States, 1935-1959,’’ Economica, August 1962, pp. 253-262.
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article) which employs the nonlinear formulation for the influence of the unemploy-
ment rate. It should be noted that all four of Perry’s explanatory variables were
highly significant, by conventional tests. Perry’s results are presented in tabular
form below and graphically in Figures 3.9 and 3.10. According to these results,

Table 3.8

Wage Adjustment Relationship
for the United States, 1947-60 (Perry)

Annual Percentage Change in Wages

Unemploy- With a Percentage With a Percentage With a Percentage
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if after-tax profits remain unchanged at 10.8 per cent of stockholders’ equity (the
1953-60 average), then a 3 per cent rate of unemployment is associated with a 5.2
per cent annual increase in wages and a 6 per cent unemployment rate is associated
with a 2.7 per cent wage increase, under the assumption of unchanged consumer
prices. If the same unchanging profit rate is assumed with the consumer price
level rising at the rate of 3 per cent pert year, then wages are estimated to rise at
the rate of 6.3 per cent per annum when the unemployment rate is 3 per cent and

at the rate of 3.8 per cent with an unemployment rate of 6 per cent. As noted above,
the influence of unemployment on wage changes is nonlinear for Perry’s relation-
ship, which makes comparisons with the other U.S. relationships summarized in
this section difficult.? Nevertheless, if one considers the range of unemployment
rates between 2.5 and 8 per cent, the Perry wage adjustment relationship seems
more sensitive to variations in the unemployment rate than those of Bhatia and of
Bowen and Berry, but roughly as sensitive as that of Klein and Bodkin. It is inter-
esting to observe that Perry’s results suggest that wage changes are less respon-
sive to variations in the rate of change of the consumer price level than Bhatia
found, but the agreement with Klein-Bodkin on the magnitude of the partial res-
ponse to this variable is very close. In both studies (after a suitable transformation,
in the case of the Klein-Bodkin relationship), an additional increase of one per-
centage point per year in the rate of change of consumer prices is associated with
an additional annual increase in wages of only 0.37 of a percentage point.

! Thus, as Figures 3.9 and 3.10 make apparent, the nonlinearity of the influence of this
variable means that a variation in the unemployment rate has a relatively big impact

when the unemployment rate is low, but a relatively small effect when the unemployment
rate is high.
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Figure 3.5

TRADE-OFF CURVE FOR THE
UNITED STATES (1946-60):
SAMUELSON & SOLOW
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Figure 3.7

WAGE ADJUSTMENT RELATIONSHIP
FOR THE UNITED STATES (1948-58):
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Figure 3.6
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Figure 3.8

WAGE ADJUSTMENT RELATIONSHIP
FOR THE UNITED STATES (First Quarter

1960, from 1948-57 Data):
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Figure 3.9

WAGE ADJUSTMENT RELATIONSHIP
FOR THE UNITED STATES, WITH ALTERNATIVE
PRICE INFLATION RATES (1947-60):0
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Figure 3.10
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If one continues to assume an unchanged profit rate of 10.8 per cent, then a
6.6 per cent rate of unemployment would be associated with an annual rate of in-
crease in money wages equal to 2.5 per cent. This same rate of unemployment would
also be associated with stability of the price level under the additional assumptions
that productivity rises at the same 2.5 per cent per annum rate and relative shares
remain unaltered. This critical rate is below that estimated by Bhatia and Bowen-
Betry, on the one hand, but above the Samuelson-Solow and Klein-Bodkin estimates.

Finally, Perry’s results do suggest a perceptible influence of profits on the
rate of change of wages. As pointed out in Chapter 2 and by Perry himself, this
might represent an additional lever by which public policy might attempt to make the
objectives of high employment and price stability more compatible. The partial
effect of a one percentage point increase in after-tax profits as a proportion of
stockholders’ equity is to induce an expected increase in the annual rate of change
of money wages of an additional 0.42 of a percentage point. Thus Table 3.8
indicates that, for example, the expected annual rate of increase of wages is 5.2
per cent when the profit rate is 10.8 per cent, the unemployment rate 3 per cent,
and the rate of change of consumer prices is zero. However, the same values of the
unemployment rate and the rate of change of the consumer price level may be expected
to induce an annual rate of increase of wages equal to 5.6 per cent if the level of
profits shifted to (and remained at) a rate of 11.8 per cent. Another way of indicating
the influence of profits on wage changes is to note that if the profit rate were to
shift to an unchanging level of 10.0 per cent, the rate of unemployment associated
with a zero rate of change of the price level (under the above assumptions) is only
5.7 per cent, while this critical unemployment rate rises to 8.0 per cent if the rate
of profits rises to (and remains at) 11.8 per cent.

4. Estimated Relationships for West Germany, France, Belgium, and Japan

Klein and Bodkin also estimated wage adjustment relationships for a number
of other countries for the period 1952-59. In all of these estimates, the annual
percentage rate of change in wages was explained by the rate of unemployment,
the annual percentage change in the price level, and a time trend. For each
country except France these explanatory variables explained a very high propot-
tion of the variation in the rate of change of wages.!?

Table 3.9 below and Figure 3.11 present the estimated wage adjustment
telationship for the Federal Republic of Germany. With no change in prices, an
unemployment rate of roughly 4 per cent is associated with a zero rate of change
in wage levels; a 3 per cent level of unemployment is associated with an increase
in wages of 3.2 per cent per year. The rate of change in wages appears to be quite

-

Lawrence R. Klein and Ronald G. Bodkin, op. cit. In presenting the Klein-Bodkin results
for the various countries discussed below, the first quarter of 1960 has been chosen as
the reference point for the comparisons. Such a reference point is necessary because the
computed relationships contain a time trend variable, and so a continuous shift over time
has been assumed in estimating the parameters of these wage adjustment relationships.
For this reason, the relationships presented in Tables 3.9 through 3.12 below refer, in
principle, to only this particular point in time.
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sensitive to the rate of unemployment, a one percentage point decrease in the rate
of unemployment adding 3.1 percentage points to the annual rate of increase in
wages. Figure 3.11 depicts the wage adjustment relationship when a 3 per cent
per year increase in the price level is assumed. As indicated, when prices rise at
this rate, a 3 per cent rate of unemployment is associated with a 4.7 per cent
increase in wages annually.

Table 3.9

Wage Adjustment Relationship for West Germany,
First Quarter 1960 (Klein & Bodkin)

Annual Percentage Change

Unemployment Rate in Wages with an Annual Percentage
(Per Cent of Labour Force) Increase in Prices of:
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The wage adjustment relationship for France is presented in Table 3.10 and
Figure 3.12. It appears that the rate of change in wages is extremely sensitive to
the level of unemployment but not very sensitive to variations in the rate of change
of consumer prices. If one assumes no changes in prices, a 1.5 per cent rate of
unemployment is associated with an annual increase of 3.5 per cent in wages.
However, a 2.5 per cent level of unemployment, with prices unchanged, is asso-
ciated with a decrease in wages of over 2 per cent per year. Moreover, the assump-
tion of an annual rate of change of consumer prices of 3 per cent has very little
effect on the resulting increase in wages. Thus, while with stable prices a 1.5
per cent level of unemployment is associated with an annual rate of increase in
wages of 3.5 per cent, Table 3.10 indicates that the same rate of unemployment
may be expected to induce a rate of increase in wages equal to 3.8 per cent
annually if prices rise at the rate of 3 per cent per year.

Table 3.10

Woge Adjustment Relationship for France,
First Quarter 1960 (Klein & Bodkin)

Annual Percentage Change

Unemployment Rate in Wages with an Annual Percentage

(Per Cent of Labour Force) Increase in Prices of:
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Even after correction for differences in the measurement of unemployment, it
would appear that wages are far more sensitive to the level of unemployment in West
Germany and France than in the United States. On the other hand, wage changes
appear to be much more sensitive to changes in consumer price levels in the
United States and in West Germany than in France.?

The wage adjustment relationship estimated for Belgium by Klein and Bodkin
is shown in Figure 3.13 and in Table 3.11. It appears that the rate of change in
wages is sensitive to the leve! of unemployment though less so than in France. An
addition of one percentage point to the rate of unemployment is associated with a
reduction of 2.4 percentage points in the annual rate of change in wages. The
sensitivity does, however, appear to be greater than that in the United States.
Perhaps the most striking feature of the Belgian wage adjustment relationship in
relation to those of France and West Germany is the large amount of annual wage
increases which will occur inthe absence of any changes in prices and with quite
moderate degrees of utilization of the labour force. With an unemployment rate of
4 per cent and a zero rate of change of consumer prices, the expected annual rise
in wages is 4.3 per cent. If one assumes the rate of wage increase to be equal to
a productivity growth rate of 2.5 per cent per annum, the implied unemployment rate
for price level stability is approximately 4.7 per cent.

Table 3.11

Wage Adjustment Relationship for Belgium,
First Quorter 1960 (Klein & Bodkin)

Annual Percentage Change

Unemployment Rate in Wages with an Annual Percentage
(Per Cent of Labour Force) Increase in Prices of:
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Changes in the price level, on the other hand, appear to have a greater effect
on expected wage changes in Belgium than in either France, West Germany, or the
United States. For example, a 3 per cent rate of unemployment is associated with
a 6.6 per cent per year increase in wages in the absence of price changes, but
with an 88 per cent per year increase in wages if prices increase by an average of
3 per cent annually.

! French wage changes may in fact be more sensitive to price changes than the Klein-
Bodkin results (and those of the present study, presented in Chapter 8 below) suggest.
The French consumer price level may not, as argued in Section 1 above, be represent-
ative of ‘‘true’’ variations in the cost of living. If this is so, the resulting regression
coefficients may be more a reflection of errors in the data on French consumer prices
than an indication of the sensitivity of wage changes to this influence.

56




L.R. Klein and Y. Shinkai studied a wage adjustment relationship for the
Japanese economy as part of an econometric model of Japan.! The derived wage
adjustment relationship is presented in Table 3.12 below and in Figure 3.14.

Table 3.12

Wage Adjustment Relationship for Japan, 1930-36,
1951-58 (Klein & Shinkai)

Annual Percentage Change in
Wages with an Annual Percen-
tage Increase in Prices of:

Unemployment Rate
(Per Cent of
Labour Force)
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These estimates suggest that the rate of change in Japanese wages is very
sensitive to the rate of unemployment. If one uses the Japanese definition of
unemployment, a movement from 1.0 to 1.7 per cent in the rate of unemployment
implies, in the absence of price changes, a variation in the expected rate of change
of wages from an increase of 9 per cent per year to an annual decline of 3 per cent.
In order to limit the annual increase in wages to 2.5 per cent, an unemployment
rate of approximately 1.4 per cent would be required. By Japanese standards, this
is a quite high level of unemployment: for example, the average rate of unemploy-
ment for the period of study (1930—36 and 1951-58), which included the years of
the world-wide Great Depression as well as a subperiod of post-war prosperity,
was only 1.18 per cent. The Klein-Shinkai wage adjustment relationship, converted
with their adjustment factors into the North American definition of unemployment
rates, is depicted in Figure 3.14 by the dashed lines. This adjustment was made
by multiplying the Japanese unemployment rates by a factor of 4.0 in order to obtain
estimates of equivalent North American rates.?

According to Klein-Shinkai results, the predicted rise in Japanese wages
shows roughly the same degree of sensitivity to variations in the rate of change
of consumer prices as the Belgian relationship. According to Table 3.12, an unem-
ployment rate of 1.0 per cent and an annual rate of increase in consumer prices of
3 per cent might be expected to induce a wage increase of 11.3 per cent per year.

! L.R. Klein and Y. Shinkai, ‘“‘An Econometric Model of Japan, 1930-1959,’’ op. cit.

1 As pointed out in our discussion of Section 1 above (especially footnote 2 on page 36),
Klein and Shinkai argue that the Japanese measure of unemployment has a widely different
meaning from that utilized in the United States and Canada. As noted in that discussion,
we have decided to settle on the Klein-Shinkai view.
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Figure 3.11

WAGE ADJUSTMENT RELATIONSHIP
FOR WEST GERMANY (First Quar-
ter 1960, from 1952-59 Data):
KLEIN & BODKIN
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Figure 3.13

WAGE ADJUSTMENT RELATIONSHIP
FOR BELGIUM (First Quarter 1960,
from 1952-59 Data):
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Figure 3.12

WAGE ADJUSTMENT RELATIONSHIF
FOR FRANCE (First Quarter 1960,
from 1952-59 Data):
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Figure 3.14
WAGE ADJUSTMENT RELATIONSHIP
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This indicates a partial response of annual rates of change of wages equal to

0.74 of a percentage point for each additional percentage point in the rate of rise
of consumer prices.’

5. Estimated Relationships for Canada

Employing quarterly data for the years 1952—-59, Klein and Bodkin estimated
a linear form of the wage adjustment relationship for Canada 2,/(Tab1e 3.13 and
Figure 3.15).

It is apparent from the estimated relationship that a full-employment (say 3
per cent) rate of unemployment is associated with a large (6.2 per cent) annual
increase in wages, under the hypothetical assumption that prices remain constant,
If the rate of increase of wages is assumed to be equal to a 2.5 per cent annual
growth in productivity, a 5.6 per cent rate of unemployment is implied—an unem-
ployment level that is substantially higher than the conventional 3 or 4 per cent
rate usually regarded as the full-employment level. The wage changes predicted
by the Klein-Bodkin relationship are quite sensitive (after a short time lag) to

! It is interesting to compare the Klein-Shinkai wage adjustment relationship for the
Japanese economy with that estimated by Klein and Bodkin (op. cit.) and with one
recently estimated by Professor Tsunehiko Watanabe in ‘‘Price Changes and the Rate of
Change of Money Wage Earnings in Japan, 1955-1962,’’ Quarterly Joumal of Economics,
Vol. LXXX, No. 1 (February 1966), pp. 31-47. In general, these studies appear to
confirm the broad conclusions from the Klein-Shinkai article, although there are some
differences in the estimates of the quantitative effects involved.

Both the Klein-Bodkin and the Watanabe studies suggested a partial effect of variations
in the rate of change of consumer prices on the rate of wage changes equal to 0.4; this
is considerably lower than the Klein-Shinkai estimate of this parameter. Also, the effect
of variations in the rate of unemployment appears to be greater for the Klein-Shinkai
study than for the wage adjustment relationships estimated by Klein-Bodkin and
Watanabe, although in the case of the Watanabe study the use of a different unemploy-
ment variable (the percentage of total employees receiving unemployment insurance)
prevents precise comparisions. On the other hand, the expected rates of change of
Japanese wages in the Watanabe study are, if anything, slightly more inflationary in the
customary range of unemployment rates than the estimates of Klein and Shinkai. It is
worth pointing out that the Klein-Bodkin and the Watanabe wage adjustment relationships
are based on quarterly data for the post-war period only; moreover, both the Klein-Bodkin
and the Watanabe relationships assume some lag in the response of wage changes to
price changes and both the Klein-Bodkin and most variants of the Watanabe relationships
were estimated by ordinary least squares, in contrast to the Klein-Shinkai relationship,
which assumes a simultaneous impact of price changes on wage changes and which was
estimated by the method of two-stage least squares. Hence some differences in the
numerical details are to be expected.

Watanabe also estimates a direct price change equation, in which the annual rate of
change of the consumer price level is negatively and significantly related to the annual
rate of growth of labour productivity, and positively and significantly related to the
annual rate of change of money wages. (Watanabe interprets this latter variable as a
demand variable, but, as the argument of Chapter 2 above indicates, a labour cost
interpretation is also clearly possible.) Although Watanabe stops short of doing so, one
could combine his wage adjustment and price change relationships to derive a trade-off
relationship in which therate of change of consumer prices is negatively related to both
the unemployment rate and the growth rate of labour productivity. This derivation requires
the additional assumption that the rate of price change is constant through time, so that
one is dealing with a steady state relationship. The derived trade-off relationship for the
Japanese economy indicates a very large value for the expected rate of change of the
consumer price level (between 5 and 11 per cent per annum) in the range of Watanabe’s
unemployment rate where most of his observations lie (i.e. between 2 and 4 per cent)
even with an assumed productivity growth rate of 7.0 per cent per year.

? Klein and Bodkin, op. cit.
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Table 3.13

Wage Adjustment Relationship for Canada,
First Quarter 1960 (Klein & Bodkin)

Annual Percentage Change in
Wages with an Annual Percen-
tage Increase in Prices of:

Unemployment Rate
(Per Cent of
Labour Force)
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changes in price level. Although the escalation does not result in complete adjust-
ment, an additional annual increase in the price level (over the current and
preceding three quarters) of one percentage point is associated with an additional
annual increase in wages of 0.7 of a percentage point, with the other determinants
remaining unchanged. A 3 per cent rate of unemployment, which might be expected
to induce a 6.2 per cent annual rise in wages in the absence of changes in the
price level, implies an 8.4 per cent predicted annual increase in wages when prices
rise by 3 per cent per year.

Using a nonlinear relationship, S. F. Kaliski estimated a wage adjustment
relationship for Canada.! His estimates are presented in Figure 3.16 and in Table
3.14 below.

Teble 3.14

Woge Adjustment Relationship for Canada,
1946-58 (Kaliski)

Annual Percentage Change in
Wages Associated with an Annual
Percentage Increase in Prices of:

Unemployment Rate
(Per Cent of
Labour Force)

0 1 3
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7e® 5000000600 000 GAA000 0020000000 2.98 3.25 3.79
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1 S.F. Kaliski, ‘““The Relation Between Unemployment and the Rate of Change of Money
Wages in Canada,’’ International Economic Review, January 1964, pp. 1-33. Equation
134 of Kaliski’s Table IV was selected. Kaliski used as his wage variable in this
equation average weekly wage and salary earaings for an industrial composite. It should
be pointed out that Kaliski’s unemployment variable is based on the old definition of
unemployment—hence the temporarily laid-off are counted as employed.
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It is apparent that Kaliski’s computations suggestthat a 2.5 per cent annual
increase in wages is not consistent with a rate of unemployment in the range of
post-war experience, even in the absence of cost of living increases. The relation-
ship indicates very little sensitivity of wage increases to the rate of unemploy-
ment in the range of 5 to 8 per cent. However, at lower rates of unemployment, be-
cause of the nonlinear form of the relationship, rapid wage increases are predic-
ted even in the absence of price level increases. A 3 per cent level of unemploy-
ment is associated with an annual increase in wage eamings of 5.1 per cent, while
a 2.5 per cent rate of unemployment would be associated with a 5.8 per cent annual
increase in wages. It may be observed that there is no rate of unemployment which
might be expected to induce negative wage changes, according to this relationship.

Kaliski’s estimate of the effect of the rate of change in prices on the rate of
change in wages is also indicated in Figure 3.16 and Table 3.14. If prices are
assumed to increase by 3 per cent per year, then a 3 per cent rate of unemploy-
ment is associated with a 5.9 per cent increase in wages annually.

Another of the present authors has also made some estimates of the wage
adjustment relationship for Canada.! Using quarterly data for the period 194961,
G.L. Reuber related percentage changes in wage earnings to the unemployment rate
and percentage changes in the Consumer Price Index. Like Kaliski, Reuber assumed
a nonlinear form of the wage adjustment equation. Figure 3.17 and Table 3.15 below

Table 3.15

Wage Adjustment Relationship for Canada,
1949-61 (Reuber)

Unemployment Rate Annual Percentage Change in Wages

(Per Cent of Associated with an Annual Percentage
Labour Force) Increase in the Consumer Price Index of:

0 1 3
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present the estimated relationship. The relationship is steeper than that estimated
by Kaliski, which indicates a greater degree of sensitivity of wage changes to the
rate of unemployment. According to Reuber’s estimates, a 3 per cent rate of unem-
ployment with a constant consumer price level implies a 5 per cent annual increase
in wage earnings, a value quite close to Kaliski’s estimate. Both wage adjustment
relationships indicate that full employment is incompatible with a 2.5 per cent
annual increase in wages. On the other hand, Reuber’s estimates suggest that a
2.5 per cent annual increase in wage earnings is consistent with a rate of unem-
ployment slightly greater than 5 per cent, in contrast to the estimate beyond the
range of the data (10 per cent) implied by Kaliski’s relationship.

1 G.L. Reuber, ‘“The Objectives of Canadian Monetary Policy, 1949-61,”’ op. cit.
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Changes in the consumer price level also had an important effect on the rate
of wage changes predicted by Reuber’s relationship. Figure 3.17 shows the relation-
ship when an increase in the price level of 3 per cent per year is assumed. A 3 per
cent level of unemployment then predicts a 6.9 per cent increase in wage earnings
annually, compared to a 5.0 per cent increase when prices remain unchanged.

Instead of employing a simple mark-up equation to derive the trade-off relation-
ship between the rate of change in prices and the level of unemployment, Reuber
chose to make changes in consumer prices a linear function of changes in wages
and changes in import prices. As argued in Chapter 2 above, in an open economy
like the Canadian, impotted materials may be an important cost of production, and
so the Reuber price level equation seems preferable to a simple mark-up equation
which ignores foreign price levels. Reuber was unable to uncover any significant
impact of changes in labour productivity on changes in the consumer price level.
However, it is interesting to observe that the numerical value of the constant of
the (transformed) price level equation is negative and implies that, with money
wages and import prices unchanged, domestic consumer prices would have declined
on average by roughly 1.5 per cent per annum over the sample period (1949-61).
This would appear to be the right order of magnitude for one to interpret this con-
stant term as reflecting the price-damping effects of the long-term upward trend
in labour productivity.

The combined relationship for price changes and unemployment, as estimated
by Reuber, is presented in Figure 3.18 and Table 3.16 below. It is readily apparent
that not only the percentage rate of change in wages, but also the percentage rate
of change in the price level, is sensitive to variations in the rate of unemployment.
For example, a reduction in the unemployment rate from 6 per cent to 3 per cent
would imply a variation in the predicted annual rate of price level changes from a
reduction in prices of 0.6 per cent per yearto an increase in prices of 1.7 per cent
per year, under the assumption of a zero rate of change of import prices. A stable
price level would be consistent with rate of unemployment slightly less than 5
per cent if foreign prices remained unchanged.

Table 3.16

Trode-Off Relationship for Canada,
1949-61 (Reuber)

Unemployment Rate Annual Percentage Change in the Consumer
(Per Cent of Price Index Associated with an Annual Percentage
Labour Force) Increase in Import Prices of:
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The rate of foreign inflation, as one might expect, appears to have a substan-
tial effect upon the position of the trade-off relationship. Figure 3.18 shows that
the estimated trade-off curve shifts upward when the rate of change of import
prices (denoted in the graph by F) is assumed to be 3 per cent per year. Under this
assumption, a 3 per cent rate of unemployment is associated with a predicted annual
increase in the consumer price level of 3.6 per cent. Moreover, with a 3 per cent
increase in import prices annually, the rate of unemployment would have to exceed
the observed range by a wide margin in order to be consistent with complete stability
of the consumer price level.

John Vanderkamp has also studied wage adjustment and trade-off relationships
for Canada, employing post-war quarterly data for the period 1946 through 1962.!
His model differs from that of Reuber in that the labour force and hence the wage
adjustment mechanism is divided into two sectors. In the organized sector, which
includes mining, manufacturing, construction, and public utility industries, an
average of more than 40 per cent of the employees are union members. The unorganized
sector therefore comprises agriculture, forestry, trade, finance, and services, in-

dustries in which only 8 per cent (roughly and on the average) of the workers are
unionized.

For the organized sector, wages were expressed as a linear function of the
reciprocal of the sectoral unemployment rate, the rate of change in consumer prices,
and the rate of change in sectoral productivity expressed as real output per man.
The resulting relationship between the rate of wage changes and unemployment was
therefore nonlinear. Moreover, the coefficients of all the variables were positive and
statistically significant. An increase in the rate of growth of productivity of one
percentage point was associated with an additional increase in the rate of change
of wages of 0.47 of a percentage point. As a theoretical explanation for this phenom-
enon, Vanderkamp has argued against the view that high productivity gains lead
workers to press for above-normal wage increases, a view held by some writers on
this subject. Moreover, he argues that the productivity change variable is dominated
by cyclical movements unlikely to be related to a ‘‘true’’ long-term improvement
factor; instead, he asserts that productivity changes are a proxy for some portion
of the excess demand for labour which is not reflected in the rate of unemployment.
For instance, as demand declines, a firm may choose not to lay off labour immediately.
Hence, the ratio of employment to output will rise or, in other words,productivity
will fall. An increase in the rate of growth of productivity would therefore be
associated with an increase inthe excess demand for labour and hence might be
expected to induce comparatively large increases in wages. Vanderkamp also tried
corporate profits as a percentage of Gross National Product as an explanatory variable
in the organized sector’s wage adjustment relationship but found that the influence
of this variable was statistically insignificant.

Table 3.17 and Figure 3.19 present Vanderkamp’ s estimated wage adjustment
relationship for the organized sector with the unemployment rate adjusted to the

! John Vanderkamp, ‘“Wage and Price Level Determination: An Empirical Model for
Canada,’” Economica, N.S., Vol. XXXIII, No. 130 (May 1966), pp. 194-218.
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national average. The adjustment was made by assuming a stable ratio between
the sectoral and the national rates of unemployment; during the period of study,
the unemployment rate in the organized sector averaged 1.64 times as great as the
rate for the over-all economy. Productivity in the organized sector was assumed to
wrow at the rate of 2.5 per cent per year.

Table 3.17

Wage Adjustment Relationship for Canada, Organized Sector,
1946-62 (Vanderkamp)

Annual Percentage Change in Wages Associated
with an Annual Percentage Increase in the
Consumer Price Index of:

Unemployment Rate
(Per Cent of
Labour Force)
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According to these estimates, a national rate of unemployment of 3 per cent
(hence an unemployment rate of 4.9 per cent in the organized sector of the labour
market) would be associated with a 3.9 per cent annual rise in wages in the organized
sector with a zero rate of change of consumer prices, and with a 5.8 per cent
increase in wages in that sector if consumer prices increased by 3 per cent
annually. Moreover, wage changes in the organized sector appear to be fairly
sensitive to variations in the level of unemployment: a 6 per cent unemployment
rate, together with a zero rate of change of consumer prices, might be expected
to induce an annual rate of change of wages in the organized sector equal to only
1.1 per cent per annum,

Table 3.18 and Figure 3.20 present the wage adjustment relationship for the
unorganized sector, again with the unemployment rate adjusted to the national
average.! In this sector, wages were expressed as a linear function of the reciprocal
of the unemployment rate, the absolute change in the reciprocal of the unemploy-
ment rate, and the rate of change in the Consumer Price Index.

These estimates suggest that a 3 per cent national rate of unemployment (and
hence a rate of unemployment in the unorganized sector equal to 2.2 per cent)
would be associated with a 6.4 per cent annual increase in wages in that sector
with a zero rate of price change and with a 7.5 per cent rise in wages if consumer
prices rose 3 per cent annually.

"This was done by dividing the unemployment rate in the unorganized sector by 0.73, the
sample period average of the ratio of the sectoral rate of unemployment to the national
average.
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Table 3.18

Wage Adjustment Relationship for Canada, Unorganized
Sector, 1946-62 (Vanderkamp)

Annual Percentage Change in Wages Associated
with an Annual Percentage Increase in the Con-
sumer Price Index of:

Unemployment Rate
(Per Cent of
Labour Force)
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A comparison of the wage adjustment relationships for the two sectors produces
some interesting results. It appears that wage increases are less sensitive to
price changes in the unorganized sector, a result which seems in line with the
expected influence of unions in having wage increases more closely related to
increases in the cost of living. More interesting is the fact that the unemployment
coefficient in the unorganized sector was appreciably smaller than the corresponding
coefficient for the organized sector, even after the sectoral rates have been adjusted
to the national average rate of unemployment.! Wage changes appear to be less sen-
sitive to variations in unemployment for the unorganized sector! Vanderkamp himself
notes that ‘‘whatever the reason for this may be, it cannot easily be used to support
the view which is sometimes voiced that unions tend to frustrate the operation of the
competitive market mechanism.’’? Moreover, it appears that wage changes in the
unorganized sector are generally larger, in the customary range of the national
unemployment rate, than organized sector wage changes. (Compare Tables 3.17 and
3.18 or Figures 3.19 and 3.20.) Although factors other than the degree of unionization
may be important in explaining this result, the evidence again does not point to a
large amount of autonomous trade union pushfulness in Canada.

Like Reuber, Vanderkamp chose not to use a simple mark-up equation to ex-
plain price level formation and thus to determine a trade-off relationship for
Canada. Instead, his estimated price change relationship allows one to express
(after the elimination of the lagged dependent variable through the assumption that
consumer prices change at a constant rate over time) the rate of change of the
Consumer Price Index as a linear function of the rate of change of wages in the
organized sector, the rate of change of unorganized sector wages, and the rate of
change in import prices. If, in addition, one assumes that organized sector pro-
ductivity rises at the rate of 2.5 per cent annually and that there is no change in
the rate of unemployment over time, one can then derive a trade-off relationship

1 This conclusion is somewhat qualified by the fact that there appears to be a relatively
large transient effect of changes in the reciprocal of the unemployment rate on unorgan-
ized sector wage increases.

? Vanderkamp, op. cit., p. 203.
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for Canada.! This relationship is presented in Table 3.19 below and in Figure
3721

Table 3.19

Trade-Off Relationship for Canada, 1946-62
(Vanderkamp)

Annual Percentage Change in the Consumer Price
Index Associated with an Annual Percentage In-
crease in Import Prices of:

Unemployment Rate
(Per Cent of
Labour Force)
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These estimates suggest that, in the absence of any change in import prices,
complete price stability (a zero rate of change of the domestic Consumer Price
Index) can be expected to occur only at an unemployment rate of 8.5 per cent. On
the other hand, if a 3 per cent rate of unemployment were to be maintained, the
expected rate of change of consumer prices is 1.9 per cent per year, again under
the assumption of no change in the level of import prices. A further (permanent)
reduction in the rate of unemployment, say to 2.5 per cent, might be expected to
induce an appreciable increase in the rate of inflation (to a rate of 3.9 per cent per
annum with a zero rate of change in import prices). The expected rate of change of
the domestic price level is quite insensitive to the rate of unemployment for higher

values of this variable, but the sensitivity increases markedly at lower levels of the

unemployment rate. The Vanderkamp trade-off curve lies above that estimated by
Reuber for high rates of unemployment, but the Reuber curve rises more rapidly
as the rate of unemployment is reduced. In consequence, the predicted rate of
inflation is greater for the Reuber trade-off curve, at very low values of the unem-
ployment rate.

It is also apparent that, accordingto the Vanderkamp trade-off relationship,
the predicted rate of increase of the domestic price level is also responsive to the
rate of change of international prices. An increase in the annual rate of change of
import prices of one additional percentage point may be expected to induce an

! The mathematical derivation is presented in the Appendix. It is interesting to note the
paradoxical result that the predicted rate of change of consumer prices, according to the
derived trade-off relationship, varies directly, not inversely, with the rate of growth of
labour productivity in the organized sector. (This sort of possibility was discussed in
Chapter 2 above; it presumably arises because the price-damping effects of a fast rate of
(long-term) productivity growth are not captured in the estimated price level formation
equation. Vanderkamp also notices this effect, attempts to explain it away by his view
of the productivity change variable as a proxy for additional excess demand for labour,
and points out that, in any case, the quantitative effect is small.
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additional increase of 0.49 of a percentage point in the annual rate of change of the
Canadian Consumer Price Index. Thus, if import prices were to increase by 3 per
cent annually, a 3 per cent rate of unemployment might be expected to induce a

3.3 per cent per year rate of domestic inflation, while a 6 per cent rate of unemploy-
ment would be associated with a 1.9 per cent annual increase in consumer prices.
It is interesting to observe that Vanderkamp’s results suggest that the rate of
change of the domestic price level is slightlv less sensitive to changes in import
prices than do Reuber’s estimates. However, both sets of results agree that,
should foreign prices increase by 3 pet cent annually, there is no rate of unem-
ployment within the observed range which might be expected to be associated with
complete stability (a zero rate of change) in the domestic price level.

6. International Comparisons

In concluding this survey of the existing literature, one can compare syste-
matically the wage adjustment relationships for the various countries that have
been studied. Most of these comparisons are rather tentative: the variation in
periods of study, techniques of estimation (in the broadest sense), and underlying
data preclude a high degree of precision. The result of such differences is apparent
in our tables presenting the international comparisons: often differences in the
estimates for a single country are as great as the discrepancies across countries.
Nevertheless, it seems worth-while to form some tentative picture of the differences
in the wage adjustment relationships for the various countries for which we have
estimates. In Chapter 8 below, we return to the question of international comparisons,
employing the approach applied to the Canadian economy in Part II below.

Visual comparisons of the various wage adjustment relationships examined in
this Chapter can be made, on a rough and ready basis, from Figures 3.2 through
3.20 (excluding Figure 3.18). Tables 3.20 and 3.21 present, as a single body of
information, some salient features of these wage adjustment equations. Columns
(3) and (4) present some estimates of critical unemployment rates, while columns
(5) through (8) give the estimated rates of wage change under selected assumptions
regarding the level of unemployment and the rate of change of the price level. Table
3.20 utilizes each country’s own definition and measurement of unemployment;
Table 3.21 presents estimates of the same conceptual magnitudes as those of Table
3.20, with unemployment rates standardized (as nearly as possible) to a North
American basis. The adjustment factors employed are those based on Myers’ esti-
mates and given in Table 3.1 above, except for Japan where the adjustment factor
is the one suggested by Klein and Shinkai. Most of the discussion will focus on
Table 3.21, as this adjustment procedute is believed to be better than no adjustment
at all.?

The level of unemployment required to hold the rate of rise of wages to 2 %

per cent per annum appears to vary considerably from country to country. This
critical unemployment rate, which can be interpreted as the unemployment rate

! No adjustment factor is available for Belgium, which is therefore not included in Table
8241
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Figure 3.15
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Figure 3.19
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Figure 3.20

WAGE ADJUSTMENT RELATIONSHIP

Change in Wages (%)

Figure 3.21

TRADE-OFF CURVE FOR
CANADA (1946-62):

VANDERKAMP
P
8r
G-—
4.—
2k
-
L
0 2 4 s

Unemployment (%)

FOR CANADA, UNORGANIZED
SECTOR (1946-62):

YANDERKAMP
W
8r—
g P=3
|
4 .
E P-0
2’_

L1t 1+t ju
0 2 4 6 8

Unemployment (%)

69



Table 3.20

A Comparison of Wage Adjustment Relationships
(Unodjusted Unemployment Rates)

Annual Rate

Annual Rate of Change in Wages

of Unemployment Associated
Associated with a INSsociated with a
Percentage Change FithuNG 3 Per Cent
in Wages: Change in per Year
Bital v Prices and an (.:hange in
Conntels Equal to ynemployment Prices and an
& 2% Rate of: Unemployment
Own
. .. Per Cent Rate of:
Source of Productxvxty ¢ o
Country Estimate Growth Rate P€ 3% 6% 3% 6%
(1) (2) 3) 4) (5) (6) )] (€)]
Britain ...... Phillips 2.3 2.1 1.2 -0.1 - -
(1861-1913)
Britain ...... Lipsey 1.8 1.7 1.0 0.8 3.1 2.9
(1923-39,
1948-57)
Britain ...... Klein & Ball 2.1 2.0 -1.0 -11.0* 1.3 ~8. 7%
(4th quarter,
1956)
Britain ...... Dicks-Mireaux & - 2.0 - - - -
Dow (1950-56)
United States Samuelson & Solow = 5.5 - - - -
(Post-War)
United States Bhatia 7.5 8.0 4.4 3.2 6.3 5.2
(1948-58)
United States Bowen & Berry 7.8 8.2 5.4 3.7 - —
(1948-58)
United States Klein & Bodkin 5.4 5.6 4.4 2.3 5.5 3.4
(1948-57)
United States Perry 6.0 6.6 5.2 2.7 6.3 3.8
(1947-60)
West Germany Klein & Bodkin 2.0 32 3.2 -6.2*% 4,7 -4.6%
(1st quarter,
1960)
France ...... Klein & Bodkin 152 1.7 - - - -
(1st quarter,
1960)
Belgium ..... Klein & Bodkin - 4.7 6.6 -0.5 8.8 1.6
(1st quarter,
1960)
Japany s aev-rre Klein & Shinkai 1.0 1.4 - - - -
(1930-59)
Canada...... Klein & Bodkin 5.2 5.6 6.2 1.9 8.4 4.0
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Table 3.20 (Cont'd)

Canada...... Kaliski 6.5 10.0 5.1 347 5.9 4.1
(1946-58)

Canada...... Reuber 4.4 557) 5.0 2.0 6.9 3.9
(1949-61)

¥ There is reason to suspect that the wage adjustment relationship is not linear at rates of unemploy-
ment over 4 or 5 per cent. Thus the large rate of wage decline indicated by the estimated relation~
ship at higher levels of unemployment would not be relevant,

‘‘required’’ for complete price stability if one assumes stable shares and a
productivity growth rate of also 2 ', per cent per annum, is shown in column (4) of
Tables 3.20 and 3.21. According to these estimates, only Germany, France, and
Britain can expect to have moderate rates of wage increases (and hence price
stability) at equivalent North American unemployment rates of 4 per cent or less.
Japan and Canada appear to require an unemployment rate in the range of 5 or 6
per cent (excepting Kaliski’s dissenting estimate). Although the estimates of this
critical rate vary widely for the United States, the median estimate is Perry’s 6.6
per cent, which is the highest for all the countries surveyed.

Column (3) presents estimates of the critical rate of unemployment required
to hold wage increases to the productivity growth rate actually experienced by the
nation in question during some recent post-war period.! In general, this set of
comparisons alters the picture very little. Germany, France, and Britain can still
experience price stability with less than 4 per cent unemployment (under North
American definitions), although the critical unemployment rate for France now
falls below that of Britain, due to faster productivity growth in the former country.
Due to extremely rapid productivity growth in Japan, the critical unemployment
rate moves very close to the 4 per cent rate, suggesting that this factor may have
been a mitigating influence in the conflict between the objectives of high employ-
ment and stable prices, for the Japanese economy. The median critical rates for
Canada and the United States fall slightly with the assumption of a marginally
faster growth of labour productivity, but the rates of unemployment required for
price stability under the above assumptions still appear to exceed 5 per cent. The
distinct impression of a conflict of objectives, for the two North American economies,
remains.

Turning to the question of the responsiveness of wage changes to variations
in the rate of unemployment, one can make these comparisons on the basis of
columns (5) and (6) [or, alternatively, (7) and (8)] of Table 3.21. A hypothetical
reduction of the unemployment rate from 6 to 3 per cent results in a very large
increase in the rate of change of wages in West Germany and Japan, with a lesser
but still very pronounced response in France. (Based on the unadjusted data, the
response in Belgium seems to be of the same order of magnitude as that in France.)

! The assumed productivity growth rates were 2.1 per cent per year for Britain, 2.7 per
cent per year for the United States, 3.1 per cent per year for Canada, 5.4 per cent per
year for France, 6.2 per cent per year for West Germany, and 8.3 per cent per year for
Japan. These figures represent geometric averages of the growth of output per man-hour
in manufacturing over the period 1950-61 (except for Japan, where the period is 1954-61).
The data were taken from G.L. Reuber’s Working Paper for the Porter Commission (The
Objective of Monetary Policy [Ottawa: Queen’s Printer, 1962], p. 76).

7l



Table 3.21

A Comparison of Wage Adjustment Relationships
(Unemployment Adjusted to a Common Definition)

Annual Rate
of Unemployment

Annual Rate of Change in Wages

Associated with Associated Afsso‘:iated
a Percentage withiNo with a 3 Per
Change in Wages: Change in Cent per Year
. Change in
Equal to SR Prices and an
, Equalto Unemployment
Country’s 2, : Unemployment
o 2 Rate of: e o
.. Per Cent ateg ot
Source of Productivity P
Country Estimate Growth Rate 3% 6% 3% 6%
1 (2) 3) 4) (5) (6) N (8)
Britain...... Philips 3.5 3.2 2.8 0.5 = —x
(1861 -1913)
Britain ..... Lipsey 2.7 2.6 1.7 0.9 357, 3.0
(1923-39,
1948 -57)
Britain, creve Klein & Ball 3.2 8.0 2.4 4.2 4.7 -~1.9
(4th quarter, 1956)
Britaif ooerls Dicks-Mineraux & = 3.0 = = = =
Dow (1950 -56)
United States Samuelson & ™= 5.5 = = - wat
Solow (Post-War)
United States Bhatia 7.5 8.0 4.4 3.2 6.3 5.2
(1948 -58)
United States Bowen & Berry 7.8 8.2 5.4 &7/ - -
(1948 -57)
United States Klein & Bodkin 5.4 5.6 4.4 2153 .8 3.4
(1948 -57)
United States Perry 6.0 6.6 5:2 2Tk 6.3 3.8
(1947 -60)
West Germany Klein & Bodkin 1.5 2.4 -0.3 ~13.1* 1.2 -11.6%
(1st quarter, 1960)
France ..... Klein & Bodkin 2.3 3.2 3.1 -5.8% 3.5 -5.4%
(1st quarter, 1960)
Japan; ssgmaw:s Klein & Shinkai 4.2 5.5 133 0.5 15.5 2.8
(1930 -59)
Canada ..... Klein & Bodkin 5.2 5.6 6.2 1.9 8.4 4.0
(1st quarter, 1960)
Canada ..... Kaliski 655 10.0 5.1 8% 5.9 4.1
(1946 - 58)
Canada ..... Reuber 4.4 552 5.0 2.0 6.9 3.9
(1949-61)

*There is reason to suspect that the wage adjustment relationship would not continue to be linear,
in this range of the unemployment rate,
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The sensitivity of wage changes to variations in the unemployment rate appears to
be much less in Canada and in Britain, while the median estimate for the United
States (Klein-Bodkin) suggests that this sensitivity is lowest in that country.!

Finally, a comparison of columns (5) and (7)[ or (6) and (8) ] in Table 3.21
suggests that the rate of change in wages is least responsive to variations in the
rate of change of consumer prices in France, somewhat more responsive in the
United States and West Germany, and still niore responsive in Britain and in
Canada (again largely discounting Kaliski’s dissenting estimate). The greatest
sensitivity of wage changes to changes in workers’ cost of living appears to be
found in Belgium and Japan.?

Such comparisons inevitably prompt one to ask why the wage adjustment
relationships and the price-change-unemployment trade-offs differ from one
country to another. A comprehensive answer to this question would constitute a
study in itself. The various factors entering the explanation can be readily iden-
tified, however, They are the same general factors which determine the shape
and position of the trade-off curve within one country and which account for shifts
in this relationship, as described in Chapter 2.

One major difference isthe ¢

‘openness’’ of the different economies to inter-
national influences and the structure of each country’s international economic
relationships. Foreign trade plays a much smaller role for the U.S. economy than
for any of the other countries under consideration. At the same time, it is evident
that the Canadian economy is very closely tied through both trade and factor
movements to developments in the United States, while the continental European
economies are more closely tied to each other. Consequently, it is hardly surprising
that the wage-change-unemployment relationship and the inflation-unemployment
relationship for the United States should differ from those of the other countries
considered; that the estimated relationships for Canada should bear some resem-
blance to those for the United States; that the estimated relationships for continental
European countries should resemble each other; and that those for Britain and Japan
should have certain peculiarities of their own.

Secondly, it is evident that the countries in question differ considerably as far
as the efficiency and the structure of their domestic markets are concerned. One
obvious point of difference is the power of the trade unions, which varies considerably:
they are probably strongest in Britain and weakest in West Germany and Japan.
Moreover, business competition in domestic markets may also vary considerably

-

Our work in Chapter 8 suggests that the great responsiveness of wage changes to
variations in the rate of unemployment for France and Germany is mainly confined to very
low values of the unemployment rate. In turn, this suggests that intermnational compari-
sons which are based on an assumed linear influence of the unemployment rate may be
somewhat misleading if a large proportion of the observations underlying the estimated
wage adjustment relationship are drawn from conditions of very low unemployment rates.
This point would appear to apply to Japan as well.

~

One should recall that point (discussed in footnote 1 on page 56) that the French results
may reflect imperfect data as much as (or even more than) a true characteristic of the
French economy. Also, the Klein-Bodkin and the Watanabe estimates of the Japanese
price change coefficient suggest that the responsiveness of Japanese wage changes to
variations in Japanese price changes is much lower and approximately of the same order
of magnitude as in the United States.

73




among these countries. In addition, the differences in the geographic size of the
countries under review, the interregional mobility of labour within each country, the
compactness of the domestic market, and possibly the seasonality patterns of
unemployment in the various countries may have an influence on the relationship
between wage changes and unemployment and hence on the relationship between
price level changes and unemployment.

Thirdly, the average or normal rate of productivity growth differs considerably
from country to countty for various reasons which cannot be considered here.
This has a direct effect on the inflation-unemployment trade-off relationship, as
we have seen. The normal rate of productivity growth will determine the rate of
increase in money factor prices that can be absorbed without raising final prices.
However, there may be an offsetting effect of a high rate of productivity growth
on the wage adjustment relationship; this possibility was discussed in Chapter 2
above. For this reason, the unemployment rates in column (3) of Table 3.21 are
better estimates of the critical rate of unemployment ‘‘required’’ for price level
stability than the column (4) values. It is interesting to note that the three
countries with high productivity growth rates (France, Germany, and Japan)
experienced relatively little conflict between the goals of high employment and
price stability. On the other hand, the United States and Canada, which are both
countries with relatively low productivity growth rates, would seem to have
experienced considerable conflict among these objectives.?

Finally, the differences in the wage-change-unemployment relationship and
the inflation-unemployment trade-off relationship may reflect differences in the
policies adopted in the countries in question, differences in the effectiveness
of these policies, and differences in popular expectations and in attitudes based on
past experience. For example, the continental countries generally seem to fear
mild inflation less than the two North American countries; their monetary and
fiscal policies have differed considerably as have their international economic
policies.? Another example is provided by differences in wage bargaining tactics
adopted by the British trade unions under the post-war Labour government and under

later Conservative governments. In addition, a further set of differences which may
be important relates to immigration policies and foreign investment policies. The
fact that the West Germany economy seems subject to such mild inflationary
pressutes at or even beyond North American standards of full employment may be
attributable in part to policies encouraging the temporary immigration of Spanish,

! In the case of Britain (the third country with a low productivity growth rate), the apparent
absence of a conflict between the goals of high employment and price level stability may
merely reflect the difficulties encountered in transforming British unemployment rates
into comparable North American values, particularly with regard to a target rate for
economic policy. It is interesting to observe that A.W. Phillips (in ‘‘The Relation
Between Unemployment and the Rate of Change in Money Wage Rates in the United
Kingdom, 1861-1957,’’ op. cit.) considered a 2 per cent, rather than a 2% per cent, per
year rate of increase in money wages to be non-inflationary. This point of view was
followed in the summary discussion of the results of Phillips’ study, in Section 2
above.

»

The presence or absence of an incomes policy is an obvious instrument which might
well have an influence on the wage adjustment and trade-off relationships. This possi-
bility is examined in some detail in Chapter 8 below.
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Italian, and Greek workers in occupations experiencing a labour shortage, as well
as to the heavy inflow of migrants from East Germany.

In short, there are many reasons why one should expect the wage-change-
unemployment and the price-change-unemployment relationships to differ from
country to country. Indeed, one would be very surprised to find the opposite result.
At the same time, if one takesthe underlying features of an economy as given, it
is interesting to compare the relationship between unemployment and changes in
the price level (or between wage changes and unemployment) for various countries.
Such a comparison might suggest how these relationships could be altered. More
importantly, perhaps, such differences among countries have an important bearing
on international economic relationships and on the entire issue of policy harmoniza-
tion among nations.!

! A suggestive discussion of the problems arising in this context is presented in an as
yet unpublished paper by Harry G. Johnson, ‘‘Some Aspects of the Theory of Economic
Policy in a World of Capital Mobility’”’ (mimeographed, 1965).
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APPENDIX

Mathematical Presentation of the Estimated Relationships

In this Appendix, a mathematical restatement of estimated relationships
(generally wage adjustment relationships), which have been presented in the text
verbally, graphically, and with tables, is given. The sources of these relation-
ships are not repeated, asthis information may be found in the footnotes of the
text. In some cases, both the author’s original equation and a transformed version
of it are presented; in all cases, the transformed variant was computed to facilitate
comparisons with the relationships estimated by other investigators. The symbols
employed in this Appendix have slightly different meanings from study to study,
depending upon the statistical series selected by the particular investigators;
however, there is a broad continuity in the choice of symbols. Thus, w always
represents the money wage (per unit of labour), U the rate of unemployment, and
P a price level for the domestic sector of the economy in question. The dot symbol
over avariable (as in w) always denotes a relative or percentage rate of change,
while the symbol A represents an absolute change in the variable under considera-
tion from an earlier period to the current period.

1. A.W. Phillips, ‘“The Relation between Unemployment and the Rate of
Change of Money Wage Rates in the United Kingdom, 1861-1957"’

Some symbols may be introduced. Let w, represent the index of hourly wage
rates at year t (constructed by Phelps-Brown and Hopkins)! and let U, be
unemployment as a percentage of the labour force during year t. Then w, is the
percentage rate of change of money wage rates at time t, measured as a first central
difference. This variable is defined by the formula:

w = Wi
(3.1) S L 2 R ()

2 w,
Phillips fitted a function of the form:

22) w,+a=bUS’S

The constants b and ¢ were estimated by the method of least squares; Phillips
used the subgroup mean values of the w, and U, variables for unemployment
rates in the range between 0 and 5 per cent. The constant a was chosen by trial
and error to make the estimated relationship pass as closely as possible to the
remaining subgroup mean values of the w, variable, which lay in the range of the
unemployment rate between 5 and 11 per cent.

! This index of hourly wage rates refers to selected occupations in a number of major
industries and so it may be considered to be an economy-wide wage level.
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For the period 1861-1913, Phillips obtained the following relationship:
(3.3) W, + 0,900 = 9.638 U, ~1-394

Alternatively, this equation may be written:

(3.4) log (w, + 0.900) = 0.984 — 1.394 log U,

where the symbol ‘‘log’’ denotes the logarithm to the base 10 of the succeeding
variable.

2. Richard G. Lipsey. ‘‘The Relation between Unemployment and the Rate
of Change of Money Wage Rates in the United Kingdom, 1862-1957: A Further
Analysis’’

As with Phillips’ study, the exposition may start with a definition of symbols.
Let w, denote the money wage rate, U, unemployment as a percentage of the labour
force, and P, the retail price index for Britain. (The subscript ¢ represents a time-
dating of the variable in question.) Lipsey employed basically the same data as
Phillips; consequently, the wage concept refers to the economy as a whole. As
before, the ‘‘dot’’ symbol represents a percentage rate of change, expressed as a
first central difference; for example,

Ut+1‘Ut—-1

2T, 100

(3.5) U, =

For the period 1923--39 combined with 1948-57, Lipsey obtained the result:

(3.6) w, =074+ 043 U_ + 11.18 U + 0.038 U, + 0.69 P,
(2.10) (6.00) (0.012) (0.08)

This equation was estimated by the use of least squares regression. The numbers
in parentheses under the regression coefficients are the associated standard

errors. The coefficient of multiple determination (R?) was 0.91; corrected for
degrees of freedom, this statistic became 0.89. The saquared partial correlation
coefficients for the explanatory variables, U, U,, and P,, were 0.38, 0.30, and 0.76,
respectively. In addition, there was no evidence that the computed residuals of

this relationship were significantly autocorrelated, at the 5 per cent level of
probability, for lags of one, two, orthree periods.

3. L.R. Klein and R.J. Ball, ‘“Some Econometrics of the Determination of
Absolute Prices and Wages’’ [based on British data]

Let w, be a quarterly average of weekly wage rates for the economy as a whole,
expressed as an index number, let u, be an index of the absolute level of
unemployment, and let P, be a quarterly index of the consumer price level. F, is a
dummy variable which is zero for all quarters before the first quarter of 1952 and is
unity during that quarter and afterwards. (This variable was introduced in order to
capture the wage adjustment aspects of a more aggressive attitude on the part of
the trade unions, in response to the change from a Labour to a Conservative gov-
ernment.) Klein and Ball provided for seasonal adjustment in the regressions
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themselves; the Q, variables are seasonal dummies, equal to unity in the i—th
quarter and otherwise equal to zero. (There are three such dummy variables
defined; that is, i = 1, 2, 3. When the fourth quarter is under consideration, all
three of the Q; dummy variables are zero; since this can only occur during the
fourth quarter, this condition identifies an observation as occurring during the
fourth quarter). For all the variables which are index numbers, the base period is
the first quarter of 1948. As before, the time subscript + indicates the particular
time period (in this case, the quarter) to which an observation on a variable
belongs. The symbol A represents the absolute change in a variable between the
current quarter and four quarters previously (i.e., the same quarter of the preceding
year),

Using the technique of limited information maximum likelihood estimation,
Klein and Ball estimated the following relationship:

(1.41) (0.013) 4

0.854 [(pt = Pt-—4) + (Pt—l = pt—S) A (Pt—2 = Pee) #
(0.092) 4

(Pis = Py) |+ 2.90F, + 0.10 Q0+ 0.30 Qq+ 0.19 Qg
21 (0.40) (0.57) (0.57) (0.57)

(3.7 AW = Wy = Wiy = 1026 = QL0867 [ut U tUp + ut—sjl

+

The period for which this relationship was fitted was the 36 quarters between the
first quarter of 1948 and the fourth quarter of 1956. The coefficient of multiple
determination, adjusted for degrees of freedom, was 0.87. As before, the numbers
in parentheses are the standatd errors of the associated parameter estimates.

It is desirable to put this relationship in a form comparable to the other
wage adjustment relationships. To do this, additional information is required. Let
the symbol LF, denote the labour force at time t. From the larger monograph
describing the British econometric model,* the level of LF, for the fourth quarter
of 1956, in index points with the first quarter of 1948 as a base, was 107. For the
fourth quarter of 1955, the (index) values of w, and P, were 132 and 146, respec-
tively. Finally, the unemployment rate (u, as a percentage of LF,) was 2.0 in
1948. This is enough information to transform equation (3.7) so that, ignoring time
lags within one year, one obtains the following relationship for the fourth quarter
of 1956:

Aw, . 100 _ u, . 100
(3.8) <E = 9.014 - 3.335 TF, b

0.7721 <—Ai— . 100)
m

! L.R. Klein, R.]. Ball, A. Hazlewood, and P. Vandome, An Econometric Model of the
United Kingdom (Oxford: Basil Blackwell, 1961).
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4. L.A. Dicks-Mireaux and j.C.R. Dow, ‘‘The Determinants of Wage
Inflation: United Kingdom, 1946—1956"’

Let W, be a ratio expressing the relative change in the economy-wide wage
rate between corresponding quarters of successive years, and let P, be a similar
ratio expressing the relative change in the retail price index, with an average time
lag of 4 ¥ months. The symbol d, denotes a measure of the level of the excess
demand for labour (which is based on both unemployment and vacancy statistics);
this variable also is constructed with an average time lag of 1% quarters. As
before, the t subscript measures time, here in quarterly intervals.

Using a least squares regression with the period between the fourth quarter
of 1950 and the fourth quarter of 1956 as the sample period, Dicks-Mireaux and
Dow estimated the following relationship:

_0.52 3.64
(3.9) W, = 1.026 B, 7 d;

Alternatively, this equation may be written:

(3.10) log %, = 0.011 + 0.52 log P, + 3.64 logd,
(0.001) (0.05) (0.40)

where, as before, the symbol ‘‘log’’ denotes the logarithm to the base 10 and the
numbers below the estimated regression coefficients, in parentheses, are the
associated standard errors. The coefficient of multiple determination was 0.89

5. Paul A. Samuelson and Robert M. Solow, “‘Analytical Aspects of Anti-
Inflation Policy’’ [U.S. data]

Samuelson and Solow present a scatter diagram between  and U,. Here w,
represents the annual percentage change in average hourly earnings in manufac-
turing (the wage series includes supplements), while U, denotes the percentage of
the labour force unemployed. No mathematical formulation of the implicitly estimated
wage adjustment equation is given. Nevertheless, it seems apparent from their
scatter diagram that the correlation between the two variables is not high.

6. Rattan J. Bhatia, ‘‘Unemployment and the Rate of Change of Money Earnings
in the United States, 1900-1958”’

Let U, denote unemployment as a percentage of the labour force at time t, and
let w, represent the annual percentage change in money hourly earnings in the
manufacturing sector at time t, exptessed as a first central difference. The ‘‘dot”’
operator, which is also applied to the U, and the P, (Consumer Price Index of the
U.S. Bureau of Labor Statistics) variables, has an identical interpretation for both
variables; for example, U, may be expressed by the following formula:

Uppr - U

100
20,

(3.11) U, =
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Using the period 194858, Bhatia computed the following least squares regression:

(3.12) w, =546 -~ 0.37 U, - 0.02 U, + 0.64 P,
(0.47) (0.03) (0.28)

The numbers in parentheses below the estimated regression coefficients are the
corresponding standard errors: these indicate that the coefficients of both the U,
and the U, variables do not differ significantly from zero, at conventional levels

of statistical significance. The coefficient of multiple determination, for equation
(312 ras0.51

7. William G. Bowen and R. Albert Berty, ‘‘Unemployment Conditions and
Movements of the Money Wage Level’’ [based on U.S. data]

Let w, represent the average hourly earnings of production workers in manu-
facturing industries during year t, and let U, be the percentage of the civilian labour
force unemployed during the same period. Bowen and Berry have assumed that all
of the annual data refer to the middle of the calendar year and that consequently
their wage change variable, w,, refers to the beginning of the year. This variable is
defined as:

Wy W
We—1

(3.13) o=

The unemployment variable utilized in the regressions, ﬁu is also centred on the
beginning of the year by averaging the current and the preceding values of this
variable; thus,

(3.14) U, =% .

Finally, AU is the absolute change in the unemployment rate or U, — U,_,. Bowen
and Berry’s estimated wage adjustment relationship, for the period 1948-58, is:

(3.15) w,=7.09- 0.56 U,- 0.81 AU,, R’=0.66
(0.36)  (0.22)

As before, the numbers below the computed regression coefficients in parentheses
are the associated standard errors.

8. Lawrence R. Klein and Ronald G. Bodkin, ‘““Empirical Aspects of the Trade-
Offs among Three Goals’’ [U.S. wage adjustment relationship)

Let w, be the annual rate of economy-wide money wage payments (per man-
year, for a standardized working year) during the t-th quarter, and let u, be the
absolute level of unemployment at the time t. P, is the implicit deflator of
personal consumption expenditures, at time t , from the GNP accounts, and the
variable t is a chronological listing of quarterly periods, in unit intervals, with t
equal to unity in the first quarter of 1946. For the post-war period running between
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the first quarter of 1948 and the fourth quarter of 1957, Klein and Bodkin estimated
the following relationship:

(3.16)  w,-w,,=199.1~0.045 \:“t bl : Q=2 F “M]

"5 88 [I:pt -Py+P -P s+ Py -Pig+Ps-Pey
' 4

+ 1.60 t.

As was the case with the Klein-Ball relationship, this equation can also be
transformed into a relationship with the percentage change in money wages as the
dependent variable and the unemployment percentage and the percentage change in
the consumer price level as the independent variables. To do this, one must specify
a time date and obtain some additional information on the other variables. The first
quarter of 1960 was selected; t was equal to 57 in this quarter. Let LF, denote
the labour force at time t; for the first quarter of 1960, LF, was equal to approxi-
mately 70 million workers. Finally, for the first quarter of 1959, approximate
values for w, and P, were, respectively, $4,500 and 108.2. Ignoring time lags within
a year, one can utilize this information to transform equation (3.16) as follows:

‘Nt - W4
(3.17) <T . 100) 6.451 - 0. 700<LF >

+ 0.3749 Sl — 100)

Py

9. G.L.. Perry, “The Determinants of Wage Rate Changes and the Inflation-
Unemployment Trade-off for the United States’’

Let w, be the straight-time average hourly earnings of production workers in
the manufacturing sector during the t-th quarter, and let P, be the Consumer Price
Index of the U.S. Bureau of Labor Statistics at time t. The dependent variable
w, is expressed as a percentage change over the same calendar quarter one year
earlier; thus,

(3.18) W =t —Yed | 0
Wi—q

lst_, represents the average annual percentage change in the Consumer Price
Index, with a one-quarter lag. The formula for this variable is:

. = P -P _
(3.19) , . =% \:E%}:l 166, 2 =2 t=3 . 100
_ t—3
g Rt~ Peg qqq, BedsBuk, o0 .
-
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Let U, represent an average of unemployment as a percentage of the labour force
for the current and preceding three quarters, and let R,_, be the level of after-tax
corporate profits as a percentage of stockholders’ equity, expressed as an average
of the values for the immediately preceding four quarters. (Hence, as the symbols
imply, a one-quarter lag is built into this variable.) Finally, AR, is the first dif-
ference (presumably from quarter to quarter, although Perry is not explicit on this
point) of the R, series.

For the period between the first quarter of 1947 and the third quarter of 1960,
Perry estimated the following wage adjustment relationship:

(3.20) W, =-4.313+ 0.367 P,_, + 14.711 U, + 0.424 R,_,
(0.054) (2.188) (0.068)
+ 0792 ARy,
(0.176)

where, as before, the numbers in parentheses are the associated standard errors
and where the coefficient of multiple determination (R?) is 0.870. It should be
observed that the rate of unemployment enters the wage adjustment equation as a
reciprocal, which implies a nonlinear influence for this variable,

10. Klein and Bodkin, ‘““Empirical Aspects of the Trade-Offs among Three
Goals’’ [wage adjustment equations for West Germany, France, Belgium, and
Canada]

Some symbols may be defined. Let w, be the money wage payment to a unit
of labour in the t-th quarter, and let P be the level of a Consumer Price Index at
time t. U, is unemployment during the t-th quarter as a percentage of the labour
force, and the time trend variable, t, is equal to unity during the first quarter of
1952 and increases by ont unit for each quarter elapsed since that date. The
‘“‘dot’’ symbol will represent the percentage change, for the variable in question,
between the current quarter and the corresponding quarter of the previous year;
for example, one would have:

W= Wiy

(3.21) I . ()

Wi—q

The general format of the wage adjustment equations estimated by Klein and Bodkin,
for their international cross-section, was:

. L0/ () ST (R T )
(3.22) W:=8+ﬁ[‘ t14 t—2 t3]
+VY [p‘+P“1+pt—2+pt—3]+ 5t
4

where a, 3, y, and § represent parameters.

Employing the technique of least squares regression for a sample period of
the quarters between the first quarter of 1952 and the fourth quarter of 1959, Klein
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and Bodkin obtained estimates of the regression parameters for seven countries,
four of which are presented in Table 3.22 immediately below. For these regressions,
the coefficients of multiple determination are all high (0.56 or over), except for

the regression with French data, where this measure is 0.30. All of the individual
regression coefficients are statistically significant with conventional tests, except
for the price change coefficient for France. For thetabular and graphical presen-
tations in the text, it was necessaty to select a time date and so to fix the value of
the time trend variable; the first quarter of 1960, for which t was equal to 33, was
chosen.

Table 3.22

Estimates of the Parameters of the Wage Adjustment Equation, West Germany,
France, Belgium, and Canada, Quarterly Data, 1952-59

Coefficient of the Coefficient of the Time
Constant .
Unemployment Per- Percentage Price Trend
Country Term ; . e
centage Variable Change Variable Coefficient
(@ (3) ) ®
West Germany .. 824617 -3.12 0.51 -0.61
Biranéel ey olslsaens 19.01 -5.75 0.12 -0.21
Belgium ....... 23.06 -2.39 0.70 -0.28
Canada...eves. 8.00 -1.44 0.71 0.077

Source: Klein and Bodkin, op. cit., p. 397.

11. L.R. Klein and Y. Shinkai, ‘‘An Econometric Model of Japan, 1930-59”’

In their econometric model of the Japanese economy, Klein and Shinkai
included a wage adjustment equation. In equation (3.24) below, w, represents the
average wage per man for the nonagricultural sector of the economy at time t in
thousands of current yen, while P, is the implicit deflator of Gross National Product
for year t. (P, is an index number, of course; the base period for this index was
1934.) U, is unemployment (as measured in the Japanese statistics) as a percentage
of the labour force. Finally, in equation (3.24), the ‘“dot’’ symbol will represent
the percentage change of the variable in question, between the current and the
preceding year; for example, P, may be expressed symbolically by the following
equation:

pt* pt—l

-100-
pt—l

(3.23) P, =
Klein and Shinkai employed annual data for the split sample period 1930-36
and 1951-58, making use of the method of two-stage least squares as their tech-

nique of parameter estimation. The resulting Japanese wage adjustment equation
was:

(3.24) W, = 26.0 - 16.98 U, + 0.746 P,
(10.8) (0.183)

where, as before, the numbers under the computed regression coefficients, in
parentheses, are the associated standard errors of these parameter estimates. The
coefficient of multiple determination was 0.64.
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12. S.F. Kaliski, ‘“The Relation between Unemployment and the Rate of Change
of Money Wages in Canada’’

Let w, be an annual average of current dollar weekly wages and salaries, for
an industrial composite (hence this series refers to the nonagricultural segment of
the economy). Let U, be the average annual percentage of the labour force unem-
ployed; and let P, be the index of consumer prices. As before, the subscript t
denotes a time date; in the case of Kaliski’s study, the unit of time was the year.
Finally, the ‘‘dot’’ symbol represents the percentage rate of change of the variable
in question, expressed as a first central difference; thus, for example, one can
write:

Ut+1 i Ut—l

3.25 -
( ) L PfLe

.100.

For the period 194658, Kaliski estimated the following wage adjustment re-
lationship, by the method of least squares:

(3.26) W, =1.38+ 11.18 U, - 0.020 U, + 0.27 P,
(2.43) (0.012) (0.09)

As before, the numbers in parentheses are the standard errors of the corresponding
regression coefficients. The coefficient of multiple determination was 0.92.

13. G.L. Reuber, ‘““The Objectives of Canadian Monetary Policy, 1949-61"

Let w, be a quarterly average, for the t-th quarter, of an index of average
hourly earnings in manufacturing; let U, be the percentage of the labour force
unemployed at time t; let P, be the level of the Consumer Price Index during the
t-th quarter; and let F, be the implicit deflator of import expenditures, from the
national income accounts, at time t . Finally, two operators may be defined. The
“‘tilde”” symbol denotes the ratio of the value in the succeeding quarter to the
value in the current quarter, for the variable under consideration. The ‘‘dot’’ symbol,
as always, denotes a percentage rate of change; in this section, it denotes the per-
centage change between the succeeding and the current quarters, of the variable
in question. (Hence all percentage rates of change calculated from the equations in
this section must be multiplied by four (4) in order to make them comparable to the
rates of change generated by the other studiesreviewed in this Appendix, as the
rates of change have previously been defined as annual rates. The Reuber equations
were so converted in the text, in order to ensure comparability.) The relationship
between the ‘‘tilde’’ and the ‘‘dot’’ operators may be illustrated by the following
equation:

(3.27) 55 Wi =14+ W1 = Wee 14 Wy

Cw, W, 100

Employing seasonally adjusted, quarterly data for the period 1949-61,
Reuber estimated a number of least squares regressions. His computed wage
adjustment regression was:

(3.28) @, = 0.36028 + 0.63729 B.+ 0.04483 U,
(0.10353) (0.00994)
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The numbers in parentheses are the computed standard errors of the regression
coefficients; for this regression, the coefficient of multiple determination was
0.68. Simple algebraic manipulation of equation (3.28) yields the following
relationship in terms of the percentage rates of change of money wages and the
consumer price level:

(3.29) w, = -0.243 + 0.A3729 P, + 4.483 U, .

From Reuber’s estimated price level relationship, one canderive the following
‘‘steady state’’ equation among changes in the consumer price level, changes in
import prices, and changes in money wages:

(3.30) P, = -0.370 + 0.42163 F, + 0.51910 w, .

One can combine equations (3.29) and (3.30) eliminating v'vt, the quarterly
rate of change of money wages. After terms are rearranged, the derived relation-
ship is:

(3.31) P, = -0.741+ 0.630 F, + 3.477 U}’

Equation (3.31) is a concrete illustration of a trade-off relationship: when a rate
of change of import prices is given, the resulting trade-off curve generates predic-
tions of the rate of change of consumer prices, at varying rates of unemployment.
Equation (3.31) can also be inverted to obtain a predicted rate of unemployment,
at given rates of foreign and domestic inflation. The illustrative trade-off curves
of Chapters 1 and 2 above were in fact based on equation (3.31).

14. John Vanderkamp, ‘‘Wage and Price Level Determination: An Empirical
Model for Canada”

Let w{ denote labour income divided by employment in the organized sector
during the t-th quarter, and let w{ represent a similar measure of average wage
earnings in the unorganized sector at time t. (It will be recalled that the organized
sector includes the mining, manufacturing, construction, transportation, communica-
tion and storage, and the public utility industries; the unorganized sector includes
agriculture, forestry, fishing and trapping, retail and wholesale trade, finance,
insurance and real estate, and other services.) Uy and U} denote the percentage
of the labour force unemployed in the organized and unorganized sectors, respec-
tively, during quarter t. (Vanderkamp’s description of his data indicates that the
unemployment rate for the organized sector only was adjusted for short-falls of
average weekly hours worked from a ‘‘full potential’’ work week.) The productivity
variable for the organized sector, R{ , is an index of output per unit of employment.
P, denotes the Consumer Price Index for the t-th quarter, and I, is the price index
of imported goods only (hence the prices of imported services are excluded). As
with the Reuber study, the rates of change of the variables are defined to be from
the preceding to the curtent quarter; thus, for example,

. pt - Pz—l

(3.32) Po=p—
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This means that all rates of change calculated from equations in this Appendix
are on a quarterly basis; in the text, the derived rates of change have been con-
verted to an annual basis by multiplication by a factor of four (4). Vanderkamp did
not use seasonally adjusted data; instead, the complications of seasonality were
taken into account by the use of seasonal dummies in the equations themselves,
as with the Klein-Ball study. (However, we shall follow Vanderkamp’s textual
exposition and incorporate the coefficients of the seasonal dummies into the
constant terms, in our presentation of his relationships.)

The estimated wage adjustment relationship for the organized sector is:

(3.33) wy=-0.745+ 7.096 1 + 0.679 P,+ 0.466 R
(2.899) y° (0.198) (0.075)

After the unemployment variable is adjusted to the national rate of unemployment,
U, (see the discussion in the text), the organized sector wage adjustment relation-
ship becomes:

(3.34) W, = -0.745 + 4.327% + 0.679 P, + 0.466 R,

t

Similarly, the estimated wage adjustment equation for the unorganized sector

1

5 ) 3
(3.35) W= 0,703 + 9.281 - 7.299 + 0.363 P,.
(2.695) UL, (2.561) UL, (0.255)

Rearranging the reciprocals of the lagged unemployment rates so that there is one
absolute level and a first difference, we obtain:

L amage [ - Lo | adedd,

u u u
Ut—l Ut—l t=2

(3.35) Wy = 00708 1089

Finally, after adjusting the sectoral rate of unemployment to the national average
rate, this equation becomes:

L 9.999 [1_ .

Ut—l |_Ut—1 Ut—2

(3.37) w¥ = 0.703 + 2.715 +0.363 P, .

The two wage adjustment relationships were estimated by the technique of
full information maximum likelihood, for the three-equation system. The price
change equation, which completes the system and which was estimated in the
same manner, is:

@38) P,=-0.018+ 0.13% § & O0B %2+ 0.150 i+ 0508 B3
(0.062) (0.086) (0.034) (0.077)
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If equations (3.34) and (3.37) are substituted into equation (3.38), one obtains a
reduced-form relationship in which the rate of change of the Consumer Price
Index is expressed as a linear function of the rate of change of productivity in
the organized sector, the reciprocals of the unemployment rate for the current and
the preceding two periods, and the lagged rate of change of the consumer price
level itself. If one assumes (after abstracting from seasonal movements) that the

unemployment rate remains unchanged over time, the reduced form of the equation
becomes:

(3.39) P, =—-0.123 + 0.712%+ 0.166 I, + 0.0719 R{ + 0.659 P

t—1 !

where the U symbol without the ‘“t”’ subscript indicates the stationary value of
the unemployment rate. If we further assume that the rate of change of the con-
sumer price level attains its ‘‘steady state’” value so that consumer prices
change by a constant rate over time, equation (3.39) reduces to:

(3.40) P - —0.361 + 2.088 %Jr 0.487 I, + 0.211 R .

(Notice that this trade-off relationship implies that consumer prices will increase
at a faster rate if the rate of growth of productivity in the organized sector were
to speed up; this paradoxical result was discussed in the text.) Finally, assuming
a rate of growth of organized sector productivity equal to 2.5 per cent per year
(0.625 per cent per quarter), we obtain the following version of the trade-off equa-
tion:

(3.41) P - -0.229 + 2.088%+ 0.487 1, .

Table 3.19 of the text is in fact based on this equation.
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PART 1

NEW EVIDENCE FOR POST-WAR CANADA




CHAPTER 4

EXTRAPOLATION OF ESTIMATED CANADIAN WAGE ADJUSTMENT
RELATIONSHIPS BEYOND THE PERIOD TO WHICH THEY WERE FITTED

1. Introduction

In the previous Chapter, we examined the results of a number of studies of
wage adjustment relationships, along with several relationships linking price
level changes to changes in wage and nonwage costs. These studies attempted to
estimate these relationships as embodied in data reflecting the performance of the
economy over a particular period of time (the sample period). Statistical analysis
of time-series data is useful for testing hypotheses and for seeing whether one’s
theoretical notions appear to be confirmed or discredited by the sample data with
which one is working. However, in fitting a relationship to data, there is always
a danger (among others) that one is ‘“forcing’’ agreement between the data and
one’s prior ideas about the relationships in question. A more stringent test of the
generality of an estimated statistical hypothesis than the conventional tests of
statistical significance, the appropriateness of the signs, the reasonableness of
the parameters and still others based on a given set of data is provided by con-
fronting a regression equation with a new body of data and seeing how well the
previously calculated results apply to this new data. In broad outline, this is
what we attempt to do in this Chapter for three of the four studies of Canadian
wage and price level relationships reviewed in the previous Chapter.?

The general plan of attack is as follows. The relationships estimated in the
Reuber, Kaliski and Klein-Bodkin studies are re-estimated for three periods:
(i) the original sample period;? (ii) the post-sample period beginning after the end
of the original sample period and ending in 1965; and (iii) the entire period encom-
passing both subperiods—i.e., original sample period and the post-sample period.
Two formal statistical tests are then made, in order to verify as objectively as
possible whether the relationship in question may be said to have shifted ‘‘per-
ceptibly’’ or ““in an important manner.’”’ In addition, each estimate is examined
to see how well the (revised) sample period relationship forecasts the dependent

! The Vanderkamp study is not re-examined in this Chapter because the sample period of
this study ends too recently — in other words, not enough quarters have elapsed since the
end of the sample period to provide for efficient testing of the stability of his relation-
ships. Moreover, a moderately large amount of research effort has to be invested in gene-
rating the data which Vanderkamp utilizes, as a careful reading of his article (especially
the appendix on the data employed) will corroborate. Consequently, in view of the limited
resources available to this study, we decided not to investigate the post-sample-period
stability of the estimated Vanderkamp relationships.

? If the reader compares the revised relationships for the original sample periods with those
obtained in the original studies, he will notice some slight discrepancies. These discrep-
ancies, which are always small, are in two cases accounted for by the choice of a slightly
different earlier sample period for which to present an *‘‘original’’ relationship, In the two
other cases, we suspect that the discrepancies are accounted for by revisions of data,
which seem to occur almost continuously.



variable after the end of the original sample period. The predictive accuracy of
the estimated relationships is compared to that of two ‘“naive’’ models, as well
as to the estimated variance of the residuals (the variance of the dependent
variable about the regression plane), for the earlier subperiod.

2. Re-examination of G. L. Reuber's Study

i. The wage adjustment equation

In “The Objectives of Canadian Monetary Policy, 1949-61,”’ G. L. Reuber
fitted a wage adjustment relationship of the form:

. =1 g
(4.1) w,=ao+ a,U; +a,Py+ vy,

where the @’s are parameters and vy, is a stochastic disturbance. For the vari-
ables of this relationship, w, is the percentage change, between the current and
the succeeding quarter, of average hourly earnings in manufacturing; U7 ! is the
reciprocal of the unemployment rate (unemployment as a percentage of the labour
force) at time t; and f’t is the change, at time t, in the Consumer Price Index. All
of the series underlying this regression were seasonally adjusted. To test the
stability of this relationship, we re-estimated it for three sample periods: the

first quarter of 1949 through the fourth quarter of 1960 (the original relationship
had been fitted to the period 1949-I through 1961-1V);, the first quarter of 1961
through the second quarter of 1965; and a ‘‘combined” sample period running from
the first quarter of 1949 through the second quarter of 1965, The results are
presented in Table 4.1 below, The parameter estimates are given by the upper
figure in the column headed by the cormresponding Greek letter with a ‘™’ symbol
above it; thus, for the period 1949-60, 4.445 is a,, the estimate of the hypothetical
parameter ;. As is conventional, the numbers under the parameter estimates, in
parentheses, are the associated standard errors of these sample regression coeffi-
cients, In the final column, the upper figure, R?, is the coefficient of multiple deter-
mination (uncorrected for degrees of freedom), and the lower figure, S, is the
estimated standard deviation of the residuals (or standard error of the estimate),
adjusted for degrees of freedom lost, The column headed by a; will be explained
below.

Table 4.1

Re-estimates of the Parameters of
G. L. Reuber's Wage Adjustment Equation

Period o & & & EiA/S
1949-1 ~0,227 4,445 0.6826 0,647
-1960-1V (1,040) (0.1084) > 0.61
1961-1 0,299 2,380 0.3346 n 0,139
-1965-11 (4.421) (0.6657) 0,41
1949- -0.190 4,314 0.6740 - 0.626
-1965-11 (0.850) (0.0982) 0.56
1949-1 ~0.181 4,290 0.6744 =000 0.626
-1965-11I (0.940) (0.0992) (0,172) 0.57
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When the two separate subperiods are compared, the first impression is
deceptive; the parameter estimates of the later subperiod are subject to a wide
variability, as indicated by the associated sampling errors.! In our view, a more
accurate picture is obtained by comparing the relationship for the earlier subperiod
with that for the total period. (This comparison is also shown graphically in
Figure 4.1, page 104.) It seems clear from this latter comparison that the relationship
did not shift much; a policy-maker who used the relationship fitted for the earlier
subperiod ashis guide for the relationship ruling during the entire period 1949-]
through 196 5-IT would not have been badly misled.

As mentioned in the introductory remarks, one needs an objective test to
determine whether there is any evidence of a shift in the relationship—subjective
judgments on this question are likely to vary unduly, even among qualified obser-
vers. Two such tests were made. For the first test, we simply added another explana-
tory variable to equation (4.1) which is fitted to the entire period 1949-I through
196511, This additional explanatory variable was a dummy which took on a value
of zero in the first subperiod and a value of unity in the later subperiod, The
dummy variable effectively shifts the constant term between the subperiods; if
significant, the coefficient of this dummy variable would suggest that the relation-
ship had shifted between the two subperiods, The coefficient of this dummy vari-
able (@3) is reported in Table 4.1. As indicated, the coefficient of this variable
is swamped by the associated standard error; consequently, there is no evidence
from this test that the relationship shifted significantly from the earlier to the
later subperiod.

Now it is quite possible that the relationship shifts from the earlier to the
later subpetiod, but that such a shift would not show up in the intercept term of
the regression plane—one or more of the slope coefficients might have bormne the
brunt of such a structural change. Thus, one wants a statistical test which tests
for a possible shift in any of the regression coefficients between the two sub-
periods examined. Fortunately, such a statistical test is available—the Chow test,
which is called after the man who developed it.

While the technical details of the Chow test are relegated to an appendix,?
the broad outline of the test may be sketched here. For the first three regressions

! Thus, if one makes a formal statistical test (which is subject to the qualifications out-
lined in footnote 2 below), there is no evidence of a significant difference in the parame-
ter estimates &1 and ¢ , between the two subperiods.

? References to more detailed descriptions of this test also appear in the Appendix. It
should be pointed out that the Chow test is based on the assumptions of the classical
linear regression model, which rule out errors in the variables, complications due to
simultaneity, and autocorrelated residuals. For the Kaliski and the Klein-Bodkin wage
adjustment relationships the estimated residuals do appear to display autocorrelation as
judged by the Durbin-Watson test statistic. This complication appears (by the same crite-
rion) to be absent from the Reuber wage adjustment equation. However, since the first two
problems are present to some degree in all three studies, there is some amount of mis-
specification in all our applications in this Chapter of formal statistical tests including
the Chow test. Thus, the results of such tests should be regarded as indicative and illus-
trative, and their precision should not be exaggerated.
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shown in Table 4.1, one can compute the sum of squared residuals. If the rela-
tionship had “‘really’’ shifted between the subperiods, in all likelihood, the sum
of the squared residuals for the relationship fitted to the total period would
greatly exceed the combined sum of the squared residuals for the separate sub-
period regressions, The Chow test, in which one computes a ratio which has the
F probability distribution under the null hypothesis,* basically tests whether the
first sum of squares exceeds the second by more than can ‘‘reasonably’’ (with
standard probabilities of committing a Type I error, i.e., rejecting the null hypo-
thesis when it is in fact true) be attributed to the operation of chance forces.

In the case of the Reuber wage adjustment equation, this test was applied
and an F ratio (with 3 and 60 degrees of freedom) equal to 0.51 was
computed. Since the ratio is less than 1.0, it is clear that it is not statistically
significant, because significant F ratios are obtained only when the mean of the
sum of squares in the numerator exceeds the denominator mean sum of squares.?
Consequently, our earlier impression of no significant shift in the parameter
estimates of this wage adjustment relationship is confirmed by this test.?

A final-and more stringent—test may be made by employing the fitted relation-
ship for the initial sample period (first quarter of 1949 through fourth quarter of
1960) to forecast wage changes in a later period (1961-64). Accordingly, we
employed the first set of parameter estimates of Table 4.1 to forecast average
quarterly wage changes for the four ‘““post-sample’’ years 1961, 1962, 1963, and
1964.* The results are presented graphically in Figure 4.2 and in Table 4.2
below,®

As the graph indicates, the wage adjustment relationship appears to predict
the average quarterly wage changes remarkably well beyond the quarter for which

! The F probability distribution is, in a sense, a generalization of the Student t probability distribution,
which can be employed to test the statistical significance of individual regression coefficients.
With one degree of freedom in the numerator of the F ratio, the F variable is simply the square of the
t-ratio with the appropriate number of degrees of freedom.

2 The critical values of the F statistic, with 3 degrees of freedom in the numerator and 60 degrees of
freedom in the denominator, are 2.76 at the 5 per cent level of statistical significance and 4.13 at
the 1 per cent level.

3 One might argue that, for the later subperiod, the regression coefficients of the explanatory variables
are not significantly different from zero, which in turn suggests the possibility that in the later
period the relationship disintegrates, Although one cannot rule out this possibility on the basis of
the evidence presented, we prefer the alternative interpretation adopted in the text, namely, that the
hypothetical universe regression coefficients are unchanged from the earlier to the later subperiod.
In this view, maximum likelihood estimates of these regression coefficients are given, under classical
assumptions, by the sample regression coefficients estimated over the entire period.

-

Instead of taking the 18 post-sample quarters as our forecasting period, we merely chose to take
quarterly averages over four years of the post-sample period, as indicated in the text. This was done
for two reasons: first, we were not altogether confident about the seasonal adjustment procedure,
especially for the post-sample period; secondly, it seemed that deviations in the relationship that
cancel out over the course of a year are of minor importance, both on a theoretical plane and for
practical policy measures. In the case of the unemployment variable, we took the mean of the
reciprocal of the unemployment rate (and then inverted it again, where that was necessary, as in the
graphical presentation), rather than first taking the mean of the unemployment rate over the four
quarters of a given year and then taking the reciprocal of this number.

5 The vertical axis of Figure 4.2 does not measure the straight wage changes for either the actual
values or for the predicted rates of change. Instead, wage changes corrected for any influence that
a changing consumer price level might be expected to exert are measured along the vertical axis.
In the case of the actual wage changes, this was done by subtracting the estimated price effect
(equal to the coefficient of the price level change variable, d;, multiplied by the average change in
the consumer price level for the year) from the measured value of the average wage change.
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it is fitted. However, in less clear-cut cases, there is some question as to how
well one should require a model to predict. To give an objective standard, some
econometricians recommend a comparison against a ‘““naive” model. A ‘‘naive’’
model is an alternative forecasting model which generally involves very little
thought or computational effort but which still stands some chance of giving a
reasonably accurate guess or first approximation, In this Chapter, two ‘‘naive”
models were employed: in the first, the predicted wage change was merely taken
to be the average wage change for the initial period; in the second, the average
wage change in the current year was predicted to be the same as that experienced
during the preceding year. Let W, be the predicted average wage change for the

year t; then, one can symbolically represent the two ‘“‘naive’ models outlined
above as follows:

AL Yo = ¥ (1949-60)

and

(4.2b) We= Wy

where w represents the mean wage change over the initial period. A comparison
can then be made by computing the root-mean-square of the deviations between
the actual and the forecasted wage changes, for the regression model and for both
‘“naive’’ models, over the four post-sample-period years. In symbols, the following
statistic is computed and reported in the fifth row of Table 4.2,!

n
(4.3) D=\/l 3 (W~ W)

n =

Table 4.2 confirms our impression from Figure 4.2: the regression model
forecasts much more accurately, for the years 1961-64, than either of the two
‘“naive’’ models under consideration.? In fact, the regression model forecasts
better than either of its rivals for every year under consideration. This confirms
the impression that the structure of the wage adjustment relationship did not
alter appreciably between the earlier and the more recent subperiods. If there had
been such a structural change, it is unlikely that the wage adjustment relationship
fitted to the eatlier period would give such relatively accurate predictions in the
later period.

! For the comparisons in this section n is equal to 4, the number of post-sample-period
observations (years).

? The root-mean-square deviation, for the regression model, is much smaller than the esti-
mated standard deviation of the residuals, for either of the subperiods to which this rela-
tionship was fitted, as may be seen by scanning the lower figures in the cells of the final
column of Table 4.1. This is presumably due in part to the use of annual averages of the
quarterly values of the variables, which is likely to remove much of the variability in the
dependent variable. It also would appear to reflect the small degree of variability in the
dependent variable, for the later subperiod.

95



(@) votjetAdg palenbg ues|y jooy

$902°0 988Y°0 +¥8090°0
SL0T*0 €291°0 - 6060°0 00¥6°0 860€°1 99501 SLYT°T R 4T} ¢
0S80°0 869€°0 - $590°0 0S58°0 860€°'T 9%.8°0 00¥6°0 seReE T NE 6N
001€°0 8vSh -0 ~ 6000°0 0SvS 0 850¢°T 1458°0 05580 N 4° 1)
0SST°0 — 8¥9L°0 ~ 9L+¥0°0 000L°0 860€°1 SL6V'O 0S+S 0 TTrTTotrUIOeT
o= - = i3 " K p
CREII e [9pol 19PON onsnelg
q ,—mvoz e awvos ﬂwﬁos ®>A.N.Z woly w>..—mz woly COmmwwuwwNm Eo.u.« vwgno OMNB 30
aATEN saATEN uotrssaiday a3ueyD a23epm 23ueyD 23ep adueyn aldepy a3eioAy Jea x
‘uorjeraaQg ‘uorjeraa(g ‘uorjeraa(g adei1sAy a3ei0ay adelaay 1EN3OV
palotpaig pa3o1palg pajopaidg

y9-1961L polidad syi 1aao0

‘s|apow ,,2AIDN,, Uosliodwon om] pup diysuoljp|ay juawyisnlpy aboy 12qnay ay4 Jo A50N2DY IALDIPIIY

CIRIRAL

96




ii. The proximate price level equation

Next, we may turn to the price level relationship estimated in the Reuber
study. The price level equation had the form:

(4.4) P, = Bo+ BiF+ Baw, + BPy_y + 4, ,

where the f’s are parameters and u, is a stochastic disturbance. All of the vari-
ables appearing in this relationship have been defined previously, with the excep-
tion of f’t , which denotes the percentage rate of change, between the current and
the succeeding quarter, of the (seasonal_ly adjusted) deflator of imports of goods
and services, from the GNE accounts. (P,_; represents, of course, the value of 1'3t
in the immediately preceding quarter.) As before, the relationship was re-run for
an initial sample period (1949-II through 1960-1V), for a later sample period
(1961-I through 1965-11), and for both periods combined. The results are given in
Table 4.3 below. The coefficient B. for the fourth row of this table is that of a
dummy variable which has the value zero in the earlier subperiod and the value
unity in the later subperiod. As before, this shift variable permits one to test
whether there was any shift in the constant term of this relationship, from the
earlier subperiod to the later,

Scanning Table 4.3, one observes that the picture is very similar to that
presented for the wage adjustment relationship, in Table 4.1, Thus, superficially,
the relationships for the two subperiods appear to differ somewhat, as judged by
the point estimates of the regression coefficients. But when one takes account of
the accompanying standard errors, which appear to be large because of the short-
ness of the second subsample period and the small variability in the dependent
variable, these discrepancies appear to be no more than one might expect from
the chance variations accompanying the sampling procedure, Thus, the regression
for the total period given in the third row is very similar to that for the earlier
subperiod.

Table 4.3

Re-estimotes of the Parameters of G. L. Reuber's
Price Level Change Equation

Period Bo B & B, B. RE/G,
1949-11 . 18 0.2005 0.2348 0.5145 0.802
-1960-1V y (0.0367)  (0.0839)  (0.0979) . 0.40
1961-1 8.0 0.0969 0.1105 0.6305 ~ 0.399
-1965-11 ' (0.0698)  (0.1160)  (0.2357) 0.19
1949-11 P 0.1924 0.2192 0.5343 B 0.791
-1965-11 (0.0308)  (0.0681)  (0.0823) 0.35
1949-11 L 0.1919 0.2228 0.5328 0.025 0.791
-1965-11 (0.0310)  (0.0702)  (0.0832) (0.100) 0.35

As far as formal statistical tests are concerned, there is no evidence that
the relationship shifted between the earlier and the later subperiod. Thus, in the
fourth row, we have incorporated a dummy variable which allows the constant
term of the regression to shift between the subperiods. As the estimate of 3,
indicates, this constant term has a small and insignificant coefficient, which

97



suggests that no such shift actually took place. We also performed a Chow test

in order to gauge whether there was any evidence of a possible shift in any of the
coefficients of the regression, between the two sample periods. The computed
value of the F statistic was 0,17, which is far from being statistically significant.
Accordingly, one can accept the null hypothesis of no shift in any of the slope
coefficients of the price change regression,

Next, we examined how accurately the fitted price level change relationship
of the earlier subperiod predicted changes in the consumer price level for the
second subperiod. To do this, we employed the price equation of the first row of
Table 4.3 to predict the average quarterly changes in the consumer price level for
the four second subperiod years 1961, 1962, 1963, and 1964. (As before, we used
four-quarter averages of the explanatory variables, also. This eliminates much of
the very short-run variability in the dependent variable, as explained above.) The
results of these calculations are shown in Figure 4.3 and also in Table 4.4.

As before, the forecasting adequacy of the relationship was tested against
two ‘‘naive’” models of the predicted change in the price level, analogous to the
‘““naive’’ models embodied in equations (4.2a) and (4.2b) above to predict wage
changes. In the first “naive’” model, the predicted change in the consumer price
level is set equal to the average change in this variable during the first subperiod
(1949-11 through 1960-I1V). For the second ‘““naive’’ model, the forecasted change
in consumer prices is the change experienced during the preceding year. One can
then calculate the root mean square of the deviations of the observed changes in
the price level from those predicted by the regression and by the ‘“naive’’ models
(the D statistic defined above), with small values of this root mean square indi-
cating good forecasting accuracy. The predictions of the two ‘“‘naive’’ models,
along with the D statistic for all three models, are shown in Table 4.4.

Figure 4.3 suggests, at a casual glance, that the regression model (fitted to
observations during the first subperiod) gives reasonably accurate predictions
during the second subperiod. This impression is confirmed by Table 4.4: in
every year but one (194), the regression model outperforms its two ‘‘naive”’
model competitors, generally by substantial margins. In terms of the statistic of
the root mean square of the deviations, the regression model shows less than one
half the variability in the deviations of the actual from the observed values than
that displayed by either of the two ‘‘naive’’ models. Thus, in terms of forecasting
accuracy, the Reuber price level equation appears to meet this criterion satisfac-
torily.?

1 As mentioned above, a significant value of the F ratio occurs only when the numerator
mean sum of squares sufficiently exceeds the denominator mean sum of squares, so that
the ratio is significantly greater than unity, In this instance, the 5 and 1 per cent values
of the F statistic are 2.53 and 3.67, respectively.

It may be noted (by a quick comparison with Table 4.3) that the D statistic for the regres=
sion model, in predicting average quarterly changes in the consumer price level for the
four years in question, is much less than the estimated standard deviation of the residuals
of this relationship during the subsample period to which it was fitted. In part, this
reflects the use of yearly averages of the quarterly values, which eliminates some of the
random variability and, in part, it also reflects the smaller degree of variability in the
dependent variable during the second subsample period, which is also indicated by Table
4.3.

~
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iii. The interaction of the wage and price change relationships

Next, we wish to combine the wage and price level relationships of the
Reuber model, in order to see how well the model behaves in combination. In
this way, one can evaluate directly the predictive accuracy of the final trade-off
relationship (between changes in the price level and the rate of unemployment).

For the period 1949-60, we have calculated the following wage change and
price change relationships:

(4.1a) we=-0.227 + 4.445 U, + 0.6826 P, .

(4.4a) P, = -0.131 + 0.2005 F, + 0.2348 w, + 0.5145 P_, .

Substituting equation (4.1a) into (4.4a) one can solve for the rate of change of
consumer prices as a linear function of the rate of change of import prices, the
reciprocal of the rate of unemployment, and the previous quarter’s value of the
price change variable.! After performing these algebraic manipulations, one
obtains:

(4.5a) P, = -0.220 + 0.2388 F, + 1.243 U} + 0.6127 P,_, .

One can now ask how well equation (4.5a), which represents an estimate, over
the earlier sample period, of the manner in which the wage adjustment and the
price change equations interact, predicts changes in the consumer price level.
As before, we examine average quarterly changes for the four years 1961, 1962,
1963, and 1964. The results are presented in Table 4.5 below and also in Figure
4.4, In order to plot the predicted changes in the price level against the unem-
ployment rate, both the actual and the predicted rates of change of prices were
adjusted for changes in import prices and past changes in the consumer price
level. (Actual changes in the consumer price level were adjusted by subtract-
ing the effects, estimated by equation (4.5a), of the other two explanatory
variables.) In Table 4.5 the deviations obtained by forecasting with our two
“‘naive’’ models are also reproduced from Table 4.4, in order to provide a basis
of comparison.

1 One could reduce equation (4.5a) further, as was done in Chapter 2 above and also later
in this section, by setting the lagged value of consumer price level changes equal to the
current value and thus getting the price change variable as a function of the reciprocal of
the unemployment rate and of the rate of change of foreign prices. However, such a proce-
dure seemed inappropriate as a forecasting device; one would expect such a derived equa-
tion to predict accurately only if the two explanatory variables (the unemployment rate and
the rate of change of foreign prices) remained fairly stable over a moderately long period
of time, so that the rate of change in the consumer price level had time to ‘‘settle down®’
to its new “‘steady state’’ value. In fact, of course, both explanatory variables change
continually over time, and so one should not expect such a convergence in the real world.
This does not mean that the derived constant-rate-of-change trade-off relationship is not
of interest, because, like the long-run equilibrium position of traditional price theory, it
does represent (under certain assumptions) the tendency towards which the economic
mechanism is continually moving.
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A comparison of Figures 4.3 and 4.4 (or of Tables 4.4 and 4.5) suggests
that equation (4.5a) forecasts somewhat less accurately than equation (4.4a).
This is not particularly surprising, because in combining two statistical relation-
ships like (4.1a) and (4.3a), one also combines their error terms (or their random
disturbances), and hence it is quite possible for the resulting random disturbance
(of the derived relationship) to have a larger variance than either of the original
disturbances. Nevertheless, one can still argue that equation (4.5a) forecasts
reasonably well; it still outperforms, in three years out of four and also on
average as measured by the D statistic, both of the two ‘‘naive’’ models under
consideration,

Finally, we may conclude our reconsideration of the earlier Reuber study by
asking how the best estimate of the trade-off relationship for the combined
sample period (running from the second quarter of 1949 through the second quarter
of 1965) compares with that of the earlier study. For the total period 1949-I (or
1949-11, in the case of the price change equation) through 1965-1I, the following
relationships have already been estimated:

~0.190 + 4.314 U, + 0.6740 P, .

(4.1c) W,

(4.4c) P, = ~0.110 + 0.1924 F, + 0.2192 w, + 0.5343 P,_, .

By substituting the first relationship into the second and by setting the lagged
value of the price level change variable equal to the current value,® one can
derive a trade-off relationship between the ‘‘steady state’ rate of change of the
consumer price level and the reciprocal of the unemployment rate and the rate of
change of import prices, as explanatory variables. The result is:

(4.6) P, = -0.477 + 0.60497 ', + 2.974 U, .

As in Chapter 3, this derived trade-off relationship may alternatively be presented
either graphically (Figure 4.5) or in tabular form (Table 4.6). In Figure 4.5, the
estimated trade-off curve is presented, under the assumption of a zero rate of
change of import prices. For purposes of comparison, the trade-off curve for the
earlier period is also sketched in on the same graph.? In this manner, one can
observe the extent of the modification in one’s picture of the trade-off curve when
one is able to incorporate the information drawn from the entire sample period.
Table 4.6 is directly comparable to Table 3.16 above: we have converted the
predicted quatterly rates of change from equation (4.6) into annual rates of change,

! The entire procedure was outlined in the Appendix to Chapter 3 above. The first part of
the technique is identical to that described earlier in this Section and very similar to that
described abstractly in Section 4 of Chapter 2.

? The curve for the 1949-60 period is calculated from the equilibrium form of equation (4.5a).
1t differs somewhat from the original Reuber curve presented in Figure 3.18 above, for two
reasons: (1) There is a difference of one year in the size of the sample periods, as noted
in the figures; and (2) the original Reuber equation contained a very slight copying error
(which we discovered when re-running the original relationships).

102



making a similar conversion for the rate of change of import prices, which is used
as an explanatory variable for this relationship.
Table 4.6

Estimated Trade-Off Relationship for Canada, Based on Reuber-Type Equations
for the Combined Sample Period (1949-1 through 1965-11)

Annual Percentage Change in the Consumer Price
Index Associated with an Annual Percentage In-
crease in Import Prices of:

Unemployment Rate
(Per Cent of Labour

Force)

0 1 3
20K 51ors r A R et oxe sl Brbwsnd (o oKooRe] s ke o 4,04 4,64 5.86
251N ke Refohotmis wrsiter o olorererenei! 8 Broxe s eyore 2,85 3.45 4.67
SOk s e 0000h g B R R, 2,06 2,66 3.87
L ) O 00 00 0 O lok Tl O D It O E e o 1,07 1.67 2.88
5o B E00S 00 0 oMo T R oD ik Y 0.47 1,08 2,29
610 e G oxorexe 000000 On 000000 LD 0,08 0.68 1.89
DD eererersterete X B B8 5 3¥eToTononel o o 1o loonsed -0,21 0.40 1.61
Bo0) S CBTS Serers sve s e MET A WSS E e -0.42 0.18 140

Although the component relationships underlying the derived trade-off relation-
ship have apparently not shifted significantly, Figure 4.5 suggests that there is
slight evidence that the trade-off relationship has shifted outward if the experience
of the last four years is taken into account—at least for higher rates of unemploy-
ment, Thus, for a zero rate of change of import prices, the earlier trade-off relation-
ship suggests a rate of unemployment of approximately 55 per cent of the labour
force consistent with stable prices, while the corresponding rate of unemployment
for our full-period trade-off relationship is 63 per cent.* However, in the lower
ranges of unemployment rates, the two relationships ate very similar, as Figure
4.5 suggests. (This implies that the full-period relationship rises at a slower
rate than the earlier one, and so at very low rates of unemployment less inflation
would be expected with the full-period trade-off relationship.) In addition, both
relationships show virtually the same steady state response to a given rate of for-
eign inflation. As equation (4.6) indicates, a sustained increase in the rate of
change of import prices of one percentage point per year ultimately leads to an in-
crease in the rate of domestic inflation of 0.605 of a percentage point—other things
(particularly the unemployment rate) remaining unchanged. The corresponding
figure for the earlier trade-off relationship was a marginal response of 0.617 of a
percentage point, which is very close to the full-period estimate.

! We should not like to push this interpretation very far; in view of the lack of evidence of
a shift in either of the regressions underlying the trade-off relationship, the apparent shift
in the rate of unemployment associated with complete price stability may be largely statis-
tical illusion. More precisely, it may indicate the sampling variability to which the esti-
mated parameters of a derived relationship, like the trade-off equation, are subject, Our
results in Chapters 5 and 6 below do not suggest that the earlier estimate (some 5% per
cent) of the rate of unemployment associated with complete price stability, with a zero
rate of change of import prices, is an underestimate.
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Figure 4.1

WAGE ADJUSTMENT CURVES, G. L.
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Figure 4.3
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Figure 4.2
ACTUAL WAGE CHANGES, 1961-64,
AND PREDICTIONS BASED ON G. L.

REUBER'S WAGE ADJUSTMENT
EQUATION FOR 1949-60
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*Adjusted, per footnote 5.
page 94,

Figure 4.4

A TRADE-OFF CURYE FROM THE
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Figure 4.5

TWO ESTIMATED ‘‘STEADY STATE" TRADE-
OFF CURVES, BASED ON REUBER-TYPE
RELATIONSHIPS

P, ————— 1949-60 Estimate
28 @ 2000 aspars 1949-65 Estimate
3 p—
S
i 2|
©
VA
c
< -
ob—L_L 1
R |
-| —
Unemployment (%)
Figure 4.6
ACTUAL WAGE CHANGES, 1959-64,* AND
PREDICTIONS BASED ON S.F. KALISKI'S
WAGE ADJUSTMENT EQUATION FOR 1947-58
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3. Re-examination of a Wage Adjustment Relationship,

Fitted by S. F. Kaliski

In ““The Relation between Unemployment and the Rate of Change of Money
Wages in Canada,” S. F. Kaliski fitted a relationship of the form:

= : .
(4.7) \;Vt—‘-)’o“*')’xUt +}/2Ut+)’3pt+ Vioyys

where the y’s are parameters, w is an annual average of average weekly wages and
salaries for an industrial composite, U, is the percentage of the labour force
unemployed, P, is the consumer price index, and v, is a stochastic disturbance.
Kaliski used relative first central differences, and so the “‘dot’’ symbol will be
given that meaning in this section; for example,
(4.8) p, - Pei= Pt (490),
I

(As before, the ‘t’ subscript denotes a time-date to which the variable in question
belongs.) Kaliski fitted this relationship to the period 1946-58, As with the Reuber
wage adjustment relationship, we have refitted this relationship to (approximately)
the same span of data (the years 1947-58), to a later subperiod (1959-65), and to
the two subperiods combined (1947-64).! In this manner, we intended to test the
stability of the Kaliski wage adjustment relationship. The results are presented

in Table 4.7, which is comparable to Table 4.1.2

Scanning Table 4.7, one’s first impression is that this wage adjustment rela-
tionship has shifted in a pronounced fashion from the first subperiod to the second.
When one takes the standard errotrs into account, the presence of such a shift is
less obvious. The second subperiod relationship has very unreliable parameter
estimates, possibly due to the very short run of data in the subperiod under exami~
nation. The relationships for the full period and for the earlier, longer subperiod
resemble each other much more closely. However, the question can be put to more
objective tests. In the column headed y,, we have computed the regression coeffi-
cient of a dummy variable which always takes on a value of zero during the first
subperiod (1947-58) and a value of unity during the second subperiod (1959-64),
in a regression for the full period in which all the other explanatory variables are
the same as in row (3) of this Table. As one can easily verify from the information
available in Table 4.7, the t-ratio for the dummy variable (the ratio of the estimated
coefficient to its standard error) is 1.58, which is not significant, even at the 10
per cent level, with 13 degrees of freedom. Thus, one cannot reject the null hypo-
thesis that the intercept term of this wage adjustment relationship has not shifted
from the first to the second subperiod under examination.

! The first central difference method requires data one year beyond the period in which one
is interested. Our 1965 observations (used in calculating first central differences for 1964)
are, in general, based upon the first 10 months of 1965.

? A comparison of the first row of Table 4.7 with a corresponding regression run by Kaliski
(equation 134 of Kaliski’s Table 3) shows a close agreement, although the numbers are
not identical. This is probably explainable in terms of data revisions, in addition to the

fact that Kaliski’s wage adjustment regressions appear to be based on one more year of
data.
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One can also apply the Chow test in order to test whether there is any evi-
dence of a shift in any of the (true) parameter values of this relationship. The
computed value of the F statistic is, in this case, 0,692, Since this number falls
short of unity, it is not statistically significant. Accordingly, one can conclude
that the sum of the squared residuals for the combined period does not signifi-
cantly exceed the total of the sum of the squared residuals for each subperiod
separately; hence, there is no evidence of a significant shift in the Kaliski wage
adjustment relationship between the two subperiods,

Finally, one can ask how well the Kaliski wage adjustment relationship,
fitted to the earlier subperiod, predicts wage changes in the later subperiod. As
before, one can plot the predicted values against the actual experience on a
graph (see Figure 4.6), but one gets a more objective feel of the forecasting
performance of the regression equation by comparing its predictions against those
of a “‘naive’’ model. Again, we employ two ‘‘naive’’ models: for the first ‘““naive”’
model, the predicted wage change is simply the mean value of wage change vari-
able during the first subperiod, while for the second, the predicted value of the
wage change is that experienced during the preceding year. For the regression
model, the predicted wage change is taken as the sum of the constant term, the
unemployment effect, and the effect of the actual rate of increase in prices expe-
rienced during the year in question; however, the nonsignificant effect of per-
centage changes in the unemployment rate was not included in calculating the
predicted wage change.! The comparison of the predictions of the regression
model against those of the two ‘‘naive’’ models is presented in Table 4.8.

From Figure 4.6 one is likely to conclude that, although the Kaliski wage
adjustment equation generates predictions that are not extremely out of line with
actual experience, neither are they extremely close. Moreover, the relationship
consistently predicts with an upward bias—in all six years, the actual wage change
was less than the rate of wage change forecasted by the wage adjustment relation-
ship. (In this connection, the relevant plot points are the small crosses; the large
dots should be given relatively little weight and are discussed in footnote 1, page
110.) The same impression emerges from Table 4.8, It is true that the regression
model gives a better prediction in every year than ‘““naive’’ model (a), in which one
forecasts the wage change as simply the mean (percentage) wage change expe-
rienced in the earlier subperiod, In addition, the root mean square error of the fore-
casting deviations (0.644) is slightly smaller than the estimated standard deviation
(0.797) of the residuals, during the sample subperiod. This suggests that the
predictive accuracy of this earlier subperiod relationship did not deteriorate
during the later subperiod, However, in each of the six years, ‘“‘naive’’ model (b)
yields a better forecast than the regression model; the previous year’s wage
change is a better predictor than one based on the unemployment rate and changes

°

! We have also made some calculations in which the predicted wage change included a term
measuring the effect of percentage changes in the unemployment rate., The result of adding
this term to the regression model was, in general, to reduce the predictive accuracy con-
siderably. Thus, the predicted wage changes were further away from the actual (in com-
parison with the regression model discussed in the text) in five years out of the six;
moreover, the root mean square of the forecasting deviations was much larger, at 0.875.
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in the consumer price level, with coefficients obtained from a regression for the
earlier subperiod, Consequently, one might conclude that the Kaliski wage adjust-
ment relationship, while it passes a formal statistical test that indicates no evi-
dence of a significant shift in its parameters between the two subperiods examined,
is not very successful as a forecasting device, In turn, this would imply that this
wage adjustment relationship, in particular, is subject to some limitations in
providing guidance for public policy.*

4, Re-examination of the Klein-Bodkin Wage
Adjustment Relationship

For Canada, L. R. Klein and R. G. Bodkin fitted the following relationship
to quarterly data over the period between the first quarter of 1952 and the fourth
quarter of 1959:

~

1
(4.9) W =170+ T Z{Uz + Uy + Upp + Ut-3}

14 . . .
+ 73 Z{Pm‘ P1—1+Pt—2+pt—3} el Vg 4 l

where the 7’s denote parameters of the relationship, the t subscript dates the

observation on the variable in question by the relevant quarter, and v,, is a |
stochastic disturbance. As before, w represents average hourly earnings, U the

percentage of the labour force unemployed, P the Consumer Price Index, and t is a

time trend variable. (The variable t is equal to unity in the first quarter of 1952

and increases by one unit for each quarter elapsed since that date.) The ““dot”’

operator is defined to be the percentage change between the current quarter and

the same quarter of the preceding year; for example, 15’t is defined as:

o B _F
(4.10) Dt =4 (G5
Py,

We have recalculated this relationship for the original sample period (1952-1
through 1959-1V), for a later subperiod (1960-1 through 1965-1I), and for the two
subperiods combined. The results are presented in Table 4.9 below.? The same
format is followed in this Table as in Tables 4.1 and 4.7.

! One interesting by-product of these comparisons is that the constant term and the unem-
ployment effect alone yield a very good set of predictions for the rate of change of money
wages, over the six years 1959-64, This is apparent from Figure 4.6 in which the large
dots, which represent the unadjusted wage changes, are very close to the hypothetical
line of a perfect fit, Moreover, the deviations of the observed wage changes from the
column (9) values of Table 4.8 are smaller (in numerical value) than the ‘‘naive’’ model
(b) deviations, for four out of the six years. Moreover, the root mean square of the former
deviations is smaller than that of the latter (0.225 versus 0.369, respectively). Since the
regression model asserts that changes in the consumer price level are an appropriate
explanatory variable, the above set of results must be regarded principally as a curiosum.,
Still, this intriguing group of results does provide a very mild confirmation of the impor-
tance of the unemployment variable,

2 A comparison of the first row of Table 4.9 with the corresponding regression parameters
reproduced in the Appendix to Chapter 3 indicates a close but not perfect correspondence
to the earlier set of estimates. Once again, it seems likely that the discrepancies can be
explained on the basis of revisions of the underlying data.
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Table 4.9

Re-estimates of the Parameters of the Klein-
Bodkin Wage Adjustment Equation

Period Mo 7}1 2 7:]3 ﬁ4 R?/§u
(1) (2) 3 (4) (©) (6) (7)
1952-1 8.11 -1.24 0.788 0.0453 - 0.8724
-1959-1v (0.232) (0.0716) (0.0343) 0.981
1960-1 7.54 -0.548 0.724 -0.0438 - 0.7371
-1965-11 (0.148) (0.270) (0.0230) 0.353
1952-1 6.88 -0.724 0.762 -0.0085 - 0.8469
-1965-11 (0.109) (0.063) (0.0100) 0.874
1952-1 7.14 =0.721 0.763 -0.0307 0.8208 0.8566
~1965-11 (0.106) (0.062) (0.0156) (0.4507) 0.854

Turing to the Table itself, one can observe that the constant terms and the
coefficients of the average price change variable (column (2) and (4), respectively)
are rather similar, from regression to regression. On the other hand, the coeffi-
cients of the average unemployment rate variable do vary widely from regression
to regression, even when one takes the accompanying standard errors into account.
Also, there is some suggestion of instability in the estimated effect of a time
trend. Consequently, it appears doubtful whether one can maintain the hypothesis
of no shift in the parameters of the Klein-Bodkin wage adjustment relationship.

One can proceed to the formal statistical tests. For the dummy variable
formed by splitting the constant term according to the subperiod during which it
occurs, the t-ratio of the estimated regression coefficient to its associated
standard error is 1.82. With 49 degrees of freedom, this t-ratio is significant at
the 10 per cent level, but not at the 5 per cent level.! Thus, performance of this
test leaves us with a suspicion that the relationship has shifted, although the
evidence of a shift is hardly conclusive.

The Chow test seems more appropriate in these circumstances because, if
there have been shifts in the parameters of the Klein-Bodkin relationship, it seems
likely that the coefficient of the unemployment rate (and also, possibly, that of
the time trend variable) has (have) shifted, rather than the constant term. Accord-
ingly, the F ratio appropriate to the Chow test was calculated to be 3.54. This
indicates that the sum of the squared residuals of the full-period relationship
considerably exceeds, in a comparative sense, the total of the sum of the squared
residuals for each period separately. According to the null hypothesis (equality of
the regression coefficients between the subperiods, in conjunction with the as-
sumptions of the classical regression model), this Chow ratio has an F distribution
with 4 and 46 degrees of freedom in the numerator and denominator, respectively.
The 5 and 1 per cent values for the F distribution (with the same number of

1 With 49 degrees of freedom, the 10 and 5 per cent values of the t distribution are 1.68
and 2,01 respectively,
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degrees of freedom in the numerator and the denominator) are 2.57 and 3.76 re-
spectively. Consequently, the computed F ratio is quite significant, and one may
reasonably conclude that the Klein-Bodkin wage adjustment relationship has not
remained unchanged from the earlier to the later subperiod, and that at least some
of the parameters of this relationship shifted over the total period from the first
quarter of 1952 to the second quarter of 1965. From our previous examination of
the individual regression coefficients, it seems likely that the coefficient of the
average unemployment rate and possibly that of the time trend variable were the
ones that actually shifted over the total period under examination.!

5. Conclusions

In this Chapter, we have re-examined three wage adjustment relationships
in the light of additional evidence accumulated since the relationships were first
estimated. The Reuber wage adjustment relationship gave no evidence of a shift
between the two subperiods examined. In addition, the Reuber wage adjustment
regression fitted to the earlier subperiod predicted wage changes during the later
subperiod better than either of the two ‘‘naive’’ models for forecasting wage
changes, which were used as a standard of comparison. The Kaliski wage adjust-
ment relationship also gave no evidence of a significant shift between the sub-
periods examined, but its forecasting performance was less satisfactory. In
patticular, this relationship did not predict as accurately as the ‘‘naive’’ model in
which the forecasted wage change was taken to be the wage change experienced
during the preceding period. Finally, the Klein-Bodkin wage adjustment relation-
ship fitted to the original subperiod predicted wage changes very badly beyond
this period; a related conclusion was that this relationship exhibited evidence of
a shift in some of its parameters over the entire period examined. Accordingly,
on the grounds of forecasting accuracy and the related criterion of the absence
of significant shifts in the estimated parameters of the relationship, the Reuber
wage adjustment relationship would appear to be the most satisfactory of the
three examined.

The instability of the fitted parameters of the Klein-Bodkin relationship
deserves further comment. It will be recalled that this relationship is linear in
the unemployment variable utilized (instead of employing the reciprocal formula-
tion, like the Reuber and the Kaliski relationships). Moreover, the coefficient of
this unemployment variable was one of the two coefficients which displayed the
strongest evidence of a shift between the two subperiods examined. During the
earlier subperiod, the unemployment rate averaged 4.38 per cent of the labour force,
while during the later subperiod the mean of this variable was 6.00 per cent.
Moreover, the coefficient of the unemployment variable was much larger during
the earlier subperiod, which suggests a nonlinear relationship much like that

! With the evidence that this wage adjustment relationship shifted from the earlier
to the later subperiod, there would appear to be little point in seeing how well the
earlier subperiod relationship forecasts wage changes in the later subperiod. Neverthe-
less, some preliminary calculations that were made suggest that the forecasting perfor-
mance of this relationship is very bad, as could have been anticipated. In particular, the
predicted wage changes generated by the earlier subperiod relationship were further (by
the root mean squared deviations criterion) from the observed changes than even those of
““naive’ model (a), in which the predicted wage changes were the.mean of those experienced
in the earlier subperiod.
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generated by the hyperbolic (reciprocal) formulation. Hence, it would appear that
the linear formulation of the influence of the unemployment rate is a less satis-
factory description of reality than the hyperbolic formulation employed by Reuber
and Kaliski. If this conclusion is correct, there is some merit (aside from making
use of the additional evidence provided by more recent data) in re-estimating the
West European wage adjustment relationships studied by Klein and Bodkin, utili-
zing a nonlinear formulation of the influence of the rate of unemployment. In
Chapter 8, we present the results of a limited investigation of these questions.

In our re-examination of the Reuber study, the Reuber price change equation
was also scrutinized. Although its forecasting accuracy was less spectacular than
the Reuber wage adjustment equation, it, too, was considerably more accurate
than either of the two ‘‘naive’” model against which it was compared. Moreover,
there was no evidence that the parameters of this relationship had shifted
between the separate subperiods examined. Not surprisingly, therefore, the
derived trade-off curve (the two-dimensional relationship between the rate of in-
crease of the price level and the rate of unemployment for a zero rate of change
of import prices) for the total period looks very much like that calculated in the
original Reuber study, which was based on (approximately) the data from the
earlier subperiod alone. If there has been any change in our best estimate of this
relationship, the suggestion is that the rate of unemployment required for sta-
bility of the consumer price level is somewhat higher than was previously esti-
mated. Given the margin of error to which these derived measures are subject,
one should not place much confidence in this conclusion, particularly in view of
the evidence of Chapters 5 and 6 below.

113



APPENDIX

An Outline of the Chow Test

In this Appendix, we outline the mechanics of the Chow test. In this manner,
the assertions in the test concerning this test of significance will be explained
more fully. For a detailed statement and proofs of the assertions, the reader
should consult other sources.?

Suppose that we originally have a sample of n observations, to which we fit
the hypothesized population relationship:

(4.11) Y,=a,+ ar Xy + ap Xy +--- + akat+ e AL, A SNl

where the o’s are the parameters of the relationship, Y, is the dependent variable,
X,, X5, ..., Xy are the independent or explanatory variables of this relationship,
u,, is a stochastic disturbance, and the t subscript denotes the individual obser-
vation under consideration. Suppose that, with the passage of time or with dili-
gent pursuit of survey data, we obtain an additional m observations on our vari-
ables, where m is presumed to exceed k, the number of parameters to be estimated.
If we are uncertain that the relationship (4.11) still holds for this new set of data,
we can fit the relationship:

(4.12) Yt=B1+ﬁ1X2t+63X3t+"‘+kakt+u2t t=n+1n+2,...,n+m,

where the 3’s are the parameters of this relationship and u,, is a stochastic dis-
turbance, for the second set of observations. On the other hand, if we are certain
that the same relationship (as for the fitst set of data) continues to characterize
the new set of data, we might fit the following relationship, for all n + m observa-
tions:

(4.13) Ye=yi+ y.Xo, + voXgp + === + Ve ot Wi, b 0 20 g i R N

(Here, as before, the Greek letter symbols are parameters and us, is a stochastic
disturbance.) The Chow test is constructed to test the composite null hypothesis
that the parameters of relationships (4.11), (4.12), and hence (4.13) are identical.
In symbols, the null hypothesis is:

(4.14) a1=31=)’1}a2=32=)’2;"';ak=Bk=yk'

To perform this test, we make all of the assumptions of the classical linear
regression model and in addition assume that the (universe) variance of the random

! The original statement of this test, along with a statement of the assumptions postulated
and proofs of the relevant propositions required for the statistical test, may be found
in Gregory C, Chow, ‘“Tests of Equality between Sets of Coefficients in Two Linear
Regressions,”” Econometrica, Volume 28, No. 3 (July 1960), pp. 591 -605. A shortened
statement of the Chow test, on which this Appendix is based, appears in J. Johnston,
Econometric Methods (New York: McGraw Hill Book Company, Inc., 1963), pp. 136 -138.
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disturbance u,, is the same as that of Uy, One can then obtain the least squares
estimates of the parameters of all three of these relationships. (As in the text,
these least squares estimates are denoted by the same symbol as the correspond-
ing population parameter which is being estimated, with one small difference: the
sample estimators have the circumflex or ““cap’’ symbol appearing above the other
symbols. Thus j,, is the least squares estimator of y,.) The point estimates of
the “‘true’’ regression coefficients will almost certainly differ, but the real issue
is whether these differences can reasonably be attributed to the chance fluctu-
ations associated with sampling. After these least squares estimates have been
computed, one can compute the following sums of squares of the sample residuals:

n+m n+m
(4.15) B & = 3 (Yt—yl—yZX“—~...-kakt)2,and
t=1 t=1
n n+m n
(4.16) Q=3 @+ 3 gl=3 (To=tu- %, -
t=1 t=n+1 t=1
n+m - - ~
~ &% Jr T (YemBr= Bl o - BuRe s
t=n+1

(Here, the “‘cap’” symbol over the u;’s denotes a sample residual, rather than the
corresponding population disturbance, which in general is not observable.) In
words, Q, is the sum of the squared sample residuals for the relationship based

on the two sets of data combined, while Q, is the total of the sum of the squares of
the sample residuals for the two relationships estimated from the two sets of data
separately. It is a property of least squares regression estimates that Q, can never
be less than Q,: in general, Q, will exceed Q, because one can generally obtain a
smaller sum of squared deviations, which after all is the criterion for the least
squares regression procedure, if one is allowed to go to work on the two sets of
data separately.

One can define another sum of squares, which is related to the size of the
discrepancies between the least squares estimators of the relationship for the com-
bined sets of data and those of the relationships for the two sets of data indi-
vidually. Let Q, be defined by the expression:

n
(4.17) Q=2 [@-y:)+ X @-7)t oot Xy @G-y )|
t=1
n+m R o R . iy
E (Bx“}’x)‘*‘xzt(ﬁz—}’z)"‘°"+xkt(Bk_)’k) 2‘
t=n+1
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Using the properties of least squares regression estimators, one can prove that
Q and Q, add up to Q;; in symbols we have:

(4.18) 0,.=0Q,+ 9,

Hence, the closer is the sum of the squared residuals of the relationship based on
both sets of data combined to the total of the separate sums of squared residuals
Q,, the smaller is the ‘‘parameter-estimates-discrepancy’’ sum of squares Q,. This
is certainly a reasonable result.

Now let o be the common (universe) variance of the disturbances u, and u, .
Under the null hypothesis, Q,/¢" and Q,/0” have independent X* distributions witth
m + n — 2k and k degrees of freedom, respectively. It thus follows that the ratio
of the means of these sums of squares will have the F probability distribution. We
thus compute the ratio:

Q./k

(4.19) e,
Q,/(m+n — 2k)

which of course has k degrees of freedom in the numerator and (m + n — 2k) degrees
of freedom in the denominator.! If the computed F statistic is above the critical
value, this indicates that the ‘‘parameter-estimates-discrepancy’’ sum of squares
is relatively large, in a significant manner. One would then reject the null
hypothesis (4.14). On the other hand, if the computed F value is below the critical
value, this suggests that the amount by which the Q, sum of squared residuals for
the total period relationship exceeds the total of the separate sums of squared
residuals Q, can reasonably be attributed to the chance fluctuations inherent in
the sampling process. In this case, we would accept the null hypothesis and would
conclude that the same relationship (4.13) characterized both sets of data under
examination.

! In practice, of course, one would not compute Qj directly, for that would involve a great
deal of unnecessary computational effort. Instead, one would make use of the identity
(4.18), computing Q, as the excess of Q, over Q,.
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CHAPTER §

RE-ESTIMATION OF THE RELATIONSHIPS UNDERLYING
TRADE-OFF EQUATIONS FOR THE CANADIAN ECONOMY

1. Purposes and Basis of Re-estimation

In the preceding Chapter, three earlier estimates of the wage adjustment rela-
tionship were evaluated, as was an estimate of the direct relationship between
price and wage changes. The most recent of these estimates was based on data
to the end of 1961 and reflected the approaches in common use at that time. There
are several compelling reasons for re-estimating these relationships for the
purposes of this study. First, additional data have become available since 1961.
These data might simply be used to refit the earlier estimates—which in fact have
been done in Chapter 4—but the availability of data reflecting a wider range of
experience makes it worth exploring other relationships to see whether estimates
which in some sense are ‘‘better’’ can be derived. A second reason for re-estima-
ing the structure of the relationships is that a number of studies in this area have
become available since this earlier work was completed. Moreover, various sugges-
tions have emerged from the discussions of the earlier Canadian relationships.
These developments have suggested the desirability of testing several variables,
formulations of the influence of particular variables, and estimating procedures
which were not employed in the three earlier wage adjustment relationships for
Canada. In the concluding section of this Chapter, we give some attention to
technical problems arising from autocorrelated residuals and from the presence of
simultaneity between the wage and price change relationships.

One of the most important of the recent studies is the work done by Schultze
and Tryon as part of The Brookings Quarterly Econometric Model of the United
States.! In re-estimating the relationships for Canada, we have followed closely,
where feasible, the approach employed by Schultze and Tryon, experimenting as
well with several modifications of their techniques. The principal modifications
are designed to take into account more adequately the relative openness of the
Canadian economy in comparison to the U.S, economy, and the widely recognized
influences of U.S. prices and wages on Canadian prices and wages.

In general, the work in this and the following Chapter is implicitly based on
the assumption that we are principally dealing with the industrial sector of the
economy. This assumption is dictated, in part, by the statistics available for esti-
mating the relationships in question. Indirectly, data on average hourly earnings
in manufacturing, the Consumer Price Index, the unemployment rate and so forth,
may reflect relationships in the agricultural and other primary sectors, but it is

1 Charles L. Schultze and Joseph L. Tryon, ‘‘Prices and Wages’’, Chapter 9 of The Brookings
Quarterly Econometric Model of the United States, op. Cit.



highly debatable whether these relationships are adequately described by statistics
on developments in the other sectots of the economy. This caveat applies with
particular force to our wage series, which is based on the manufacturing sector
alone. As pointed out in our discussion in Chapter 3 above, there are limitations

on the extent to which average hourly earnings in manufacturing can serve as a
proxy for average wages in the economy as a whole, particularly in the Canadian
context. On the other hand, one might possibly attempt to make a virtue out of these
limitations by arguing that the trade-off analysis pursued in the following Chapter
is not readily applicable to agriculture and other primary sectors.

In this Chapter the new estimates of the relationships from which a trade-off
equation can be derived are presented. The surrounding discussion will explain
their derivation, and tests applied to evaluate their reliability will be reported.
These tests are the same sort as those applied to the three earlier estimates exam-
mined in the preceding Chapter. The concluding section summarizes the results
of the preceding three sections, in conjunction with the technical material reported
in the Appendix to this Chapter. In Chapter 6, the policy implications of the new
estimates will be explored.

2. Wage Adjustment Relationships

As in the earlier Reuber and Kaliski studies and in the Brookings model, the
dependent variable of the wage equations which we have fitted is the percentage
rate of change of wages—not the level of wages. The wage variable is average
hourly earnings of production workers in the manufacturing sector. These figures
do not take into account fringe benefits as do the ‘““compensation’’ data employed
in the Brookings model. Average hourly earnings reflect bonuses and other premium
payments; in addition, they reflect the cyclical movement in the proportion of
regular to overtime wages and in the industrial composition of wage payments.
Consequently, what is termed ‘““wages’’ in the following discussion is not a pure
and simple wage rate. Average hourly earnings figures were used because these
figures were considered to be the best approximation to wage rates available on a
quarterly basis. These average hourly earnings exclude the salaries of nonproduc-
tion employees, again in contrast to the data utilized in the Brookings study.

In re-estimating the wage adjustment relationships, regressions were fitted to
quarterly data, by ordinary least squares methods,! as was done for the earlier
Reuber estimates for Canada and in the Brookings model. The main differences from
these earlier estimates for Canada are: (i) the selection of the variables used to
explain the rate of change in wages; (ii) the form in which the variables were in-
cluded in the fitted equations; (iii) the time span covered by the estimates; and
(iv) the use of dummy variables to take account of seasonal influences instead of
seasonally adjusting the quarterly data employed prior to their use in the regressions.

! Some limitations of this technique are discussed in Section § of this Chapter. Two-stage
least squares estimates of the parameters of the tentatively selected wage and price equa-
tions are presented in the Appendix to this Chapter.
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In the Reuber, Kaliski, Klein-Bodkin, and Vanderkamp studies, the most
significant variables explaining the rate of change in wages were the rate of change
in the Consumer Price Index and the unemployment rate. None of the estimated
relationships from these studies assigned a significant role to either profits or to
U.S. wages. In popular discussions (such as those found in the daily press),
profits are usually pointed up as a significant determinant of wages. Larger
profits, for example, are said to enable firms to ‘‘afford’’ to pay higher wages; it
might be argued that high profits reduce the resistance to wage demands by making
the opportunity cost of a strike or work stoppage unacceptably high. At the same time,
higher profits strengthen the political position of unions pressing for higher wages
and large oligopolistic firms are likely to find it advantageous to share some of
their gains in profits with their labour force. Several empirical studies published
in recent years, including the Brookings model, have tended to confirm the impor-
tance of profits as a determinant of wage changes in the United States.! The
selection of a statistical variable to represent satisfactorily the influence of
profits as a determinant of wages leaves considerable room for uncertainty. In
Reuber’s earlier study, the quarterly percentage rate of change in manufacturing
corporate profits and in profits per unit of manufacturing output were included in
several experiments; neither proved to be significant. Vanderkamp tried corporate
profits as a fraction of Gross National Product in explaining wage changes in his
organized sector; this variable was also not statistically significant. After con-
sidering the profit variables utilized in other studies and the availability of data
for Canada, it was decided to experiment further with two specifications of a
profits variable: profits per unit of manufacturing output and the ratio of corporate
profits in manufacturing to the wage bill in the manufacturing sector. In these
experiments, these variables entered the regressions in two forms: as a level
indicating the amount of the profit margins; and in the rate of change form, indi-
cating the percentage change in profit margins.

As far as the influence of U.S. wages is concerned, it is frequently suggested
that trade union policies in this country are influenced by the policies followed by
U.S. unions, with which many Canadian unions are affiliated and have close con-
nections.? Furthermore, in wage negotiations in Canada, labour unions have some-
times explicitly expressed their demands in relation to the U.S. wage levels. Most
frequently, this has taken the form of demanding parity with U.S. wage levels
either immediately, or over a period of time. In addition to these considerations,
which suggest a rather special relationship between Canadian and U.S. wages, one
might expect Canadian wages to be influenced by U.S. wages in much the same way
that wages in many U.S. industries are influenced by wages in a ‘‘key group’’ of
industries. The importance of the spillover effects of wage changes in a ‘‘key

! See the references given in Chapter 3 above, in connection with the discussion of the
study by G. L. Perry. For a more detailed discussion of the role of profits in a wage ad-
justment equation, see Schultze and Tryon, op. cit., pp. 314-316, and William G. Bowen,
The Wage-Price Issue, pp. 113-124.

? As an example of this type of trade union policy, one might cite a recent pamphlet by
Harry J. Waisglass, Toward Equitable Income Distribution (Toronto: National Office for
Canada of the United Steelworkers of America, 1966). Fourteen pages out of fifty-five in
this pamphlet focus explicitly on the issue of parity with U.S. wages.
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group’’ of industries on wages in other industries has been especially emphasized
by Professors Eckstein and Wilson in their study of wage determination in the
United States.! As an extension of their findings, one would not be surprised to
find a closely analogous relationship between wages in the United States and
Canada, with the U.S. economy serving as the ‘“‘key group’’ to which Canadian
wages are geared. As with most econometric findings, of course, it is possible to
put forward alternative interpretations of these results.

The form in which each variable was included in the equations generally
corresponds to the form followed in the Brookings model and, in some cases, in
the Klein-Bodkin study. In fitting equations to quarterly data, the question of lag
relationships between variables becomes particularly important since the time span
between observations, during which the variables can interact, is very short, and
the reaction time between variables can be expected to differ. Consequently, unless
lag relationships are taken into account satisfactorily, one may easily derive
estimates of the structural relationships which are spurious or badly inaccurate.
Kaliski’s study was based on annual data and no explicit attempt was made to
allow for lags. Reuber’s earlier wage adjustment equation, which was based on
quarterly data, allowed for lags by including lagged values of the dependent
variable (which proved to be statistically insignificant), following a procedure
developed by L. M. Koyck and extended by R. M. Solow.? In the Brookings model,
lags are taken into account by including a distributed lag effect in the form of the
variables and also by including a lagged value of the dependent variable (a Koyck-
type distributed lag term). With a few exceptions, the distributed lag effect was
built into the explanatory variables by calculating a four-quarter moving average of
the values of each explanatory variable for the current and preceding three quarters,?
these transformed data provided the inputs, in some cases after the raw data them-
selves had been previously manipulated, to which the equations wete fitted.

These variables were used to explain the percentage rate of change in wages
between any quarter and the same quarter a year earlier. By putting the dependent
variable in this form, the problem of allowing for seasonality is very largely

! Otto Eckstein and Thomas A. Wilson, ‘“The Determination of Money Wages in American
Industry’’, op. cit.

? L. M. Koyck, Distributed Lags and Investment Analysis (Amsterdam: North Holland Pub-
lishing Company, 1954); R. M. Solow, ‘“On a Family of Lag Distributions’’, Econometrica,
Vol, 29, No. 1 (January 1961), pp. 65-73.

3 The use of this technique originated with Dicks-Mireaux and Dow, ‘*The Determinants of
Wage Inflation: United Kingdom, 1946-1956’’, op. cit. The method is based on the assump-
tion of an annual wage round, with wage settlements uniformly distributed throughout the
year. In this case, the change in wages from the corresponding quarter of the previous year
to the current quarter will reflect equally the state of the determinants of wage changes
for the present quarter and each of the preceding three quarters; hence, the use of the four-
quarter moving average, centred on a time date 1% quarters prior to the present, is appro-
priate. In a North American context (where the ‘“wage round’’ concept is much more amor-
phous and, in many cases, does not refer to a one-year period), the use of such a technique
is less natural; nevertheless, on pragmatic grounds, the technique may be applied if it has
been found to give good results, which is generally the case.
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eliminated.® At the same time, the use of the percentage change on a year-to-year
basis recongizes a certain stickiness in wage adjustments and allows sufficient
time for important wage changes to manifest themselves in the statistics. The
wage changes reflected in any four-quarter change will, of course, reflect adjust-
ments made towards the beginning of the period as well as towards the end of the
period; in turn, adjustments made earlier in the period may reflect the state of the
determinants of wage changes during the preceding four-quarter period as well as
during the current one. The state of the determinants of wage changes during the
current period is presumably captured in the moving averages of these variables
during the cutrent period, while the lagged effects of the state of the determinants
during the preceding period is hopefully taken into account by including the value
of the dependent variable of four quarters prior to the current date.

The following list of variables indicates the exact form in which these
variables were used in the experiments undertaken in developing our estimates;
the sources of the underlying data are given, in parentheses, after the definitions
of the variables. (The t subscript, which time-dates the variables, denotes a
specific quarter of the year to which the observation belongs.)

Wt = W_‘—_V!ﬂ. . 100 = percentage change in average hourly earnings of produc-
Whes tion workers in manufacturing between a given quarter
and the corresponding quarter one year earlier. (Dominion
Bureau of Statistics.)
3 Wus - wus
. x s g . t =4 .
Wust = 2 W“St—i , where Wust =—————. 100 and W,, is average
i=0 wus(_,‘
hourly earnings in manufacturing, in U.S. dollars. ([U.S.]
Department of Labor.)
3 Wy o =W
* usy t
Weap, = 2 Weap,,» Where W =— .
i=0 W

(c

(It should be noted that the wage gap variable is defined
without taking fluctuations in the exchange rate into
account. In other words, an exchange rate at par is
implicity assumed.)

! In our initial experiments, seasonal dummies, which take the value of unity during a par-
ticular quarter and zero at other times, were introduced explicitly into the estimated wage
adjustment relationships. (The procedure is outlined in more detail in Section 3 below on
relationships describing labour productivity.) These dummy variables were always insig-
nificant, with the regression coefficients generally a small fraction of the associated
standard errors. However, the definitions of the variables are such that little scope is left
for seasonal factors to have an influence. Thus, taking the percentage change over a four-
quarter period (as with the wage change dependent variable) will eliminate a multiplicative
seasonal influence, while taking an arithmetic average in which each of the four calendar
quarters of the year appear with an equal weight (as with the unemployment rate) will
annihilate an additive seasonal influence. Accordingly, it is not surprising that seasonal
variables fail to be statistically significant in the wage adjustment regressions.,
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3

Py = % S P,; where P, = Pi=Ps 100 and P is the Consumer Price Index.
L0 Bi=3 (Dominion Bureau of Statistics.)
1 1 . 1
(U= Reciprocal of U} , where U} = gUi+7 2 Upy+5 U, and U, is the

1=
unemployment rate in the t—th quarter,
(Dominion Bureau of Statistics.)

Uy = = (U}

Z, = Corporate profits in manufacturing before tax, either in millions of dollars or
as an index (1949=100), as indicatec.
(Dominion Bureau of Statistics.)

Q, = Revised index of manufacturing production (1949=100). (Dominion Bureau of

- Statistics.)
(Z/Q):‘ =% 2 (2/Q),_; . 100 = four-quarter moving average of the profit
i=0 markup on output (i.e., profits per unit of

output in manufacturing), as an index
(1949=100) (Z and Q are both indexes).

WN = total wage and salary income in manufacturing, in millions of dollars.
(Dominion Bureau of Statistics.)

3
1
(Z/WN)’: ¥ > (Z/WN)‘_i . 100 = four-quarter moving average of the percen-
i=0 tage profit markup on the wage bill in
manufacturing (Z in this case is in millions
of dollars, as is WN).
: 4 — (Z
(Z/Q)t = (2/Q= (£/Q s . 100 = percentage change in the profit markup on

(Z/Q) s output in manufacturing between one quarter
and the corresponding quarter a year earlier
(Z an index).

AZ/WN), = [ (Z/WN)t - (Z/WN)t_“ ] . 100 = absolute change in the percen-
tage markup of profits on the bill for wages
and salaries in manufacturing between one
quarter and the corresponding quarter a
year eatlier (Z and WN both in millions of
dollars).

3
A’:=i—2 At_i , where At=uﬂ. 100

i=0 A,

]
A, =<— ).100 = index of output per man-hour (MH) of labour input in manufac-
t turing (1949=100). (Economic Council of
Canada.)
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DUM = 0, first quarter of 1953 to fourth quarter of 1960 inclusive;
= 1, first quarter of 1961 to second quarter of 1965 inclusive.

In defining our variables, we have deliberately conformed as closely as
possible to the definitions in the Brookings model, which in turn closely follow
the variable definitions adopted by Dicks-Mireaux and Dow. It is recognized, of
course, that one might choose different definitions for these variables—e.g., by
averaging the data over a different number of quarters and by assigning different
weights to each quarter. The definitions of the variables in the Brookings model
seemed reasonably satisfactory to us. Moreover, by conforming to the Brookings
definitions, we gain the additional advantage that our results are more closely
comparable with the Brookings estimates for the United States.

The unemployment rate, which, as indicated in the foregoing list, has been
transformed into a weighted, five-quarter moving average centred on a date six
months prior to the current period, was used in two forms. As in the Reuber,
Kaliski, and Brookings studies (along with a number of others), the reciprocal of
the unemployment rate was used as an explanatory variable. As outlined in the pre-
ceding Chapter, there is some evidence to suggest that this form of the variable,
which implies a nonlinear relationship, is more appropriate for the Canadian economy
than the use of the untransformed unemployment tate itself in a linear relationship.
In addition, the square of the reciprocal of the unemployment rate was also utilized.
Kaliski, in his study, experimented with this variable and found that it did not add
significantly to his explanation of wage changes. Nevertheless, it seemed worth
experimenting further with this variable as acheck on the simple reciprocal form.
The square of the reciprocal implies a wage-change-unemployment curve which is
steeper in the very low range of unemployment and flatter in the higher range of the
unemployment rate than is the straight reciprocal. In other words, the formulation
utilizing the square of the reciprocal implies a wage adjustment curve with greater
curvature in the observed range of the unemployment rate than does the simple
reciprocal.

In the equations that follow, t-ratios (which are the regression coefficients
divided by their associated standard errors) are shown in square brackets below
these regression coefficients. (In this manner, we distinguish these statistics
from the standard errors, which are sometimes shown in parentheses below the
estimated regression coefficients.) These t-ratios indicate the degree of confidence
to be associated with any particular coefficient. Following the usual convention,
we have assumed that t-ratios of 2.02 or more indicate a significant coefficient at
the 95 per cent confidence level and a t-ratio of less than 2.02 indicates an
insignificant coefficient.! R?, which is the coefficient of multiple determination
(unadjusted for degrees of freedom), indicates the percentage of the variation in
the dependent variables explained by variation in the explanatory variables.

1 The critical value is based on approximately 45 degrees of freedom and a two-tailed test.
Strictly speaking, the test is applicable only if all the assumptions of the classical re~
gression model, including nonautocorrelated disturbances, are satisfied.
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Finally, D.W., the Durbin-Watson statistic, may be used to test for significant
autocorrelation in the computed residuals of the regression equation.?

In all our experiments concerned with estimating the determinants of W, P *
and one of the variants of U were included as explanatory variables, and almost
all included WM— the distributed lag term—as well. Most of our experimentation
concentrated on testing for the role of profit margins and for that of U.S. wages,
for the most appropriate form in which to include the U variable in our estimates,
and for any evidence of a shift in the wage-change-unemployment relationship.

Initially, our work focused on the period from 1949 to 1965. It was suggested
that the period from 1949 to the end of 1952 was highly abnormal because of the
Korean War and its aftermath and that inclusion of these years might distort our
estimates.” We tested this suggestion statistically by including a dummy variable
in some of our estimates which had a value of zero from 1949 to the second quarter
of 1952 and a value of unity thereafter. The tegression coefficient of this dummy
variable was statistically significant, thus supporting the view that a shift had
occurred after 1952. In addition, we noted that the Brookings estimates of the U.S.
wage and price relationships generally improved when the Korean period was
excluded and the regressions were rerun, though this improvement may have
reflected other factors as well as omission of this period.® On the basis of this
evidence, it was decided to eliminate the 1949 to 1952 period and form the estimated
relationships for the period beginning in 1953 and ending with the second quarter
of 1965—the latest date for which data were available at the time the computations
were made. Thus, our estimates are based on 50 observations.

The ‘‘best’’ equations explaining Wt are shown in Table 5.1. In our judgment,
these equations are ‘‘best’’, with the criteria being the magnitude of R?, the size
of the t-ratios, the appropriateness of the signs of the parameters and the reason-
ableness of the parameters themselves. All equatlons include P and a variant of
the unemployment rate U , and all but one include Wt-v Equations (5.1) and (5.2)
include both profits and U.S. wage changes; equations (5.3) and (5.4) include
profits but omit the U.S. variable; equations (5.5) and (5.6) include U.S. wage
changes but omit profits; equations (5.7) and (5.8) omit both profits and U.S. wage
changes; and equation (5.9) includes only the consumer price change variable and
one of the two unemployment variables. In these equations all regression
coefficients are significant (by the conventional tests) at the 5 per cent level and

! Tables for evaluating the Durbin-Watson test statistic may be found in J. Durbin and G.
S. Watson, ‘“Testing for Serial Correlation in Least Squares Regression, II'’, Biometrika,
Vol. LXXVI (1951), pp. 159-178, and in H. Theil and A. L. Nagar, ‘“Testing the Indepen-
dence of Regression Disturbances’’, Journal of the American Statistical Association, Vol.
LVI (1961), pp. 793-806, Ordinarily, the presence of a lagged dependent variable vitiates
such tests, but since the lagged dependent variable is dated four quarters previously to
the current quarter, presumably the reasoning underlying these tests will continue to go
through, provided one can assume that the autoregressive structure for the disturbances
does not extend backward for more than three quarters.

2 This suggestion was first advanced to us by J. J. Deutsch and later reiterated by D. L.
McQueen.,
3 Schultze and Tryon, op. cit., pp. 331-332.
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each variable has the expected sign. At first blush one might question the sign of
the coefficient on the lagged wage change variable, Wt_‘. On further consideration,
however, this sign seems quite plausible: one might expect a fluctuating path of
wage adjustments over time, a year of rapid increase being followed by a year of
less rapid increase, and vice versa, Moreover, wage bargains frequently extend
over more than one year with a large increase in one year being accompanied by
an agreement on a more modest increase in the succeeding year,?

Several experiments were conducted using (Z/Q)T and (Z/Q)’r_1 in place of
(Z/Q)t_2. In each of these ‘‘alternative’’ cases the relevant coefficient was not
signiticant, and the value of R? for the equation as a whole was reduced. It seems
plausible that the level of profit margins affects the rate of change in wages with
a slight lag. Presumably, it takes some time for information on profit margins to
become available and for employees and employers to react to this information.
Each of the above profit variables has a lag built in, and of course the (Z/Q)’f-2
form—the only one to register a significant coefficient—involves a longer lag than
do the other two. The implication here is that it takes still longer for profits
(compared with price changes, for example) to affect wages.?

Various experiments were made, employing both the level and the absolute
change forms of(Z/yy)and utilizing the rate of change form of(Z/Q), in a fitted
regression. In each case, the regression coefficient of this profits variable was
insignificant, and the magnitude of R? was less than with the formulation adopted.
Another set of experiments attempted to test the (partial) relationship between W,
and the productivity change A,.The regression coefficient for this variable was
highly insignificant consistently, and in one case it had an inappropriate sign as
well.

The optimum method of incorporating the influence of U.S. wages on Canadian
wage changes was an open question, when we began our experiments on this issue.
From the arguments in popular discussion,® one might expect the relative gap
between U.S. and Canadian wage levels to be a more important determinant of
(Canadian) Jage changes than the rate of change of U.S. wages. But the former
variatle, W, is never statistically significant, whereas we have seen in Table
5.1 that the W: variable is a rather strong influence, at conventional levels of
statistical significance. This outcome is perhaps explicable in terms of the near
constancy of the W, variable, which fluctuates very little over the sample period.
Hence, if there are any errors of measurement in the variable (which seems likely,
in view of the arbitrariness of the exchange rate conversion factor employed), such
errors might swamp any genuine ‘‘signal’’ coming from this variable. Thus it is

! It is interesting to note that Schultze and Tryon obtained similar results, with even larger
quantitative impacts of the lagged wage changes in five out of the six subsectors investi-
gated.

? Published information on profits may involve a considerable lag, while changes in cone-
sumer prices (and changes in the availability of unemployed labour as well) are likely to
be recognized rather quickly. In this sense, then, it should not be too surprising to find
evidence of a longer ‘‘reaction time’’ in the case of the profits variable,

* Cf. footnote 2, p. 119.

126




quite possible that the four-quarter average of U.S. wage changes is a better
indicator of pressures for parity than the wage gap variable itself.

All but one of the combinations of explanatory variables in Table 5.1 were
tested in conjunction with both (U™)™ and (U*)?. In every equation shown, (U*)™?
emerges as the better form of the variable, judged in terms of its higher t-ratio and
a higher value of the coefficient of multiple determination. The Durbin-Watson
statistic is consistently higher for the formulation employing the square of the
reciprocal of the unemployment rate, and with the Theil-Nagar test, the residuals
of equation (5.1) are significantly nonautocorrelated at the 1 per cent (but not the
5 per cent) level, while this is not true for equation (5.2). Moreover, in an experi-
ment in which both (U*)" and (U*)™? were included in the same regression, (U™)™
was statistically significant while (U*)" was not.

Finally, various tests were run on the equations shown in Table 5.1 in order
to check the regressions for evidence that they may have shifted over time and to
assess their predictive power. The tests applied were the same as those employed

in Chapter 4 in evaluating the previous relationships estimated for the Canadian
economy.

Table 5.2 shows the coefficients for the first four regressions in Table 5.1 in
which (U*)? appears as an explanatory variable. In each case, the Table presents
the regression coefficients for the equations estimated for the period as a whole,
for two subperiods — 1953-60 and 1961-65 — and for the entire period with an added
dummy variable which takes a value of zero during the first subperiod and a value
of unity during the second subperiod. Table 5.2 also shows the standard errors
of the regression coefficients, the values of the coefficients of multiple determin-
ation, and the estimated standard deviation of the residuals, S, which has been
corrected for degrees of freedom.

The first point to be noted is that, in every case, the regression coefficient
for the dummy variable is statistically insignificant, thus providing no evidence of
a shift in the constant term of the relationship after 1960. The same conclusion
held when these tests were made for the regressions with the (U*)™ variable; the
dummy variable was insignificant, although the t-ratios were slightly higher than
those with the (U*)? form.

A somewhat different picture results when one examines the slope coefficients
of individual explanatory variables. There is no evidence of a significant shift in
any of the four price change coefficients, nor for any of the four coefficients of
the lagged wage change variables. On the other hand, in both cases the coefficient
of the U.S. wage change variable appears to shift significantly from the earlier to
the later subperiod. As intermediate cases, one of the two coefficients of the
profits variables appears to shift significantly between the subperiods (while the
other does not), and the unemployment variable displays stability in its influence
on wage changes, over the two subperiods examined, in only two out of four
instances.
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Finally, the results of applying the Chow test to these four equations are
summarized in Table 5.3. Equation (5.1) fails the Chow test at the 5 per cent level
of statistical significance, but does manage to pass it at the 1 per cent level. The
strict interpretation of this result is that the test provides some evidence of a
shift in the relationship, over the entire period under examination. The other
equations all pass this test, although equations (5.3) and (5.5) do so barely; this
outcome implies that there is no evidence of a shift in the parameters of these
relationships.! Equation (5.1) includes both profit margins and U.S. wage changes
as explanatory variables, while the other regressions exclude either or both of
these variables. Hence, given the results regarding the stability of the individual
regression coefficients, it is not surprising that equations (5.3) and (5.5) are
marginally more stable than equation (5.1) and that the equation which warrants
the greatest confidence with regard to stability over the total period is equation
(5.7), which omits both profit margins and U.S. wage changes as explanatory
variables. As indicated in Table 5.3, the F-ratio for equation (5.7) is extremely
small (0.05), both in comparison to the critical values for the F statistic and to
the F-ratios associated with the other three regressions.?

Table 5.3

Tests for Shifts in the Regression Coefficients
of the Wage Change Equations, 1953-65

k Critical Values for
Equation Fe-ratio from

s = . F-ratio, at Signifi- Conclusion#
i dlp cance Level of:
5% 1%
F F, F,
(5.1 2.42 2485 3.32 Shift (at 5% level)
(5-3) 2.15 2.45 3.51 No shift
(5.5) 1.93 2.45 3.51 No shift
(5.7) 0.05 2.59 3.80 No shift

#1f F> Ft' we reject the hypothesis that the parameters have not shifted.

In addition to these two tests, the predictive power of the estimated wages
equations was tested against the predictive power of several “naive’’ models,
again employing the procedure used in Chapter 4. Since the form of the variables
included in the equations here differs from the form of the variables considered
in that Chapter, the naive models used here differ slightly from those used earlier,

"

The Chow test was performed on equations (5.2) and (5.4), which are comparable to (5.1)
and (5.3), except that the unemployment rate is expressed as a simple reciprocal. The
F-ratios were 2.77 and 2.68, respectively, suggesting unstable relationships. On these
grounds, also, it appears that the regressions utilizing (U*)" appear to be somewhat better.

~

The level of statistical significance of the regression coefficients for a number of the ex-
planatory variables is well below the 5 per cent level, for the 1961-65 subperiod. The pos=-
sibility that the relationship disintegrates, in some sense, during this later subperiod has

been considered in footnote 3, page 94 above. On the other hand, the unemployment effect

seems, if anything, to be stronger during the later subperiod.
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although they have the same general form. The following naive models were

employed for the present purpose:
(5.22) W, = W (1953-60),
(5.23) Wo=W,_,,
(5.24) W, = Wy , and
(5.25) W= Wy,
Ui 5 . We-We, & . ;
where (as before) W, is defined as . 100 , W, is the predicted value of
L
Tl il 9 . 5
W, W = 3 W,._; and W (1953-60) is the mean value of W, from 1953 through
i=0
1960.
Naive model (5.22) predicts that the percentage change in wages in the current
quarter will equal the average of the quarterly percentage changes in wages from
1953 to 1960. Model (5.23) predicts that the percentage change in wages in the

current quarter will be the same as for the previous quarter. Model (5.24) predicts
that the percentage change in wages for the current quarter will be the same as
for the corresponding quarter a year earlier. Finally, naive model (5.25) predicts
that the percentage change in wages for the current quarter will equal the average
of the quarterly percentage changes in wages during the preceding four quarters.
In each of these cases, it is important to remember that the percentage change in
wages is consistently defined as the percentage change between any particular
quarter and the corresponding calendar quarter one year earlier.

~

The predicted wage changes (Wt) for these four naive models, together with
those based on the four regression equations utilizing the (U*)? formulation are
shown in Table 5.4, as are the deviations between predicted and actual wage
changes (V.Vt - Wt). For each predictive model, the value of the D statistic, as
defined in Chapter 4, is shown in the last line of Table 5.4. If one judges on the
basis of this statistic, equation (5.19), which explains W! as a function of unem-
ployment (U:‘)'z, prices (15’:) and lagged wages (\.VM), outperforms all other regres-
sion equations and all the naive models by a substantial margin. Where U.S. wage
changes (W ﬁst) are added as an explanatory variable in equation (5.16), the value
of the D statistic increases and is very slightly greater than the value of the D
statistic for naive model (5.25). On this basis, one can say that regression equation
(5.16) does not predict any better than a model which simply assumes that the
percentage changes in wages for the current quarter will equal the average of the
quarterly percentage changes in wages during the preceding four quarters. However,
equation (5.16) is a better predictor than all the other naive models. The same
conclusions hold for equations (5.10) and (5.13), the results for which are only
marginally different from (5.16) and from each other. Thus equation (5.10), which
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includes both the profit and U.S. wage variables, performs (essentially) as well
as the two equations containing only one of these variables, in spite of the
marginal evidence (from the Chow tests) that these latter two equation forms
revealed slightly more stable relationships.?!

As a further check on the relevance of the equations containing e,
estimates were made of the predictive powers of the ‘‘alternative’’ regressions
(with (U®)™). In all four cases the D statistic was higher for the (U*)™ formulation
than for that with (U*)?, thereby contributing further support for the superiority of
the latter.?

In connection with all of these tests, it can be argued that ‘‘naive’’ models
(5.25) and (5.23) pose fairly stiff tests against which to measure the predictive
power of the regression equations. This is primarily because of the very high serial
correlation in the wage change series. The simple correlation coefficient between
W and Wt_l is 0.95. As already emphasized, the regression equations predict the
percentage change in wages in a particular quarter from the same quarter of one yeat
earlier. As pointed out earlier, this gap of four quarters allows some time for the
lags to work themselves out and frees the series to some extent from the constraints
of the past. This can be regarded as a virtue of utilizing this form of the wage
change variable: variations in this series will not be so strongly dominated by
events beyond the period under examination, and hence, more scope is provided
for evaluating the relative importance of independent determinants of wage changes.
At the same time, however, the regression model selected may be a poorer
predictor, because it does not make full use of the serial correlation properties

1 The size of the D statistic is not the only criterion by which one can measure the accuracy
of a forecasting model. H. Theil has suggested, in Economic Forecasts and Policy, Second
Revised Edition (Amsterdam: North Holland Publishing Company, 1961), pp. 31-42, the
use of an ‘‘inequality coefficient’’; the numerator of Theil’s inequality coefficient is the
D statistic, while the denominator is the sum of the root mean squares of the separate
actual and the predicted series. It can be shown that the measure varies from 0 to 1, with
low values indicating a relatively good fit. For regression model (5.10), the value of the
Theil inequality coefficient is 0.078; for regression model (5.19), it is 0.044; and for naive
model (5.25), it is 0.075. These values would be generally considered to be indicative of
a reasonably high degree of forecasting accuracy.

As Theil’s discussion shows, the inequality coefficient can be decomposed into partial
coefficients of inequality due to unequal central tendency, due to unequal variation, and
due to imperfect covariation. One can then express these three partial coefficients as
percentages of the over-all coefficient; Theil’s view appears to be that, for a good
forecasting model, most of the inequality coefficient can be attributed to imperfect
covariation. It is interesting to note that all three of the forecasting models discussed
in this footnote conform to this criterion. For regression model (5.10), the proportion of
the inequality coefficient due to imperfect covariation is 83 per cent, while for naive
model (5.25), this proportion is 73 per cent. For regression model (5.19), the proportion
of the inequality coefficient due to imperfect covariation is a fantastic 99.8 per cent.

? The root mean square of the deviations for the four “(U"‘)-1 regressions’’ comparable to
those for (5.10), (5.13), (5.16), and (5.19), respectively, are: 0.55, 0.59, 0.55, and 0.36. It
seems reasonable that the (U*)'1 forms should be poorer predictors, given the greater evi-
dence of instability in the relationships suggested by the Chow tests.
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entailed in forming overlapping four-quarter rates of change. With these consider-
ations in mind, one can argue that the fitted equations do reasonably satisfac-
torily in comparison with the naive models. The first three come fairly close to the
most accurate naive model (while outperforming the other three), and the fourth
regression equation is a better predictor than any of the alternatives.

When the bulk of the evidence is accumulated, it becomes difficult to claim
that any particular one of the four basic equations is ‘‘best’’. Equation (5.7) is
apparently more stable and a better predictor than the others, at least over the
period being considered. However, it may be that the 1961-65 experience, which
involved a major adjustment in the exchange rate and a long, slow recovery from
a pronounced recession (with the attendant slack in the labour market, and perhaps
a resulting insensitivity to profit levels and U.S. wage changes), will not be entirely
relevant for wage changes in the future. Moreover, the other equations, especially
(5.1), do take more influences into account and provide a superior statistical
explanation, in terms of a higher coefficient of determination and a relative free-
dom from autocorrelation of the residuals. On these criteria, equation (5.1) might
be considered the most satisfactory, although all four are carried forward so that
their implications for the policy issue of the trade-offs can be compared.?

3. Productivity Growth Relationships

As outlined in Chapter 2, the level of productivity may serve as a link between
the levels of wages and of prices and consequently the rate of change of produc-
tivity may serve as an intervening variable between the rate of change of wages
and that of prices. Because of this link, it is evident that a study of the trade-off
relationship may necessitate a consideration of productivity trends. However, a
complete study of the determinants of productivity and technical change during the
period under examination is well beyond the terms of reference for this study.
Accordingly, our work on productivity has essentially been designed to obtain an
estimate of the trend of output per man-hour in manufacturing, taking into account
seasonal influences and the level of resource utilization. The period to which our
relationships were fitted was the 68 quarters running from the first quarter of 1949
through the fourth quarter of 1965, although, as will become apparent shortly,
this total period is implicitly divided into two subperiods with different predicted
rates of productivity growth for each subperiod. No attempt was made to go beyond
this analysis to examine the basic determinants of productivity by fitting production
functions or by using other types of more advanced techniques.

Our “‘best’’ productivity equations, which are based on the full set of 68 obser-
vations, are contained in Table 5.5, which presents the regression coefficients,
their standard errors and t-ratios, and the coefficients of multiple determination
for each equation, The variables are defined as follows:

log,oA, = logarithm to the base 10 of an index of output per man-hour in the

manufacturing sector, where the base value of the A, index is
equal to 100 in 1949;

! Estimates of the coefficients of the wage adjustment equations, after the variables have
been subject to an autoregressive transformation, and two-stage least squares estimates
of the parameters of equation (5.1), are presented in the Appendix to this Chapter.
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t = time trend, equal to unity in the first quarter of 1949 and
increasing consecutively by one unit each quarter;

DUM = dummy variable, which takes on a value of zero from the first
quarter of 1949 through the fourth quarter of 1957 and a value of
unity from the first quarter of 1958 through the fourth quarter of
1965;

S = three dummy variables (where i = 1, 2, or 3) which correct for the
influence of seasonality within the regression itself: S, is equal
to unity in the i-th quarter and zero in the other three quarters.
Accordingly, the fourth quarter is designated as the base quarter;

Qdev/Qtr

the deviation (Qg.,) between actual manufacturing output
(seasonally adjusted) and its trend value, as a proportion of the
trend value. The trend value (Q,,) is based on a simple logarithmic
trend fitted to actual manufacturing output (seasonally adjusted),
over the entire period 1949-65;

logw(Qa/Qp) = logarithm to the base 10 of the index of actual output in
manufacturing (again seasonally adjusted) expressed as a
percentage of potential output in manufacturing (Q,). Q, was
calculated by fitting a logarithmic trend between seasonally
adjusted values of Q, when the seasonally adjusted
unemployment rate was approximately 33 per cent.

The equations reported were developed after a fairly extensive series of ex-
periments, The main problem was to develop an equation which satisfactorily took
account of the effect of the level of resource utilization on productivity and at the
same time allowed for variations in the secular trend in productivity over the period
in question. Changes in productivity reflecting secular and resource-utilization
effects are likely, on occasion, to be interrelated; in addition, the secular trend
in productivity may shift over time, All four equations make an explicit allowance
for a shift in the secular trend in productivity beginning in the first quarter of
1958,! through the inclusion as explanatory variables in the regressions of DUM
(in all but equation 5.29) and DUM.t, which is the product of the time trend and
the DUM variables, The DUM variable allows for a shift in the intercept of the
equation, while DUM.t allows for a change in the slope coefficient on time and
hence, it permits the secular rate of growth of productivity to take on a separate
value in each of the two ‘‘subperiods’’.

The difference between equations (5.26) and (5.27) is in the variable employed
to take account of the effect of the level of resource utilization: equation (5.26)
employs Q4. ,/Q,, for this purpose, while equation (5.27) uses log (Q,/Q,). It may
be observed that, while the value of the coefficient of multiple determination (R?)
is virtually the same for the two equations, the significance of the utilization or
“‘cyclical’’ variable is slightly higher in the first equation. In neither case does the
utilization variable’s coefficient satisfy the requirement that the t-ratio be at least
2; nevertheless, the equations are still presented as our most comprehensive, and

! The rationale for this break is discussed briefly below.
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in some sense ‘‘best’’, estimates, since they do allow for a utilization effect.! As
a check on these estimates, the regression was run without the utilization variable
(equation (5.28)). The omission had only small effects on the remaining coefficients,
although it did eliminate the significance of DUM as an explanatory variable, In
equation (5.28), then, there is no evidence that the productivity relationship shifted
(in terms of the intercept) in 1958, although the evidence still suggests that

the rate of change of productivity fell (as indicated by the negative and significant
coefficient of the DUM.t variable). Finally, equation (5.28) was rerun with the in-
significant DUM variable omitted, which yielded equation (5.29). In the discussion
below of the implied rates of growth of productivity derived from these relation-
ships, the effects resulting from this successive deletion of variables can be
observed.

In all the attempts to estimate the secular trend in productivity, the dependent
variable was expressed in logarithmic form, which follows conventional practice.
The rationale for this form is that it is desired to estimate the rate of growth of
productivity over time, which can be easily obtained from the logarithmic form,
The use of this type of relationship means that the equations estimated by regres-
sions (5.26) and (5.27) can be transformed into the following relationships:

(5.26a) A, = a,,a1DUM 10(ﬁzl + B.DUM antilog (y,S; + ¥25; + y3S: + va Quent Qi ,
and

(5.272) A, = aaa,lDUM . (B4 +B3 .DUM)E
where the a’s, the a'’s, the 3’s, the 3'’s, the y’s, and the y'’s are the parameters
estimated in the regressions, Showing the relationships in this form indicates the
underlying assumption of a multiplicative interaction among the independent vari-
ables. With unchanged values of the seasonal and resource utilization variables,
A:+ is 1081 times as large as A during the period 1949-57, and 108t +B1 times as
large during the later subperiod 1958 65. Accordingly, the deseasonalized, con-
stant resource-utilization rate of growth of productivity is (10’5‘ — 1) during the

earlier subperiod and (1051532 _ 1) during the later subperiod.

antilog [y1S; + y3S: + ¥3S:] (Qa/Qp) vs »

In all our experiments, seasonal variations in productivity were taken into
account by use of dummy variables, as outlined above. Every test consistently
shows the first- and third-quarter dummies as highly significant in the negative
direction and the second-quarter dummy as highly insignificant. This suggests
that, due to seasonal influences by themselves, productivity tends to be lower in
the first and third quarters than in the second and fourth.

A variety of empirical studies for a number of industrialized countries have
pointed to the conclusion that productivity may be sensitive, at least in the short

1 If one were to employ a one-tailed rather than a two-tailed test of significance, the uti-
lization variables would ‘‘pass’’ (i.e., be accepted as significant), since the required
t-ratio, at the S per cent level, would then be only 1.67. Since there is room for argument
as to which is in fact the appropriate test in this case, the retention and presentation of
these two equations was felt justified. On the other hand, the presence of autocorrelated
residuals (as indicated by the relatively low values of the Durbin-Watson (D.W.) statistic)
would, in general, bias the estimated standard errors downward, thus tending to overstate
the t-ratios. As it tums out, the implication of the equation is that the degree of utiliza-
tion has a very small effect on the level of productivity; most of the explanation of pro-
ductivity emanates from the influence of the other variables,
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run, to the level of resource utilization,! What is not so obvious is how this influ-
ence on productivity can best be taken into account in a quantitative analysis, as
there is no unique or generally accepted method of measuring excess capacity. In
addition to the variables included in equations (5.26) and (5.27) in order to take
variations in capacity utilization into account, experiments were made employing
the following variables: U, the rate of unemployment of the labour force; an 0

the absolute difference between actual and potential real output in manufacturing
(as defined above); and Q,.,, the numerator of the Qq4.,/Q,, variable. The unemploy-
ment variable was consistently insignificant in every test (including some utilizing
lags and leads), while Q,,, and Q4. , Were barely significant in a few experiments,
but not in others. In any case, it was felt that the fom of the variables used in
equations (5.26) and (5.27) were superior on the grounds that in ratio form the nu-
merical value of these variables is independent of the level of the indices from
which they are derived, The logarithmic form of (Q,/Q,) is suggested by a theoret-
ical model of a long-run production function, based on the Cobb-Douglas form,?

1 See, for example, B, J. Drabble, Potential Output, 1946 to 1970, Staff Study No. 2, Eco-
nomic Council of Canada (Ottawa: Queen’s Printer, 1964) and the evidence cited there.
One of the most intensive recent investigations of this question, together with an exten-
sive bibliography, is provided in Professor Edwin Kuh'’s paper, ‘‘Cyclical and Secular
Labor Productivity in United States Manufacturing,’’ The Review of Economics and
Statistics, Vol. XLVII, No. 1 (February 1965), pp. 1-12.

2Let the long-run production function be given by:

, At -

@ Qp=ald L, BKB s

where Qp is potential output, L, is the potential labour input, K is the available stock of
capital, and t is a time trend.

Let the following short-run relationship hold when the actual labour input falls short
of the potential input and so actual output is below its potential level:

Y
QP LP

where L is the actual labour input and Q, is the actual level of output. The fact that
relationship (ii) is a short-run relationship means that it is presumed to be valid only as
an expression of short-term deviations from full-employment or full-capacity levels.

Now we may derive an expression for the ratio of Q, to L, which can be interpreted

L
as a productivity measure. From equation (ii), it follows that 3

L\’

(iif) @3 =<—*‘) Qp , and hence
Lp

(iv) 22 L1V,

Combining equations (iv) and (i), we have:
Q. 11— A yt A
) 2=, P eParo t=<5> <K—> aro™.
a p Lo

Substitution of equation (ii) into this result yields:

y-1 B8
. Qa - Qa K At
(vi) —La —<~Qp) Y <—Lp> a10

Finally, taking common logarithms of both sides of this relationship, we obtain:

y-1
(vii) log <(L?:> y log (g—:) + B logC(l—P> + At + constant

Relationship (vii) suggests the possibility that the ratio of the available capital
stock to the potential labour input may be a relevant variable in the productivity regres-
sions. Although a modification of this variable was entered in several trial regressions,
its influence never appeared to be statistically significant.
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Q4ev/Q,, might have been modified so that an analogous logarithmic variable would
have appeared in equation (5.26) instead. However, the two forms approximate each
other very closely and it was not considered worth-while tore-run the regression
with this form of the utilization variable,!

The secular trend in productivity is represented in equations (5.26), (5.27),
(5.28) and (5.29), by the regression coefficients of t and DUM.t. (The inclusion of
the DUM variable as well permits a shift in the constant term, but does not enter
into the estimate of the growth rate itself,) Thus, the inclusion of both a time trend
variable and an interaction term between the time trend and the dummy variable
allows not only for a secular trend in productivity but also for a shift in that trend.
From other evidence and from the time diagram of the productivity series (Figure
5.1), it seemed likely that a shift in the secular trend of productivity occurred
around the end of 1957; hence the value of DUM was defined to change from zero
to unity at the beginning of 1958, The regression results confirm this expectation:
the DUM.t variable is significant in every case, and is negative, indicating a lower
rate of productivity growth from the late 1950’s onward.?

Before reporting the actual rates implied by the equations, it may be mentioned
in passing that some other experiments with time trend variables also picked up
the decline in the productivity growth rate. Experiments were conducted in which

! Let y be a mathematical variable and let In denote the natural logarithm function (logarithm
to the base e). Whenever y is small, we shall have the following approximation:
i In(d+y)y=y.

Hence the statistical variable Q,,,/Q,, is approximately equal to:

i1) In (M4 Queo/Q¢) = In (M %6—&) =1n,(1+ Qa/Q¢, ~ 1) =1n (Q./Q,) »

tr

where Q, is the actual (seasonally adjusted) level of output. Since the natural logarithm
function is always a constant multiple of the common logarithm function, the two forms of
the resource utilization variable are much more analogous than would appear at a casual
glance.

It is of some interest to quantify the effects of a varying degree of resource utilization on
labour productivity. Computations with equation (5.26) indicate that a 1 per cent rise in
manufacturing output relative to its trend value is associated with a 0.090 per cent rise
in the A, variable, at a given point in time and with the seasonal factors held constant.
For equation (5.27), one can calculate that a one percentage point rise in the ratio of Q_
to Q, is associated with a 0.086 per cent rise in the A, dependent variable. Hence, for
both productivity relationships, the calculated effects of variations in the degree of
resource utilization on the dependent variable are both quite close and quite small.

2 A “*kink’’ in the series was much more apparent when productivity was calculated on the
basis of the unrevised manufacturing output data. The recent revision resulted in faster
rising output (and thus faster rising productivity) over the whole period, with more pro-
nounced adjustments in the more recent years. Nevertheless, the expectations of a slow-
down in productivity growth in the late 1950’s can still be justified on a priori grounds
and this expectation is confirmed by our equations (which are based on the revised data).
It is quite possible, of course, that further revisions of the data will refute these a priori
arguments by showing no slowdown at all after 1957.

It might also be mentioned that the productivity series plotted in Figure 5.1 are not sea-
sonally adjusted, while the productivity trend plotted has implicitly been seasonally
adjusted by the multiple regression at the fourth-quarter level. Since productivity reaches
a seasonal peak in the fourth quarter, the dashed trend lines generally lie above the
productivity series.
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the trend variable included, in addition to the straight linear t variable, some non-
linear variables: t? and t~!. The t~ form suggests a gradually diminishing rate of
productivity change, approaching some (asymptotic) steady rate of growth, The t-!
variable was significant in versions using the old output data, but was not signifi-
cant with the revised data. The t? form is significant (and the coefficient nega-
tive) with either set of data, but the implications are considered unrealistic: the
equation captures the gradual decline in the rate of productivity growth, but
implies a continuous degeneration whereby the change in productivity would
eventually become negative, which of course means that the level of productivity
itself would fall,!

Table 5.6

Estimates of the Secular Rates of Growth
of Productivity, 1949-65

Estimates from Equation:

Period
(5.26) (5.27) (5.28) (5.29)
(Annual percentage rates)
1949-57 4.06 4.20 4.12 4.09
1958-65 3.68 s 3.83 3.95

To return, finally, to our equations in Table 5.5, estimates have been made
of the implied rates of growth of productivity, which are presented in Table 5.6.
Equation (5.26) implies a compound growth rate in manufacturing productivity of
4,06 per cent per year during the period 1949 through 1957, and of 3.68 per cent
per year during the later period 1958 through 1965, The actual productivity levels
and the trend values estimates from equation (5.26) (with the cyclical variable and
the seasonal variables set equal to zero) have been shown in Figure 5.1. The rates
evolving from the four equations are basically similar, although one interesting
phenomenon is the progressive increase in the second period’s growth rate as
variables were deleted from the regression equations. From Table 5.5, it is reason-
able that the shift in the constant term (captured by the coefficient of DUM) is
positive and significant in equation (5.26) and in equation (5.27), is insignificant
in (5.28), and is absent from (5.29), With less upward shift (and finally no shift)
in the function at the ‘“kink’’ point, one might expect a slightly larger slope in the
later period; in other words, the estimated growth rate might be expected to become
progressively larger from the second equation onward. In any case, the main con-

!The most statistically satisfactory of these equations is:

log A, = 1.99488 + 0.004573t — 0.00000586t* + 0.0353Qdev/Qtr — 0.00980S,
{32.33] (2.94] (2.28] [5.18]
+ 0.00011S, — 0.01891S; . The coefficient of multiple determination
[0.06] {10.01]
is 0.9960, and the equation is fitted for the complete period based on the revised output
data. The implied (trend) rates of productivity growth in 1950, 1955, 1960, and 1965,
respectively, are: 4.23%, 4.01%, 3.78%, and 3.56% (annual rates). It is also interesting to

note that the cyclical or capacity utilization variable is unambiguously significant (by
conventional standards) in this regression.
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clusion is that the equations show a secular growth in productivity between about
3.7 and 4.0 per cent for the late 1950’s and early 1960’s, and that these rates are
between 0.1 to 0.5 of a percentage point lower than those enjoyed in the early
post-war period.?

Assuming that it is not entirely statistical illusion, how might one explain the
shift in the rate of growth of labour productivity which appears to have occurred
around the end of 19572 Although a full explanation is considerably beyond the
scope of this study, several factors that seem relevant can at least be indicated.
The year 1957 marked the end of the immediate post-war era; post-war reconstruc-
tion, cold-war readjustment, and the catching up on a variety of plans that had
been long delayed because of the war and its aftermath, were largely completed.
There was also the Korean War boom, and the intensified investment programmes
of 1955 and 1956. On the international scene, new developments included much
tougher international competition, increasing industrialization abroad, and the
development of new trade and payments relationships.? At home, related develop-
ment included a lower proportion of the national product going into capital forma-
tion, along with generally higher unemployment rates and generally greater excess
capacity. It seems quite possible that labour productivity no longer grew so rapidly
because the growth in the complementary factor, capital, also slowed down, both
absolutely and relatively to the labour input.® Each of these developments may
have played some role in the apparent slowdown in productivity growth after 1957,
although a complete explanation may be more complex and may involve additional
explanatory factors,

4. Direct Relationships between Price and Wage Changes

Our work on the relationship between prices and wages has proceeded along
two approaches. One approach has been to consider the relationship between the
Consumer Price Index and labour costs per unit of output in manufacturing, The
second approach has been to examine the relationship between the Consumer
Price Index and wages (average hourly earnings in manufacturing). In the first ap-
proach, the link through productivity between wages and prices is recognized by
combining wages and productivity to derive labour costs per unit of output (wages
divided by output per man-hour). In this form, the relationship shows how prices
are affected by wage changes adjusted for productivity changes. In the second ap-
proach, the productivity link between wages and prices is recognized by attempting

! The rates are, of course, lower for the earlier estimates based on the unrevised output
data, For example, equation (5.26) yielded estimated growth rates of 3.32 per cent and
2.56 per cent for the two subperiods respectively when the old data was employed.

? For an extensive review of these developments, see G. L. Reuber, *‘International Trade
Trends and Policies,? Business Quarterly, Volume 29, No. 4 (Winter 1964), pp. 40-50.

3 In this connection, we may recall that the capital-labour ratio, which was included as an
explanatory variable in some trial productivity regressions in an attempt to explain away
the apparent retardation in productivity growth, did not have a significant influence in
these regressions. Nevertheless, in view of the poor quality of the capital data employed
in this experiment, it seems permissible to reject the data instead of the hypothesis and
to argue that the deceleration of productivity growth (if really present) was at least
somewhat related to the slowdown in capital formation.
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to relate wages and productivity separately to prices in order to ascertain their
independent effects on prices, With both approaches, other variables in addition to
wages and productivity have also been introduced to explain price changes.

Initially, our estimates were based on the period from 1949 to the second
quarter of 1965. As already indicated, significant evidence was found of a shift in
the wage adjustment relationship after 1952, This conclusion was reinforced by the
evidence which emerged from various experiments on the price level relationship,
The results of most of these experiments suggested a shift in the relationship after
1952. Accotdingly, unless otherwise indicated, all of the estimated relationships
discussed in this section are based on quarterly data for the period from the first
quarter of 1953 to the second quarter of 1965, which encompasses 50 observations.
Our first set of trial regressions explaining the consumer price level utilized the
absolute values of the price, wage, productivity, and unit labour cost variables.
However, it was felt that the very high coefficients of multiple determination and
t-ratios which were obtained were misleading, especially in view of the fact that,
in general, the computed residuals appeared to be significantly autocorrelated.
Consequently, we focused on explaining the percentage change (between corres-
ponding calendar quarters of adjacent years) in the Consumer Price Index, thus
posing a somewhat stiffer hurdle (in terms of statistical significance) for prospec-
tive explanatory variables, Moreover, the formulation in terms of percentage rates
of change enables one to derive the trade-off relationship from the underlying rela-
tionships in a reasonably straightforward manner, without resort to some simpli-
fying approximations.

i. The unit labour cost approach

Some features of the price level regressions in the Brookings model were in-
corporated into our work on the relationship between prices and unit labour costs,
In several respects, however, our approach differed substantially.

As in the Brookings model, unit labour costs were incorporated in the estimated
relationships in two forms: as normal unit labour costs (ULC") and as (straight)
unit labour costs (ULC), where:

w W
(5.30) ULCP =— =— ,' and
*
A¥ /100 % $ <M9H>
i=0 bt
(5.31) ) 7 R M =

! The Brookings model variable uses a twelve-quarter moving average of productivity in the
denominator instead of the eight-quarter moving average used in our work.
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Here, the symbols on the tight-hand side of equations (5.30) and (5.31) are defined
as follows, with the data sources given, where appropriate, in parentheses:

Q, = index of output in manufacturing (1949 = 100) (Dominion Buteau of
Statistics);

MH, = index of man-hours in manufacturing (1949 = 100) (Dominion Butreau of
Statistics);

W, = average houtly eamings in manufacturing (Dominion Bureau of
Statistics);

A, = level of labour productivity (1949 = 100); and

A¥ = index of nomal labour productivity,

The hypotheses underlying the use of (ULC™) and (ULC) are summarized in
the Brookings volume,! Stated briefly, these hypotheses are: (i) prices are set by
a mark-up on standard costs — i.e., costs at normal levels of operation; (ii) tem-
porary changes in costs (i.e., deviations of actual costs from standard costs) affect
prices but less than permanent changes; (iii) changes in wage rates are considered
permanent whereas temporary changes in productivity are not and, consequently,
normal ULC is defined as the current level of wages relative to productivity aver-
aged over several periods, which serves to abstract from temporary fluctuations in
productivity.

In most other respects, our relationships differed from those of the Brookings
model. One major difference was that our estimates are concemed only with aggre-
gate price changes as reflected by the Consumer Price Index. The Brookings rela-
tionships, on the other hand, attempt to explain directly variation in various broad
components of the Wholesale Price Index, which are subsequently drawn together
and related to the level of retail prices. Secondly, as noted above, we have attemp-
ted to explain the percentage rate of change in consumer prices, while the Brookings
equations explain the level of components of the Wholesale Price Index.

A long series of experiments was undertaken to explain the percentage change
in pnces, P, , in terms of the percentage change in normal units labour costs
(ULC"), the deviation between the percentage change in current unit labour costs
and normal unit labour costs (ULC ULC ), together with the percentage change
in U.S, prices, in Canadian import and export prices, and in lagged prices. For
this purpose, the unit labour cost variables were defined as follows:

MLED = UEERs
(O

(5.32) (ULCh), = 100 , and

(5.33) @) = —=Cy = ULChy . 100 .

ULC_4

! Schultze and Tryor, op. cit., pp. 284-288.
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Although we experimented very extensively with these variables for the period
1953-65, we were unable to estimate a completely satisfactory statistical relation-
ship between price changes and these explanatory variables in combination with
the other explanatory variables mentioned. In the experiments, the unit labour cost
variables were statistically insignificant in almost every instance.! Our ‘‘best”’
estimate which employs these variables is equation (5.34), in which the unit labour
cost variable is statistically significant with a one-tailed test but barely misses
statistical significance with the more conventional two-tailed test.

(5.34) P, = 0.205 + 0.0996(ULC"), + 0.0827F, + 1.014P,_,
[1.97] (2.29] (8.77]

- 0.226P,_, , R*-0.854, D. W.=2.22.
{1.99]

P, and (UL'.Ct) have already been defined, f?t is the percentage change in the im-
plicit deflator for imports of goods and services in the National Accounts (the
source of the underlying data on this variable is the Dominion Bureau of Statis-

tics); in symbols, f“t is equivalent to:

t

F_l 100

Fas

As before, the numbers in square brackets below the estimated regression coeffi-
cients are computed t-ratios, R? is the unadjusted coefficient of multiple determin-
ation, and D. W. is the Durbin - Watson statistic.’ However, when the percentage
change in U.S, prices was added as an explanatory variable, both F and (ULC )t
became insignificant. Also, leaving the P -2 variable out of equation (5.34) increased
the t-ratios for F and Pt 1» but reduced slightly the coefficient of determination

and brought about a marginal reduction (to 1.96) in the t-ratio for (ULC MHer

1 It is perhaps worth reporting that, in the earlier experiments with the level form of the
variables, normal unit labour costs were always highly significant, while the deviation
between actual and normal labour costs was significant in some (but not all) of the cases,
with a coefficient considerably smaller than that of normal unit labour costs.

2 As is well known (see, e.g., Marc Nerlove and Kenneth F. Wallis, ‘“Use of the Durbin-
Watson Statistic in Inappropriate Situations,’’ Econometrica, Vol. 34, No. 1 (January
1966), pp. 235-238), the Durbin-Watson statistic does not provide a very strong test of
possible autocorrelation in the residuals of a regression equation, This is so because
the Durbin-Watson statistic is asymptotically biased toward the null value of 2.0 with
autocorrelation present (in the universe), and so the test lacks power. The formulation in
terms of percentage rates of change was in part chosen to obviate this complication; for
what evidence they provide, the computed Durbin-Watson statistics presented in this sec-
tion are consistent with the view that this transformation of the variables does actually
succeed in eliminating autocorrelation in the regression residuals.

The equation became:

(5.35) P = 0,158 + 0. 102(ULC ) + 0. 0965F + 0. 813Pt_1. R’ = 0.841.

[1.96] [2.64] [13.97]
It is interesting to note that, with the use of revised output and productivity data, the
influence of the normal unit labour cost variable did gain somewhat in statistical signifi-

cance. An alternative trade-off relationship, based on the price change equation (5.35), is
computed and presented in the Appendix to the following Chapter.

145



ii, The use of current wage changes as an explanatory variable

As indicated at the outset of this section, in our second set of experiments
wage and productivity changes were initially included as separate explanatory
variables in the price change regressions, Our ‘‘best’’ estimated relationship, for
data based on the period from the first quarter of 1953 through the second quarter
of 1965, is equation (5.36), in which the variables and the ‘‘dot’’ operator have the
definitions already given:

(5.36) P, =-0.622+ 0.199W, + 0.0998F, + 0.817P,_,, R* = 0.865, D.W. = 2.04,

[3.53] [2.97] (15.6]

In deriving this estimated equation, we made a number of trials regarding the
relationship between productivity and prices. Productivity changes were included
as an explanatory variable in several forms, One form was a four-quarter or an
eight-quarter average of (annual) percentage rates of change in productivity;

A q 3 ] 7,y
the explanatory variables were A, =3 3 A, and A, o | By A
i=o i=o0

A -A
2t 7% 100. Another form employed an estimate of the percentage

Aiq
rate of increase in normal productivity as generated by a preliminary version

where At =

of equation (5.27) above. In this case, the productivity variable which was entered

. . : A - A B .
in the regression was A, = "% where A, is the predicted value of the

Ag
dependent variable from equation (5.27) above. In none of our experiments were
any of these productivity variables statistically significant and in some
regressions they entered the equation with an inappropriate sign, implying the
implausible conclusion that an increase in the rate of productivity growth adds to
the upward pressure on prices. In short, our experiments failed to establish
directly a significant relationship between the percentage rate of change in prices
and the percentage rate of change in productivity for the period from 1953 to 1965,
and the same conclusion applies to the longer period from 1949 through 1965.

One could argue that the effects of productivity growth have implicitly been
subsumed in the estimated constant term of the fitted regression, As pointed out
in Chapter 2 above, if productivity (especially the relevant conceptualization of
labour productivity) grows along a rather smooth trend, there may not be enough
variation in this determinant to allow the variable to appear as a significant influ-
ence in a regression explaining rates of change, and so the productivity effects
may merely appear in the constant term of the regression.! The constant term of
equation (5.36), which is both negative and significant (with a t-ratio of 2.6), is
consistent with this interpretation. Moreover, as the discussion of Chapter 6 will
substantiate, the ‘‘steady state’’ value of the constant term (approximately -3.4) is

1 It is interesting to note that, in the level form of the price equations, the absolute level
of “‘normal’’ productivity (an eight-quarter average) had a regression coefficient that was
always negative and generally statistically significant, by conventional tests.
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also consistent with this view of the influence of productivity growth. Thus, after
the price change variables have settled down to a continuing rate of change, the
Consumer Price Index might be expected to fall by 3.4 per cent per year in the
hypothetical situation in which money wages and import prices experienced a
(continuing) zero rate of change. This is at least the right order of magnitude for
the interpretation of the constant term as a reflection (primarily) of the expected
rate of growth of productivity during the sample period.

In order to take account of the influence of foreign prices, a number of tests
were made with changes in three foreign price variables: the implicit deflator, from
the GNP accounts, of the imports of goods and services, F; the implicit GNP de-
flator for the e xports of goods and services, X; and U.S. prices, P, . As indicated
in Chapter 2, foreign prices influence Canadian prices because imports account for
a high proportion, on average, of the total value of final output. In addition, domes-
tic prices of many Canadian products are set to meet import competition. Similarly,
the domestic prices of Canadian products which are readily exported, such as beef
and some other meats, are influenced by the world prices for these products. Aside
from these direct influences, it seems likely that the trend of foreign prices has an
important effect on expectations regarding Canadian prices — particularly when the
country maintains a fixed exchange rate. Thus, a general upward drift in world
prices — especially U.S. prices — is likely to lead to a similar drift in Canada; the
reactions which these expectations induce are, in turn, likely to reinforce the ten-
dency for Canadian prices to follow foreign price trends, The influence of U.S.
prices — both directly and indirectly — is, of course, likely to be the predominant
foreign influence affecting Canadian prices.

When the percentage change in export prices ().(t) was added to equation (5.36),

it was not statistically significant. ()‘(t) was entered in the regression in the

following form: E'___)_(_i_ . 100 , where X, is the export price index mentioned

X4
above.

The use of U.S. consumer prices to explain Canadian consumer prices was
suggested by the observation that movements of the Consumer Price Indexes in
the two countries have been very similar, This observation is confirmed by equa-
tion (5.37), in which the percentage rate of change in the U.S. Consumer Price
Index is the only variable used to explain the rate of change of the Canadian Con-
sumer Price Index:

(5.37) P =0.537 + 1.008P,, R* = .623,
(10.3]
. P,.-P . .
wiere P, = ¢ ust—4 100 and Pust is the U.S. Consumer Price
P
Ust—4

Index. (The source of the data for this variable is the U.S. Department of Labor.)
This equation explains 62 per cent of the variation in the percentage change
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in Canadian prices. In addition, it implies that Canadian consumer prices tend to
rise by uniformly one-half a percentage point more than U.S. consumer prices, with
an additional percentage point increase in U.S. consumer prices being associated
with almost precisely one additional percentage point increase in Canadian con-
sumer prices.! When U.S. consumer prices (lsu,t) were added to equation (5,36),
the regression coefficient for this variable was not significantly different from
zero, with a t-ratio of 0.99. The coefficients of the other explanatory variables
remained statistically significant and the value of the coefficient of multiple
determination increased only very slightly.?

As noted earlier, the statistical series used for import and export price indexes
(F, and X,) are the implicit price deflators for goods and services from the GNP
account., Both series pose a number of technical problems which will not be dis-
cussed here. For the purpose of explaining changes in the Consumer Price Index,
we considered these series, which incorporate the prices of both goods and ser-
vices, to be slightly preferable to a series relating to foreign trade in goods only.

In arriving at equation (5.36), we also addgd another lagged value of the de-
pendent variable as an explanatory variable ~ P, . The regression coefficient
for P,_, was not statistically significant:® the coefficients for the other explana-
tory variables in the regression remained statistically significant.

Various experiments were also made to test for the influence of seasonal fac-
tors in equation (5.36) by adding seasonal dummies in the manner described earlier.
None of these seasonal variables proved to be statistically significant. In view of
the fact that we are dealing with percentage rates of change over corresponding
quarters of the calendar year, this outcome is hardly surprising,

In addition, a number of experiments were undertaken in which we attempted
to assess the direct influence on consumer prices of excess demand in the product
markets of the economy. As outlined in Chapter 2, this sort of influence might be
expected to play a role if the markets for final goods and services are ‘‘reasonably’’
competitive. The following four variables were utilized as proxies for excess
demand in the final goods markets (sources of the underlying given in parentheses
where appropriate):

Qgap , as defined in Section 3;

1One can explain most of the variations in P, over the 1953—65 sample period as a function
of lagged price changes and changes in the U.S, consumer price level. Thus, we have
computed:

(5.38) Py = 0.120 + 0.287 P, + 0.947 P,_; — 0.289 P,_,, R’ = 0.868.

[3.74] [8.42] [2.75]

It may be observed that the coefficient of determination for this regression is even higher
than for equation (5.36) above. As we shall see in Chapter 6, the steady state properties
of this equation are quite similar to, though not identical with, equation (5.37), in which
the effects of lagged price changes are not explicitly estimated.

? Py =~0.494 + 0.154 W, + 0.0842 F, + 0.766 P,_; + 0.104 P, R’ = 0.868

[2.12] {2.27] [10.4] [0.99]
P, =~0.519 + 0.178 W, + 0.0910 F, + 0.930 P,_; — 0.125 P,_,, R’ = 0.868
[3.02] [2.64] [8.06) [1.10]
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log (@./Q,) .+ 100 , as defined in the previous Section;

Qdev/Qtr

, as defined in Section 3;

*
1/8)3=v = IE— éS) , the deviation of the ratio of manufacturing inventories
t to shipments in period t from an eight-quarter average
of the ratio, i.e.

* 7

1
=3 > (LS) , (Dominion Bureau of Statistics);
=0, ") T

1
(‘§)

t

uo unfilled orders in manufacturing (seasonally adjusted),
(Dominion Bureau of Statistics).

The direct influence of demand factors on price formation would appear to be of
decidedly secondary importance. None of the regression coefficients of these
proxies for excess demand was significantly different from zero, with the rate of
change formulation of the price and wage variables.!

Finally, a quick experiment based on an altemative dependent variable for
the price change regression was made. P:xf denotes the Consumer Price Index
Excluding Food Products during the t-th quarter; the source of this series is the
Dominion Bureau of Statistics. Using the rate of change in this variable for the
dependent variable (and a one-quarter lag of this rate of change as one of the

explanatory variables), one obtains:

(5.36a) Pexf _ _0.413 + 0.101 W, + 0.0893 F, + 0.934 P ,
(3.11] (4.67] [19.1]

R?=0.907 , D.W. = 1.75 .

These results are quite consistent with those of equation (5.36), although the
steady state properties seem to be less in agreement with our expectations. In
any case, it would appear correct to assert that the behaviour of the over-all Con-

sumer Price Index is not influenced unduly by peculiarities in the movements of
the food component.

! It is interesting to note that, in our calculations with the levels of prices, wages and
unit labour costs, several of the demand variables were statistically significant, with
theoretically appropriate signs. One possible interpretation of this outcome might be that
the level, but not the rate of change, of prices in general is sensitive to the direct influ-
ence of demand in the product markets., In this view, the pressure of high demand would
have a once-and-for-all effect, raising the mark-up factor to a level that was permanently
higher so long as demand remained high. However, we should not like to push this inter-
pretation very far; even our calculations in the levels of the variables, which probably
overstate the true levels of statistical significance for reasons outlined above, show a
majority of the coefficients on the demand variables to be statistically insignificant and

a few with perverse signs. The impression persists of a high degree of insensitivity to
the direct influence of demand pressures.
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From the set of experiments leading to equation (5.36), one set of regression
results obtained which warrants further consideration was:

(5.39) P, =-0.213 + 0.0816 W, + 0.129 F + 0.195 P,
[2.02] [6.99] [4.21]
% DAY B, =032 Ply ., KweNiri,
(10.87] [5.18]

All the variables in this equation have already been defined and all are statistic-
ally significant, The value of the coefficient of multiple determination indicates
that, in combination, changes in wages, import prices, U.S. prices and lagged
domestic prices explain 97 per cent of the variation in current Canadian prices.
This equation was fitted to the period from 1949 to 1965. When a dummy variable
was added to take account of the Korean War and its aftermath, with a value of
zero from 1949 to the end of the second quarter of 1952 and a value of unity there-
after, the regression coefficient of the dummy variable was statistically significant,
indicating a shift in the relationship.! In addition, with the dummy variable in the
equation, the coefficient for Wt was no longer significant, When the equation was
re-estimated for the period from 1953 to 1965, none of the explanatory variables,
except price changes lagged one quarter, was significant.?

The stability and predictive power of equation (5.36) were examined by em-
ploying the three tests which have alteady been introduced. The equations for the
subperiods 1953-60 and 1961-65 are shown in Table 5.7, together with the equa-
tions for the full period 1953-65 with and without a dummy variable. As before, the
value of the dummy variable is zero from 1953 to 1960 and unity from 1961 to 1965.
Table 5.7 indicates the regression coefficient for the dummy variable is not signi-
ficantly different from zero, When one applies the Chow test, the value of the F
statistic reported in Table 5.8 does not provide any evidence of a shift in the re-
lationship at the 5 per cent level of significance. Both tests therefore suggest a
stable relationship,?

' P, =0.631+ 0.0198 W, + 0.0965 F, + 0.2518 P, + 0.973 P,_,

(0.43] (4.35] [s.03] ° [11.5]
-0.3634 B,_, — 6.51 DUMsy; , R’ = 0.975.
[5.82] [2.47]
1p, =-0.241+ 0.0898 W, + 0.0593 F, + 0.175 P, + 0.912 P,_,
[1.11] [1.50] [1.57] [7.99]
- 0.200 B, , R'=0.875 .
[1.64]

3 There does appear to be some evidence that the coefficient of the import price change
variable shifted over the total period under consideration. However, performing a formal
statistical test results in a t-ratio of 1.9, which is somewhat below the traditional 5 per
cent level of statistical significance. Hence, even for this parameter, one can reasonably
maintain the hypothesis of a stable relationship over the period under consideration.
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Table 5.7

Coefficients of Price Change Equation
Estimated for 1953-65 and for Subperiods

Coefficients of
Equation| Period |Constant Explanatory Variables: .
Number (Estimated| Term . ; s R? Sy
W, Fy B
(5.36) 1953-65 ~-0.622 0,199 0.0998 0,817 0,865 0.430
(0.0564) (0,0336) (0.0525)
(5.40) 1953-60 -0.606 0,188 0,136 0,798 0.893 0.461
(0.0695) (0,0490) (0,0599)
(5.41) 1961-65 0,239 0,190 -0.0516 0,528 0.650 0.367
(0.198) (0.0834) (0.284)
(5.42) 1953-65 -0.652 0,205 0,0955 0,815 0,865 0.434
with +0.0484 D| (0.0598) (0.0363)  (0.0535)
shift (0.146)
variable
Table 5.8
Test for Shift of Coefficients in
Price Change Equation, over
the Period 1953-65
Critical Values for F-ratio,
Equation F-ratio at Significance Level of: Conclusion
5% 1%
(5.36) 0.86 2,59 3.80 No Shift

The predictive power of equation (5.36) was tested against the following four
“‘naive’’ models, which correspond to the four ‘‘naive’’ models against which the
predictive power of our wage equations were tested.

(5.43) P, = P (1953-60),
(5.44) P, = P,
(5.45) P, = P,_,,
(5.46) B, = B,
2 o . pt == pl_4 : g o
where P, is defined as . 100, P, is the predicted value of
P,

* 1 I <

l.:’t, I.Dt - — X Py and P (1953-60) is the mean value of P, from 1953
i=o

through 1960.
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Table 5.9 shows the predicted price changes (I'Dt) for these four naive models
and for the regression model (5.40), which is the estimate of the parameters of
equation (5.36) over the period 1953-60, If one judges in terms of the D statistic
defined earlier, equation (5.40) is a substantially better predictor of the percentage
change in consumer prices than any of the naive models except for model (5.44),
which assumes that the percentage change in prices in the current quarter will be
the same as for the previous quarter, As a predictor, the regression model performs
almost as well as this naive model and the value of the D statistic is not much
lower for the naive model.

In one view, this outcome is quite discouraging; the ‘‘sophisticated’’ regression
model not only fails to predict better than one of the naive models but actually
does a slightly poorer job of prediction, This failure is all the more remarkable
when one recalls that the l:“t_l variable is also one of the inputs in the regression
model, so that the regression model could be viewed as a method of improving upon
the autoregressive properties of price changes by taking into account the ‘‘structural’’
variables of changes in wages and in import prices. However, as we have seen, this
anticipated improvement fails to materialize, at least for data beyond the period for
which the predicting equation (5.40) was fitted. Nevertheless, such pessimism should
probably not be overdone. It could have been anticipated that, due to the autoregres-
sive properties of the overlapping price changes, naive model (5.44) would set a very
difficult standard to equal, and a calculation of the Theil inequality coefficient con-
firms this expectation.! By this same criterion, regression equation (5.40) performs
creditably, and so one should not scrap it on these grounds alone, Moreover, the
fitted regression does reveal something about the determinants of price changes
and does aid, if this approach has any merit, in the analysis of policy problems,

5. Qualifications and Conclusions

Before launching into the conclusions of the empirical analysis of this Chap-
ter, some methodological qualifications regarding our results may be presented.
Some of these difficulties can be circumvented with the use of more advanced
techniques; others are very difficult to handle adequately and, for this study at
least, must simply be accepted as factors limiting the precision of the results
obtained.

Among the first class of difficulties, we have the famous simultaneous equa-
tions problem: wage changes influence price changes, which in turn influence
wage changes (with, however, a lag, which somewhat reduces the severity of the
problem). We have, however, estimated each relationship in isolation, assuming

! For the naive model (5.44), the Theil inequality coefficient was 0.116; for the regression
equation (5.40), this measure was 0.124; both values indicate a re asonably high degree
of forecasting accuracy. It is interesting to observe both forecasting models obey the
criterion that the bulk of the forecasting error measured by the inequality coefficient is
due to less than perfect correlation between the actual and the predicted series. For the
regression model, the proportion of the inequality coefficient due to imperfect covariation
is 80 per cent, while naive model (5.44) does even better on this score, as with the
measures of forecasting accuracy themselves. For this naive model, the proportion of the
inequality coefficient due to imperfect covariation is 96 per cent.
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that all of the explanatory variables were given or ‘‘predetermined’’, when we cal-
culated the least squares estimates of these parameters. As is well known, such

a procedure can lead to biased parameter estimates, Fortunately, there is an easy
way around this difficulty; some simultaneous estimation procedure, such as the
method of two-stage least squares, can be employed to re-estimate the parameters
of the wage and price change relationships. In the Appendix, two sets of two-stage
least squares estimates of the parameters of equations (5.1) and (5.36) are presen-
ted. (The two sets presented correspond to two different views regarding the endo-
geneity of U, the employment variable.) Numerically, the results are very close
(especially for the first set of results, which are based on the assumption that

the unemployment rate is ‘‘really’’ exogenous), what single equation bias is present
appears to be quantitatively unimportant. The use of the two-stage least squares
estimating procedure generally reduces the t-ratios, although there is only one
instance in which a formerly significant variable loses statistical significance:
for the second two-stage least squares estimate of the wage adjustment equation,
the t-ratio of the U.S, wage change variable drops to 1,91, which is significant at
the S per cent level with a one-tailed test, but not at that level with the more con-
ventional two-tailed test. In all other cases, however, the explanatory variables
retain their statistical significance, by conventional standards.

Another difficulty, which was encountered in the wage adjustment equations,
is the problem of autocorrelated residuals, (On the basis of an intuitive feeling
and some limited evidence, we concluded — perhaps heroically — that autocorrela-
tion of the estimated residuals was not a complicating factor in the case of the
price change regressions.) Although this phenomenon does not, in the usual case,
lead to biased parameter estimates, it does usually entail an understatement of
the standard errors (computed according to the usual formulas) of the sample re-
gression coefficients; consequently, the level of statistical significance of the
explanatory variables will, in the usual case, be overstated. Fortunately, this dif-
ficulty can be handled in a number of ways: in the Appendix, we form autoregressive
transformations for all of the variables and then run the wage adjustment regressions
with these transformed variables (Table 5.10). In general, this transformation of
the variables succeeds in eliminating the observed autocorrelation in the sample
residuals, as judged by the Durbin-Watson statistic. The picture of the economic
structure of the wage adjustment relationships remains largely unchanged, although
the coefficient of the lagged wage change tends to be appreciably higher and the
coefficient of the U.S. wage change variable somewhat lower, As expected, this
estimating procedure tends to reduce the estimated t-ratios, although in most cases
the variables retain statistical significance, by conventional criteria, Of the four
estimated coefficients of the U.S. wage change variable, two are unambiguously
significant at the 5 per cent level, one is significant at that level with a one-tailed
test (but not a two-tailed test), and one is unambiguously insignificant at that
level.

Another difficulty, which is more difficult to deal with, particularly in con-
junction with simultaneous equations bias and possible autocorrelation in the re-
siduals of the fitted regressions, is the problem of observational ertors. In view
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of the magnitude of the revisions to which some of the variables employed in our
statistical analyses have been subjected over the course of this study, it would
appear ridiculous to claim that our variables have been measured exactly (that is,
free from errors of observation). There are certain techniques available for dealing
with observational error,! but they generally require that one know something about
the ratios of the variances of the errors of observation, In general, the effect of
having errors of observation present is to bias the estimated regression coefficients
towards zero, making variables appear insignificant when they may in fact have a
significant influence. Thus, the ignoring of this problem will, in general, merely
lead one to be more conservative than necessary — one may reject an influence
that, under perfect measurement, might have been included, For this reason and
for that given above, we have not done anything further with this problem,

Two other qualifications deserve some mention, As the reader has probably
noticed, we often employ variables relating to the manufacturing sector (wages,
productivity, profits) in the fitted regressions, while our derived trade-off relation-
ships in the following Chapter primarily relate to the economy as a whole. As our
discussion in Chapter 3 pointed out, there are definite limitations in using manu-
facturing data and relationships in the manufacturing sector as indicative of those
to be expected for the economy as a whole; nevertheless, if only in view of the
absolute size of the manufacturing sector, one might argue that manufacturing
variables and relationships provide a reasonable ‘‘first approximation’’ to those
characterizing the economy as a whole,* Nevertheless, we should not like to deny
that this consideration is a possible limitation on the generality of our conclu-
sions, Finally, it must be admitted that there exists an additional limitation on
the precision of the formal tests of statistical significance, apart from those
stemming from the earlier qualifications. As our exposition has stated explicitly,
many of our tentatively final relationships were obtained after a long series of
experiments. In these circumstances, it is questionable whether one should accept
at face value the t-ratios computed on the basis of the classical linear regression
model; after all, a certain number of statistically ‘‘significant’’ results can be ex-
pected from the operation of chance forces if one undertakes a large number of
trials, On the other hand, many of these trials were simply to ascertain the best
formulation and combinations of the variables, and in many cases a particular
variable consistently had a statistically significant influence. Hence, this difficulty
also should not be exaggerated, although the reader should take the computed
t-ratios with a medium grain of salt, for this and other reasons.

Subject to the above qualifications, some tentative conclusions of the empiri-
cal analyses of this Chapter may be presented. With regard to the determinants of
wage changes, we have found that the traditional explanatory variables, the level
of unemployment and the rate of change of consumer prices, have a statistically
significant influence, The formulation employed in this Chapter was based on a

1 See J. Johnston, Econometric Methods (op.cit.), Chapter 6.

2 Qur survey in Chapter 3 of the literature on wage adjustment relationships indicated that,
broadly speaking, one could conclude that a similar view of the process of wage adjust-
ment was obtained regardless of whether the wage change variable was based on mamu-
facturing wages or on an economy-wide wage series.
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4%, months’ lag for the price change variable and a 6 months’ lag for the unemploy-
ment rate, As expected, the rate of unemployment appears to exert its influence

in a nonlinear fashion, and there is some suggestion that employing the square of
the reciprocal of the unemployment variable is a better method of incorporating

the effects of variations in the level of unemployment than the use of the straight
reciprocal of this variable. In addition, some nontraditional variables appeared to
play a significant role as well in explaining wage changes, The level of profit
margins (the ratio of profits to output, in the manufacturing sector) was a signifi-
cant variable with a theoretically appropriate coefficient; high profits appear to
induce, with an estimated lag of almost a year (10% months), wage changes that

are higher than they would be in the absence of this factor. The importance of

such a profits variable in a wage adjustment regression would suggest that there

is a role for incomes policies with regard to profits as well as wages, Wage changes
also appear sensitive to the wage change of four quarters previously; a high

wage change in the same quarter of the preceding year appears to be associated
with a low wage change in the current quarter, at given values of the other deter-
minants of wage changes, This result may reflect either the presence of contracts
longer than one year or the tendency of the labour market to ‘‘hunt’’ an appropriate
solution; in any case, this effect is also found in our international sample as well
(see Chapter 8 below). There is some suggestion that Canadian wage changes are
affected by U.S. wage changes, providing some confirmation to a ‘’key group’’ theory
of wage determination, although the existence of this effect is partially called into
question by our more intricate estimation techniques in the Appendix. Finally, there
was no direct evidence of a significant effect of the rate of change of labour pro-
ductivity on the rate of change of (money) wages.

With regard to the productivity variable (output per man-hour in the manufac-
turing sector), the trend variable was the most important determinant in our fairly
superficial analysis, There was some evidence of a break in the trend at the end
of 1957, although this break was far less obvious with the revised than the unre-
vised data; moreover, it is conceivable that a further revision of the data could
eliminate the apparent retardation of productivity growth during the 1958-65 sub-
period, There was some suggestion that this productivity series was mildly sensi-
tive to a cyclical utilization variable, although the effect is quantitatively small
in any case. As expected, the seasonal dummy variables had a statistically signifi-
cant influence, indicating seasonal peaks in the level of productivity during the
second and fourth quarters of the year, The observed rate of growth of this pro-
ductivity series, based on revised output data, was of the order of 3.7 to 4.0 per
cent per year,

The third building-block of a derived trade-off relationship is a structural ex-
planation of the rate of change of the consumer price level, We tried two different
approaches to this relationship, one based on a (normal) unit labour cost variable
and one which entailed attempting to estimate the separate influence of wage and
(normal) productivity changes. The first approach was not entirely successful;
consequently, we followed the second approach although we were also unsuccess-
ful in obtaining a significant and theoretically appropriate effect of productivity
growth on price changes. We have argued, however, that the effects of productivity




growth may be largely picked up by the constant term, which is of the right order
of magnitude to support this interpretation. Import price changes, but not export
price changes, appeared to be a significant influence on the rate of change of
domestic consumer prices. There was some suggestion that the rate of change of
the U.S. consumer price level had a direct influence (additional to the effect of the
change in import prices) on Canadian consumer prices, although this variable was
not statistically significant in our final price change regression. Also insignificant
were several proxies for the direct influence of excess demand in the product mar-
kets of the economy, While a more appropriate variable might indicate a significant
effect of demand pressures in the final goods markets, it seems justifiable to form
the tentative impression of the insensitivity of price changes to direct demand in-
fluences. Finally, the rate of change of consumer prices, lagged one quarter, has
a significant and positive effect on the rate of change of consumer prices in the
current quartet; one interpretation of this result is that it takes into account the
influence on price changes of the state of short-term expectations, which was
briefly discussed in Chapter 2.
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APPENDIX

Two-Stage Least Squares Estimates of Wage and Price
Change Equations, and an Autoregressive Transformation of the
Wage Adjustment Equations

A, As outlined in the text, we have two sets of two-stage least squares esti-
mates of the parameters of equations (5.1) and (5.36). In the first set (denoted by
the single primes attached to the equation number), only the wage and price change
variables are considered endogenous. In the second set (indicated by the double
primes), the unemployment variable is considered endogenous, In all cases, U.S.
wage changes, lagged wage changes, the ratio of profits to output (which was in-
cluded with a two-quarter lag in addition to that entailed by the moving average
procedure), and the rate of change of import prices were taken as predetermined,
The results are:

* .* *_
(5.1) W, =-4.32+ 0.487 P, + 18.5 U, ~+ 0.0618 (Z/Q)F,
[6.32] [2.94] [3.14]

. ¥ 0
+ 0.291W,, - 0.116 W._, , R’=0.845, D.W. = 1.60,
[2.49] (3.00]

(5.36*) P, = -0.658 + 0.209 W, + 0.101 F, + 0.815 P, ,
(3.37] [2.96] [15.3]

R’ = 0.862, D.W.= 1.99,

o . X *__

(5.1") W, =-3.88+ 0.507 P, + 21.5 U, ~+ 0.0570 (Z/Q),

[5.38] [2.17] [2.38]

. X .

+ 0.263W,, - 0.126 W._, , R*=0.830, D.W. = 1.63, and
(1.91] [2.69]

(5.36") P, =-0.657 + 0.208 W, + 0.100 F, + 0.818 P,_, ,

[3.31] [2.94] [15.4]

R’ = 0.861, D.W.=2.00.

B. Suppose the following relationship characterizes a sample of statistical data:

(5.47) Yt=a<,+al)(lt o Xy, P =PI S N

where Y, is the dependent variable, the ¢'s are parameters, the Xit sl (h SN2 i,
k) are the independent variables, the t subscript refers to the patticular observa-
tion (out of a total of N) to which the value of a variable belongs, and v, is a
disturbance term, Suppose that v, obeys a simple autoregressive law so that:

(5.48) Vi = pViu + vy, where p is the coefficient of first order autocortelation,
V., is the value of v, in the preceding period, and v, is another disturbance term
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which is presumed to be ‘‘truly random’’ (i.e., obey the assumptions of the classical
linear regression model), Since (5.47) holds during the period t-1, we have:

(5.49) Y = a+ alx,H+ SO akat_1 +V_,,t= NS0 oo Wi
Multiplying equation (5.49) by p and subtracting from (5.47), one obtains:
(5.47a) (Y- pYio1) = all-p)+ @y (Xy = pXo_ )+ oo + @ Xy~ Xy )

S o it S e N

g o
since v{ = v, — pv,_; .

The parameters of equation (5.47a) can be estimated by ordinary regression tech-
niques, and the properties of the Markov theorem on least squares regression will
apply. The dependent variable and the independent variables may be said to have
undergone an ‘‘autoregressive transformation’’. It should be pointed out that this
method of estimating the parameters reduces the number of observations on which

the regression is based (and hence the apparent number of degrees of freedom)
by one,

Table 5.10

Regressions with Autoregressive Transformations of the Variables, Explaining V'I,,

the Rate of Change in Wages, over the Period 195365

Coefficients of Explanatory Variables:
Equation Constan A
Numb Term 5 * -2 1 * i i R D.w.
it B @9 et (Z/Q%, W, Ve
G.1a) | -3.97 | 0.524 22.2 o 0,0619 0,227 -0,204 | 0,713 2,18
[4.64] [2.54] {2.30] ({1.46] [2.54]
(5.2a) | -5.21 | 0.474 -~ 8,10  0.0651 0.286 -0,176 | 0,702 2,12
[4.35] [2.17] [2.35] [1.89] [2.23]
(5.3a) | -4.46 | 0.555 27.8 = 00737  — _0.228 | 0.698  2.06 '
[4.95] [3.52] [2.84] [2.87]
(5.4a) | -6.42 | 0,496 - 10,6 0.0840  — -0.198 | 0.678  1.84 .
[4.45] [2.96) [3.16] [2.47]
(5.5a) 1.16 | 0.551 33,1 = = 0.335 -0.212 | 0.677  2.05
[4.68] [4.33] [2.16] [2.53]
(5.6a) | -0.369| 0.484  _ 13.0 = 0.414 0,177 | 0,664 2,00
[4.24] (4.03] [2.79)  [2.13]
(5.7a) 1.94 | 0.611 45.8 = = = -0.255 | 0,643 1,86
[5.14] [s.91] [3.00)
(5.8a) | -0.0578] 0.526  — 19,6 - - -0.213 | 0,605  1.66
(4.33] [8.20] [2.43]

In Table 5.10, the results of a re-estimation, by this technique, of wage adjust-
ment equations (5.1) through (5.8), are presented. Each equation is given the
same number as in the text, except that the ‘‘a’’ letter follows the text equation
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number. (Hence, equation (5.1a) is the result of re-estimating the parameters of
equation (5.1), through the method of forming autoregressive transformations of

the dependent and explanatory variables.) The period of the estimation is the
second quarter of 1953 through the second quarter of 1965; as indicated above,

one observation is used up in the process of forming autoregressive transformations.
Two numerical values of p , the coefficient of first order autocorrelation of the
disturbances, were tried; p was set equal to 0,375 in one set of computations and
equal to 0,75 in a second set of computations. The second trial value (0.75) appar-
ently ‘“‘overcorrected”, in the sense of inducing negative first-order autocorrelation
in the new error terms. These results are not presented here. Table 5,10 is based
on the first trial value (0,375) of the parameter p .
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CHAPTER 6
DERIVATION OF THE ESTIMATED TRADE-OFF RELATIONSHIPS

1. Introduction

In this Chapter, we calculate steady state relationships for some of the
estimated wage adjustment and price level change equations which were presented
in Chapter 5. In each case, we present two or more variants of the relationship
under examination. Some of the reasons for not committing ourselves to one
definitive relationship were indicated in the preceding Chapter. In addition, in
both the wage and price change relationships, U.S. wage and price changes
respectively may enter as an explanatory variable, but we wish also to consider
some alternative relationships in which these variables do not enter explicitly.

On the one hand, it is desirable to have prototype relationships which can be

fitted to West European and U.S. data, thus enabling us (in Chapter 8) to place

the issue of a conflict between the goals of full employment and price level
stability in the framework of a comparative setting. On the other hand, it is
interesting to see in what manner and to what extent the inclusion of changes in
U.S. wages or prices modifies our picture of the structure of the Canadian economy.

Section 2 discusses the derivation and properties of several steady state
wage change equations for the Canadian economy, and in Section 3 a similar
discussion of the price level change relationships is presented. The productivity
growth relationships are not analyzed further in this Chapter, since these equations
do not entail the calculation of any steady state properties and since these
relationships have already been analyzed in some detail, in Section 3 of the
preceding Chapter. Section 4 below presents several numerical estimates of the
trade-off relationship, based on several versions of the wage adjustment equation
and our best price level change relationship, equation (5.36) of the preceding
Chapter. In our discussion, we calculate trade-off estimates on the basis of
alternative estimates of the wage adjustment relationship in order to indicate how

much difference the alternative assumptions underlying our wage adjustment

models make in terms of the trade-off relationship. In addition, we indicate the
degree to which the estimated trade-off curve shifts if foreign price and wage
trends change or if profit margins shift, A few general implications of the analysis
are briefly noted in Section 5. In the Appendix, we discuss several alternative
trade-off relationships based on our less-preferred price level change relationships,
one of which is based on the unit labour cost approach and one of which explicitly
incorporates changes in the 1J.S. Consumer Price Index into the Canadian price
level change equation. In addition, the trade-off relationship implied by the two-
stage least squares estimates of the wage and price change equations, which were
presented in the Appendix of the previous Chapter, is also discussed.



2. Steady State Wage Adjustment Relationships

Equation (5.1) of Chapter 5 can be explicitly presented in the following
manner:!

(5.1) Wi - -4.3243 + 0.48659P 4+ 0.06178 (¢/Q)i_, + 0.29125W}, ,
+ 18.446 (U%)~2 — 0.11595W,_,.

As pointed out in the preceding Chapter, the fact that the current change in wages
is negatively related to its own lagged value of four quarters ago,W,_,, imparts an
oscillatory pattern to the expected wage change. The current wage change, W, ,

is predicted by equation (5.1) to be low if the wage change of the corresponding
quarter of the previous year was high, and to be high (relatively) if the wage
change of four quarters ago was low. Thus, one might ask whether the rate of
change of money wages converges, in a sort of dynamic ‘“‘equilibrium’’, to a
particular rate of change related to the other explanatory variables, and if so, how
is the steady state rate of change of money wages related to the first four
explanatory variables of equation (5.1).

It will soon become apparent that such an ‘‘equilibrium’’ relationship always

exists for a wage adjustment equation of the same form as (5.1). Moreover, it can
be shown that the ‘‘equilibrium’’ is a stable one, in the sense that the actual rate
of change of money wages will converge to the steady state rate of change,
whenever the coefficient of lagged wage changes is numerically smaller than
unity.? To find the steady state relationship, we merely assume that the actual
rate of change of wages has settled down to its ‘“‘equilibrium’’ value. In this case,

(6.1) Ty W B

where Wf is the steady state rate of change of money wages at time t. Substituting
into equation (5.1) and rearranging terms, we have:

e e hd * * * *
(6.2) W5 + 0,11595W; = ~4,3243 + 0.4859P, + 0.06178 (2/Q)e-z + 0.29125W,,,
+ 18.446(U%)~2

In turn, equation (6.2) simplifies to the following steady state wage adjustment
relationship:

. e , ¥ * o ¥
(5.1e) We = -3.8749 + 0.43603P, + 0,05536 (£/Q).—; + 0.26095W,,
+ 16.529 (U*)-2

! In Chapter 5, we rounded the parameter estimates to three significant figures, so as not
to present a spurious impression of extreme precision. In the computations of this Chapter,
we carry a larger number of significant figures (generally the five significant figures
available from the electronic computer print-outs), so as to make the final computations as
accurate numerically as possible.

? This point is discussed in some detail in the previously cited article by Schultze and
Tryon in the volume describing the Brookings econometric model of the U.S. economy, on
pp. 328-329 of that work. The mathematical form is that of a first order, linear difference
equation with constant coefficients; for equation (5.1) (and, in addition, all of the
relationships of Table 5.1), the interim time path of the solution for W is one of damped,
short oscillations about the steady state rate of change of wages.
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In Table 6.1, the results of calculating, by similar methods, steady state
wage adjustment relationships corresponding to those shown in Table 5.1 are
presented. The steady state relationship is indicated by the same number as the
original equation, with the letter ‘“‘e’’ added as a suffix to this equation number —
e.g., the steady state equation for equation (5.1) is shown as (5.1e).

Table 6.1

Coefficients of Steady State Wage Adigstment Relationships
(Relationships ExplainingW§), 1953-65

Coefficients of Explanatory Variables:
Equation Constant
Number Term p: (U"t‘)" (U,: ) (Z/Q):_, W: -
(5.1e) -3.8749 0.43603 16,529 - 0,05536 0.26099
(5.2e) -5.00115 0,40398 - 5.7908 0.06040 0,32257
(5.3e) -4,4311 0.47155 22,429 - 0.06802 -
(5.5e) 0.6784 0.45643 25.987 - - 0.36418
(5.7¢) 1,4221 0,51809 38.354 - - —

The relationship between the equilibrium rate of change of wages and un-
employment is highly nonlinear, but in all cases the effect of the nonlinear form
chosen (the reciprocal or the square of the reciprocal of the unemployment rate)
is to make the steady state wage change much more sensitive to the unemployment
rate when it is low than when there already is a large amount of unemployment.
Thus, when the rate of change of consumer prices is zero, when the level of
profits (before taxes) per unit of output is set equal to its mean over the sample
period, and when the U.S. wage change is assumed to be equal to 3.2 per cent,
equation (5.1e) indicates that a variation in the unemployment rate from 3 to 4 per
cent of the labour force will lower the steady state rate of growth of wages from
4.21 per cent to 3.40 per cent per year. However, under the same conditions with
regard to profits, consumer prices, and U.S. wages, a once-and-for-all movement
in the unemployment rate from 7 to 8 per cent will only reduce the rate of change
of money wages from 2.71 per cent to 2.63 per cent per annum (see Table 6.2).

In other words, a one percentage point variation in the unemployment rate will
reduce the steady state rate of change of money wages by 0.81 of a percentage
point in the first set of circumstances, but by about one tenth as much (0.08 of a
percentage point) in the second set of circumstances. This illustrates the highly
nonlinear nature of the estimated wage<hange-unemployment relationship.

Table 6.2 shows the figures for several alternative wagechange unemployment
relationships, based on the steady state wage adjustment equations of Table 6.1,
These are plotted in Figures 6.1, 6.2 and 6.3. In order to show the equilibrium
rate of change of wages as a function of the unemployment rate alone, certain
assumptions must be made about the values of the other explanatory variables.

We have assumed that Pf, the four-quarter average of yearly rates of change of
the consumer price level, is equal to zero; that (Z/Q);"_2 , the four-quarter average
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of profits per unit of output, is equal to 97.75, its average over the sample period
19531 through 1965-II; and that W:';st, the fourquarter average of yearly rates of
change of U.S. wages, is equal to 3.2 per cent per annum.! The estimates have
been calculated for unemployment rates ranging from 2% to 8 per cent of the labour
force, which fall within the range of the data from which the relationships have
been derived.?

Table 6.2

The Relationship between V.l,e and U: for Various
Steady State Wage Adjustment Relationships with

Py =0, (Z/Q), = 97.75, and Wi, = 3.2

Unemployment Rate Wf (Per Cent per Year) Estimated from Equation:

(U’:) (Per Cent of
Labour Force)

(5.1e) (5.2e) (5.3e) (5.5e) (5.7¢)
2015 0 o wpops e 83T ope s 5.02 4.25 5.81 6,00 7.56
30 emms senmssmmmas 4.21 3.87 4,71 4.73 5.68
40, ittt 3.40 3.38 3.62 3.47 3.82
SR O ekeoks) o helelelolehone 3.03 3.09 3.12 2.88 2.96
6.0 ... i 2.83 2,90 2.84 2.57 2.49
o Qmeratowens 5 6 R B e 2.71 2.76 2.68 24317 2.20
B0 rrrrsrrr serraers 2463 2.66 2,57 2.25 2,02

It will be observed that all five wage adjustment relationships yield a rather
similar picture of the wage-change-unemployment relationship. In particular,
equations (5.1e) and (5.2e) give rise to very similar expected rates of change of
money wages for unemployment rates in the range of 4 to 8 per cent of the labour
force, although the formulation with the square of the reciprocal of the unemploy -
ment rate, equation (5.1e), shows higher expected rates of change of wages at
unemployment rates below 4 per cent. From Figures 6.2 and 6.3, it is appatent
that the wage change-unemployment relationship is flatter (variations in the rate
of change of wages are less pronounced in going from high to low unemployment
rates) if the wage adjustment relationship includes both unit profits and U.S.
wage changes as explanatory variables than if either or both of these determinants
are omitted. The curves based on equations (5.3e) and (5.5e), including unit
profits and U.S. wage changes tespectively, are flatter than equation (5.7e),
which excludes both these variables; equation (5.1e), which includes both U.S.
wage changes and unit profits, is the least steep of the four relationships. It is

! Some readers will recognize the 3.2 per cent per year figure as the ‘‘guidepost’’ of the

U.S. Council of Economic Advisers, While this assumption is merely a rough guess about
wage behaviour in the United States, it is more realistic than assuming a complete freeze
on U.S. money wages, which would imply that the U.S. wage change variable would be set
equal to zero.

? Actually, quarterly rates of unemployment from 1953 to 1965 fell within the interval from
1.9 per cent to 11,0 per cent when unadjusted for seasonality. All estimates reported in
Chapter 5 are based on data which were not adjusted for seasonality. However, with the
unadjusted data traniformed on the basis of a weighted five -month moving average, un-
employment rates (U") lay within the range from 2.9 per cent to 7.5 per cent,
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not difficult to explain this difference on statistical grounds. Both profits per

unit of output and U.S. wage changes tend to vary, to some extent, along with the
unemployment rate; hence, if these variables are not included explicitly in the
statistical formulation estimated, their effects are captured, to some extent, by
the unemployment rate which acts, in part, as a proxy for these omitted influences.

The influence of the other variables on the steady state rate of change of
wages may be briefly discussed.* From Table 6.1, we see that, in each of the five
steady state wage adjustment equations, increases in the consumer price level
result in less than full adjustment of money wages, the coefficient on the average
price change being 0.4 or 0.5. This is generally consistent with the studies of the
wage adjustment relationship reviewed in Chapter 3. A rise in the (average) ratio
of profits to output of 10 index points, which is within the range of variation
recorded for this variable during the sample period, will increase the predicted
rate of wage change by 0.55 to 0.68 of a percentage point, in addition to what this
magnitude would have been otherwise. Consequently, it is apparent that, accord-
ing to the computed steady state equations, variations in the ratio of profits to
output have a nontrivial impact on the rate of change of money wages. Finally, the
steady state coefficient of U.S. wage changes (the four-quarter average of this
variable) ranges from 0.26 to 0.36, indicating that an additional increase of one
percentage point in the rate of change of U.S. wages induces, by itself, an
additional increase in the rate of change of Canadian wages of 0.26 to 0.36 of a
percentage point. The effects of shifts in each of these three variables on the
wage-change-unemployment relationship based on equation (5.1e) is presented
graphically in Figure 6.4. In this chart, each curve is based on the assumptions
underlying Table 6.2 and Figures 6.1, 6.2, and 6.3, except where specifically
noted otherwise.

3. Steady State Price Change Equations
For the ““normal’’ 195365 period, our best price change relationship, from
Chapter 5, was:

(5.36) P, - -0.62164 + 0.19877W, + 0.09982F, + 0.81715P , .

Here, also, it can be shown that, if the rate of change of money wages and the
rate of change of import prices remain constant for a long period of time, the

1 The range of quarterly variation in the explanatory variables other than U* for the period
19531 through 1965-1I is as indicated. The dates when the minima and maxima were
recorded are indicated in parentheses.

Minimum Maximum
Value Value
P* -1.3 (1953-II) 3.2 (1957-1)
(Z/Q* 90.4 (1954-1V) 112.7 (1953.1)
Wi, 2.3 (1955-) 6.3 (1953.1IT)
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actual rate of change of consumer prices will (aside from the stochastic disturb-
ances assumed away in this theoretical analysis) converge to a moving or dynamic
‘‘equilibrium’’ rate of change of consumer prices. To find the relationship between
this steady state value of P, and the assumed constant rates of change of money
wages and import prices, we may write:

(6.3) P,=P_, = P},

that is, both the current and the lagged rate of change of consumer prices may be

set equal to a common value. Substituting this common value into equation (5.36)
we obtain:

(6.4) P; - 0.81715P; = ~0.62164 + 0,19877W, + 0.09982F, ,
which in turn simplifies into:

(5.36¢) P; = -3.3997 + 1.0871W, + 0.54591F, .

Several brief comments may be offered on the steady state price change
relationship, equation (5.36¢). First, the steady state coefficient on the wage
change variable is 1.09; in other words, after all lagged influences have worked
on their effects, a rise in the rate of change of money wages of one percentage
point appears to induce an increase in the rate of change of consumer prices of
slightly more than one percentage point, in addition of course to the rise that
would have otherwise taken place. There may be some simultaneous equations
bias from the feedback of consumer prices on wages in this computed result.
However, the two-stage least squares estimates of the parameters of this price
change equation, which were presented in the Appendix of the preceding Chapter,
suggest that this bias is quantitatively small.! The steady state coefficient of the
rate of change of import prices indicates that an additional percentage point
increase in this variable is associated with an additional increase in the rate of
change of the consumer price level of 0.55 of a percentage point. Finally, the
constant term indicates that if both money wages and import prices were to be
held absolutely rigid (that is, the rate of change of both of these variables were
to take on the value of zero), then, theoretically, consumer prices would fall by
approximately 3.4 per cent per annum. In a twentieth century economy, it is
difficult to imagine consumer prices falling by this amount under almost any set
of circumstances; consequently, the constant term is best interpreted as a retard-
ing effect applying to the observed (constant) rates of change of wages and of
import prices. In other words, one should be careful not to extrapolate a statistical
relationship, particularly one referring to a steady state condition, beyond the
range of the actual observations. As argued in the preceding Chapter, one inter-
pretation of this large negative constant term is that it measures the effect of
productivity growth on the time path of prices. As pointed out in Chapter 2,

! Moreover, the ordinary and the steady state coefficient on wage changes is slightly
greater for the two-stage least squares estimates, contrary to what one might naively
expect.

167



normally prices can rise at slower rates than the rate of rise of wages and other
input prices, because of the effect of rising productivity in mitigating the in-
creases in factor costs per unit of output. Although it may not be possible to
estimate directly through regression analysis the cost and price-reducing effects
of productivity growth (because productivity—or at least the relevant type of
productivity variable—may grow at a nearly constant rate), the productivity effect
on prices may show up in the estimated constant term of the computed regression.
In this connection, it was observed that the value of the constant term of the
derived equilibrium price change equation is both statistically significant and of
the right order of magnitude to be interpreted as a productivity effect.

In Chapter 4 we presented some alternative price change relationships. One
of these, equation (5.39), is reproduced immediately below:

(5.39) P, =-0.21296 + 0.08165W, + 0,12939F, + 0.19456P
+ 0,95105P,_, -0.32704P,_, .

As explained in Chapter 5, this relationship is based on data for the entire
period 194965, which appears to have some definite peculiarities, due to the
Korean War disturbances near the beginning of this period. Nevertheless, it is
still of some interest to examine the steady state price change equation asso-
ciated with this price change relationship.! To obtain this steady state equation,
we proceed as before, setting the two lagged price change variables equal to the
current price change, as this condition must hold in the steady state condition
under discussion. Solving the resulting equation, one obtains:

(5.39%€) P; = -0.5664 + 0.21716W, + 0.34413F, + 0.51946P .

Several brief observations on equation (5.39¢) are worth noting. First, it will
be observed that the introduction of the rate of change of U.S. consumer prices
reduces the absolute size of the estimated impact on the Canadian consumer price
change of a change in Canadian wages, of a change in import prices, and of the
constant term, whichk we interpreted earlier as a productivity effect. Moreover, the
estimated effect of an additional one percentage point increase in Canadian wages
is now smaller than that of an additional one percentage point increase in the
implicit deflator of imports of goods and services. Perhaps the most striking
feature of the steady state price change equation (5.39) is the pronounced

! One can raise the issue of whether the form of the difference equation (5.39) is such
that the price change variable will in fact converge to a steady state value, provided all
values of the ‘“‘independent’ variables on the right-hand side of equation (5.39) remain
constant indefinitely. For equation (5.39), the answer is in the affirmative, Mathematically,
the difference equation in the time-dated price change variable is a linear, second order
difference equation with constant coefficients. For equation (5.39), the roots of the
characteristic equation of this difference equation are a complex conjugate pair, with a
radius vector within the unit circle, Thus the solution time path is one of ‘‘true cycles”’
(a sinusoidal curve, in contrast to the period-to-period oscillations characterizing the first
order difference equations discussed above), and these cycles are damped in character,

converging eventually to a steady state value of the price change variable, It is interesting

to note that the period for one complete (damped) cycle of the price change variable is
10.7 quarters or approximately 2.7 years, which would appear to be of the right order of
magnitude for the short cycle of post-war experience.
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degree to which Canadian consumer price changes appear to depend upon U.S.
consumer price changes. Equation (5.3%) asserts that, other factors remaining
unchanged, an additional one percentage point increase in the U.S. consumer price
level is associated with an additional increase in the Canadian ccnsumer price
level of slightly more than half a percentage point.

As suggested in Chapter 5, one possible rationalization of this strong partial
effect might be the tendency for Canadian price-setters to keep a close watch on
developments in the United States and to follow changes in U.S. pricing patterns
rather closely. Of course, this outcome could also reflect statistical illusion; the
two consumer price indexes could merely be reacting to common influences, even
afier the changes in Canadian import prices have been explicitly taken into
account in the estimation procedure. On the other hand, one might argue that the
causal relationships are reasonably close to those depicted in the regression
equation, in view of the much greater magnitude of the U.S. economy. In sum,
equation (5.39) asserts that domestic factors (summarized by the Canadian wage
change variable) are of secondary importance in explaining changes in the Canadian
consumer price level, in comparison with developments originating outside the
Canadian economy. The combined effect of foreign price changes as estimated in
equation (5.39e) is especially evident when one recognizes that an additional one
percentage point increase in both import prices (reflecting largely U.S. prices)
and U.S. consumer prices induces an additional increase in Canadian consumer
prices of 0.86 of a percentage point.!

Finally, the steady state equation obtained from a price change relationship
based on the unit labour cost approach, equation (5.35), is:

(5.35e) P; - 0.84543 1 0.54738 (ULC™), + 0.51634F, .

For this steady state relationship, a variation of one percentage point in the
(constant) rate of increase in normal unit labour costs is associated with an
additional increase in the steady state rate of increase in consumer prices equal
to 0.55 of a percentage point. Since the rate of rise of unit labour costs is
approximately the rate of change of money wages less the rate of growth of normal
labour productivity, the implied effect of a variation in the (continuing) rate of
change of wages is implicitly smaller than the estimate of this coefficient in
equation (5.36€) above. Moreover, in conjunction with the constant term and with

! For equation (5.38), the corresponding steady state equation is:
(5.38¢) Pf=0.350+0.839 P,

It may be noted that this steady state price change relationship is similar to (but not identical
with) the price change equation (5.37), which closely approximates equation (5.38e) in
form but which was estimated in this form directly (that is, without taking lags explicitly
into account). Even under the extreme view that Canadian consumer price developments
reflect only U.S, movements and immediate past history, with equation (5.38e) it is by no
means certain that the Canadian Consumer Price Index must rise more rapidly than the
American, although that is the expected outcome at low rates of change of the U.S.
Consumer Price Index. If the U.S, Consumer Price Index were to rise more rapidly than
2.2 per cent per year, Canadian consumer prices would be expected to rise less rapxdly,
according to equation (5 38e). It is also interesting that the coefficient of Pust

equation (5. 38e),0.84, is virtually the same as the sum of the parameters of F, and P s
in equation (5. 39e), 0.86.
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an assumed rate of growth of normal productivity in the range between 3.7 and 4.0
per cent per year, the dampening effects of productivity growth also appear to be
smaller for equation (5.35e). The effect of a variation in the rate of change of
import prices is quite similar to the estimate of equation (5.36€); for equation
(5.35e), an additional one petcentage point in the rate of increase of import prices
is associated with an additional rise in the steady state rate of increase in
consumer prices of 0.52 of a percentage point, which is very close to the effect
of a variation in the rate of change of unit labour costs.

None of the trade-off equations presented in the following section is based
on either equation (5.39e) or equation (5.35e), because of possible abnormalities
in the period on which the former relationship is based and because of the
marginal statistical significance of the labowr cost variable in equation (5.35),
from which the latter steady state relationship was derived. However, it is
interesting to observe how the use of alternative price change equations, particu-
larly one laying heavy stress on U.S. developments, conditions one’s view of the
trade-off relationship. For this reason, several tentative trade-off relationships,
derived from equations (5.39e) and (5.35e) are presented in the Appendix of this
Chapter. In addition, this Appendix gives the trade-off relationship derived from
the two-stage least squares estimates of a wage change and a price change
equation presented in the Appendix of the preceding Chapter.

4. The Estimated Trade Off Options

If one writes down the steady state wage change and price change equations,
it becomes apparent that one is dealing with a small system of two equations in
several unknowns. We have derived the following two steady state relationships:

o 28
(5.1e) W; = -3.8749 4 0.43603 P, + 0.05536 (2/Q)f,

Lk * _
+0.26099 W, + 16.529 (U, ), and

(5.36e) P, - -3.3997 + 1.0871 W, + 0.54591 F, .

Combining these two relationships, we can eliminate the wage change variable.
This results in a single relationship between the rate of change of the consumer
price level, the unemployment rate, and several outside (or ‘‘exogenous’’)
variables. In deriving this trade-off relationship, we are assuming that price
changes and wage changes are constant at their long-tun steady state values; this
enables us to equate We with W and P with P

Substituting equation (5.1e) into (5.36e), we obtain:

(6.5) Py =-3.3997 + 0.54591 F, + 1.0871 [-3.8749 + 0.43603 P

+0.05536 (2/Q) , + 0.26099 WE, + 16.520 (UH™,
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which reduces to:

(6.6) P; - .47400 P; = -3,3997 - 4.2123 + 0,54591 F,

+0.06018 (2/Q)F, + 0.28371 WY, + 17.968 (UHY™
and thus:

(6.7) 50 = ~14.472 + 1.0378 F, + 0.11441 (%/Q)%, + 0.53037 W,
* _a
+34.161 (U) ™",

This is the familiar trade-off relationship between the rate of change of the con-
sumer price level and several explanatory variables, including the rate of unem-
ployment. It should again be emphasized at this point that this derived relationship
is not based on mathematically exact relationships, but on statistical relationship—
that is, on relationships subject to random disturbances. Hence this derived
trade-off relationship is also subject to stochastic disturbances about the predicted
values of this relationship; these predicted values might best be ccnsidered as
positions of central tendency, analogous to an arithmetic mean for a statistical
frequency distribution. In any case, the derived trade-off relationship represents

an abstraction, because the real world variables rarely grow at constant rates for

a long enough period of time so that the wage and price change variables may
actually attain their long-run steady state values. Further qualifications are given
in the concluding paragraphs of this section.

In a similar fashion, a trade-off relationship can be computed from the steady
state wage adjustment relationships (5.2¢), (5.3e), and (5.7e), in conjunction with
the equilibrium price change equation (5.36e). The results of these computations
are presented in Table 6.3. In this Table, an empty cell indicates that the variable
in question does not enter explicitly into the particular trade-off relationship
under consideration,

Table 6.3

Derived Trade-Off Relationships: #?os a
Linear Function of the Indicated Explanatory Variables,

1953-65
Steady State Wage Coefficients of Explanatory Variables:
Equation | Change Equation on| Constant
Number | Which .the .Trade-Off Term I.;.t (Z/Q):_z W:s (U’:)"
Equation is Based t
(6.7) (5.1e) -14,472 1.0378 0.11441  0.53937 34,161
(6.8) (5.2¢) -15.755 0.97337 0.11707  0.62524 11.224#%
(6.9) (5.3e) ~16.858 1.1201 0.15171 - 50.026
(6.10) (5.7¢) - 4,244 1.2498 - — 95.451

# Coefficient of (U’:)'1
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In order to present these trade-off relationships as two-dimensional curves,

one must specify particular values for the explanatory variables (other than the
unemployment rate) in these relationships. We may first consider a situation in
whxch inflationary pressures from the outside are assumed to be absent: we set

I, the rate of change of import prices, equal to zero; where appropriate, WuSt is
set equal to the Councd of Economic Advisers’ ““guidepost’’ value of 3.2 per cent
per year; and (Z/Q)t_,, the profits variable, is set equal to 97.75, its 1953-65 sample
period mean. The results of computing several trade-off curves, under these
assumptions, are presented in Table 6.4 and in Figures 6.5 and 6.6, Several
comments on these relationships may be offered.

Table 6.4

Estimated Price-Change-Unemployment Trade-Offs
Based on Derived Trade-Off Relationships, 1953-65

("‘Non-Inflationary’® Environment)

Rate of Change (Per Cent per Year) of Consumer Prices

Unemployment (pf), with I:'t 0 and (where appropnate)Wus 832
Rate (U}) (Per and (Z2/Q)f., = 97.75:
Cen;zfct)abour Equation Equation Equation Equation
(6.7) (6.8) (6.9) (6.10)
253 Mc 0 0 00 0.0 o IREE It O B0 oREB 6 6 T 3.90 2.18 5.98 11.03
SHUIIEEE B DAL o0 oS BRI S SSIs 205213 1.43 3.58 6.36
A 008 0000000000080 0000003 0.57 0.50 1.10 1572,
5o oot 0 000 0 I R RO T -0.20 -0,07 -0.03 -0.43
OOy rore g g N eI+ e e ot -0.61 -0.44 -0.64 -1.59
L0 S R -0.86 -0.71 -1.01 -2.30
SO w s AR s wowegs  [Foroe o sVodd - ¢ =108 -0.91 -1.25 255

Implied Unemployment Rates

‘‘Required’” for a Constant Con-

sumer Price Level (P, = 0), 4,69 4,86 4,99 4,74
According to the Same Trade-Off

Equations:

Under these conditions, with a relatively non-inflationary external environment,
the trade -off between unemployment and inflation in the range of recently ex-
perienced unemployment rates seems somewhat sharper than previously thought.
Thus, all of these four trade-off curves show a large amount of agreement concern-
ing the expected amount of unemployment ‘‘required” for price level stability; all
the estimstes of this level of unemployment lie in the narrow range between 4.7
and 5.0 per cent of the labour force. There is somewhat less agreement, among
these four curves, of the expected amount of inflation at the ‘‘full employment’’
rate of unemployment, which we take to be 3 per cent of the labour force: these
estimates range from 1.4 per cent per year (with the unemployment rate entering in
equation (6.8) as an unsquared reciprocal) to 6.4 per cent per annum. Thus, with
an external environment favourable to price level stability, relatively small
increments in unemployment appear to have a substantial effect in reducing
inflationary pressures when the level of unemployment is less than 4 per cent. In
terms of our preferred trade-off curve, derived from equation (6.7), the rate of
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Figure 6.5

TWO CANADIAN TRADE-OFF CURVES,
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Figure 6.6
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Figure 6.7

TWO CANADIAN TRADE-OFF CURVES,
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unemployment “‘required’’ for price level stability under the conditions assumed

is 4.7 per cent, which some individuals at least would not find excessive. On the
other hand, the expected rate of inflation at the level of 3 per cent unemployment
is 2.2 per cent. The average ‘‘trade-off’’ of an increased annual rate of inflation
per percentage point decrease of the unemployment rate is 1.3, and this trade-off
ratio rises to 1.7 in the range of the unemployment rate between 4.0 and 3.0. Thus,
under the conditions assumed above and subject to the qualifications presented
below, it appears that deflationary policies can have a substantial influence in
reducing the expected rate of inflation.?

[t is interesting to obsetrve how one’s view of the trade-off curve changes if
differing trade -off relationships are used as the basis for deriving this trade-off
curve. If the underlying wage adjustment relationship uses the reciprocal of the
unemployment rate (instead of the square of the reciprocal of this variable), then,
as Figure 6.5 indicates, the expected rates of increase of the consumer price
level are fairly similar for the two curves when the unemployment rate lies in the
range between 4 and 8 per cent, but the expected amount of inflation for low values
of the unemployment rate is smaller with the trade ©off curve based on the straight
reciprocal of the U, variable. There is also some tendency for the trade-off curve
to be flatter with the formulation employing the simple reciprocal of the unemploy -
ment rate than with the alternative utilizing the squared reciprocal of this variable.
As for the inclusion or the exclusion of additional variables other than the unem-
ployment rate and the rate of change of import prices, Figure 6.6 indicates that
the trade-off curve appears to be considerably steeper when the U.S. wage change
variable does not enter explicitly into the trade-off function, in relationship (6.9),
and appreciably steeper still when the profits variable is also dropped, in
relationship (6.10). As pointed out in our discussion of the wage adjustment
equation, this variation in the picture of the trade-off curve is believable, because
historically high profit margins, low unemployment rates, and high rates of U.S.
wage changes have tended to go together. Thus, when these variables are not
included explicitly in the wage adjustment relationship, their effects are captured
in part by the unemployment rate. When the wage adjustment relationship is
substituted into the price change equation to derive a trade-off relationship, the
more pronounced impact of the unemployment rate, in the absence of these sup-
plementary explanatory variables, tends to persist. In this manner, one might
rationalize the appearance of the trade-off curves in Figure 6.6. Moreover, the
argument presented above would lead one to choose equation (6.7) as the most
accurate representation of the hypothetical trade-off relationship, because the

! This statement should be qualified, to some extent, by the pictures of the trade -off
curve presented and discussed in the Appendix. Although we believe that the first two
sets of alternative trade-off relationships are less accurate than those presented in the
text, nevertheless a caveat seems in order. The trade-off curves based on equation (5.39e)
are considerably flatter than those of the text, suggesting that a mild dampening of
aggregate demand will not be very helpful in promoting price level stability. The trade-off
curves based on the unit labour cost version of the price change relationship, equation
(5.35e), also seem to suggest a greater conflict between the goals of high employment and
price stability, as well as somewhat less favourable trade-offs in the high-employment
range (below 4 per cent unemployment). On the other hand, the trade-off relationship
based cn the two-stage least squares equations looks very much like the trade-off
equation (5.7) above; if anything, the derived curve is steeper in the low-unemployment
range, suggesting a favourable outlook for a mild deflationary policy.
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wage adjustment relationship underlying this equation is probably the best
description of wage behaviour, in our view, that has been estimated in this study.

It is also of some interest to note how the trade-off curve shifts in response
to changes in the external environment. According to Table 6.3, shifts in the
values of the variables other than the unemployment rate have an appreciable
influence on the expected rate of inflation; in terms of the two-dimensional trade-
off curve, changes in the values of these variables produce an appreciable shift
in the derived (steady state) trade-off curve. Thus, at a given unemployment rate
and after all lagged influences have worked out their effects, a rise in the rate
of increase of import prices of one percentage point will ultimately produce an
additional increase in the expected rate of change of consumer prices of 0.97 to
1.25 of a percentage point. Changes in unit profits variable will also have an
appreciable influence, a rise of 10 index points in this ratio being associated
with an expected increase in the rate of change of consumer prices of 1.1 to 1.5
additional percentage points. And the influence of the rate of change of U.S.
wages appears to be far from trivial: an additional percentage point increase in
this variable will induce, in the new steady state of the variables, an additional
0.54 to 0.63 of a percentage point increase in the rate of change of Canadian
consumer prices. The influence of foreign price and wage developments,
particularly from the United States, on Canadian consumer price movements
appeats to be very pronounced. If one assumes, for example, both an additional
increase of one percentage point in import prices, based mainly on imports from
the United States and a matching additional increase of one percentage point in
the U.S. wages, according to equation (6.7) one can expect an increase in
Canadian consumer prices of 1.58 percentage points more than the expected rate
of change in absence of these external influences.

It is of some interest to consider what the expected trade-offs between
unemployment and inflation appear to be when the external environment is
relatively inflationary., For definiteness, we shall assume that the implicit
deflator of the imports of goods and services rises at the rate of 2 per cent per
annum; moreover, for equation (6.7), we shall assume that U.S. wages rise at the
rate of 6 per cent per year and that the ratio of profits to output has a value of
105 (index points). These are all fairly high values, but well within the range of
historical experience, over the sample period studied. One can then compute the
expected rate of inflation at various rates of unemployment. The results of these
computations appear in Table 6.5 and are plotted in Figure 6.7. In Figure 6.7, the
trade-off curve, derived from equation (6.7) under the earlier set of assumptions,
is plotted by the heavy line, for purposes of facilitating comparisons; the dotted
curve represents the trade-off curve derived from equation (6.7) under the more
inflationary set of assumptions, and the dashed-line trade-off curve is derived
from equation (6.10), under the new set of assumptions. We focus first on the
trade-off curve derived from our preferred trade-off equation (6.7). Under the
conditions postulated above, the economy is almost certain to experience some
degree of inflation no matter how expansionary or how restrictive monetary and
fiscal policy happens to be. At the 3 per cent rate of unemployment deemed to be
a full-employment value, the expected rate of increase of the consumer price
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level is roughly 6.6 per cent per year. It is true that if the unemployment rate were
reduced to 5 per cent by restrictive public policy, the expected rate of inflation
would fall to 4.2 per cent per annum. But, beyond this point, there is relatively
little gain to further deflation. Thus a 10 per cent unemployment rate is asso-
ciated with an expected annual rate of increase of consumer prices of 3.2 per
cent, which is still a substantial amount. In particular, there appears to be no
value of the unemployment rate (in the range of post-war experience and slightly
beyond) that is consistent with an expected rate of change of consumer prices
equal to zero.

Table 6.5

Estimated Price-Change-Unemployment Trade-Offs
Based on Derived Trade-Off Relationships, 1953-65

('‘Inflationary’’ Environment)

Ra_te of Change (Per Cent per Year) of Consumer Prices

Unemployment (Pf) with Ii‘t = 2.0 and (where appropriate) W:St =650
Rate (U}) (Per Cent and (Z/Q){.; = 105.0:
of Labour Force) Equation Equation
(6.7) (6.10)

%S ooes000h 000000 oo e e w3 8.32 13,53
30 L ieiiinen Sherirdiarerararaaratote 6,65 8.86
4.0 .,..... 00 O'C IOk 00 B 00 0B 0 Ok 4,99 4,22
50 ,....... 0 000 b 00000008 0N 4,22 2.07
OO0 g S e o o Toke T eralsreroNers 3.80 0.91
7/J(V) S 00000000 s P 8 e o0 3.55 0.20
o0 4 Sembha o 500000 6 ookl ot G 3.39 -0.25
Implied Unemployment Rates None

“Required’’ for Constant under

Consumer Price Level (13t =H0); 10%

According to the Same Trade-off of the 7.41
Bditinns Labour Force

It is otherwise with the trade-off curve based on equation (6.10). Although,
according to the dashed-line curve, the expected rate of inflation (8.9 per cent
per year) is higher at the full-employment value of the unemployment rate (3 per
cent), this expected rate of inflation declines fairly rapidly as the unemployment
rate increases. Thus, at 5 per cent unemployment, the expected rate of inflation
is 2.1 per cent per annum, and, theoretically, an unemployment rate of 7.4 per
cent would be sufficient, even under these unfavourable external conditions, to
hold the expected rate of rise of consumer prices to zero. This trade-off curve is
probably less realistic than its alternative based on equation (6.7), because the
curve based on equation (6.10) implicitly ‘““builds in’’ the effects of changing
profits margins and changing rates of change of U.S, wages, as pointed out
above. Since profits per unit of output are only partially responsive to aggregate
demand conditions and since the rate of rise of U.S. wages only very slightly so
(i.e. to Canadian demand conditions), it would appear that the trade off curve
based on equation (6.10) overestimates the response of the rate of change of
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Canadian consumer prices to dampened domestic demand, even under the new set
of circumstances assumed for the purposes of the discussion.

We may conclude this section by presenting some qualifications or limitations
of this type of analysis. First, as pointed out earlier, these derived trade-off
relationships are best regarded, not as mathematically exact equations, but as
loci of central tendencies in a collection of conditional probability distributions,
under the assumed set of conditions. Fven leaving aside the issue of wage and
price changes settling down to their moving equilibrium values, the expected
rate of change of the consumer price level for a given rate of unemployment (and
given values of the other determinants of this variable) will not inevitably be
realized. One may be unfortunate and experience more than the expected amount
of inflation or, conversely, the policy-makers may be lucky and experience a
smaller increase in the price level than predicted. What the trade-off relationship
indicates is a predicted rate of inflation (for a given unemployment rate and
particular values of the other explanatory variables), which might be expected to
prevail on average if the situation were to be repeated for a sufficient number of
times, under an unchanged structure. But one should surely not expect an
individual observation to lie exactly on the calculated trade -off relationship—that
is asking for a precision not available at this stage of the art. Secondly, the
computed trade-off relationships are not derived directly from fitted wage adjust-
ment and price level change regressions, but indirectly from the associated steady
state equations. Hence, the derived trade-off relationships implicitly assume that
the rate of change of consumer prices (and also of money wages) has dlready
settled down to the steady state values. In the real world, of course, unemployment
rates, rates of change of import prices, profit margins and other relevant variables
generally do not stay constant. Thus the steady state trade-off relationship
tepresents at best only the position to which the system is striving, although it
will rarely (if ever) attain this position. As argued in Chapter 4, this relationship
is closely analogous to the hypothetical position of long-run equilibrium in a
competitive industry, which is also rarely attained but which is still a useful
simplification for analytical purposes.

A third set of qualifications on the analysis relates to its aggregative
character. Like all analyses conducted on an aggregative level, ours abstracts
from a number of factors peculiar to individual industries or regions of the country.
This type of simplification induces a certain amount of distortion into one’s view
of the economy, which is not always adequately summarized by the inclusion of a
simple, additive stochastic disturbance term.! Closely related to this question is
the issue of whether increased stability of the economy in general (so that reces-
sions in output and in the rate of unemployment were avoided) might shift the
trade-off curve towards the axes (i.e., mitigate the conflict between the goals of
high employment and stable prices). One of our commentators has argued that this

! For a fuller discussion of the limitations of an aggregative analysis of inflation, see
Ronald G. Bodkin, The Wage-Price-Productivity Nexus (Philadelphia: University of
Pennsylvania Press, 1966), Chapter 7.
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is in fact so,* and that, for this reason, the derived trade-off curves of this Chapter
are more nearly upper limits than measures of central tendency. It is not difficult
to construct an appealing argument for this position. Thus, if the economy were
considerably more stable than it is at present, presumably stiuctural imbalances
(which tend to raise prices and wages considerably more in the excess demand
sectors than to lower them in the deficient demand sectors) could be avoided,?
Moreover, with the knowledge that the prosperity was a permanent one, presumably
sellers of goods and labour services possessing some degree of market power
would not be so tempted to take advantage of favourable demand conditions as
they would if they thought that the prosperity was an evanescent one. On the other
hand, another school of thought would stress the importance of a fear of unem-
ployment and of undercapacity utilization in ‘““disciplining’’ the wage and price
requests of less than petfectly competitive sellers, who are viewed as capable of
making exorbitant demands if they believe that the authorities will maintain full
employment at any cost.’ Regardless of which of these two opposing tendencies
may be stronger, we should not claim that the estimated trade-off relationships
would be even approximately valid if the structure of the economy shifts
drastically. At best, the empirical analyses pursued in this Chapter are relevant
to future conditions only if the nature of the economy during this future period
closely resembles the economy’s structure during the sample period to which the
underlying relationships were fitted.

In addition to the qualifications given above, the reader is also reminded of
those relating to the fitted regressions, which were presented in Section 5 of the
preceding Chapter. We should argue, however, that these shortcomings and
limitations do not destroy the usefulness of the approach adopted here and in
Chapter 5. Instead, they merely setve to emphasize that these results cannot be
used blindly as infallible guides; rather, to be employed properly, they must be
interpreted with judgment and with an awareness of an inherent margin of uncer-
tainty. Undue importance should not be attached to the particular numerical results
obtained; instead, the reader should take away a broad impression of the conflict
between the two policy goals under examination.

5. Concluding Observations

Perhaps the most striking feature of our results is the powerful influence
which foreign—especially U.S.—prices and wages have on the stability of
Canadian consumer prices and wages. Evidence of the strength of this influence

! In “‘A Theory of the Wage-Price Process in Modern Industry’’ (op. cit.), Otto Eckstein also
argues that ‘‘variability in the growth rate is an important source of inflation’’. (p. 282).
Hence, by implication, increased stabilization of the economy would in itself reduce the
conflict between high employment and price level stability, if we have interpreted Eckstein
correctly.

2 Two basic references on this effect are Charles L. Schultze, ‘‘Recent Inflation in the
United States’’, Study Paper No. 1, prepared for the Joint Economic Committee of the
U.S. Congress, Study of Employment, Growth, and Price Levels (Washington: U.S,
Government Printing Office, 1959) and Richard G. Lipsey, ‘‘The Relation between Un-
employment and the Rate of Change of Money Wage Rates in the United Kingdom, 1862-1957:
A Further Analysis’’ (op. cit.), pp. 12-23.

* Lucid statements of this point of view may be found in two articles by Walter A. Morton,

‘“Trade Unionism, Full Employment, and Inflation,’’ American Fconomic Review, March
1950, pp. 13-39, and ‘“Keynesianism and Inflation,’’ Journal of Political Economy, June
1951, pp. 258-265.
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comes to light repeatedly in our analysis. Furthermore, our estimates indicate that
before-tax-profits per unit of output in manufacturing and the level of unemployment
are significantly related to the stability of Canadian consumer prices and wages,
Both unit profits and unemployment can be considered as proxies for the level of
aggregate demand in Canada. Consequently, our estimates imply a significant
relationship between the level of aggregate demand and the degree of price
stability in the country. In addition, the relationship between unit profits and price
stability may reflect some influences of market power on the rate of change of the
price level,

Our best estimates indicate that if external prices remain stable and unit
profits are ‘“‘normal’’,! Canada will require an unemployment rate of roughly 4%
per cent in order to achieve price stability. With an unemployment rate of 3 per
cent, stable foreign prices and normal unit profits, prices can be expected to rise
at 2% per cent per year. In ordet to induce a decrease of 1 per cent annually in
consumer prices under these assumptions, an unemployment rate of about 8 per
cent would be needed.?

This picture is substantially changed when foreign inflation is introduced
into the picture. If one assumes an increase of foreign prices of 2 per cent
annually and a corresponding higher rate of increase in U.S. wages, there appears
to be no level of unemployment within the range of post-war experience which
will secure price stability in Canada.

The importance of this result from the standpoint of Canadian economic
policy bears considerable emphasis. In planning Canada’s economic policies, it
is unrealistic to define an isolated price objective without recognizing the impact
of external prices and factor costs. Because of these strong external influences
on Canadian prices, it is questionable whether one can say that Canadian policy
should aim at ‘‘teasonable’’ price stability or should allow prices to drift upward
at a low rate of increase of perhaps 1 to 1% per cent annually. Canadian government
policy has almost no control at all over one of the key determinants of Canadian
price stability—i.e., foreign price influences. This is especially true so long as
the country remains on a fixed foreign exchange rate, The Government does have
some measure of control over the aggregate level of domestic demand. In
principle, it might attempt to depress domestic demand sufficiently to offset the
effect of rising external prices and costs. In fact, such a policy might easily mean
that the country would frequently have to tolerate rates of unemployment well in
excess of 10 per cent. Such a policy strategy can be seriously questioned. The
social costs of offsetting imported inflation at levels of unemployment of this
magnitude would be extremely high. Moreover, since the rate at which foreign

1 «‘Normal’’ profits are defined here as the average level of unit profits from 1953 to 1965.

? The estimates of these magnitudes based on the trade-off curve derived from the two-
stage least squares regression, which is presented in the Appendix, are close, but not
identical, to those presented in this paragraph. The estimate of the unemployment rate
‘“‘required”’ for price level stability is slightly lower, at 4.6 per cent of the labour force,
while the expected rate of inflation at a 3 per cent rate of unemployment is somewhat
higher, at slightly more than 2% per cent per year. The estimate of the rate of unemployment
needed to induce an actual decline of 1 per cent annually in the consumer price level is
approximately 6% per cent.
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prices increase varies considerably from year to year, a policy of fully compen-
sating for the effects of foreign price changes through variations in domestic
demand would entail imposing sharp fluctuations on the level of domestic demand.?
The continuing uncertainties which such fluctuations would entail might add a
further cost to a policy of this kind designed to offset fully imported inflation.
Alternatively, the policy-makers might virtually eliminate our foreign trade and so
effectively insulate the country from foreign price influences. However, almost all
Canadians would agree that the costs of such a policy would be prohibitive.

In view of the influence of foreign prices and costs and of the limitations of
domestic policy, the price objective for Canadian economic poliey can perhaps be
sensibly defined only in relation to U.S. and other foreign prices. Thus, one might
define Canada’s price objective as not allowing prices in Canada to rise faster
than in the United States, or as holding the rise in Canadian prices to a certain
petcentage below or above the rise in U.S. prices. By casting the definition of the
price level objective for economic policy in these terms, one would explicitly
recognize the paramount importance of the prices of goods and services imported
from the United States and other foreign countries in determining Canadian prices.
Consequently, a policy objective defined in these terms would, in our view,
imply, as well, a healthy recognition of the limitations of Canadian policy in
offsetting these external influences.

! These points are more fully developed in Chapter 9 below.
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APPENDIX

Some Alternative Trade-Off Relationships

A. Trade-Offs Based on 194965 Data

In Section 3, we briefly discussed an alternative equation explaining rates of
change of the Canadian consumer price level. From this relationship, the following
equilibrium price change equation was calculated:

(5.3%) Pt = -0.56640 + 0.21716W, + 0.34413F  + 0.51946P

As pointed out, this equilibrium price change equation lays far heavier stress,
than does equation (5.36€), on foreign influences conditioning the rate of change
of Canadian consumer prices. Hence it is of some interest to examine the view
of the trade-off relationship to which such an equation gives rise,

If one substitutes equation (5.1e) into equation (5.39%), the result obtained,
after some algebraic manipulation, is:

(6.11) B{ = -1.5551 + 0.01328 (2/Q)¥; + 0.06261 W}, + 0.38012F,

KR
+0.57379P,, + 3.9650(Uy) " .

If, on the other hand, the wage adjustment relationship is (5.7¢), the derived
result is:

. e 5 o Lo
(6.12) P; =-0.29022 + 0.38776F , + 0.58531P,, + 9.3847(U,) " .

Both equations (6.11) and (6.12) are trade-off relationships, relating an
equilibrium rate of change of Canadian consumer prices to several explanatory
variables. The coefficients of these trade-off relationships suggest that foreign
influences (the rate of change of import prices and, especially, the rate of change
of the U.S. consumer price level) are more important than domestic influences
(principally the unemployment rate) on the rate of change of the domestic
consumer price level,

This impression is confirmed by an examination of Table 6.6 and Figures 6.8
and 6.9, In columns (2) and (3) of Table 6.6 and in Figure 6.8, the trade-off
relationship is reduced to a two-dimensional curve by making some relatively non-
inflationary assumptions regarding the non-unemployment variables of this
relationship. In particular, it is assumed that the rate of change of import prices
and the rate of change of U.S. consumer prices is zero; for equation (6.11), it is
also assumed that the ratio of profits to output is 97.75 (its 1953-65 average) and
that the rate of change of U.S. wages is 3.2 per cent per annum. (In Figure 6.8,
the dashed line represents the trade-off curve derived from equation (6.7), which
has been inserted for purposes of facilitating comparisons.) In the final two
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columns of Table 6.6 and in Figure 6.9, the trade-off curve is computed or plotted
under a relatively inflationary set of conditions: the rate of change of import prices
is 2.0 per cent per year, the rate of change of U.S. consumer prices is 3.0 per

cent per annum, for relationship (6.11), we also assume a rate of increase of U.S.
wages of 6.0 per cent per year and a value of the profitsto-output variable equal
to 105.0 index points. (In Figure 6.9, a dashed line for comparative purposes has
also been included; this dashed line represents the trade-off curve derived from
equation (6.11) under the original (non-inflationary) set of circumstances.)

Table 6.6

Trade-Off Curves Based on Price Change
Equation (5.3%9¢), under Two Sets of Circumstances

Rate of Change (Per Cent Rate of Change (Per Cent
per Year) of Consumer per Year) of Consumer
Prices (pi), with Prices (P}), with
= 01 Blye, = On and (fon By - 2.0, Py, 7 %:0 and
6.11) (Z/QF,=97.75  (for6.11) (Z/Q)¥, = 105.0

Unemployment Rate
(UY) (Per Cent of
Labour Force)

and W:St = 382, fof: and W:st = 6.0, for:
Equation Equation Equation Equation
(6.11) (6.12) (6.11) (6.12)
(1) (2) 3} 4) &)
5 00 o O o e e B0 0o 0.58 1,21 3.33 3.74
SBOS 0006 00000 0,38 0.75 3,14 3.28
G 88500 00060000000 e 00 Go0 0,19 0.31 2.94 2.83
5.0 iiiennenas 0.10 0,09 2,86 2,62
OOy T TG 1D R D - 0,05 -~0,03 2,81 2,50
/o e — s 0.02 0,10 2,78 2.43
SO o5 0 000 JORY 0,01 -0.14 2.76 2.39
Unemployment Ra?e. ‘“‘Required’’ None None
for Complete.Stabllxty of the 8.37 5.60 safler unda
Consumer Price Level, for the
10% 10%

Relationship in Question under
the Assumed Conditions:

The conclusions from this exercise are relatively straightforward. The trade-
off curves based on equations (6.11) and (6.12) are both relatively flat, much more
so than the trade-off curve derived from equation (6.7). In particular, beyond an
unemployment rate of 4 or 5 per cent, the expected price level change seems very
insensitive to variations in the level of unemployment. Hence, the curves in Figure
6.8 based on equations (6.11) and (6.12) seem to be very much in the spirit of the
models analyzed in the standard courses in introductory economics or intermediate
theory: there is very little change in prices until full employment is approached,
and then prices begin to heat up. The trade-off curve based on equation (6.12) is
somewhat steeper than that derived from (6.11), particularly in the full-employment
region, As the discussion in Section 4 of the text would indicate, this is a highly
reasonable result.
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Figure 6.8

THREE POST-WAR CANADIAN TRADE-OFF CURVES,
UNDER A RELATIVELY NON-INFLATIONARY EXTERNAL
ENVIRONMENT
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Figure 6.9

AN ILLUSTRATION OF THE EFFECTS ON THE TRADE-OFF
CURVES OF VARIATIONS IN THE DETERMINANTS OF PRICE
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Under the more inflationary external circumstances assumed in Figure 6.9,
some inflation seems inevitable, regardless of how restrictive domestic monetary
and fiscal policy happens to be. Hence, under these conditions, there would be
very little return to raising unemployment beyond the full-employment rate to
reduce inflationary pressures, as the trade-off curve is quite flat. It is worth
observing that, under the models assumed in this section of the Appendix, the
rate of change of the Canadian Consumer Price Index is never far from the assumed
rate of change of the U.S. consumer price level. This is hardly surprising, since
the rate of change of the U.S. consumer price level is quantitatively the most
important influence in the steady state price change equation upon which the
trade-off relationships of this Appendix are based.

The analysis of this Appendix is subject to all the qualifications set forth
in Section 4 and also to several of its own. One can argue that equation (5.39) is
not completely satisfactory as a price change relationship, since it is based on
data which include the rather unique Korean War period. Since equation (5.39) does
not work well when the Korean War data are not included, the generality of this
relationship and the associated steady state equation are subject to question. For
this reason, we are inclined not to lay heavy emphasis on this analysis. Never-
theless, the general point, if qualified, does seem valid: if U.S, consumer price
changes are ultimately an important influence on changes in the Canadian consumer
price level, domestic policy can only have a secondary influence on the Canadian
consumer price level, and that probably only in or near the full-employment range
of the unemployment rate. In turn, this suggests that one might wish to define
one’s price level goal, not in absolute terms, but in terms of the behaviour of the
U.S. consumer price level.

B. Trade-Offs from Price Equation with Unit Labour Costs

Also in Section 3 of this Chapter, a steady state equation explaining variations
in the rate of price change based on the unit labour cost approach was obtained;
this equation is:

(5.35e) P, = 0.84543 1 0,54738 (ULC™), + 0.51634 F, .

Since, by definition, we have:

W,
5.30 0
(5.30) ULCH A% /100 °
the following approximation is valid:
- . . *
(6.13) (ULC),=W,- A,

On the basis of the analysis of Section 3 of the preceding Chapter, we may
choose 3.7 per cent per year as a ‘‘normal’’ rate of growth cf labour productivity I
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for recent years. Substituting this value into equation (6.13) and equation (6.13)
in turn into equation (5.35e),! we obtain:

(6.14) Py = -1.1799 + 0.54738 W, + 0.51634 F, .

At this point, the derivation of a trade-off relationship is straightforward and
follows the method employed in the text.

If one substitutes wage adjustment equation (5.1€) into equation (6.14), the
resulting trade-off equation may be computed:

(6.15) P} = —4.3357 + 0.03980 (“/Q)}_, + 0.18765 WY, + 0.67821 F,

us

B =)
+11.884 (U,) .

On the other hand, if the wage adjustment equation utilized is (5.7e), the derived
trade-off relationship is:

e i * _
(6.16) b - —0,56036 » 0720080, + 29,308 (U, T <

These trade-off relationships are presented in Table 6.7 and graphically in

Figures 6.10 and 6.11. As before, columns {2) and (3) of the tabular presentation
give the rates of inflation predicted by equations (6.15) and (6.16) respectively
under a relatively non-inflationary set of circumstances; and columns (3) and (4),
the predicted rates of change in the Consumer Price Index under a more inflationary
external environment.

The conclusions which emerge from this analysis may be briefly discussed.
Equation (6.15) gives rise to a flatter trade-off curve than does equation (6.7) of
the text, and the same comparison can be made between the trade-off curve based
on equation (6.16) and that derived from equation (6.10). In the relatively non-
inflationary set of circumstances, the trade-off curve derived from equation (6.15)
predicts only a 1% per cent annual increase in consumer prices at a 3 per cent
rate of unemployment which we have tentatively taken to be a full-employment
rate, Although this is a lower expected rate of inflation than with equation (6.7),
the predicted rate of increase in consumer prices at the 5 per cent rate of unem-
ployment is 0.6 per cent per year, which is considerably higher than with the
trade-off curve of the text. Moreover, there is no level of unemployment less than
10 per cent of the labour force which is capable of absolutely stabilizing the
consumer price level, i.e., yielding a zero value for the expected rate of rise of
consumer prices. The comparison between the trade-off curves based on equations
(6.16) and (6.10) is similar. Thus, although the former trade-off curve (graphed in
Figure 6.10) indicates a predicted rise in consumer prices of 3% per cent per year
at the 3 per cent unemployment rate, the estimate of the rate of unemployment
‘“‘required”’ to stabilize completely the Consumer Price Index is roughly 7% per

1If, instead of substituting the value 3.7 for A{, this variable is carried explicitly through
the derivation, the resulting trade-off relationship will indicate that the rate of change of
consumer prices varies negatively with the ‘““normal’’ rate of productivity growth, in
accord with the theoretical developments in Chapter 2 above.
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Figure 6.10

THREE CANADIAN TRADE-OFF CURVES, BASED ON THE
PERIOD 1953-65, ASSUMING A ‘'NON-INFLATIONARY"’
EXTERNAL ENVIRONMENT
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cent. With this view of the trade-off options, a reduction of aggregate demand in
order to reduce the rate of inflation is hardly an attractive policy, particularly at
unemployment rates in excess of 5 per cent of the labour force.

Table 6.7

Trade-Off Curves for the Period 1953-65, Based on Price Change
Equation (5.35e), under Two Sets of Conditions

Annual Percentage Rate of Annual Percentage Rate of

Uheaplomment Bars (U Change of Consumer Prices Change of Consumer Prices

(P$) with F = 0 and (P$) with Fy = 2.0 and
(T C;“‘ of Labour (for 6.5) (2/Q), = (for 6.15) (Z/Q)k, =
—— 97.75 and Wi,, = 3.2, for:  105.0 and Wi, = 6.0, for:
Equation Equation Equation Equation
(6.15) (6.16) (6.15) (6.16)
(1) (2) 3 4 (5)
20T 0o 00 =0 B0 oL 2.06 4.13 4.23 5187
005000600 00k ol 0HBAA0 S 0L 1.48 2.70 3.65 4.14
210 05 000 0B 000 000D aD000000% 0.90 1.27 3.07 2.71
B0k rerereroms o ars 91 9 s sre An g ¥ 9 0.63 0.61 2.80 2.05
©:05 6555500 050000 0BHH B0 00 0.49 0.25 2.66 1.70
730 % 06000 60000 0 3000000000 0.40 0.04 2.57 1.48
t5(0)i06 360 o o B KD ol L 0.34 -0.10 2.51 1.34
None None None
Unemployment Rate ‘‘Required’’ ‘;?);er . ‘;r(;;er ?xé;er
for Complete Stability of the of tohe —— ¢ t;; ft;;
Consumer Price Level, for the i ;)_,ab er i b er
Relationship in Question, under Forc: For:: Fzr::

the Assumed Conditions:

Under the more inflationary extemal environment, the derived trade-off curves
are higher in the field, although the upward shift is not as great as with the text
equations (6.7) and (6.10). For both trade-off curves, there is no level of unem-
ployment, within the observed range, which will eliminate entirely the predicted
upward trend in consumer prices. On the other hand, the expected rate of increase
of the Consumer Price Index at the 3 per cent unemployment rate is only 3.6 per
cent per year with the trade-off curve based on equation (6.15) and only 4.1 per
cent per annum with that generated by equation (6.16). At the 5 per cent rate of
unemployment, the predicted annual incteases in consumers prices are 2.8 and
2.0 per cent, respectively. The impression of smaller sensitivity to external
influences is confirmed by an examination of the coefficients of the F, variable
in equations (6.15) and (6.16) and of the coefficient of the Wust variable in the
former equation.

Again, the caveats at the end of Chapters 5 and 6 should be kept in mind. In
this connection, the reader is reminded of the marginal statistical significance of
the normal unit labour cost variable, in regression relationship (5.35).
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C. Trade-Offs from Two-Stage Least Squares Estimates

In the Appendix of the preceding Chapter, two sets of two-stage least
squares estimates of the parameters of equations (5.1) and (5.36) were presented.
The steady state equations derived from the second set of parameter estimates

are:

e

(5.1"€) Wi

+ 19,11

(5.36"¢) P;

* 2
2(U,) ,and

K .k
~3.4457 + 0,44997 B, 4+ 0.23384 W, , + 0.05065 (%/Q)%,

-3.6138 + 1.1417 W, + 0.55147 F¢ »

Substituting equation (5.1"¢) into equation (5.36"e) and rearranging, one obtains
the following trade-off equation:

(6.17)

+ 1300 1,

oAC X2 gk A 3
P{ = -15.521 + 44,870 (U,)” + 0.54897 W, + 0,11892 (“/Q),

As before, equation (6.17) can be plotted as a two-dimensional curve, once a
set of values for the variables other than the unemployment rate is specified. This
has been done in Figure 6.12 for two sets of values of the “‘external’’ variables.
The first set is the assumed non-inflationary external environment carried through-
out the text and the first two sections of the Appendix, while the second set is

Table 6.8

Trade-Off Curves, Based on Two-Stage Least Squares Parameter Estimates
for the Period 1953-65, under Two Sets of Conditions

Unemployment Rate (Uf)
(Per Cent of Labour

Annual Percentage Rate of
Change of Consumer Prices

(Py) with F = 0, (Z/Q)f, =

Annual Percentage Rate of
Change of Consumer Prices

Py with Fy = 2.0, (Z/Q)F -

Thomes) 97.75 and W}, = 3.2 105.0 and Wi, = 6.0
o (2) 3
NG| roweys 3l g IR S ke o R 5.04 9.71
S0 o'scc0006000000000C0T0GED0 2.85 7S
300 0 0000000600000 00000 ot 0.66 5. 33
I e A Iy o) R —-0.34 4.32
Ok s oy o enn s ey @ —0.89 357
780 60600005000 0ol 0lolPe0 000 —-1.22 3.44
S Ok T T AT G R R e ehths (IS & —1.44 35283
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Unemployment Rate ‘‘Required’’ 10% of the
for Complete Stability of the 4.58 Labour
Force

Consumer Price Level, under
the Assumed Conditions:
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Figure 6.12

A CANADIAN POST-WAR TRADE-OFF CURVE BASED ON
TWO-STAGE LEAST SQUARES PARAMETER ESTIMATES,
UNDER TWO SETS OF EXTERNAL CONDITIONS
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the considerably more inflationary external conditions which we have also dis-
cussed before. (The information summarized in the graph is also presented in

Table 6.8 above.) In Figure 6.12, we also present a trade-off curve derived from
equation (6.7) of the text under the first (the relatively non-inflationary) set of
values for the variables other than the unemployment rate. The comparison suggests
that the trade-off curve derived from the two-stage least squares estimation
procedure is slightly steeper. Thus the expected rate of inflation at the 3 per cent
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rate of unemployment is 2.8 per cent pet year (as compared to an annual rate of
2% per cent for the trade-off curve based on ordinary least squares estimates).

On the other hand, the two-stage least squares estimate of the rate of unemployment
‘‘required’’ for a zero rate of expected change in the consumer price level is
slightly lower, at 4.6 per cent of the labour force. Moreover, according to the
trade-off curve based on equation (6.17) under relatively non-inflationary circum-
stances, an appreciable amount of actual deflation is the expected outcome if the
unemployment rate exceeds 6 per cent. If the external environment is inflationary,
then the trade-off curve based on equation (6.17) shifts upward appreciably. At a
3 per cent rate of unemployment, the predicted rise in consumer prices under these
conditions is 7% per cent per year, while at a 6 per cent unemployment rate, the
expected rate of inflation is still 3% per cent per annum. The earlier conclusion
that some inflation seems unavoidable when the external environment is tending
in that direction is confirmed by the trade-off relationship derived from the two-
stage least squares parameter estimates. In fact, as a comparison of the coeffi-
cients of equations (6.7) and (6.17) will show, the latter relationship, which has
been discussed in this section of the Appendix, is slightly more sensitive to
shifts in the values of these non-unemployment variables.

It is perhaps tedious to recall the previously stated qualifications once again,
Nevertheless, the reader is cautioned that the use of a somewhat more sophis-
ticated estimating technique does not consign to oblivion all of the limitations
discussed earlier regarding this analysis.
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PART Il

CANADIAN HISTORICAL EVIDENCE,
INTERNATIONAL COMPARISONS,

AND CONCLUSIONS



CHAPTER 7
HISTORICAL ESTIMATES OF THE TRADE-OFF OPTIONS FOR CANADA

1. Scope and Purpose

The primary focus of this study has been on estimating Canadian wage and
price change relationships for the period from 1953 to 1965 and on deriving
estimates, for this period, of the trade-offs between price stability and the level
of unemployment. Our research on these relationships has been presented in
Part II of this study. In Part III, the analysis will be extended in two dimensions
in order to provide a further test of our post-war analysis and to place our
empirical results for more recent years in clearer perspective, In this Chapter,
some of the key relationships derived in Part II are re-estimated on the basis of
annual historical data extending from 1921 to the present, omitting the war
years, 1940 to 1945, In Chapter 8, these same key relationships are fitted to
quarterly data for the period from 1953 (or 1954) to 1965 for five ‘‘developed”’’
foreign countries: the United States, Britain, France, Germany (the Federal
Republic) and Sweden.

There are two main reasons for fitting the relationships derived for the
period since 1953 to long-run historical data. The first is to see whether the
variables which contribute significantly to an explanation of price and wage
changes since 1953 are significantly related to price and wage changes over a
longer period of historical experience. If in fact they are, the second reason is
to compare the estimates for the historical relationships derived from annual
data with the estimates for the quarterly post-war relationships, so that one may
obtain some indication of the stability of the relationships. In Sections 2 and
3 below, we present our analysis of the historical wage change and price change
relationships, respectively. In Section 4, numerical estimates of the trade-off
relationship are presented and compared with the corresponding estimates derived
from the quarterly post-war relationships.

Before discussing the historical estimates of the relationships in question,
two general points relating to these estimates might be particulatly noted. The
first relates to the quality of the data available for historical analysis, The
quality of the figures available for the pre-war years is inferior, probably by a
substantial margin, to the quality of the figures available for post-war years. For
some seties such as those relating to unemployment and earnings, the reliability
of pre-war data is especially questionable. As with the post-war data, in some
cases the statistics relating to the manufacturing sector seem to be of somewhat
higher quality than thedata for the economy as a whole, including some of the
primary production sectors, Further comments on the quality of particular
statistical series will be made in the course of the discussion that follows.

The second noteworthy point relates to whether or not there are any a priori
reasons that one should expect to find stable wage and price change



relationships for the past 40 years. In Chapter 1, it was argued that these
relationships depend on the structure of the economy, reflecting attitudes,
institutional arrangements and behaviour patterns. It is generally recognized
that all three of these factors have undergone, in Canada as well as abroad, a
wide variety of fundamental changes since the 1920’s, These changes were
enhanced by a number of unique historical events: first, the wrench of the Great
Depression of the 1930’s; secondly, the shock occasioned by the Second World
War and also the subsequent period of reconstruction and rehabilitation; and,
thirdly, the post-war economic transformation accompanied by more or less
continuous growth and unprecedented prosperity. Vast changes in institutional
arrangements, attitudes, behaviour patterns and technical capabilities have been
associated with these sharp swings in economic circumstances. In the light of
the historical experience of the past 40 years, one would hardly be surprised

to find that the structure of the economy had changed substantially and
consequently that the relationships between prices, wages and unemployment
had altered. Moteover, there is no a priori reason that one should particularly
expect the shifts that may have occurred to have manifested themselves either
completely in any one year or in a continuous fashion; these shifts might
conceivably have been discontinuous and irregular. If, in fact, one found that,
despite the substantial changes in the structure of the economy, the relationships
appeared to have remained quite stable, one might simply ascribe it to historical
accident. Altematively, one might conclude that the relationships in question
were, in fact, very strong and so deeply embedded in the behaviour patterns of
the economy that, despite all the other changes which had occurred during this
epoch, these relationships had persisted, largely unchanged.

This latter conclusion could have important implications for government
policy. Any policies which a government might wish to consider for the primary
purpose of shifting these wage and price change relationships so as to reduce
the conflicts between the policy objectives of high employment and price level
stability might be open to some doubt. If these relationships had persisted in
broad outline through the severe shocks to the economy effected by the Great
Depression, the Second World War and the post-war economic transformation, one
might legitimately question whether any of the policy instruments available to
governments could shift the relationships in a manner that would significantly
reduce the conflicts among policy objectives. If, on the other hand, one found a
large degree of instability in the wage and price change telationships, it would
appear to be more likely that an ‘‘incomes policy’’ might meet with success in
shifting the trade-off relationship. Moreover, since the changes ‘‘in nature’’ are
likely to be of a different character than those induced by government policy,
the outcome in any case is at most suggestive, rather than conclusive.

2. Historical Wage Adjustment Relationships

As in Chapter 5, the estimated wage adjustment relationships attempt to
explain the percentage rate of change in wages. For the post-war quarterly
estimates, average hourly earnings in manufacturing were used as the ‘‘wages’’
variable. This series begins in 1934 and consequently does not go back far
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enough for purposes of this analysis. Two series which are available from the
early twenties were considered. Both series are indexes of average wage rates
derived from a survey conducted by the Department of Labour. The first series is
a general index of average wage rates encompassing logging, coal mining, metal
mining, manufacturing, construction, railways, telephones and personal services.
The second series is an index of average wage rates in manufacturing only. We
chose to base our estimates on the second series, which relates to manufacturing
only, for two reasons. First, we thought it likely that the data for this sector
would be more reliable than the data for most of the other sectors of the economy
included in the general index. Secondly, this series is likely to be more closely
comparable with the average hourly series used for the post-war quarterly esti-
mates. Some experiments, however, were run on the basis of the general index of
wages as well as on the basis of two derived series of average hourly earmnings
in manufacturing.,' The results of these tests tended to confirm our choice of the
index of average hourly wage rates in manufacturing. We were able to obtain more
consistent and meaningful explanations of the percentage rate of change in this
series than with any of the other series.

In deriving our historical relationships, we fitted linear regressions to annual
data, employing the ordinary least squares technique., The form of the equations
fitted was similar to the form used for the post-war quarterly estimates. The
annual percentage change in wages was assumed to be a linear function of the
annual percentage change in the Consumer Price Index, the reciprocal of the
unemployment rate expressed as a percentage, the annual percentage change of
wages in the United States, and the level of theindex of profits per unit of output
in manufacturing. The rationale for including these variables in the explanation
of wage changes has been outlined in earlier portions of this study. In some
experiments, additional variables were also included in the explanation of wage
changes in order to test for the possibility of shifts in the relationships over
time.

The form in which each variable was included in the annual estimates differs
somewhat from the form adopted for the quarterly estimates. The form of the
variables for the quarterly estimates has been described earlier. For the annual
estimates, percentage changes in wages and prices were calculated on a year-to-
year basis, and the levels of unemployment and unit profits reflect the average
level of these variables for each year. No attempt was made to build a distributed
lag into the form of the variables, as in the case of the quarterly estimates, but
the dependent variable lagged one year was included as an explanatory variable
in some experiments in order to take some lagged effects into account.?

! We compiled two series of average hourly earnings in manufacturing which were based
on data on annual labour income in manufacturing (including supplementary labour
income and excluding supplementary income, respectively) as the numerator and which
utilized the annual average number of workers in manufacturing multiplied by the average
annual number of hours worked in manufacturing as the common denominator.

This explanatory variable can be derived from a Koyck-type lag structure as discussed
in Chapter 5.
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The exact form in which variables were included in our estimate is as
indicated below; as before, the sources of the underlying data are presented in
parentheses, following the definitions of the variables:

y wt - wt—l
w

W, . 100 = percentage change in the index of average wage

A rates in manufacturing (1949 value=100) between
year t and the previous year (Historical Statistics
of Canada, series D-5, p. 84, and Department of
Labour, Wage Rates, Salaries, and Hours of Labour,
Ottawa, 1964, Table A, p. 26.

L Wu - W s . .
Wos, =—-t "%t=1 100 = percentage change in average hourly earnings in

Wase_ 1 manufacturing for production workers in the United
States (Historical Statistics of the United States,
Colonial Times to 1957, series D-626, p. 92,
and Monthly Labor Review of the U.S. Bureau of
Labor Statistics).

W - Wi ;
=_t "t! 100 = percentage change in the general index of wage rates

‘between years t and t—1 (Historical Statistics of
Canada and Dominion Bureau of Statistics).

t—1

L, = average total labour earnings, including supplementary income, in
manufacturing by production and nonproduction
workers (Historical Statistics of Canada).

(N.H), = the number of workers employed in manufacturing in year t multiplied
by the average number of hours worked in manufac-
turing in year t (Historical Statistics of Canada).

Wi = L.
(N.H),
wd W =M, _ .
W, =—t ' . 100 = percentage change in average hourly earnings in
Wf_l manufacturing between years t and t-1.
W:' = = , where L is average total labour earnings in manufacturing,
(N.H), excluding supplementary income (Historical Statistics
of Canada).
. P, -P
P,=_t ! | 100 = percentage annual change in the Canadian Consumer
By Price Index, 1949 value=100 (Historical Statistics of

Canada, series J—147, p. 304, and Dominion Bureau
of Statistics).

Z, = corporate profits in manufacturing before tax, converted to an index,
1949-100 (Dominion Bureau of Statistics).
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Q = annual index of manufacturing output (1949=100) (Historical Statistics
of Canada, series Q—138, p. 475, converted to a 1949 base, series
Q-139, p. 475, and Dominion Bureau of Statistics [revised figures)).

(Z/Q)t = index of annual corporate profits per unit of output in manufacturing in
year t (1949 value=100).

U, % reciprocal of U,, where U, is the percentage rate of unemployment in
the civilian labour force in year t (Historical Statistics of Canada,
series C-54, divided by series C-50, page 61, and Dominion Bureau
of Statistics).

5
s =
Uy
(U*)t~1 = reciprocal of U:k where Uf = % U, +U_y) .

(Ub)t_1 = reciprocal of (Uy, ) where U is T.M. Brown’s series for unemployment

as a percentage of the civilian labour force (Series 6, Table A-1,
page 194, of T.M. Brown, Canadian Economic Growth, Royal Commission
on Health Services, 1965).

1

(U b):2 -
(Ub):

(U:)_:1 = reciprocal of (Ut)t = % (Ubt = W s

DUM 1= 0, 1922 to 1939 inclusive; = 1, 1946 through 1963 (allows for a break
in the relationships between the pre-war and post-war periods).

DUM II = 0, 1922 through 1929 and 1946 through 1963; = 1, 1930 to 1939 inclusive
(allows for a possible abnormality in the relationships during the 1930’s).

DUM III = 0, 1922 through 1939 and 1953 through 1963; = 1, 1946 through 1952
(allows for a possible abnormality in the relationships during the
immediate post-war period).

t = time, numbering consecutively from 1921 (=1) to 1963 (=43).

As in the earlier chapters, the computed t-ratios are given in square
brackets below the associated regression coefficients, while the estimated
standard errors appear in parentheses. R? is the coefficient of multiple determina-
tion, unadjusted for degrees of freedom, and D.W, is the Durbin-Watson test
statistic.

In estimating a historical wage change relationship, we concentrated on the
whole period from 1922 to 1963, as well as on subperiods within this time-span.
Our ‘‘best’’ equations explaining W, ate shown in Table 7.1. As before, these
estimates are judged superior to others with the criteria being the value of the
coefficient of multiple determination, the size of the t-ratios, the value of the
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Durbin-Watson statistic, the appropriateness of the signs of the parameters and
the reasonableness of the magnitudes of the parameters. It will be noted that the
seven equations shown in Table 7.1 were fitted to data for seven different time
periods. The post-war quarterly estimate, equation (5.6e), which is shown in Table
7.1, was derived in Chapter 6. This version of the estimated post-war quarterly
relationship is the most suitable for purposes of comparison with our ‘‘best’’
historical wage change relationship, equation (7.1), Equation (5.6€) contains the
same variables as equation (7.1) and unemployment enters both equations as the
reciprocal of the unemployment rate, rather than as the reciprocal of the square
of the unemployment rate,

Initially, an attempt was made to fit a relationship for the full period from
1922 to 1963, these two years marking the limits set by the availability of data
for the variables with which we were concerned. Unit profit data, in fact, are not
available beyond 1926, Consequently, for the period 1922 to 1963, we attempted to
explain W as a function of Pt, Wus,: L A and Wy, together with a series of
dummy varlables and a time trend variable.! The dummy variables allowed for
shifts in the constant term commencing with 1930, 1946 and 1953.? In most of
these experiments, the war years 1940 to 1945 were excluded: however, some
tests including these years were also run. Our best estimate for this entire
period is equation (7.5), which explains the percentage rate of change in wages in
terms of the percentage rate of change in consumer prices and a shift in the
intercept of the relationship for the period 1946 to 1952. The regression coeffi-
cients for all the other variables tested over this period were not significantly
different from zero.

Although this result is of some interest, it was generally disappointing in
that it failed to establish a significant relationship between W, and any of the
variables emphasized in the post-war quarterly estimates, except I:’t. However,
the obvious limitations of the data employed to derive these estimates, especially
for the earlier years, might allow one to argue that the failure to find more signifi-
cant relationships reflects errors of observation, rather than a lack of significant
relationships. Accordingly, additional experiments were undertaken for alternative
sample periods.

The statistics for profits per unit of output in manufacturing are available
only after 1925, Because of this andour interest in this variable as a determinant
of V.Vt, a second series of experiments was undertaken on the basis of the period
from 1926 to 1963, omitting the years 1940 to 1946. Equation (7.2) is the best
estimate which emerged from these tests. According to this equation, 90 per cent
of the variation in the percentage rate of change in wages for this period is

! The At variable represents percentage changes in the level of manufacturing productivity:
the precise definition of this variable and the data sources are given in Section 3 below.

? In addition to the three dummy variables defined on page 197, two further dummy variables
were included in our experiments:

DUM IV = 0, 1922-39, and 1946-52, = 1, 1953-63.
DUMV =0, 1922-39, and 1946-53: = 1, 1954—-63.

These variables were not significant in our estimates of historical wage adjustment
relationships.

199



explained by the percentage rate of change in consumer prices (P,), the level of
unit profits in manufacturing (Z/Q)t, the percentage rate of change in U.S. wages
(Wust), and a dummy variable which allows for a shift in the constant term during
the subperiod from 1946 to 1952.* The coefficients of the reciprocal of the
unemployment rate and the reciprocal of the square of the unemployment rate, which
were added to this relationship as alternative additional explanatory variables,
were not statistically significant. Neither was the coefficient of a time trend nor
that of the reciprocal of the time trend. None of the other dummies (DUM I or DUM
I1, as defined above), which were included in the relationship to allow for possible
shifts in the constant tem, was significant.

Although the relationship is satisfactory in many respects, the failure of
unemployment to enter the relationship as a significant determinant of Wt means
that it does not lend itself to our ultimate objective, which is to derive empirical
trade-offs between price changes and unemployment. This consideration in itself
does not, of course, provide an adequate reason for dismissing this relationship,
but it did prompt a further consideration of the evidence.

As already noted, the reliability of the data for the pre-war period is particu-
larly open to question. One of the weakest statistical series is that for the rate
of unemployment, In our estimates, the official series, compiled by the Dominion
Bureau of Statistics, has been used. An alternative series, however, has been
made available by Professor T. M. Brown.? This series differs quite noticeably
from the official series; the differences between this and the official series may
be indicative of the degree of uncertainty to be associated with a measure of the
rate of unemployment for the period prior to the Second World War.* Accordingly,

! According to the Theil-Nagar tables, the residuals of this regression are significantly
autocorrelated at the S per cent level, but not at the 1 per cent level.

! T.M. Brown, Canadian Economic Growth, Royal Commission on Health Services

(Ottawa: Queen’s Printer, 1965), Series 6, Table A-1, p. 194,

3 One can readily observe the divergence between Professor Brown’s and the official
series from the following table:

UNEMPLOYMENT AS A PERCENTAGE OF THE CIVILIAN LABOUR FORCE

Year DBS Brown DBS — Brown
1926 3.0 3.0 0
1927 1.8 2.9 -1.1
1928 1.7 2.3 —-0.6
1929 2.9 2.4 0.5
1930 9.1 7.1 2.0
1931 11.6 12.9 -1.3
1932 17.6 18.6 -1.0
1933 19.3 20.0 -0.7
1934 14.5 18782 -2.7
1935 14,2 16.8 -2.6
1936 12.8 16.4 -3.6
1937 9.1 14.0 —-4.9
1938 11.4 15.3 -3.9
1939 11.4 14.8 -3.4
1946 3.4 3.4 0
1947 22 2.4 -0.2
1948 238 2.5 -0.2
1949 2.8 35S -0.7
1950 3.6 38 -0.2
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the experiments for the 1926-63 period were re-run, making use of Professor
Brown’s unemployment data, The substitution of the Brown unemployment rate did
not make any difference to our results. In subsequent experiments for different
time periods, our results were generally less satisfactory when Professor Brown’s
unemployment series was utilized than when the official Dominion Bureau of
Statistics series was employed.

Additional experiments were undertaken in which we fitted relationships
separately to the period 1922-29, 1930-39 and 1940-63. For the 1920’s, in no case
were we able to estimate a significant influence of the rate of unemployment on
wage changes when the change in Canadian consumer prices was also included
as an explanatory variable.! We were, however, able to establish such a relation-
ship for the 1930’s and for the post-war years. Our best estimates for these
subperiods are equations (7.3) and (7.4), in the first of which unemployment
appears as a significant explanatory variable and in both of which its influence
is suggestive. This suggested that the 1920’s are peculiar in some way—either
because the data are misleading or because of the major shifts which occurred
in the economy with the advent of the Great Depression—and that inclusion of
the 1920’s in our data was responsible for our failute to find a significant
relationship for the entire historical period between wage changes and the rate
of unemployment.

The final set of experiments therefore focused on the time period from 1930
to 1963, omitting the war years. The best estimate which evolved from these tests
is in equation (7.1), which appears in Table 7.1. Equation (7.1) explains 91 per
cent of the variation in \J'Vt in terms of variation in the percentage rate of change
in consumer prices, the reciprocal of the unemployment rate, and the percentage
rate of change in U.S. wages.? The level of unit profits is not significantly
related to W, when the unemployment rate is included as it is in equation (7.1),
but this variable becomes significant when the unemployment rate is omitted.
These results may reflect the well-known problem of multicollinearity: if two
explanatory variables are closely intercorrelated, the technique of multiple
regression may not be able to disentangle their separate effects. It is also note-
worthy that the dummy variable which permits a shift in the constant term from
1946 to 1952 is not significant in equation (7.1).

Two additional experiments allowing for shifts in the relationship were made
on the basis of equation (7.1). In thefirst, a compound variable, D.t.U™, was
added to the relationship. This variable is equal to the product of: (1) a dummy
variable equal to unity from 1930-39 and equal to zero from 1946-63; (2) time,
numbered consecutively from 1930 to 1963; and (3) U;’, as already defined. The
form of this variable was designed to allow for a continuous shift over time in the
coefficient of unemployment rate during the 1930’s. In the second experiment,

1 Although the sample time periods do not coincide exactly, this result is broadly consistent
with Professor Kaliski’s results for the time period 1922—33. In all of his estimates
which include both Pt and Uf* as explanatory variables, the coefficient of the ungmploy-
ment variable is insignificant at the 5 per cent level, with the conventional two-tailed
test. Kaliski, op. cit., Table 13, p. 27.

? According to the Theil-Nagar test, the residuals of equation (7.1) are not significantly
autocorrelated at the 1 per cent level (though they are at the 5 per cent level).
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another compound variable, DUy ', was added to equation (7.1). This variable is
equal to the product of: (1) a dummy variable equal to unity from 1930 to 1939

and equal to zero from 1946 to 1963; and (2) UJ;', as already defined. The form

of this variable was intended to capture the possibility of a once-and-for-all

shift in the coefficient of the unemployment rate between the 1930’s and the
post-war years. In neither experiment was the coefficient of these compound
variables, D.t.U”' or D.U™", significantly different from zero when these variables
were added separately to equation (7.1).

In addition, it may be reported that when the reciprocal of the square of the
unemployment rate was substituted for the reciprocal of unemployment rate, U~
was not statistically significant.

When one compares the parameters of equation (7.1), relating to the period
from 1930-39 and 1946-63, with the parameters of equation (5.6e) based on the
post-war quarterly estimates, it is evident that they differ somewhat, The smallest
difference is the coefficients relating to the percentage rate of change in the
Consumer Price Index. According to the annual historical estimates, a one
percentage point change in 1'3‘ increases wages by 0.51 of a percentage point, in
addition to whatever change in wages would have occurred anyway; according to
the post-war quarterly relationship, the induced change in wages under the same
conditions would be 0.41 of a percentage point. The difference for the unemploy-
ment coefficient is somewhat greater, The coefficient for U;' in equation (7.1)
is higher than the corresponding coefficient in equation (5.6e) (13.44 vs. 10.10).
This implies that the historical relationship predicts a greater impact on the rate
of change in wages for a given variation in the unemployment rate than the post-war
quarterly estimates.

The largest differences in the coefficients for equations (7.1) and (5.6e) are
found in the Wust variable and the constant term. According to equation (7.1), a
one percentage point variation in the rate of change of U.S. wages can be
expected to induce an additional change of 0.15 of a percentage point in Canadian
wages; the corresponding figure from equation (5.6e) is 0.46 of a percentage
point. In other words, the annual estimates suggest a substantially smaller
impact of the U.S. wages on Canadian wages than the quarterly relationship. The
historical relationship includes the depressed 1930’s when the pressure of very
heavy unemployment may have virtually eliminated foreign influences on Canadian
wages. Moreover, important institutional changes have occurred since then, such
as the development of much stronger trade unions numbering among their members
a substantially higher proportion of the labour force.* In addition, the U.S. and
Canadian economies have probably been more closely integrated in a wide
variety of respects since 1953 than in earlier years. Consequently, one might
expect to find that U.S. wage changes have had a greater impact on Canadian
wage changes since 1953 than during the period 1930-39 and 1946-63 as a whole.?

! In 1939 trade union membership was 7.8 per cent of the labour force, and this proportion
grew to 20.0 per cent in 1948 and 24.2 per cent in 1960, (These figures were computed
from labour force data based on the Dominion Bureau of Statistics Labour Force Surveys
and from estimates of trade union membership by the Department of Labour.)

2 It must be admitted, however, that the regression coefficients of equation (7.6) give
little support to this line of argument. The price change coefficient of this regression
(0.92) seems unduly high, and possibly the short run of data is responsible for the
peculiar results.
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Table 7.2 shows the predictedrates of change of wages for several wage-
change-unemployment relationships, which are based on equation (7.1) (estimated
from annual data for 1930-39 and 1946-63), equation (7.6) (estimated from annual
data for 1953-63), and equation (5.6e) (estimated from quarterly data from 1953
to 1965). As is evident from Table 7.1, the coefficient of U.S. wage changes in
equation (7.6) is not statistically significant and consequently this estimate is
open to considerable question. Nevertheless, it is of some interest to consider
how this relationship compares with the post-war quarterly equation and with the
longer-term relationship. The estimates shown in Table 7.2 are plotted in Figures
7.1 and 7.2. Two sets of assumptions have been made about the variables other
than the unemployment rate which affect wage changes. The first set assumes
that P, remains unchanged and that WusL rises by 3 per cent per year, Th.e second
set of assumptions assumes a more inflationary environment, in which P, rises
at 3 per cent per year and Wus by 6 per centper year. As Figures 7.1 and 7.2
indicate, the estimated effect of variations in the rate of unemployment on wages
is greater for both estimated annual relationships, equations (7.1) and (7.6),
than for the quarterly relationship, equation (5.6e). (This is shown on the charts
by the more gentle slope of the quarterly relationship.) On the other hand, the
estimated effect on wages of increases in consumer prices and U.S. wages is
greater for the quarterly relationship than for the annual, historical regressions.
This isindicated by the manner in which the curve based on equation (5, 6e) gains
heighton the curves based on equations (7.1) and (7.6) in Figure 7.2 in comparison
to Figure 7.1,

Table 7.2

The Relationship between the Rate of Wage Changes and the Level
of Unemployment for Various Wage Adjustment Relationships,
Fitted to Canodian Historical Datg, ot Given Rates of
Change of Consumer Prices and U.S. Wages

1.3t=0;".vus‘=3 P':'t=3; "‘Vustz6
Unemployment

Rate (Ut)
(Per Cent of

Labour Force)

e Rate of Change of Wages
(Per Cent per Year) Estimated from Equations:

(5-6e)# (7.1) (7.6) (5.6€e)# (7.1) (7.6)
23580 00 ook b o 0 4.89 5.85 5.28 7351 7.83 7.87
05 0.098000 &0 4.22 4.96 4.32 6-84 6.94 6.91
(0,800 door o 3.38 3.84 3.12 6.00 5.82 5.71
5505emrazem exe 2.87 3.17 2.40 5.49 5.15 4.99
00000000 2.54 2.72 1.92 5.16 4.70 4.51
0L iexsr ol 2.30 2.40 1.57 4.92 4.38 4.17
(5050olobd oloje. 5 G 2.12 2.16 1.32 4.73 4.14 3.91
IS 56 6660 J 1.98 1.97 1.12 4.59 3.95 3.71
LT D e = 1.86 1.82 0.96 4.48 3.80 3455
# Based on P: Y {V:st and V:.
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Figure 7.1

THREE CANADIAN WAGE-CHANGE-UNEMPLOYMENT
CURVES, UNDER RELATIVELY NON-INFLATIONARY
CONDITIONS

Eq. (5.6¢): P}=0, Wy, =3.
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Figure 7.2

THREE CANADIAN WAGE-CHANGE-UNEMPLOYMENT
CURVES, UNDER A RELATIVELY INFLATIONARY
EXTERNAL ENVIRONMENT
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In order to test for the stability of the estimated historical relationship, the
Chow test outlined earlier was applied to equation (7.1). The two subperiods
which were estimated for purposes of applying the test were 1930 to 1939 and
1946 to 1963.* The computed value of the F ratio on which the Chow test is based
was 1.75, This is less than the critical value of the F ratio of 2.87 required to
accept the hypothesis of a shift in the relationship at the 5 per cent level of
statistical significance. From this, one may conclude that there is little reason
to believe that the wage change relationship estimated as equation (7.1) shifted
between the subperiods 1930-39 and 1946-63. In other words, one can view this
equation as areasonably stable relationship.?

In addition to the question of the stability of the estimated relationship, it is
also interesting to consider whether the estimated relationship is reversible. For
our purposes, two aspects of reversibility are considered. The first is concerned
with the question of whether wage changes are more or less sensitive to price
increases than to price decreases, The second aspect focuses on the question of
whether the same relationship which explainsboth increases and decreases in
wages can explain increases and decreases in wages separately; and if it does,
how the estimated coefficients explaining increases and decreases separately
compare with the coefficients of the relationship estimated on the basis of wage
changes in both directions.® As far as this latter question is concerned, the
number of observationsduring the whole sample period when wages decreased is
so small—three in total—that it is not feasible to re-estimate the relationship for
wage decreases only. Moreover, the number of observations underlying the
re-estimation of the relationship for wage increases corresponds very closely to
the number of observations for which the relationship was originally estimated,
incorporating both decreases and increases in wages.

Table 7.3 shows the two variants of equation (7.1), which were estimated to
test these two aspects of the reversibility of the relationship In equation (7.7),
Pt is replaced as an explanatory variable by Pt and P Pt is equal to P when
P is positive and otherwise is equal to zero. P{ is equal to P when Pt is
negative and otherwise is equal to zero. In effect, this means that Pt is split into,
two component parts, rising prices (15:) and falling prices (15;), in order to
estimate the sensitivity of wages to changes in prices when prices are rising and
when prices are falling. In equation (7.7) the point estimate of the coefficient p’
is slightly greater than the coefficient 15-, suggesting in a naive interpretation
that wages are slightly more sensitive to price increases than to price decreases.
However, the difference between these two coefficients is much less than its
associated standard error, and the null hypothesis that these two coefficients

! The two subperiod relationships were equation (7.4) and the following equation for the
period 1930-39:
W, = ~5.31046 + 0.43807P, + 79.013U;" + 0.14555W, , R? = .90018, D.W.=1.65.

[2.25] {2.54] [1.64]
? The coefficient of the unemployment rate and the intercept of the relationship appear to
have shifted quite perceptibly between the subperiods, however.

3 Similar issues have been studied in connection with U.S, historical data in Ronald G.
Bodkin, The Wage-Price-Productivity Nexus, pp. 151-155, with generally similar conclu-
sions.
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have the same universe value cannot be rejected. Nevertheless, the issue remains
in doubt, because during the sample period, prices decreased in only five yeats,
with four of these occurring consecutively at the beginning of the 1930’s.

Table 7.3

Estimated Equations to Test for the Reversibility
of the Canadian Historical Wage Change Relationships

Coefficients of Explanatory Variables:

Equation |Dependent|Constant 2
Number Variabl Term : . 3 , i Da¥s
e Uy Wus, Py 264 Py
(7-1) Wy 0.03147 | 13.436 0.14921 0.51079  — = |Joa8 1.8
{3.85] [2.23] [4.50]

(7.7) W, 0.00832 | 13.260 0.15253  — 0.52301 0.49271 |.908 1.51
(3.57] [2.14] (3.81] [3.10)

(7.8) Wi 0.36589 | 11.768 0.14207 0.55347 = - |.881 1.56
[3.49) [2.17] [4.49)]

Equation (7.8) is designed to test the second aspect of reversibility mentioned
earlier. This equation is based on only observations when wages were rising, i.e.,
when W was positive. To dlstmgulsh this relationship from equation (7.1), the
dependent variable is denoted as Wt . As is evident from Table 7.3, the slope
coefficients of equation (7.8) correspond very closely to those for equation (7.1),
although the constant term is, as might have been anticipated, somewhat larger
for the regression explaining only positive wage changes. Accordingly, there is
little evidence of irreversibility in this sense. Admittedly, however, this conclusion
is also subject to the serious qualification already mentioned, namely, that
the regression explaining Wt is based on only a very limited number of observations
for which wages actually decreased.

Finally, it is of some interest to consider briefly how our historical estimates
of the wage change relationship compare with Professor Kaliski’s earlier esti-
mates. Generally, the relationships which were fitted are somewhat different and
the estimates are basedon different wage data and time periods so that a direct
comparison cannot be made. Our results, however, do not provide strong support
for his conclusion that ‘‘although the adjustment function does not fit the inter-
war period as a whole, this is solely because it fails badly in the later 1930’s.

For the rest of the period, the function is an important partof the explanation’’.!
Our results indicate a somewhat different conclusion, namely, that the relation-
ship between wage changes and unemployment in the late 1920’s is either very
nebulous or indiscernible because of measurement problems and that a strong and
moderately stable relationship is evident for the 1930’s and the post-war years. As
noted earlier, we were unable to estimate a significant relationship between
wages and unemployment when other determinants of wage changes were taken

! Kaliski, op. cit., p. 28.
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into account for a historical sample period which included the 1920’s, Unemploy-
ment entered the relationship as a significant determinant of wage changes only
after we omitted the 1920’s from our sample period.

3. The Relationship betvieen Price and Wage Changes

The starting point for our examination of the historical relationship between
prices and wages is equation (5.30), which is described in Chapter 5. This
relationship explains the percentage rate of change in consumer prices as a linear
function of a constant, the peicentage rate of change in wages, the percentage
rate of change in import pric2s, and the dependent variable lagged one period.

In developing our historical estimates, no attempt was made to pursue the unit
labour cost approach, which is also developed in Chapter 5. This approach did
not work as effectively for the quarterly post-war relationships as the altemative
approach of including wages and productivity separately, Moreover, unit labour
costs, which is equal to wage earnings divided by output per man-hour, is a
complex variable. We have alieady noted the limitations of the earnings data on
which our historical estimates are based, while, for the pre-war years, the
statistics on output per man-hour are probably even less reliable. To divide the
first series by the second might well compound the substantial errors of observa-
tions in both series.

The historical estimates of the price-wage relationship, based on annual
data for selected petiods from 1923 to 1963, are shown in Table 7.4. Both P"t and
W, have already been defined. Other variables which entered into our tests, with
the sources of the underlying data in parentheses, are as follows:

I:“t = ﬂ . 100 , where F, is the annual index of Canadian commodity
| o import prices (1948=100), as reported by the Domi-
nion Bureau of Statistics and Historical Statistics
of Canada (Table J. 118, p. 302).
A A - A, : : .
Aeres ==t 1001, where A is output per man-hour in manufacturing,
Ay computed from data for manufacturing output and
hours worked in manufacturing (Historical Statistics
of Canada).
Qg Q. = QE;Q*, where Q, is the actual or reported output in manu-
Q. facturing and Q. is output estimated by fitting two
log-linear trends to the output statistics, one to the
years 192639 and a second for the years 1946-63.
log g“ . where Q, is reported output in manufacturing and Q,
P

represents a measure of potential output derived by
using a linked-peak method. Two log-linear trends
were fitted to the periods 1926—-39 and 1946-63,
using years of high employment as reference periods
for fitting the trends.
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1'3”t =__°t "1 100, where P, is the U.S. Consumer Price Index
(1947-49=100) (Historical Statistics of the United
States, Table E-113, p. 126).

USt_l

The dummy variables (DUM I, DUM II, and DUM III) and the time trend variable t,
which were utilized in estimating the wage change equation, were defined in the
same way and also employedin connection with the prices change equation.

The only variables which, over the long historical periods considered,
emerged as significant determinants of the annual percentage rates of change in
the Consumer Price Index were the annual percentage rates of change in wages
and in import prices and the annual percentage rate of change in consumer prices,
lagged one year. Estimates for two historical periods are shown in Table 7.4:
equation (7.9) is based on the period 1923-39 and 1946-63; equation (7.10) is
based on the period 1930-39 and 1946-63.

Table 7.4
Historical Price Change Regression Relationships, Selected Sample Periods
Coefficients of Explanatory Variables:
Equation | Sample Time Constant .
; . . ) R?  D.W.
Number Period Term W, F, P,
(7.9) 1923-39 and -1.0099 0.53886 0.19757 0.21902 | 0.848 2.12
1946-63 [3.75] [2.73] [2.23]
(7.10) 1930-39 and -1.4387 0.58522 0.20626 0.20316 | 0.883 2.46
1946-63 [4.06]  [2.88] [1.94]
(7-11) 1930-39 -1.5314 0.69993  0.14998 0.12616 0.794 2.43
[1.00]  [o.68] [0.26]
(7-12) 194663 -1.8352 | 0.58185  0.24790  0.24726 |0.884  2.29
[4.10] [3.05] [2.40]
(7.13) 1953-63 -1.5410 0.46489 0.26375 0.49733 0.661 2.34
(annual) [2.69] [2.15] [2.19]
(5.36) 1953-65 -0.62164 | 0.19877 0.09982 0.81715 0.865 2.04
(quarterly) [3.53] [2.97]  [15.56]

A limited number of experiments were conducted to see what the effects on
the estimated relationships would be when other variables were added to these
relationships along with W,, F, and P_,. As was true with the post-war quarterly esti-
mates, no evidence was foundof a significant relationship between price changes
and the percentage rate of change in labour productivity, A,, when this variable
was added to these equations., The dummy variables permitting shifts in the
constant term at the dates indicated earlier also proved to be statistically
insignificant, as were thetwo time trend variables tested, t and % . In addition,
the percentage rate of change in U.S. consumer prices, I'Dust, was added to
equation (7.9); this test also gave no evidence of a statistically significant
relationship. Finally, two variables intended to capture the effects of excess
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demand, Q4,.,/Q,, and log-x2, were included in equation (7.9), These variables are
P

intended to reflect actual output in relation to the capacity to produce. Neither

of these two proxies for the influence of demand was statistically significant.

In order to compare thecoefficients of our annual historical relationships
with the coefficients of the post-war quarterly estimate, the steady state values
of the coefficients have been calculated. As outlined in Chapter 6, this is done
by setting f’t = f’t_l = P, where F’te is the steady state value of the rate of
change in the Consumer Price Index at time t. When the required algebraic
manipulations are completed, we obtain the equations shown in Table 7.5, which
also repeats, for purposes of comparisons, equation (5.36e), which is based on
the post-war quarterly data. As before, the steady state relationship is indicated
by the same number as the original equation, with the letter ‘“‘e’’ added as a
suffix to this equation number, e.g., equation (7.9¢) is the steady state relation-
ship derived from equation (7.9) in Table 7.4.

Table 7.5

Coefficients of Steody State Price Change Relationships,
Selected Sample Periods

Coefficients of
Equation Sample Time Constant Explanatory Variables:
Number Period Term Wt f“t
(7.9e) 1923-39 and -1.293 0.6900 0.2530
1946-63
(7.10e) 1930-39 and -1.805 0.7344 0.2588
1946-63
(7.13e) 1953-63 -3.066 0.9248 0.5247
(annual)
(5.36¢) 1953-65 -3.400 1.0871 0.5459
(quarterly)

A comparison of the parameters of the equations shown in Table 7.5 suggests
several interesting points. First of all, the parameters of the equation based on
annual data for the 1953-63 period correspond rather closely with the parameters
of the equation based on quarterly data for the period 1953-65. In every instance,
the coefficients for the quarterly relationships are slightly larger than for the
annual estimates, although the discrepancies probably reflect nothing more than
sampling variability. Secondly, the parameters for the two telationships which
are based in part on pre-war data are also quite similar to each other; in this
case, the equation based on the sample period 1930-39 and 1946-63 has slightly
larger coefficients than the estimates based on the sample period 1923-39 and
1946-63. (Here again, one would hesitate to say that more than sampling
variability is responsible.) Thirdly, the coefficients for the two long-term relation-
ships differ rather considerably from the coefficients for the equations for the
periods beginning in 1953. The smallest relative discrepancy is for the coeffi-
cients of W,. Comparing equation (7.10e) with equation (5.36e€), one finds that a
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variation of one percentage point in the rate of change in wages gives rise to an
increase in consumer prices of 1.09 percentage points according to equation
(5.36e) and 0.73 of a percentage point according to equation (7.10e), in addition,
of course, to any changes occasioned by other influences. The impact of a
variation in the rate of change in import prices on consumer price changes is
approximately half as great if one judges this impact on the basis of the long-
term relationship rather than on the basis of the quarterly estimate. A vatiation of
one percentage point in the F, variable induces an additional increase of 0.55 of
a percentage point in 1'3t according to equation (5.36e) and of 0.26 of a percentage
point according to equation (7.10e). Finally, the constant term in equation (5.36e)
indicates that, with a zero change in W, and F,, consumer prices would be
expected to decrease by 3.4 percentage points annually; equation (7.10e) gives
rise to the prediction that, under the same circumstances, they would decrease
by 1.8 percentage points annually,

The lower sensitivity of price changes to wage and import price changes
suggested by the long-term relationships, in comparison to the estimates for the
periods beginning in 1953, seems likely to reflect, in part at least, the inclusion
of the data for the 1930’s.* During the severely depressed conditions which
prevailed at that time, one might expect prices to reflect less fully the variations
which occurred in wages and the prices of imported inputs. The differing estimates
of the constant term between the long-term and the post-1953 relationships can
readily be explained. As indicated in Chapter 6, this term may reflect the
dampening effects of productivity growth on the rate of change of prices. Over the
historical periods considered, this growth was significantly less, on average,
than for the period since 1953.

As before, the Chow test was applied to equation (7.10). The equations for
the subperiods 1930-39 and 1946-63 are shown in Table 7.4, together with
equation (7.10), which is based on the full period 1930-39 and 1946-63. When one
applies the Chow test, the value of the computed F statistic is 0.19. This com-
pares with acritical value of the F statistic equal to 2.87, which is required to
indicate a shift in therelationship at the S per cent level of statistical signifi-
cance. Thus, the Chow test indicates no evidence of a shift of the price-level-
change relationship over the period 1930 to 1963, as estimated by equation (7.10).
This test was not applied to equation (7.9).

Finally, the tests for reversibility applied to the historical wage change
equation were also applied to the historical price change equations. The various
relationships computed to test for teversibility are shown in Table 7.6. Equations
(7.9) and (7.10), based on different historical sample time periods, are repeated
from Table 7.4 in order to facilitate comparisons. Equations (7.14) and (7.15) are
based on the same historical sample time period as equation (7.10), namely,
1930-39 and 1946-63, while equations (7.16) and (7.17) are based on the same
historical sample time period as equation (7.9). In deriving equations (7.14) and

! Although our views are largely based upon impression, along with a glance at the
standard errors of the underlying regression equations, it seems quite likely that these
variations are indicative of ‘‘real’’ changes in the economic structure, rather than
merely sampling variability.
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(7 16), two separate wage variables were included to explain P,. One of these,

Wt , 18 equal to W when W is posxtlve and otherwise it is equal to zero; the
second, Wt , is equal to W,, when Wt is negative andis equal to zero otherwise.
This means that, in equations (7.14) and (7.16) , W: allows for the effect on the
price level of only increases in wages, while Wt— allows separately for the effect
on prices of decreases in wages. Equations (7.15) and (7.17) are simply
re-estimates of equations (7.10) and (7.9), excluding all observations from each
sample when the dependent variable f’t was not positive. In other words, equations
(7.15) and (7.17) explain only the values of P, when the price level was rising.

Two points of particular interest are indicated by these tests. The first is
that the point estimates of the coefficients of W, in both equations (7.14) and
(7.16) are substantially larger than the coefficients of Wf . Thus, there is no
evidence that price changes respond more fully to wage increases than to wage
reductions, contrary to what one might expect. In the case of equation (7.14), a
one percentage point increase in wages gives rise to an increase of 0.55 of a
percentage point in prices, abstracting from any other factors influencing price
changes, wheteas a one petcentage point decrease in wages induces a reduction
of 0.79 of a percentage point in prices. On this basis, one might conclude that
the relationship between price and wage changes is not reversible. This
interesting conclusion is considerably qualified, however, because of the very
small number of observations during the sample period when wages actually
decreased.! From 1930 to 1963, omitting the war years, W, was negative three
times and from 1923 to 1965, again omitting 1940-45, the wage series declined
in five years. Moreover, all of the decreases in wages for the former sample
period occurred in three consecutiveyears—1931 to 1933—during which the
economy was at the trough of the Great Depression and was generally in a state
of turmoil. Hence, the parameter estimate relating to increases in wages is based
on much firmer evidencethan that relating to decreases in wages. Because of the
heavy preponderance of wage increases during each sample period, the coefficients
of W: in equations (7.14) and (7. 16) are similar, as one would expect, to the coeffi-
cients of Wt in equations (7.10) and (7.9), respectively.

Next, we may focus on equations (7.15) and (7.17), which are based solely
on observations of positive price changes for the respective sample periods.
Equation (7.15) is very similar to equation (7.10), which includes five observa-
tions for which prices decreased during the sample period, and equation (7.17) is
very similar to equation (7.9). In the period from which the coefficients of
equation (7.9) were estimated, prices decreased seven times, generating seven
negative values of 1'3’t . Accordingly, this evidence is consistent with the view
that the price change relationship is reversible.

It remains to consider which of our two historical price change relationships,
equations (7.9) and (7.10), based on slightly different sample periods, may be

! Computation of a formal t-ratio confirms this impression. Thus, for equation (7.16), the
difference between the coefficient of positive wage changes and that of negative wage
changes is only 1.31 times as great as the computed standard error of this difference.
Hence, this discrepancy would not be considered statistically significant, by conventional
criteria. For equation (7.14), the calculated t-ratio of the difference between the coeffi-
cients of positive and negative wage changes is only 0.75, which is also not statistically
significant.
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consideted ‘‘better’’ for the purpose of estimating trade-offs between price
changes and unemployment. In our view, equation (7.10) can be regarded as the
“better’’ of the two equations for this purpose, for several reasons. First, the
data for the period of the 1920’s, which entered into the estimation of equation
(7.9) but was excluded in estimating equation (7.10), is probably less accurate—
especially prior to 1926 ~than the data after 1930. Secondly, the coefficient of
multiple determination is slightly higher for equation (7.10) than for equation
(7.9), although the Durbin-Watson statistic is closer to the null value of 2.0 for
equation (7.9). (As pointed out in Chapter 5, this test for autocorrelation in the
disturbance term lacks power when the lagged value of the dependent variable is
included as an explanatory variable.) And, finally, the wage change relationship
which incorporates unemployment as an explanatory variable is based on the
same sample period as equation (7.10), namely, the years from 1930 to 1963
excluding 1940-45. It seems preferable to combine this wage change relationship
with a price change relationship estimated for the same sample period.

4, Some Derived Trade-Off Relationships Based on the Historical Estimates

As in Chapter 6, estimates of the trade-offs between rates of price change
and unemployment rates may be derived from equations which are obtained by
substituting the estimated wage change equation for W, in the estimated price
change equation, This results in a trade-off equation, in which the percentage
rate of change in consumer prices is explained by a constant, the reciprocal of
the unemployment rate, the percentage rate of change in import prices and the
percentage rate of change in U.S. wages. Three variants of this derived trade-off
equation ate shown in Table 7.7, Equations (7.18) and (7.19) are the estimated
historical trade-off relationships; equation (7.20) is the most closely comparable
estimate from the post-war quarterly data and is included in Table 7.7 to facilitate
comparisons between the post-war quarterly results and the historical estimates,
The sample period underlying equation (7.18) is necessarily a hybrid; the
equilibrium price equation on which it is based, (7.9¢), was estimated for the
period 1923-39 and 1946-63 and the underlying wage equation was computed from
observations relating to the period 1930-39 and 1946-63. The same sample period,
1930-39 and 1946-63, underlies both equations (7.1) and (7.10e), from which the
trade-off equation (7.19) has been derived.

Table 7.7

Derived Trade-Off Equations for Conadian Historical Data:
The Rate of Change of Consumer Prices (P;)
as a Linear Function of the Indicated Explanatory Variables

. . Coefficients of Explanatory Variables:
Equation iquatlons on Wh.xch Constant
Nomber rade-Off Equation Tonn . i )
is Based % Wos, Ut
Wage Price
(7.18) (7.1) (7.9¢) -1.9634 0.39066 0.15898 14.316
(7.19) (7.1) (7.10e) -2.8524 0.41428 0. 17357 15.792
Vs, ¥
(7.20) (5.6e) (5.36e) -7.2024 0.98924 0.90753 19.89950
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As in Chapter 6, various values of the price-change-unemployment trade-offs
were calculated on the basis of each of the trade-off equations presented in
Table 7.7. In order to make these calculations, three sets of assumptions have
been made about the variables, other than the unemployment rate, affecting the
rate of change of prices. Under the first set of assumptions, therate of change of
prices is set equal to zero, and U.S. wages are assumed to increase at 3 per cent
annually. The second set of assumptions assumes somewhat more inflationary
circumstances: import prices are assumed to increase by 1 per cent per year and
U.S. wages by 4 per cent per year. The third set of assumptions assumes external
conditions which might be regarded as quite inflationary; import prices are
assumed to increase by 3 per cent annually and U.S. wages by 6 per cent, In
Figures 7.3, 7.4 and 7.5, the trade-off estimates computed on the basis of each
set of assumptions are plotted; the same information appears in Table 7.8, The
trade-off curve derived from equation (7.19), based on the first (the relatively
non-inflationary) set of assumptions, is also shown in Figures 7.4 and 7.5 by the
dashed line, in order to enable one to make comparisons more readily.

It is evident from these results that our historical relationships imply that a
substantially higher rate of unemployment is required to induce complete stability
of the Consumer Price Index than do our post-war quarterly equations. The quarterly
relationship implies that, under the first set of assumptions, a rate of unemploy-
ment equal to 4y, per cent of the labour force is consistent with a zero rate of
change in consumer prices; our preferred historical trade-off equation (7.19) implies
that an unemployment rate of 6% per cent is consistent with completely stable
prices; and our alternative historical relationship, equation (7.18), suggests an
unemployment level of 9% per cent as consistent with a zeto rate of change in
consumer prices,!

The differences in the degree of inflation predicted by each relationship at
low rates of unemployment are considerably smaller. If one postulates a 3 per cent
level of unemployment and assumes a relatively non-inflationary external environ-
ment with regard to prices and wages, the quarterly trade-off relationship implies
that consumer prices will increase by 2.2 per cent annually. Under these same
circumstances, our preferred historical trade-off relationship implies that prices
will rise at a rate of 2.9 per cent annually; and the corresponding figure for our
alternative historical equation is 3.3 per cent per year.

! It is noteworthy that historical estimates of the price-change-unemployment trade-offs
for the United States also imply a higher rate of unemployment ‘‘required’’ to achieve
complete price stability than does a post-war quarterly relationship. Ronald G. Bodkin’s
analysis of historical U.S. data suggests that unemployment rates of 12 to 18 per cent
may be required for complete price stability (Bodkin, op. cit., pp. 113-121, 276-281).
Bodkin notes (p. 277) that Lawrence R. Klein’s wage adjustment relationship from his
post-war quarterly model of the U.S. economy suggests that an unemployment rate of
roughly 7 per cent is consistent with a zero rate of change in the consumer price level,
The Klein-Bodkin wage-adjustment relationship for the United States, which is based on
quarterly data and which was discussed in Chapter 3 above, indicates that an unemploy-
ment rate of 5.7 per cent is associated with a percentage rate of change in wages of 2%
per cent per year. If one assumes that average productivity rises at approximately this
rate, these quarterly estimates suggest, as noted earlier, that the U.S, consumer price
level might be expected to remain completely stable provided the rate of unemployment
in the United States was held at roughly 5% per cent.
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The differences in the rate of price changé predicted by each relationship for
each rate of unemployment are indicated in Figure 7.3. It will be observed that the
curves based on the historical equations, shown as the solid and dashed lines,
are flatter, rising less steeply as unemployment decreases, than the dotted line
showing the trade-off relationship for the quarterly estimates. It is also apparent
that the three curves converge at lower levels of the unemployment rate,

Under the second set of assumptions, with mildly inflationary conditions
regarding external prices and wages, there are smaller differences in the rates of
price change predicted by the quarterly and the preferred historical relationships,
at the various rates of unemployment. If the percentage rate of increase in import
prices and U.S. wages is set equal to 1 and 4 per cent per year respectively, the
quarterly relationship indicates that an unemployment rate of 7.7 per cent is
required to induce a zero rate of change in consumer prices. Our preferred histori-
cal relationship, equation (7.19), suggests that under these circumstances the
required level of unemployment is about 9 per cent. The alternative historical
relationship, on the other hand, indicates that there is no level of unemployment
below 10 per cent which is consistent with complete stability of the consumer
price level. The amount of inflation to be expected at high levels of employment
in this mildly inflationary external environment is much the same for each of the
relationships. In these circumstances, the quatterly relationship indicates that,
when the unemployment rate is 3 per cent, the Consumer Price Index can be expec-
ted to rise at 4.0 per cent per year; the preferred historical equation predicts that
consumer prices will rise at 3% per cent per annum and the alternative historical
relationship implies that prices will rise at 3.8 per cent annually.

If, finally, one assumes quite inflationary external circumstances with import
prices rising at 3 per cent annually and U.S. wages at 6 per cent per year, all
our estimates suggest that there is no rate of unemployment below 10 per cent
which is consistent with complete price stability. At a 3 per cent rate of unem-
ployment, the quarterly equation suggests that Canadian consumer prices will
increase by 7.8 per cent per year under these circumstances. The historical rela-
tionships, on the other hand, predict in this case a considerably lower rate of
increase of consumer prices, around 4.7 or 4.9 per cent annually.

As is apparent from Figures 7.3, 7.4 and 7.5, the post-war quarterly estimates
of the trade-off curve are considerably more sensitive to changes in import prices
and U.S. wages than the historical estimates. This is indicated by the extent of
the shift, in Figures 7.3, 7.4 and 7.5, of the trade-off curve based on equation
(7.20), as compared with the degree to which the curves based on the historical
evidence shifted under different assumptions about external wage and price infla-
tion. This difference reflects similar differences in both the price and wage change
relationships underlying the trade-off equations. The estimated historical wage
adjustment equation (7.1) is less sensitive to U.S. wage changes than the quarterly
relationship (5.6e); and the estimated historical price change equations (7.9e) and
(7.10e) are less sensitive to changes in import prices than the quarterly relation-
ship, equation (5.36e).

All of this analysis is, of course, subject to the limitations which have already
been outlined in Chapters 5 and 6 in connection with our discussion of the quarterly
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relationships. Furthermore, our historical estimates are subject to the additional
qualifications arising from the doubtful quality of much of the pre-war data employed
in our analysis.

5. Concluding Comments

As indicated at the outset of this Chapter, one of the primary purposes of
attempting to estimate the historical relationship between prices, wages and un-
employment is to see whether the relationships between these variables can be
regarded as relatively stable. The sample period which we have been mainly con-
cerned with is the period from 1930 to 1963, excluding the war years 1940-45. This
period, as noted earlier, encompasses a wide range of experience ranging from the
depths of the Great Depression of the 1930’s to the unprecedented prosperity of the
post-war years. During this period, many sectors of the economy were virtually
transformed and far-reaching and fundamental changes have occurred in many aspects
of Canadian economic life as the country became considerably more highly indus-
trialized.

The evidence on the issue of the stability of the historical relationships is
mixed and inconclusive. In terms of the formal statistical tests, one could argue
that both the wage adjustment and the price change relationships possess a fairly
high degree of stability. Thus, application of a Chow test failed to provide any
evidence of a shift in either of these relationships. The regression coefficients of
some included dummy variables for selected time periods were generally statisti-
cally insignificant. A third test was provided by including a time trend and the
reciprocal of this variable in both of the estimated relationships; the regression
coefficients of these variables were insignificant for both the wage change and
the price change relationships. In short, no formal evidence of instability or of a
shift in the relationships was uncovered by these procedures.

However, the impression remains that the parameters of all three of the re-
lationships discussed in this Chapter varied somewhat over the period under exami-
nation. In the case of the wage adjustment relationship, the fact that the rate of
unemployment does not emerge as a significant explanatory variable until the data
for the 1920’s are excluded from the sample period may be indicative of some
instability. Moreover, there is some suggestion that U.S. wage changes may have
become a more important deteminant of Canadian wage changes in the post-Korean-
War period than formerly, although the evidence is not unambiguous on this point.
The steady state price change relationships appear to be more sensitive to changes
in wages and in import prices for the more recent period, although no formal sta-
tistical test was carried out. Moreover, the derived trade-off relationship appears
also to have shifted somewhat over the historical period under study; the predic-
ted rate of change in consumer prices appears to be more sensitive to variations
in the rate of unemployment, as well as to external influences, for the post-Korean-
War period.

One might argue that this historical evidence gives some mild encouragement
to those who wish to undertake policies to shift the trade-off cutve. If the curves
have shifted ‘“naturally’’ over time, hopefully policies designed to improve labour
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markets, factor mobility, competition in product markets, and the like may also in-
duce changes in the slope and position of the trade-off curve. Presumably, the more
direct measures associated with the term ‘‘incomes policy’’ could also have an im-
pact. We should not like to insist very hard on these tentative conclusions, however,
because changes in structure that are induced by public policy are often qualitatively
different from structural changes occurring “‘in nature,”” as pointed out in the
introduction to this Chapter. In other words, the historical evidence has limitations
as an indicator of the likely effectiveness of future policies consciously designed

to shift the trade-off curve.

A second purpose of estimating historical relationships has been to explore
whether the relationships between price changes, wage changes, and unemployment
are reversible or not. Research on this question based on the techniques of
regression analysis is seriously hampered because prices and wages increased in
almost every year of our sample period, leaving very little experience of falling
prices and wages from which to derive estimates. Nevertheless, such tests, as we
have been able to make, suggest that the wage adjustment relationship is highly
reversible in two senses: (1) price increases seem to have roughly the same
stimulating effect on wage increases as price decreases have in retarding wage
increases; and (2) rising wages are approximately equally sensitive to variations
in unemployment, U.S. wage changes and consumer price changes as wage changes
in both directions. As far as our tests of the reversibility of the price change
relationship are concerned, these give little evidence of irreversibility. Although
positive wage changes are estimated, contrary to our expectations, to have a
weaker impact on changes in consumer prices than do negative wage changes,
the difference in the associated regression coefficients does not appear to be
statistically significant. At the same time, moreover, positive price changes are
about equally sensitive to changes in wages, import price changes, and the
effects of lagged price changes as are price changes in both directions.

A third feature of this analysis has been to compare our estimated historical
relationships with the post-war quarterly estimates developed in Part II. Such a
comparison cannot be pressed too far for several reasons. In addition to the diffe-
rences in the sample period underlying the estimates (which is the subject of
interest), several of the statistical series underlying each estimated relationship
are different, and the formulations of the variables entering the regressions also
differ. Moreover, it should again be emphasized that our finding of the lack of a
significant shift in the historical relationships does not imply that the estimates
for subperiods within the historical sample period will not differ somewhat from
the estimates for the entire period. For the purpose of predicting the trade-off
relationship in the future, we think that our quarterly estimates based on experience
beginning in 1953 will prove more reliable than the historical estimates, which
incorporate the period of the Great Depression, the post-World War II period of
reconstruction and rehabilitation, and the Korean War period. Finally, as has been
repeatedly emphasized in this Chapter, the quality of some of the statistical series
from which the historical relationships have been estimated is open to some ques-
tion, especially for the period of the 1930’s. The quality of the data underlying the
estimated quarterly relationships warrants substantially more confidence.
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These important qualifications are relevant to all the comparisons of the esti-
mated trade-off curves derived from the two sets of estimates. A number of points
are indicated by such comparisons. First, both sets of estimates suggest that
foreign prices and wages have a powerful influence on Canadian consumer prices.
Our post-war quarterly relationship is considerably more sensitive to foreign price
and wage changes than the historical estimates, but both sets of results indicate
that changes in consumer prices are quite responsive to these determinants. For
both the ““structural’’ wage adjustment and price change equations and also for the
derived trade-off relationships, foreign determinants of price and wage changes
appear to have become quantitatively more important in recent years than histori-
cally. Nevertheless, with a highly inflationary external environment, both sets of
results indicate that there is no rate of unemployment in Canada below 10 per cent
of the labour force which will completely stabilize domestic prices. Secondly, both
sets of estimates indicate that the rate of change of Canadian prices is responsive
to the level of unemployment. Again, the post-war quarterly trade-off relationship
indicates that the rate of change in consumer prices is more responsive to vari-
ations in the unemployment rate than is the case for the historical equations; how-
ever, both sets of results indicate considerable sensitivity. Thirdly, both sets of
estimates suggest that, at full employment (which may tentatively be defined as
an unemployment rate of 3 per cent) and with the assumptions of a stable external
environment, Canadian consumer prices can be expected to increase at a rate
between 2 to 3 per cent annually. The quarterly relationship predicts rates of price
change at the lower end of this range, while the estimates from the historical rela-
tionships lie at the upper end of this range.

Under the assumptions of stable prices and ‘‘non-inflationary’’ wage behaviour
abroad, the post-war quarterly trade-off relationship implies that an unemployment
rate of approximately 4% per cent is required, on average, to induce complete sta-
bility in the Canadian Consumer Price Index. This compares with the estimate of
6% per cent derived from the preferred historical equation. On this basis, one might
argue that the conflict between the goals of full employment and price level sta-
bility appears to be greater when judged on the basis of the long-term historical
experience than when judged on the basis of experience during the past decade ot
so. Accordingly, one interpretation might assert that recent experience, as
reflected in our quarterly estimates, gives an unduly optimistic picture of the
trade-offs between these objectives of economic policy. Over the long-run future,
we may, in fact, experience conditions which are less favourable from the
standpoint of economic policy than the quartetly estimates of the trade-off
relationship suggest. A more optimistic conclusion would be that the improvement
in the trade-off options in recent years, as compared with the long-term historical
experience, reflects a variety of structural changes in the economy, possibly
including an improvement in economic policies. These factors, in combination, may
have reduced somewhat the conflict between the objectives of high employment and
stability of the price level.
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CHAPTER 8

ESTIMATED RELATIONSHIPS FOR THE UNITED STATES,
BRITAIN, FRANCE, WEST GERMANY AND SWEDEN,
FOR THE RECENT POST-WAR PERIOD

1. Introduction

In Chapter 3 of this study, the estimates made by a number of authors of the
wage-change-unemployment relationship for various countries were briefly
reviewed and compared with somewhat similar estimates for Canada. As noted
earlier, differences in the estimating procedures, the underlying statistical series,
and the sample time periods employed by the authors of these studies appreciably
limit their comparability with each other. The comparability of these estimates
with the estimates for Canada developed in Part II above is also limited for the
same reasons. Moreover, most of the outstanding estimates for the various
countries focus on the wage-change-unemployment relationship and do not consi-
der the relationship between price changes and wage changes. Consequently,
these relationships do not directly lend themselves to the calculation of
trade-offs between the rate of inflation and the rate of unemployment which
are readily comparable to those calculated in Chapter 6. In order to be able
to make more meaningful comparisons between the price- change-unemploy-
ment trade-offs for Canada and those for other countries, it was decided to
try to estimate both wage change and price change relationships for a limited
selection of foreign countries, employing as far as possible the same sample
period and regression equations as were used for the post-war quarterly
relationships for Canada.

An additional reason for attempting to estimate wage change and price change
relationships for several foreign countries was to provide a direct link between
this study and a companion study by David C. Smith.? Smith describes and
analyzes in considerable detail the various ‘‘incomes policies’’ that have been
adopted intermittently in the United States and in several European countries.
One might interpret all of these policies as attempts to shift, through
governmental action, the trade-off curve between price changes and the rate of
unemployment so that the curve lies closer to the axes: in other words, as
attempts to reduce the conflict between the two policy objectives of high
employment and price level stability.

The statistical analysis presented here may be thought of as supplementing
Professor Smith’s more general analysis in several ways. First, our relationships
attempt to isolate statistically some of the main determinants of price and wage
changes in these countries and to measure the proportion of the variation in

! Incomes Policies: Some Foreign Experiences and Their Relevance for Canada, Economic
Council of Canada, Special Study No. 4 (Ottawa: Queen’s Printer, 1966).




price and wage changes that is explained by these statistical determinants.
Secondly, we estimate the price-change-unemployment trade-offs for these
countries on as comparable a basis as possible in order to be able to make
comparisons of the rate of inflation which these countries might be expected to
experience at various rates of unemployment. Thirdly, we consider whether there

is any evidence that these relationships have been consistently shifting over

time in any of these countries. And finally, we apply statistical tests to deter-
mine whether the statistical evidence for these countries is consistent with the
view that incomes policies either have or have not been effective in shifting the
trade-off relationships in the countries where such policies have been implemented.

This analysis concentrates on five countries: the United States, Britain,
France, West Germany and Sweden. These countries were selected for several
reasons, including particularly the following: (1) the similarity in the degree of
industrial development between these countries and Canada, (2) the important
links among the economies of these countries and the many points of interdepen-
dence between each of these countries and Canada, (3) an interest in the kind
of economic policies which these countries in particular have pursued in recent
years and curiosity about the apparent effectiveness of these policies, and (4)
the availability of statistical data necessary to estimate the relationships in
question.

It remains to register several important caveats about the analysis that
follows. One, already referred to, concerns the comparability of the statistical
data for various countries and, in the cases of some possible explanatory
variables,the lack of data. The question of the comparability of statistical data
has already been reviewed in Chapter 3 and need not be further elaborated upon
here, except to emphasize it again as an important limitation on our analysis.
The sources of the data employed in this analysis are described in the Appendix
to this Chapter. As far as possible, all the statistical series for the various
countries considered are comparable. It should particularly be noted that all the
unemployment data are supposedly based on U.S. definitions. However, one may
entertain some justifiable reservations about how successful the attempts to
place the data on a common basis have been when one observes unemployment
rates for Germany, for example, equal to 0.2 per cent of the labour force for
several quarters. Our analysis is further qualified by the lack, in some cases,
of a satisfactory statistical series for profits per unit of output. Because of
this gap in the data, we have not been able to include this variable in our
parameter estimates of the determinants of European wage changes, as was done
for Canada and the United States.

In addition to the problem of observational errors, which can produce
biased estimates of the ‘‘true’’ parameter values, the standard time series
problems of autocorrelated residuals and simultaneous equations bias remain
with us. The presence of autocorrelated disturbances is suggested, at several
points in this Chapter, by relatively low values of the Durbin-Watson (D.W.) test
statistic. As pointed out in Chapter 5 above, the existence of this phenomenon
generally implies that our measures of the precision of the regression coefficients
(the t-ratios) are overstated, because the standard errors of the regression
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coefficients tend to be underestimated. In addition, the application of ordinary
least squares regression methods to a single equation taken from the context of
a simultaneous model will, in general, produce biased parameter estimates.
Although the numerical estimates of the bias in Chapter 5 above (and also in two
other studies) are small, there is no guarantee that this will always be the case.
Consequently, this is still another reason for interpreting the results of this
Chapter with a certain degree of caution.

A final important caveat is that, in estimating wage change and price change
relationships for the United States and European countries, we have necessarily
been forced by limitations of time to restrict ourselves to a much more limited
range of experiments than we undertook for Canada. Consequently, our estimates
for these five foreign countries are more tentative than for Canada.! In the main,
our approach has been to fit our ‘‘best’” relationships for Canada to quarterly
data on the U.S. and European economies from 1953 or 1954 to the most recent
data available, adding a few modifications to take account of any special circum-
stances of which we were aware and to test for a shift in these relationships
over time or because of applying special incomes policies. In some cases, we
have been able to supplement our own analysis with the empirical results of
recent research on these questions by others.

Further experimentation along two particular lines might have been useful.
The first relates to the spillover effects of wage changes in one country on wage
changes in neighbouring countries, as suggested by our analysis of Canadian
experience. It seems unlikely that much light can be shed on this question by
U.S. experience, beyond the evidence of such domestic spillover effects as have
already been studied, because of the size and the relatively self-contained
nature of the U.S. economy. It is possible, however, that a somewhat similar
international spillover process is to be found in Europe, especially among the
Continental countries. If so, it would be interesting to try to identify this spill-
over effect and to evaluate its influence. Secondly, in none of our estimates of
the price change relationships did we experiment with explicit variables designed
to gauge the influence of excess demand as a partial determinant of price changes.
In general, our price change relationships appear to be less satisfactory
than our wage adjustment equations. It is possible that we might have been able
to derive better estimates of the price change relationship—and, consequently,
of the trade-off relationship~had more time been available to develop and test
satisfactory demand variables in the price change equations.

The results for each country are briefly reported and discussed in the sec-
tions that follow. The relationships for each country are considered in the
following order: United States (Section 2); Britain (Section 3); France (Section
4); West Germany (Section 5); and Sweden (Section 6). In the final section of
this Chapter, some intercountry comparisons, which include Canada, are made,
and some of the principal conclusions of this Chapter are reviewed.

1 At the same time, however, it is probably more accurate to concede that apparent
measures of statistical significance are less overstated (from applying classical formulas
when in reality a number of experiments had been undertaken) than is the case for the
Canadian relationships estimated in Part II above.
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2. United States
i. Wage changes

For the United States, our four ‘‘best’’ wage adjustment relationships are
presented in Table 8.1. Most of the symbols have been defined previously and
have meanings analogous to those given in previous chapters; these symbols
are:

W, = H:L . 100 = percentage change in wages;
W4
* 1 1 2 1
(U™ = reciprocal of U¥ , where U} =g U o i +7g Utg and
1—1

U, is the unemployment rate in the t-th quarter;

— 1
uH™ ;
(up*
o B o < B
P} =3 2 P.,;,whereP,=_' "% 100 and P, is the Consumer Price Index;
i=0 P,

(Z/Q) = profits per unit of output in manufacturing;

5
ot =g X E/Qe
i=0

t = time, numbering consecutively from the first quarter of 1953 (t=1) to the
fourth quarter of 1965 (t=52); and

DUM = a dummy variable with a value of 0 from 1953 to the end of 1961 and a
value of 1 from the beginning of 1962 to the fourth quarter 1965.

Before focusing on the relationship between the rate of change of wages
and unemployment, several comments regarding the other explanatory variables
in the relationships shown in Table 8.1 may be put forward. Lagged wage
changes appear to be a statistically significant variable in every equation; the
direction of effect is the by-now-familiar one in which a large change in wages in
the preceding year is associated with a smaller change in the current period.
The unit profits variable also has a significant influence on the rate of change
of wages, serving to increase the expected rate of change of wages when profit
margins are high. It is interesting to observe that profit margins appear to react
more rapidly on wage changes in the Umted States than in Canada. In the case
of the United States, the values of ( /Q) were introduced into several variants
of the wage adjustment equation with lags of one quarter and of two quarters
separately, In all cases, the numerical value of the coefficient of the profits
variable falls steadily as the length of the lag is increased; moreover, the
coefficients of the lagged values of profit margins are frequently not statistically
significant. In Canada, by contrast, the influence of the profits variable on
the rate of change of wages appeared to be at its maximum strength only after
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two quarters had elapsed.! The feedback of changes in consumer prices on wage
changes appears to be fairly weak, in comparison to the estimates emanatmg
from previous research on the U.S. economy: the coefficient of the P variable
is both small in numerical value and statistically significant, by conventional
criteria, in only one case out of four.

The ““best’’ estimate of the U.S. wage change relationship is considered by
us to be equation (8.1), which explains 68 per cent of the variation in the rate of
change in U.S. wages in terms of variations in the reciprocal of the square of
the unemployment rate, changes in the rate of change in consumer prices, lagged
wage changes, the level of profits, and DUM-t, which is discussed below. In
equation (8.2), which includes the time trend variable t in place of DUM and
DUM-t, all t-ratios are greater than 2.0 . However, for all variables except P},
the t-ratios are smaller than in equation (8.1) and the value of the coefficient of
multiple determination is also appreciably smaller.

Before discussing the role of the dummy variables in these estimated
relationships, it might be noted that most of our tests were run with (U™)" as
well as (U*)?. In general, the square of the reciprocal had a higher t-ratio than
the simple reciprocal form. Another variable which was tested was the recipro-
cal of time, lt This variable was not significant unless either DUM or DUM-t
was also included in the regression. Finally, it might be reported that when t

! It is interesting to compare these results with those from two very recent studies. In the
Brookings model study, Schultze and Tryon (op. cit.) fitted, by ordinary least squares
techniques, an equation of the form (8.4) (except that the unemployment variable was the
simple reciprocal of the weighted average of the present and past rates of unemployment)
for six sectors: contract construction, durable manufacturing, nondurable manufacturing,
wholesale and retail trade, the regulated industries, and a residual sector. All of the ex-
planatory variables were significant in a majority of the six cases: the consumer price
change and the profits variables were significant in four cases out of six (if, in the case
of the profits variable, one adopts a less stringent one-tailed test), while the reciprocal
of the weighted average of the unemployment rate and the lagged wage changes were
statistically significant (unambiguously) in five cases out of the six. The quantitative
effects of variations in the unemployment rate and in lagged wage changes appear to be
quite similar to those presented in Table 8.1 above, the median coefficient of lagged
wage changes being roughly 0.4, In general, the consumer price change variable appeared
to have a larger impact on wage changes in the Brookings estimates, as the median value
of this coefficient was 0.42. (However, there was a tremendous range of variation in this
coefficient, from 0.07 to 0.88.))With the information presented in the published article, it
is difficult to compare the coefficients of the profits variable.

It is also possible to compare these results with the wage adjustment equation in the
Office of Business Economics’ recently published quarterly econometric model of the
United States. (See Maurice Liebenberg, Albert A. Hirsch, and Joel Popkin, ‘A Quarterly
Econometric Model of the United States: A Progress Report,”” Survey of Current Business,
Vol. 46, No. 5 |[May 1966)], pp. 13-39.) This relationship differs from those of Table 8.1
in that the dependent variable is the rate of change of wages in the private sector, in
that the relationship was fitted by the two-stage least squares method, and in that this
relationship was fitted to a slightly different time period (1953-64). Otherwise, the
relationship is very similar to those of the current study: the rate of change of wages is
explained as a linear function of a constant, the reciprocal of a four-quarter average of
the unemployment rate, a four-quarter average of the rate of change of consumer prices, a
corporate profits variable, and the rate of change of wages four quarters prior to the
current period. The direction. of effect of all of these (significant) variables is the same
as for the variables of Table 8.1. Moreover, the quantitative impact of the unemployment
variable and of the lagged change in wages is roughly similar. The profits variable
utilized by the Office of Business Economics group is not directly comparable to ours,
since they use the absolute change in corporate profits as their profits variable. The one
point of difference in the parameter estimates is the influence of the change in consumer
prices on wage changes, which they estimate to be two and a half to six times as large as
the coefficients of Table 8.1. Finally, it may be observed that the Office of Business
Economics group did not attempt to test for the influence of the guideposts in their wage
adjustment relationship.

226




and either D'IM or DUM-t entered the equation together, t was not statistically
significant.

An interesting feature of U.S. experience in recent years is the issue of
whether the wage and price ‘‘guide posts’’ of the U.S. President’s Council of
Economic Advisers (C.E.A.) had any appreciable influence on the wage settle-
ments occurring after this policy was enunciated. We have tested for this
possibility in several ways. First, a dummy variable was introduced for the
period during which the guideposts are presumed to have been operative. Alter-
natively, a time trend was introduced into the wage-adjustment relationship; the
negative sign of this time trend might be interpreted as reflecting developments
after the first quarter of 1962, Finally, a hybrid variable, the product of the DUM
and the time trend variables, was introduced as an alternative variable to cap-
ture the effects of introducing the guideposts into the U.S. scene. This variable
is zero until the first quarter of 1962; after that date, it begins to have a gradually
increasing influence (one that increases linearly with the passage of time).

The idea behind the introduction of such a variable is the common-sense notion
that a policy, such as the guideposts, may require some time before the ideas
take hold and become an effective factor conditioning the environment in which
wage changes are negotiated.

As can be seen from Table 8.1, all of the variables intended to capture
the influence of the change in the wage price environment after 1962 are statisti-
cally significant in the wage adjustment relationships. Moreover, the direction of
effect is the expected one (towards a dampening of wage increases) and the
quantitative impact appears to be substantial: the impact of the dummy variable
is to reduce wage increases by 1.1 to 1.3 percentage points per year. This does
not, of course, prove that the CEA guideposts were the factor inducing the down-
ward shift in the wage adjustment equation, but it is at least consistent with the
hypothesis that the guideposts had some effect. It is still possible that some
unidentified third factor (e.g., changes in expectations or the slow nature of the
1962-65 recovery) was responsible for the abatement of wage pressures during
this period.?

1 Another possibility is that the guideposts policy might merely postpone the occurrence of
high wage and price increases, so that the policy would appear to be effective temporarily
but would eventually break down. Events in the United States during the current calendar
year (1966) are consistent with this possible reservation. If this interpretation is the
correct one, then the coefficient of the dummy variable in the regression does in fact
measure the effects of the guideposts policy with regard to the timing of wage increases,
but the computation of a steady state relationship is probably not legitimate, as this
influence is (under this view) entirely a transient one.

It is interesting to observe that two other studies have come to a similar conclusion with
regard to wage changes in the United States during this period. Frank Brechling, in a
paper read at the June 1966 meetings of the Canadian Political Science Association
entitled, ““Some Empirical Evidence of the Effectiveness of Price and Incomes Policies,*’
comes to a similar conclusion with regard to his fitted wage adjustment equation for the
United States. George Perry, in some unpublished notes, has employed his published
wage adjustment relationship (which was discussed in Chapter 3 above) to predict U.S.
wage changes during a period for which the guideposts policy was in force, from the first
quarter of 1962 through the fourth quarter of 1965. The relationship overpredicts by
increasing amounts (the residuals are generally negative, growing in absolute value over
time), suggesting an increasingly stronger influence of the guideposts policy (at least
over this period). Perry also has some supplementary evidence regarding wage bargains
in “visible’® versus *‘invisible’’ industries and regarding a reduced degree of dispersion
of wage changes for two-digit industries during the guideposts period, both of which he
views as confirming the hypothesis of the effectiveness of the guideposts policy.
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Consider equation (8.1) . By techniques similar to those employed in
Chapter 6, one can calculate a steady state wage adjustment (indicated by the
suffix “‘e’’, as before). Performing the computations, one obtains:

(8.1e)W{ = ~1.7654 + 0.04141 (2/Q)¥ - 0.01739 DUM-t + 19.069 (U*)™ + 0.1465 P* .

Equation (8.1e) is represented in numerical form in Table 8.2 and in graphical
form in Figures 8.1 and 8.2, It is clear from these representations that the rate
of change of wages is most sensitive to variations in the rate of unemployment
and to the shifting wage price environment, with variations in the rate of change
of consumer prices and in the level of profit margins having only a secondary
impact on wage changes.

Table 8.3

Price Change Equations (Regressions Explaining P,), United States,
First Quarter 1953 through Fourth Quarter 1965

Coefficients of Explanatory Variables:

Equation | Constant . ' . . R? D.W.

Number Term W, Fy g DUM Bl

(8.5) -0.44941 | 0.17807 o = = 0.85684 | 0.748 1.63
{2.98] [11.89]

(8.6) | -0.51534 | 0,19810 0.04049 -0.13623 - 0.86830 | 0.760 1.76
[2.94] ([1.31]  [0.226] [11.99]

(8.7) | -0.66682 | 0,21580 0.03773 = 0.19800 0.87728 | 0.766 1.81
(3.41]  [1.33] [1.13]  [12.25]

(8.8) | -0.65576 | 0.20977 = = 0.23881 0.86813 | 0,758 1.72
{3.30) [1.38] [12.08]

(8.9) | -0.50264 | 0.19122 0,04337 = = 0.86958 | 0.760 1,74
(3.21]  [1.s5] [12.16]

ii, Price changes and trade-offs

The best price change regressions that we estimated for the period 1953-1
through 1965-1V are shown in Table 8.3. Although a number of alternative
explanatory variables were tried, none was statistically significant. The percen-
tage rate of change of import prices generally had a small positive coefficient
which was not statistically significant, reflecting the largely closed nature of
the U.S. economy.! The time trend variables, t and :— , were also never statisti-
cally significant. The DUM variable and DUM-t, when introduced into a regres-
sion like (8.5), had perverse (positive) coefficients, which were not, however,
statistically significant.? Even if one interprets the dummy variable as measuring
the effects of the CEA guideposts, this does not mean that the guideposts had

. Fy — F¢. : : .
! This variable was defined as F, = t__t._i. 100, where F, is the import price index.
Fea
? In our estimates for Britain discussed below, DUM also had a positive direction of
effect and was a statistically significant variable. Possible reasons for this result are
considered in the section in which the estimates for Britain are reviewed.
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no effect (or a perverse effect) on the rate of change of prices. Rather, it sug-
gests that the major effects of the guideposts policies on the rate of change of
prices are channeled through the wage adjustment relationship, instead of
working on price formation (or profits) directly. If true, this factor might well
explain the unpopularity of this policy with trade union leaders, particularly if
the policy increased the property share and reduced the share of wages.

In the time available, it was not possible to develop a satisfactory demand
variable for inclusion in our tests. From the work done in other studies, it appears
that such a variable might considerably improve our estimate of the price
change relationship. Such demand variables are included in estimated relation-
ships for the United States made by Schultze and Tryon for inclusion in the
Brookings model,* in the model published by the Office of Business Economics?
and in the recent study by Frank Brechling.? It is also true, however, that demand
variables did not perform well in our estimates for Canada. Moreover, both the
Brookings study and the Office of Business Economics model explain the level
of prices rather than the percentage rate of change in prices. In our experiments
designed to explain the level of prices for Canada, some of the demand variables
proved statistically significant; they were no longer significant when we attemp-
ted to use them to explain variations in the rate of change in prices. In any event,
there is sufficient evidence to suggest that it would have been worth the effort to
try a demand variable in our estimated price change relationship, had there been
sufficient time to do so. One point that can be said in favour of our estimates, as
shown in Table 8.3, is that the coefficients for the W, and lst,l variables appear
to be very stable for the various estimates made.

The equilibrium form of equation (8.5) is:
(8.5¢) P,=-3.139+ 1.244 W, .

If we substitute equation (8.1e) for Wt in equation (8.5e), we obtain the following
trade-off relationship:

(8.10) P, = -6.524 + 0.06299 (2/Q)* - 0.02645 DUM-t + 29.009 (U¥)™ .

As an alternative to this relationship, we have derived another relationship
which is based on the simple Weintraubian mark-up equation discussed in
Chapter 2. In terms of the notation of this Chapter, this mark-up relationship is
as follows:

(2.6) P,=W,-A,.

This relationship states that the percentage change in prices is equal to the
difference between the percentage change in wages and that of productivity.

! Op. cit.
? Op. cit.
3 Op. cit.
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Accepting the estimate of productivity growth embodied in the CEA guideposts
and substituting equation (8.1e) into equation (2.6), with At:3.2 , we obtain the
following relationship: '

(8.11) P, = -5.818 + 0,04852 (2/Q)* - 0.02037 DUM-t + 22.342 (U¥)™ .

Some estimated trade-off curves derived from equation (8.10) are shown in
Table 8.4 and Figure 8.3. Similar estimates derived from equation (8.11) are
shown in Table 8.5 and Figure 8.4. In both sets of estimates, three assumptions
have been made about unit profits: (Z/Q)* = mean value for the period; (Z/Q)* =10
index points below the period mean value; ( /Q)’: = 10 index points above this
mean value. The estimates are also shown for alternative assumptionsregard-
ing the value of the dummy variable: DUM=1 and DUM-0.

Table 8.4

Estimated Relationship between Price Changes and the Rote of Unemployment,
Based on the Estimated Trade-Off Equation (8.10)

Annual Percentage Rate of Change of Consumer Prices

Dnmmnioyment Rate (®¢), at Indicated Values of (Z/Q)* and DUM.t Variables:

(U
(Per Cent of
Labour Force)

(z/Q)" - 113.33_ (Z/Q* = 123.33 (Z/Q" = 103.33
(DUM.t=0) (DUM.t=51) (DUM.t=0) (DUM.t=0)

O8C)0 60000000000 000000000000 5.26 3.91 5.89 4,63
S E 8 800 GO0 000000000000 3.84 2.49 4.47 3.21
4100 00 00000000 0b 00000 olokbus 2.43 1.08 3.06 1.80
L T S I R Y7 0.43 2.40 1.15
5600 0 SOBEE, 05 0'l0 0 B0 00 00 BC B0 1.42 0.07 2,05 0.79
770080 0 00 o 1.21 -0.14 1.84 0.58
(300600600 060000000000080000 1.07 -0.28 1.70 0.44
Rate of Unemployment None None None
(U:) Associated with lf’t =0, below below below
under Given Circumstances: 8% 6.29 8% 8%

Both sets of results suggest that the rate of price change in the United
States is quite sensitive to the level of unemployment. It is estimated to be
more sensitive on the basis of equation (8.10) than on the basis of equation
(8.11). According to the former relationship, if one assumes mean unit profits
and a zero value for DUM, there is no rate of unemployment below 8 per cent of
the labour force at which the predicted change in prices is zero, and at a 3 per
cent rate of unemployment, consumer prices may be expected to rise by 3.8 per-
cent per year. According to the latter relationship, under the same assumptions,
there is also no rate of unemployment below 8 per cent at which prices can be
expected to be completely stable and the expected rate of rise of prices at a 3
per cent rate of unemployment is 2.2 per cent per year.

Both relationships are fairly insensitive to changes in unit profits, equation
(8.11) being rather less sensitive even than equation (8.10). For equation (8.11)
a 10-index-point reduction in profits results in a reduction in the predicted rate
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Figure 8.3

TRADE-OFF CURVES, BASED ON ALTERNATIVE VALUES
OF THE PROFITS AND DUMMY VARIABLES, FOR THE
UNITED STATES, OVER THE PERIOD 1953-65,
FROM EQUATION (8.10)
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Table 8.5

Estimated Relationship between Price Changes and the Rate of
Unemployment, Based on the Estimoted Trade-off Equation (8.11)

Annual Percentage Rate of Change of Consumer Prices

Unemployﬂ":{ent (Pf) at Indicated Values of (Z/Q)* and DUM.t Variables:
Rate (Ut)
(REPCaty o (Z2/Q)*=113.33 (Z/Q)* = 123.33(Z/Q)* = 103.33

Labour Force)
(DUM.t = 0) (DUM.t=51) (DUM.t=0) (DUM.t=0)

2o 00 0 0016 01000 b0 000D o 0oL 3.26 2.22 3.74 2.77
&0 ticlol010 6 0 00l 0 3 0800 0 o0 2.16 195122 2.65 1.68
&30 6000000000000300000000d 1.08 0.04 1.56 0.59
6 50 000 0 B0 B0 B 00 D000 0.57 -0.46 1.06 0.09
(53005 00000060000060605 300000 0.30 -0.74 0.79 -0.18
/0G00I lolo .0 6 A0 00 0 0 0 B oL 0.14 -0.90 0.62 -0.35
(34 08 500000500 0000000000 8 0.03 -1.01 0.52 -0.46
Rate of Unemployment

(UT) Associated with None None

P, = 0, under Given below 4.06 below 5.27
Circumstances: 8% 8%,
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Figure 8.4

TRADE-OFF CURVES, BASED ON ALTERNATIVE YALUES
OF THE PROFITS AND DUMMY VARIABLES, FOR THE
UNITED STATES, OVER THE PERIOD 1953-65,
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of price increase at any given rate of employment of approximately one half of

a percentage point. For equation (8.10), the corresponding figure is roughly five
eighths of a percentage point. One implication of this result is that incomes
policies which, in fact, operated on profits might be expected to have some modest
impact on the pace of inflation in the United States.

Finally, there is the question of the sensitivity of the relationship to changes
in the value of the DUM.t variable. If one assumes that unit profits are equal to
their mean value for the sample period, a change in the value of DUM from 0 to 1
implies a downward shift in the trade-off curve. This estimated downward shift in
the expected rate of change in the Consumer Price Index (at all rates of unemploy-
ment) is on the order of 1.3 percentage points per year for equation (8.10) and
1.0 percentage points per year for equation (8.11).
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If one is willing to attribute the apparent shift in the relationship beginning
in 1962 to the wage-price guidelines implemented at that time, one would con-
clude that these policies had, in fact, had a rather considerable effect in restrain-
ing the rate of increase in the U.S. consumer price level since that date, It has
sometimes been suggested by advocates of these policies that these measutes
have served to restrain the rate of price increase in the United States by perhaps
half a percentage point per year. On the basis of these results, one might argue that
the evidence is consistent with the view that these policies have had a substantial -
ly larger effect than this. As has already been emphasized, however, the shift in
the relationship beginning in 1962 may conceivably be explained by developments
other than the advent of incomes policies. Moreover, even if the shift is really
attributable to the guideposts policy, it is quite possible that these measures
are merely temporary palliatives, serving only to postpone the unavoidable
increases in wages and prices, We have made no attempt to examine these issues.
Moreover, although a belief that they have had some effect is a necessary condi-
tion for favouring incomes policies, this is not a sufficient condition. The wide-
ranging implications of incomes policies for the long-run growth of productivity,
the equitable distribution of income and many other objectives of public policy
should all be taken into account. Somewhat greater price stability can presumably
be bought at too high a cost in terms of the other objectives of economic policy.
But these questions lead well beyond the terms of reference for this study.

3. Britain
1. Wage changes

Our “‘best’” estimates of the wage change relatlonshxp for Britain are shown
in Table 8.6. Three of the variables (W‘, (U™, and P ) which enter these relation-
ships are defined as before. DUM is a dummy variable with a value of zero from
1954 to the second quarter of 1961, a value of unity from the third quarter 1961 to
the second quarter of 1962, a value of zero from the third quarter of 1962 to the
third quarter of 1964, and a value of unity from the fourth quarter of 1964 to the
fourth quarter of 1965. These dates, which were taken from the already-cited
paper by Frank Brechling, coincide with the times at which incomes policies
were applied and withdrawn in Britain.

Table 8.6

Wage Adjustment Equations (Regressions Explaining V’/, )
Britain, 19541 ~ 1965-1V

Coefficients of Explanatory Variables:
Equation Constant R? D.W
Number Term o Eoeh 5 e
P! Uy DUM W, 4
(8.12) -1.0006 0.33055 10.758 -1.0338 - 0.644 1.62
[2.49] [s.66] [2.52]
(8.13) -0.93751 | 0.38730 11.892 -1.2165 -0.15440 |0.657 1.58
[2.79] [5.73] [2.83] (1.31]
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According to equation (8.12), 64 per cent of the variation in wage changes
in Britain can be explained in terms of variations in consumer price changes,
the reciprocal of the unemployment rate, and a dummy variable. This dummy
variable allows for shifts in the relationship corresponding to the periods when
incomes policies were applied and withdrawn. The coefficient of the dummy is
negative and statistically significant in both regressions. This evidence, there-
fore, is consistent with the view that incomes policies have played a role in
Britain in restraining the rate of increase in wages. If one attributes this shift in
the relationship to incomes policies, then equation (8.12) suggests that these
policies have reduced the percentage rate of increase in wages below what it
otherwise would have been by 1.03 percentage points per annum.?

In the experiments from which these estimates emerged, (Uf)"’ ; :—, t , and

DUM-t were tested as explanatory variables. The simple reciprocal form of the
unemployment variable performed somewhat better than the reciprocal of the square
of the unemployment rate. The coefficients for time (t) and the reciprocal of time
were both insignificant, thus providing no evidence of a continuous shift in the
wage change relationship over time. The DUM.t variable is simply the product of
DUM , as defined above, and t representing time. DUM by itself allows for a
discrete shift in the intercept whenever the value of DUM changes. DUM-t, on the
other hand, allows for a continuous shift in the value of the intercept when DUM
is equal to unity. The reason for including this variable, as already explained,
was to allow for the possibility that the full impact of incomes policies may not
have been felt at once but may have built up over time. On the basis of our
tests, DUM by itself proved to be a much more significant explanatory variable
than DUM.t . On this basis, one might say that our evidence is consistent with
the view that incomes policies had their full effect almost immediately and that
they did not tend to grab harder the longer that society was conditioned to their
existence,

Table 8.7 and Figure 8.5 indicate the rates of wage increase at various
levels of unemployment in 1965, as predicted by equation (8.12) under two
assumptions about price stability. One assumption is that consumer prices
remain unchanged; the second is that they rise at 3 per cent per year. A value of
unity is also assumed for DUM . The range of observations on the rate of
unemployment (not adjusted for seasonality) on which these estimates are based
extend from a minimum unemployment rate of 1.4 per cent and a high of 5.0 per
cent. During this period unemployment averaged 2.4 per cent. In Figure 8.5, the
curves are projected beyond the range of unemployment on which the estimates
are based, as indicated by the dashed extensions of the curves. Such projections
are necessarily open to considerable suspicion and are not likely to be very
reliable,

! F. Brechling (op. cit., p. 10) has estimates which indicate that, in 1961-62, incomes
policies may have reduced the annual rate of increase in wages by one percentage point
and, in the 1964-65 period, by roughly two percentage points. The earlier reservations
with regard to these regression estimates are worth recalling at this point. In particular,
these results are consistent with the possibility that these incomes policies merely
postponed the occurrence of rapid wage increases to a later date, so that, over a moder-
ately long period (say a decade or so), exactly the same amount of wage and price level
rises would be experienced, regardless of whether an incomes policy was in force during
part of this long period.
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Table 8.7

The Relationship between Wage Changes (W,) and the Rate of
Unemployment (U}) for British Wage Adjustment Relationship
(8.12) in 1965, ot Various Rates of Change of Consumer Prices

Unemployment Annual Percentage Rate of Change of Wages (Wt)
Rate (U{) Predicted by Equation (8.12), with DUM = 1 and:
(Per Cent of
Labour Force) (Pr =0) (P’: =3)
194, | vt e A 2 5.65 6.64
20 ....... 561000 O tolhoploe 3,34 4,34
20N 0600 G006 800000080 4 B0 0 2,27 3.26
300} ox rersrererers sryeers ST eEe e 1SS 2,54
40 ........ 600000 0000000 0.65 1,65
N P N Pe (e 50 0,12 (B
630} Ao A e e e Al -0.24 0.75
T00 o 5xas @ A es SRS 55058 5 ree -0, 50 0.49
U A G O 00300 OB O L Bk -0.69 0.30
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From Table 8.7 and Figure 8.5, it appears that British wages are highly
sensitive to variations in the unemployment rate. At a 5 per cent rate of unemploy-
ment with unchanged consumer prices, wages are predicted to remain unchanged
and at a 1.4 per cent level of unemployment they might be expected to increase

at over 5% per cent per year. With regard to the effect of price changes on wage
changes, our estimates indicate that approximately one third of each percentage
point increase in consumer prices becomes incorporated in the rate of increase

in wages.

11, Price changes and trade-offs

Our attempts to derive a reasonably satisfactory estimate of the price change
relationship for Britain met with indifferent success. A variety of experiments
were made and some of the more interesting results are shown in Table 8.8.

Lagged price changes and the DUM variable are statistically significant in
every test reported in Table 8.8, Wage changes are significant in three of the
tests reported. Surprisingly, the coefficients for import price changes, both in
the current period and with a three-quarter lag, are consistently small and
insignificant. This result must be regarded as highly suspect and seems more
likely to suggest that the data or our procedures are inadequate than that
British prices are not significantly influenced by foreign prices.

Table 8.8

Price Change Equations (Regressions Explaining l5,),
Britain, 19541 — 1965-1V

Coefficient of Explanatory Variables:
Equation | Constant R? D.W
Number Term Wt }:-t I}t-a DUM Pt_l
(8.14) | 0,60991 | 0.15546 - 0,05861 = 0.59479 | 0.542 1.94
{1.25] [1.28] [5.06]
(8.15) | 0.24081 | 0.28867 = 0.04363 1.5118  0.42533 [0.630 2,04
[2.39] [1.04]  [3.10]  [3.56]
(8.16) | 0.38631 | 0.19212 -0,00114  — = 0.60990 | 0,525 2.03
[1.51] [0.02] [5.12]
(8.17) | 0.80589 | 0,51162 =-0,00659  — = = 0.243 1.01
[3.69] [0.10]
(8,18) | 0.38886 | 0.19145 - = = 0.60996 |0,525 2,02
[1.57] [5.18]
(8.19) 0.97248 = 0,01799 = = 0.69786 | 0.501 2,03
[0.35) [6.62]
(8.20) | 1.10151 = = 0,07145 = 0.66251 10,526 1,95
[1.59] [6.13]
(8.21) | 0.34700 | 0.52185 = 0,04953 2,2628 = 0.521 1,41
[4.57] [1.05]  [4.74]

Perhaps equally surprisingly, our results, though attesting to the signifi-
cance of the dummy variable, show a positive coefficient for DUM. If this variable
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is assumed to reflect the impact of incomes policies, these results suggest that
incomes policies have stepped up the rate of price increase, at given rates of
increase of wages and import prices and for given lagged price changes. This is
the exact opposite of the effect which such policies are expected to have. One
possible rationalization of this result, but one that seems somewhat questionable,
is that when the Government applied incomes policies, these policies were
applied in the first instance mainly to wages; and producers immediately raised
their prices in anticipation of the subsequent extension of incomes policies to
product markets. If this is actually what happened, our evidence suggests that
the real criticism of incomes policy in Britain is not that it was ineffective but
that it was perverse. A second possible reason for this apparent perverse effect
of incomes policies, and one that also is somewhat questionable, is that incomes
policies had a perverse effect on short-term productivity growth. A third, and
perhaps the most plausible, explanation of our result is that incomes policies
were imposed in response to sharply rising prices and tended to be relaxed when
the pressure on prices was reduced. In other words, rising prices may have been
a determinant of incomes policy, rather than incomes policies being a determi-
nant of price changes, as implied by the form of the estimated relationship.

A further puzzle arising from all these estimates is the positive and sizeable
coefficient for the constant term. This suggests that, even if wages and import
prices had remained constant, prices might have been expected to rise appreci-
ably. Under these circumstances, one would think that even the small rise in
annual productivity experienced in Britain since 1953 would have sufficed, at the
least, to hold price changes to zero and might even have resulted in small price
reductions.

None of our price change relationships warrant much confidence as a basis
for calculating trade-off relationships. However, in order to give some idea of the
outcome of combining our estimated wage adjustment relationship with the price
change equations, three sets of trade-off curves are presented in Table 8.9 and
Figure 8.6. These assume either no change in import prices or an increase in
import prices of 2 per cent per year and that DUM is equal either to zero or to
unity. These estimates are based on the steady state relationship for equation
(8.15), which is then combined with (8.12) to form equation (8.22). The results
are:

e

(8.15¢)  P; = 0.41904 + 0,50232 W, + 2.6307 DUM + 0.07592 F

(8.22) P; = -0.10023 + 0.09104 F,_, + 2.5318 DUM + 6.4796 (U*)™ .

(=04

Our failure to estimate a satisfactory price change relationship for Britain
may reflect a wide variety of factors.® It suggests that a more careful and detailed

! Frank Brechling (op. cit., pp. 10-14) reports two price change equations estimated in log-
linear form. These equations explain the change in the implicit GNP deflator in terms of
a demand variable, import prices and seasonal variables. These equations also exhibit
several curious characteristics. For example, the demand variable in Brechling’s equation
(7) has a negative sign, implying that rising demand gives rise to falling prices (whigh
Brechling attempts to explain, unconvincingly in our view, in terms of lags over the
cycle). One also finds a peculiar lag structure for the effect of import price changes,
implying that import price changes four quarters earlier affect price changes, while
import price changes in the intervening quarters do not (see his equation (8)).
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analysis is required than has been feasible for this study. Our results, or

lack thereof, may also be indicative of the basic difficulties which have beset
the British economy during the post-war period and the inability of anyone to
identify very satisfactorily the sources of these difficulties, let alone to suggest
methods of coping with them.

Figure 8.6

FOUR TRADE-OFF CURVES FOR BRITAIN,
BASED ON DATA FOR THE PERIOD 1954-65
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In order to arrive at more satisfactory estimates of the trade-off relationship,
an attempt was made to combine our estimated wage adjustment relationship with
a price change relationship estimated by L.A. Dicks-Mireaux.! The Dicks-Mireaux
relationship is as follows:

(8.23) P, = 1.95 + 0.35 W! + 0.20 F! - 0.52 (A), , R*=.952,

1 1..A. Dicks-Mireaux, *“The Interrelationship Between Cost and Price Changes, 1946-59:
A Study of Inflation in Postwar Britain,’’ op. cit.
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Table 8.9

Estimoted Trade-Off Curves for the British
Economy, Based on Trade-Off Relationship (8.22)

Annual Percentage Rate of Change of Consumer Prices

Unemployment (pte). at Various Values of the Dummy Variable and
Rate (U}) the Rate of Change of Import Prices:
(Per Cent of
Labour Force) DUM - 1 DUM = 0
(Fe=0) (Fe= 2) (Fy= 2) (Fe=0)
Tl mrayerirs sy S e ST 7.06 7.24 4.71 4,53
2,0 600000 06000000 50000 aC 0N 5.67 5.85 3.32 3.14
25| B o st i A o 5.02 5.21 2.67 2.49
U 0000000 . 4,59 4,77 2.24 2.06
5016600000008 do0000006000 4,05 4.23 1.70 1.52
G0 O Or e OF 10 (ot o ' O A G OO SIS 3.91 1.38 1.20
640! m 39 semmma s CeTeEE IS IET 3.51 3.69 1.16 0.98
o0 55 0c 6005000080040 3.36 3.54 1.01 0.83
0010000000000 JI00 000000000 3.24 3.42 0.89 0.71
Unemployment Rate
(Ut) Associated :?ne ‘:It;ne ;‘Ic;ne :‘ine
ith By = 0, und elow elow elow elow

et oA 8% 8% 8% 8%

Given Conditions:

where

P

final prices (at factor cost): annual percentage change between
12-month averages;

W't - average wages and salaries per person employed: annual percentage
change between 12-month averages;

F; - import prices: annual percentage change between 12-month averages,
with a 3-month lag implicitly built in; and

(A)'t = output per man: annual percentage change between 12-month averages.

This relationship was fitted to annual data for the period 1946 to 1959, which
differs substantially from the sample period for our wage adjustment relationship.
Moreover, the variables entering equation (8.23) are defined somewhat differently
from those entering our wage change relationship, though there is a considerable
similarity. In any event, when equation (8.12) is substituted into equation (8.23),
one obtains the following trade-off relationship:

(8.24) P, =1.81+4.26 (U™ - 0.41 DUM + 0.23 F} - 0.59 (A); .

Trade-off curves derived from this relationship are shown in Table 8.10 and
Figure 8.7. Two assumptions are made about the rate of change of import prices
(F'= 0 and F'= 2.0) and about DUM (DUM=0 and DUM=-1). A't is assumed to be
equal to the average value for this variable from 1953 to 1959, which is 1.98 per
cent per annum.
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It will be observed that the estimates derived from equation (8.24) are rather
similar to the estimates derived from equation (8.22) when DUM is set equal to
zero. The big difference between the two relationships arises from the role
played by the dummy variable in the estimated price change equation (8.15). As
already suggested, the coefficient of the dummy variable in equation (8.15) seems
questionable and accordingly the estimates of the trade-off curve based on equa-
tion (8.22) with DUM=1 should be given little weight.

Table 8.10

Estimated Trade-Off Curves for the British
Economy, Based on Trade-Off Relationship (8.24)

Annual Percentage Rate of Change of Consumer Prices

Unemployment (P,) at the Given Rate of Productivity Growth and
Rate (U’:) Various Values of the Dummy Variable and the
(Per Cent of Rate of Change of Import Prices:
Labour Force) DUM = 1 and DUM = 1 and DUM = 0 and
Fi=0 Fy =2 By =0
590 00000000000000000 olojoo 3.27 3873 3.68
230 0’0 0I0.0.0.0.0 D' O O 0.0 PJAD 0D 0L 2.36 2,82 2.77
S 000 k000000 00000000 1.94 2.40 2,35
25,0 0.0 8% 00 0 cloob o 00D 30 B0 T 1,65 2.11 2.06
@00 00008000000 1.30 1.76 1.71
500 05l 000000000000900000 1.08 1.54 1.49
G058 00 60000 oF 0o B ollo 5 0.94 1.40 1.35
70 ST 0 00 o0 ok Ok10 00 GO O Os 0.84 1.30 1.25
£5@0000000000000000000060 0.76 1.22 1.17
Unemployment Rate
(U’{) Associated None None None
with 15( = 0, under below below below
Given Conditions: 8% 8% 8%

With regard to these hybrid trade-off curves, interesting points appear. First,
thete seems to be no rate of unemployment in Britain within the realm of recent
experience or slightly beyond, which might be expected to achieve complete
stability of the price level. When the unemployment rate is 2% per cent, which is
close to the average for the sample period, and when one assumes a zero change
in import prices and DUM=0, an annual rate of price change equal to roughly 2%
per cent per year is implied by both trade-off relationships. Secondly, contrary to
a commonly held view, the rate of change in domestic prices in Britain does not
appear to be very sensitive to changes in import prices, An additional one per-
centage point increase in impart prices, according to equation (8.24), results in
a further increase in domestic prices of roughly one quarter of a percentage point
beyond the rise which would have occurred in any event.

According to Figure 8.7, the shifts in the relationship associated with the
dummy variable imply that, at a given rate of unemployment, the predicted rate
of increase in consumer prices was roughly half a percentage point less than it
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would otherwise have been. If these shifts are associated with the adoption of
incomes policies, the implication, in this case, is that they succeeded in res-
training the rate of increase in the consumer price level by approximately half
a percentage point per year.

Figure 8.7

THREE TRADE-OFF CURVES FOR BRITAIN,
BASED ON POST-WAR DATA
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4. France

1. Wage changes

The ‘‘best’ estimates of the wage adjustment relationship for France are
shown in Table 8.11. In this Table, the variables have the usual definitions except
for the dummy variable, which is dated in relation to the implementation of incomes
policies in France.

All the explanatory variables included in equations (8.25) and (8.26) are
statistically significant by conventional standards, although the presence of
autocorrelated residuals (indicated by the very low values of the Durbin-Watson
statistic) would lead one to take these tests of significance with a certain degree
of scepticism. According to these regressions, slightly less than 40 per cent of
the variation in the rate of change in French wages can be explained by variations
in the reciprocal of the square of the unemployment rate, the reciprocal of time,
lagged wage changes and either a dummy variable by itself or an interaction vari-
able in which this dummy is multiplied by the time trend.
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Table 8.11

Wage Adjustment Equations (Regressions Explaining W,), France,
1954--1 - 1965-1V

3 Coefficients of Explanatory Variables:
Equation | Constant R? D
Hhpber Term (uH? a DUM DUM.t W4 o
(8.25) 11.073 | 13.561 —31.309 - —0.5623 —0.40365 | 0.387 0.42
[2.87]) [ 3.25] [3.55] [278]
(8.26) 10.945 | 13.598 —-30.569 —2.6005 = —0.39542|0.375 0.42
[2.85] [ 3.15] [3.38] [ 2.671]

The difference between equations (8.25) and (8.26) is in the form of the
dummy variable: the form of the dummy in equation (8.26) allows for a once-and-
for-all change in the intercept term at the beginning of the fourth quarter of 1963;
the form of the interaction variable in equation (8.25) allows for a continuing
shift over time in the intercept term, beginning at the fourth quarter of 1963." In
both cases, the dummy variable has been included to take account of the implemen-
tation of a fairly vigorous incomes policy in France, which commenced in September
1963.7 The inclusion of the dummy variable by itself implies that these policy
measures had their full impact immediately after their introduction; combining the
dummy variable with the time trend implies that the effectiveness of this policy
increased over time once the measures were put into effect. The t-ratio for the
DUM.t variable is slightly higher than for the straight dummy variable and the
coefficient of multiple determination is somewhat higher for equation (8.25) than
for equation (8.26). Accordingly, equation (8.25) appears to have a slight edge over
equation (8.26). In any event, equations (8.25) and (8.26) are both consistent with
the view that the incomes policies adopted by France in 1963 had the effect of
dampening down the rate of increase in wages, although the earlier reservations
are also applicable here.

The negative sign for the coefficient of the reciprocal of time in these
regressions implies that there has been an upward shift over time in the wage
adjustment relationship for France but that this upward shift has occurred at a
diminishing rate.

Other variables which were included in the experiments leading up to these
estimates included (UF)™, which did not perform quite as well as (U})”, as judged
on the basis of the t-ratios. In addition, t, rather than the reciprocal of t, was
tested and this variable proved to be insignificant. However, the most interesting
variable which did not prove to be statistically significant is i)f, the rate of change
in the Consumer Price Index. The reasons for this result are not clear; it seems
very doubtful that one can accept the conclusion that changes in French wages

The dummy variable has a value of zero from 1953 to the third quarter of 1963 and a
value of unity from the fourth quarter of 1963 to the fourth quarter of 1965. As before, the
time trend variable was equal to 1 for the first quarter of 1953 and increased by 1 unit
for each quarter elapsed after that date.

For a review of these policy measures, see Smith, op. cit., Chapter 9.
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have not, in fact, been influenced by changes in consumer prices. We have some
suspicions that this result may reflect the inadequacies of the French Consumer
Price Index as a reasonably accurate indicator of actual changes in consumer prices:
however, there has not been an opportunity to explore this possibility adequately.’

The steady state form of equation (8.25) is:

(8.25¢) Wy = 7.889 + 9.6610 (U})™* - 22.305 1 - 0.04006 DUM:-t.

Table 8.12 and Figure 8.8 show estimates of the French wage-change-unemployment
relationship at various levels of unemployment, for the fourth quarter of 1965.
Within the range of observations from 1954 to 1965, the rate of wage increase was
very sensitive to variations in the level of unemployment. During this period, the
unemployment rate (not adjusted for seasonality) ranged from a low of 1.4 per cent
to a high of 3.7 per cent and averaged 2.5 per cent, on the basis of North American
definitions. If one projects the estimates beyond this range—which of course is a
very risky procedure—it is evident that the rate of wage change becomes fairly in-
sensitive to the level of unemployment. This projection is indicated in Figure

8.8 by the dashed portion of the curves.

Table 8.12

The Relationship between Annual Percentage Change
of Wages (V'I,e) and the Rate of Unemployment (U})
for the Steady State Wage Adjustment Relationship

for France, Fourth Quarter 1965

Annual Percentage Rate of Change of Wages

Unemployment (Wf) Predicted by Equation (8.25e) with:
Rate (U:)

(Per Cent of _%_ 0.0192 and AT, med

Labour Force) DUM.t = 52 -
NolY's o5l 0> 38.0.0.0 0 0 0 0 0 00 ada ol 10.31 12.39
20 Tkl 000000 006 do Ao kIS 010 7.79 9.88
22351 5 G ol o ol Bl lo CKIB 0 0 000G 0 oo 6.92 9.01
S8 56 a0 tia ofojo (6 0.0 6 6 L6 I 0 GO 6.45 8.53
A0 60000 6/000EG 000806600000 5.98 8.06
SolUS ol 0 0 080 0 g oloio DI O0s 5.76 7.85
GOl el e B TR S0 bt s 5.65 718
TOF: axoimienene sperensrhonorens) « miw snens s 5557 7.66
8.0 . vieeiiiiiiatinnnaen 353 7.61

! The presence of autocorrelated residuals and the relatively low coefficient of multiple
determination suggest the possibility that one or more relevant explanatory variables
have been omitted. A more appropriate measure of changes in French consumer prices
might conceivably improve the relationship.

See also the discussion in Chapter 3 above on the French Consumer Price Index, in
connection with the international comparability of consumer price level measures and
also with the Klein-Bodkin resutt for France.
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Figure 8.8

THE RELATIONSHIP BETWEEN WAGE CHANGES AND THE
RATE OF UNEMPLOYMENT, FRANCE,
FOURTH QUARTER 1965
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i1, Price changes and trade-offs

The most satisfactory estimates which we have been able to derive for the
French price change relationship are shown in Table 8.13. As the parameter
estimates indicate, when lagged price changes are included as an explanatory
variable, the coefficient on the wage change variable ceases to be statistically

significant. When the steady state form of equation (8.27) is computed, the result
is:

(8.27¢) P; =-2.9709 + 0.69279 W, + 0.61983 F, .




It is interesting to observe that the steady state value of the coefficient of W,
in this equation is close to the value of the regression coefficient on W, in
equation (8.28).

Table 8.13

Price Change Equotions (Regressions Explaining ls,), France,
19541 - 1965~V

Coefficients of Explanatory Variables:
Equation Constant R? D.W.
Number Term Wt Ft pt_1
(8.27) -0.81280 0.18954 0.16958 0.72641 0.742 1.40
(1.22) (2.50] [8.78]
(8.28) —2.74591 0.73780 0.28103 - 0.290 0.48
[3.18] [2.57]
(8.29) —0.54093 0.19404 - 0.76496 0.706 1.28
(1.19] [8.01]
(8.30) 0.58291 - 0.17056 0.76729 0.733 1.40
[2.50] [10.08]

On the basis of equation (8.27), our results suggest that approximately
three quarters of the variation in the rate of change in French prices can be
explained in terms of changes in French wages, import prices and lagged price
changes. It may be remarked that even the introduction of the lagged dependent
variable does not suffice to eliminate the apparent autocorrelation in the
residuals, as judged by the Durbin-Watson test statistic. Other possible explana-
tory variables which were tested included time, the reciprocal of time, and a
dummy variable in both the forms included in the wage equation. None of these
variables was statistically significant,.

In order to compute a trade-off relationship, equation (8.25e) was substituted
for the W, variable in equation (8.28) to yield equation (8.31):

(8.31) P, =3.07462 + 0.28103 F, + 7.12791 (U¥)™ - 16.45675 + - 0.02956 DUM:t.

Estimates of the trade-off curve for the fourth quarter of 1965, derived from this
relationship, are shown in Table 8.14 and Figure 8.9. These estimates are based

on two alternative assumptions about the rate of change of import prices:
F, =0 and F¢= 2.0.

As is evident from Figure 8.9, the rate of change of consumer prices in
France appears sensitive to variations in the rate of unemployment, which
reflects the sensitivity of wage changes to unemployment levels, in the range of
our observations. At the same time, French prices do not seem particularly
sensitive to changes in import prices: an additional one percentage point increase
in import prices can apparently be expected to increase consumer prices by 0.28
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of a percentage point above the increase that would have occurred in the absence
of this rise.!

Table 8.14

Derived Trade-Off Curves Based on the Estimated Trade-Off Relationship (8.31),
France, Fourth Quarter 1965

Unemployment Annual Percentage Rate of Change of Consumer Prices (Py), with:
Rate (U:)
(Per Cent of . DUM.t'l' 508 : DUM.t'l' 524 DUM.t; 0,
Labour Force) F =0, and7=0.0192 Fy=2, and 1=0.0192 F =0, and {=0.0192
o 800000000000 4,86 5.42 6.40
250 5500880000000 0 3,00 3457 4,54
PN s 0000000000 0als 2.36 2,92 3.90
SHU P e e 8 800000000 2,01 2,58 3355
250 E 0008 00000 Lo 00 1,67 2,23 3.20
S e G 56000 a0 00 1,51 2,07 3.04
(G0 5000000000000 1,42 1,98 2,96
LS OR crororornerer - xor otk 7 1,93 2,90
0SS 50 000 ol Mo b 1,33 1.89 2,87
Unemployment
Rate (UY) None None None
Associated with below below below
lz-’t = 0, under 8% 8% 8%

Given Conditions:

If one is prepared to assume that the DUM.t variable reflects the effect of
incomes policies, equation (8.31) implies that the immediate impact of these
policies was to reduce the annual rate of change in consumer prices by 1.31
percentage points compared to how fast this index would have grown in the
absence of the incomes policy and that, at the end of 1965, these policies reduced
the rate of growth in prices by 1.54 percentage points per year.

Finally, at an average unemployment rate of 2.5 per cent of the labour force,
which was the mean level of unemployment in France from 1953 to 1965, the rate
of change in French consumer prices, predicted by the trade-off relationship under
the assumptions of no incomes policy and stable foreign prices, is roughly 4 per
cent per year. There would appear to be no rate of unemployment in France below
8 per cent which would secure a zero rate of change in consumer prices, even with
the presence of incomes policy measures similar to those adopted recently.

5. West Germuny
1. Wage changes
The ‘‘best’’ estimates of the German wage adjustment relationship which

evolved from our tests are shown in Table 8.15. The variables are defined in the

! This conclusion is qualified by the observation that if the trade-off relationship had been
based on the steady state price change equation (8.27e), the coefficient on import price
changes would have been appreciably larger (0.62).
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Annual Change in Prices (%)

Figure 8.9

THREE TRADE-OFF CURVES FOR FRANCE,
FOURTH QUARTER 1965
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Table 8.15

Wage Adjustment Equations (Regressions Explaining W,),
West Germany, 19541 — 196511

Coefficients of Explanatory Variables:

Equation| Constant x R’ D.W.

Number Term (Ut*)-l }5:‘ WH 1 DUM.t

(8.32) 7.9927 2,1667 11,2324  -0,31937 -27.871  -0.08237 | 0,494 1,17
[2.65] (1,011  [2.10]  [2.64]  [2.51]

(8.33) 6.3966 1.5224 0,30382 ~0.09788 = = 0.278 0,72
[3.04] [0.44] {o.s9]

(8.34) 6.0900 1.4710 0,11670 — — = 0.272 0.75
(3.01] [0.19)
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usual manner. DUM.t is the product of time and a dummy variable with a value
equal to zero from 1953 to 1961 and a value of unity from 1962 onwards. The
rationale for including a dummy variable for West Germany, which has not adopted
an incomes policy, is outlined below.

The reciprocal of the unemployment rate is a statistically significant variable,
by conventional criteria, for all parameter estimates presented in Table 8.15. The
rate of change in the Consumer Price Index falls short of being significant in
equation (8.32)"' and is highly insignificant in the other estimates. In equation
(8.32), lagged wage changes, the reciprocal of time and DUM.t were substituted
separately and in combination. When the i~ and DUM.t variables were included in
equation (8.32) separately, the coefficients of P, and Wt_4 ceased to be significant.

Several experiments were made with (U})” instead of (UF)" as the unemployment
variable. The values of the t-ratios and the coefficients of multiple determination
suggested that the formulation in terms of (U})™ is the preferable one.

The steady state form of equation (8.32) is as follows:

(8.32) W; = 6.05797 + 1.64223 (U)™ + 0.93407 P¥ - 21.12444 - - 0.06243 DUM:t.

The relationship between wage changes and the rate of unemployment, during
the second quarter of 1965, is shown in Table 8.16 and Figure 8.10. These
estimates are based on two alternative assumptions about consumer price changes:
Pf- 0 and Pf - 3.0.

Although equation (8.32) may be regarded as a tolerable relationship from
a technical standpoint, it is somewhat puzzling as an explanation of German
wage changes for several reasons. One reason is the significant importance of
DUM.t. This variable, along with the straight dummy variable by itself, was
included in our experiments to test for any evidence of a significant shift in the
intercept term after 1962. Around this time, France, Britain and the United States
embarked on incomes policies of various kinds, as already noted. Our tests for
any evidence of the effectiveness of these policies have consisted mainly of
attempts to see whether there is any evidence of a shift, at roughly the same point
in time, in the wage change and price change relationships. Even if one finds
significant evidence of such a shift, it does not follow that this shift necessarily
reflects the influence of incomes policies. A variety of other factors could
presumably explain the shift. Some of these other factors might be international
in scope, influencing several countries in much the same way. If so, one might
expect the influence of these factors to be apparent in countries which had not
adopted incomes policies as well as those thathad. And if, in fact, one found this
to be the case, one might have serious doubts about attributing to incomes policies
the shift in the price change and wage adjustment relationships in countries which

ok
By standard tests, P; is a significant variable, if one employs a less rigorous one-tailed
test. However, the presence of autocorrelated residuals (as indicated by the low value
of the Durbin-Watson statistic) suggests the level of statistical significance is likely to
be overstated by the t-ratios.
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had adopted such policies. Such an indirect test is, of course, subject to many
serious qualifications and, at best, can only be suggestive for further research.

In the German case there was in fact one special influence, which may account for
the apparent shift, in which case the above ambiguity would be mitigated. The
appreciation of the Deutsche mark (in 1961) reduced the cost of imports, and thus
probably eased demand for domestic output and reduced pressures on domestic
prices and wages. Thus, the German wage and price structure may have shifted due
to a factor specific to Germany and unrelated to incomes policy.!

The negative sign of the coefficient of the reciprocal of time in equation
(8.32) implies an upward shift over time at a diminishing rate in the wage change
relationship. This is similar to our results for France.

In addition, as is evident from Table 8.16 and Figure 8.10, the wage adjustment
relationship estimated for Germany implies a very flat wage-change-unemployment
curve at unemployment rates greater than 3 per cent. In other words, beyond a 3
per cent rate, variations in the level of unemployment have very little effect on
the rate of wage change. Moreover, more rapid changes in consumer prices induce
an additional increase in wages of 0.93 of a percentage point per year, at given
values of other influences affecting wage changes. It would, of course, be a
mistake to make too much of these results without exposing them to much more
extensive tests than we have been able to undertake. It seems evident that the
German labour market exhibits certain peculiarities, which have important impli-
cations and which have not been fully explored here.

Table 8.16

The Relationship between Wage Changes (W% and
the Rate of Unemployment (U:) Derived from the
Steady State Woge Adjustment Relationship for

West Germany, Second Quarter 1965

Annual Percentage Rate of Change of Wages (Wf)
Estimated from Equation (8.32e) with
1 - 0.0200, DUM.t = 50, and:

Unemployment
Rate (Uy)
(Per Cent of
Labour Force)

BP0 Pt=3
Ol B e 8 ot B thoregaral it o stk o 10.73 13.53
T AR 416 6.96
Bl gorovarers oo il g W s o+ 3.34 6.14
TR S T PR 3.06 5.86
GOl 0 20rmd BodI S LN N s 2.92 5.73
W R PO 2.84 5.64
-0 A NS R p— 2.79 5.59
T W kexs ssoremagamgef Vorors otoniione 2.75 5.55
e s T 2.72 5.52

1 Presumably, such price and income effects could be captured in the unemployment and
price change variables of the fitted wage adjustment equation. However, these variables
may not fully account for all of the ramifications of an extraordinary event such as a shift
in the exchange rate.
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One factor which, in all likelihood, has had a considerable influence on wage
changes during the sample period has been the large and variable influx of labour
into the industrial occupations from Eastern and Southem Europe and from rural
areas within Germany. Because of this, a wage adjustment type of analysis may
not be very applicable to West Germany. An underlying assumption of this type of
analysis is that the rate of unemployment is a reasonable indicator of variations
in the level of excess demand for labour. If, however, variations in the level of
demand are reflected in the labour market mainly through variations in the rate of
inflow of industrial workers rather than in the rate of unemployment, the unemploy-
ment rate may prove very inadequate as an indicator of variations in the demand for
labour. As a consequence, one may find that unemployment has only a minor effect
on wage changes except at extremely low or high levels of unemployment. This
view of the German labour market would be consistent with our empirical results,
which do in fact indicate that, except for very low levels of unemployment, German
wage changes are quite insensitive to variations in the unemployment rate. Moreover,
the relatively rapid rate of wage increase irrespective of the unemployment level
may simply reflect the rapid rate of increase in industrial wages normally required
to provide the economic incentive for the inflow of industrial workers necessary to
sustain the rapid growth which the German economy experienced during this period.
These, and other questions on this subject, remain to be answered.

Finally, it should also be recognized that the average rate of unemployment
in Germany since 1954 has consistently beenvery low, and that for the most part
the economy has been operating at levels of unemployment which are inthe ranges
of the curves shown in Figure 8.10 which slope upward quite steeply. On the basis
of North American definition, the average level of unemployment from 1954 to 1965
was 1.9 per cent and the individual quarterly rates ranged from a high of 6.4 per
cent to a low of 0.2 per cent—a rate of ‘“full employment’’ which is considered
inconceivable for North America by virtually all economists and was not attained
in North America even during the tightest labour market conditions of World War II.
In addition to suggesting quite different labour market conditions between Germany
and North America, these figures may also emphasize again the differences in the
statistics on unemployment in North America and Europe and the inadequacies of
the methods which have been employed to derive unemployment figures on a
consistent basis.

ii. Price changes and trade-offs

Table 8.17 reports the ‘‘best’’ estimates of the price change relationship for
Germany. Lagged price changes are significant in each relationship shown.® Wage
changes and import price changes are significant in equations which they enter
separately with P, 1, but are not 51gmfxcant when both are included in the relation-
ship with Pt_ When P"t 1 is omitted and Wt and F, are the only explanatory variables,
Wt is significant and Ft is not. These results are not considered to be particularly

! It is interesting to observe also how the introduction of lagged price changes reduces the
apparent autocorrelation of the residuals; as pointed out earlier, this test statistic lacks
power in this situation. For equation (8.36), the residuals are significantly autocorrelated
at the 5 per cent level, although they are barely not significantly autocorrelated at the 1
per cent level, according to the Theil-Nagar tables.
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satisfactory—an impression which is enhanced by the low value of R? for all
of the regressions computed.

Table 8.17

Pcice Change Equations (Regressions Explaining ;5')'
West Germany, 1954-1 - 1965-1

Coefficients of Explanatory Variables:
Equation Constant .
Number Term wt Ii*t pt_l R D.W.
(8.35) 0.47110 0.11325 — 0.34878 0.256 1.97
[1.97] [2.54]
(8.36) 0.99940 0.14513 0.05831 = 0.180 1.44
[ 2.49] [1.30]
(8.37) 0.67928 0.8601 0.07499 0.38269 0.306 2.10
[1.48] {1.78] [2.82]
(8.38) 1.23521 = 0.09137 0.45491 0.271 2.00
[2.22] (3.55]

In arriving at these results, a variety of other variables were tested. These
included t, % , DUM, and DUM.t, all of which have already been defined. None of
these was statistically significant at the 5 per cent level of confidence.

For our purposes we focus mainly on equations (8.35) and (8.37), the steady
state forms of which are as follows:

e

(8.35¢) P,

0.72341 + 0.17390 W, .

e

(8.37¢) P; = 1.10039 + 0.13933 W, + 0.12148 F, .

The small coefficients of Wt and I:‘t in these equations indicate a low sensitivity of
German price changes to wage and import price changes. According to the figures,
an additional one percentage point increase in wages will raise consumer prices

by only 0.14 to 0.17 of a percentage point, in addition to the change which would
have occurred anyway; and the corresponding effect of an additional one percentage
point change in import prices is 0.12 of a percentage point. Moreover, according to
these estimates, if German wages and import prices remained unchanged, German
consumer prices could be expected to rise by 0.72 to 1.1 percentage points per
yeat.

The trade-off relationships derived from the estimated wage change and price
change equations are as follows:

(8.39) P; = 2.12148 + 0.34096 (U*)™ - 4.38595 1 -0.01297 DUM-t.

(8.40) P; = 2.23536 + 0.13965 F, + 0.26304 (U¥)™ ~3.38361+ - 0.0100 DUM:-t.

Table 8.18 and Figure 8.11 show the trade-off curves calculated from these relation-
ships for the second quarter of 1965. In the calculations for equation (8.40), two
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aﬁltemative assumptions have been made about the rate of change in import prices:
F, =0 and F; = 2.0.

Table 8.18

Trade-Off Curves Derived from Estimated Trade-Off
Relationship for West Germany,
Second Quarter 1965

Annual Rate of Change of Consumer Prices (Pf) with

Unemployment ¢ = 0200 and DUM.t = 50 and, where appropriate,
Rate (U’t“) ﬁ( =0 or Ft =823
(Per Cent of
Labour Force) Equation (8.39) Equation (8.40) Equations (8.40)
(F = 0) =%

(B8 05060000 000 M Blekitar 3.09 2.98 3.26
-0 5 v S S M B ekl o e 1.73 1.93 2.21
R e T C oD OO 1.56 1.80 2.08
3450k wxsrsrenerensra smerereyerersrsreroes 1.50 1.76 2.03
40, m 8,1 Sl el e oo o fers ot ta 1.47 1.73 2.01
S 0 B 0 .00 0 s 1.45 1.72 2.00
(0 S o Ol D U o L TR BOGs . 1.44 1.71 1.99
%00 5 00l 0i00b 000000 00 B0 o0 1.43 1.71 1.98
£50) 005000000000 0q [0 MH6 00 1.43 1.70 1.98
Ut Associated None None None
with Py = 0, below below below
for the Particular 8% 8% 8%

Trade-Off Curve:

Figure 8.11
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As is apparent from Figure 8.11, the differences in the trade-off curves derived
from equation (8.39) and equation (8.40) are very slight. Whichever estimate is used,
German price changes appear to be highly insensitive to unemployment rates above
1 per cent. Even at an unemployment rate of U.2 per cent, the annual rate of price
increase is only about 1% to 1% percentage points more than when unemployment
is 2.0 per cent. The estimates suggest that, at unemployment rates above 2.0 per
cent, German consumer prices can be expected to rise at roughly 1% to 2 per cent
annually irrespective of the rate of unemployment. The trade-off curve for Germany,
more clearly than the curve for any other country considered in this survey, approxi-
mates the curve that one would associate with a situation in which price increases
arise largely from cost-push factors, rather than from demand-pull forces, as out-
lined in Chapter 2.

These results must be viewed with considerable scepticism. As already noted,
it is questionable whether the unemployment variable is a satisfactory proxy to
indicate changes in the demand for labour in Germany. In order to proceed further
with an analysis of the relationships among German wage changes, price changes,
and unemployment rates, one would wish to consider alternative variables to reflect
variations in the level of aggregate demand. Moreover, it might be desirable to test
for a direct influence of demand pressures in the price change equation, especially
since this relationship is unsatisfactory in a number of respects. It has not been
possible to pursue the analysis further along these lines for purposes of this study.

6. Sweden
1. Wage changes

The ‘‘best”” wage adjustment equation for Sweden, fitted to the period 1954-I
through 1965-1V, is as follows:

(8.41) W, = 3.5888 + 13.755(U%)™+ 0.45127 P* - 0.07543t - 0.54512 W,_,
[5.40] [8:17] (2.91]  [4.59]

R = 0.575, D.W. = 1.43.

The variables included in this relationship have the same definitions as else-
where in this Chapter. Other variables tested in fitting this equation were Tl 1
DUM I and DUM II: none of these was statistically significant. DUM I was set
equal to zero from 1954 through 1955 and equal to unity from 1956 onwards in
order to allow for the re-establishment of national wage bargaining in 1956 as out-
lined in Professor Smith’s study.? DUM II had a value of zero from 1954 to 1961 and
a value of unity from 1962 onwards. DUM II was added to test for any evidence of a
shift in the relationship beginning in 1962, for a country which did not initiate an
income policy at that time. As already outlined in the discussion of a similar test
for West Germany, this was intended to provide a rather weak test of the validity
of attributing to the effect of incomes policies a shift in the wage adjustment and
price change relationships at approximately that time in countries adopting such
measures. If DUM II had been significant in the Swedish relationship, as it was

! Smith, op. cit.
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for West Germany, this result might have reinforced the suggestion that there were
general international economic forces at work beginning in 1962 which shifted the
wage adjustment relationship: accordingly, one might have had more reason for
questioning the validity of attributing the observed shift in other countries to the
influence of incomes policies. Since DUM II, however, proved to be an insignificant
variable, it detracts from the importance of our findings for Germany as a qualification
on the evidence relating to the effectiveness of incomes policies in other countries.

In the experiments leading to equation (8.41), (UT)™? was substituted as an ex-
planatory variable in place of (UY)™. Judging from the value of the t-ratios and the
coefficients of multiple determination we concluded that (UY)? was a less satisfac-

tory form of the unemployment variables than (U)™ for the estimated wage adjustment
relationship for Sweden.

The steady state relationship derived from equation (8.41) is:
(8.41e) Wy = 2.3227 + 8.9021 (UF)™ + 0.29206 P} - 0.04882 t.

The relationship between Swedish wage changes and unemployment rates for this
steady state relationship is shown in Table 8.19 and Figure 8.12, These curves
are based on two sets of assumptions regarding consumer price changes: P‘t -0
and P’f = 3.0. The estimates are derived for the fourth quarter of 1965, for which
the time trend variable t was equal to 52.

Table 8.19

The Relationship between Wage Changes (WS) and Unemployment
Rate for the Steady State Wage Adjustment Relationship for
Sweden, Fourth Quarter 1965

Annual Rate of Change in Wages (Wf) Estimated

Unemployment Rate from Equation (8.41e) with t = 52 and:
(u?)

(Per Cent of Labour Force) p: I 1'3’: .3
(06 y e noxeneltele xR RoR Kol Ne] ol S RORe Ko/ S1Te] 8] oo N oRo X 14.62 15.50
L@ 500000000 000800 80800000000 8.69 9.56
20Uk 8500088 0000d000 0000000 NG 4.24 5.11
S0, 0800600600080000000000000C 2.75 3.63
() 08 050 oK OleIo B 0o R OO0 0T 2.01 2.89
SOk siexere roporere ol KA ToIElel SToTokekehsToke] o 5.5 1.56 2.44
I P R Me— PP 1.27 2.14
Zo®PE 6 00009000 6060000000000000 03 1.06 1.93
(28(0) g 6 080 6 006 6T ololo Bl CBERE o= s 0.90 1.77

11, Price changes

We were unsuccessful in our attempts to estimate a statistically significant
relationship between Swedish wage changes and price changes. Some of our more
interesting price change equations are shown in Table 8.20, In addition to the
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explanatory variables shown in Table 8.20, several tests were also run on the vari-
ables%, DUM I and DUM II. (These last two variables have already been defined

in this Section.) These variables were consistently not significant.

Figure 8.12

THE RELATIONSHIP BETWEEN THE RATE OF CHANGE
IN WAGES AND THE RATE OF UNEMPLOYMENT, SWEDEN,
FOURTH QUARTER 1965
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The “best’’ estimate, in our view, of the determinants of Swedish price changes
is equation (8.42), which explains changes in Swedish prices in terms of a constant,
import price changes, and lagged price changes. The t-ratios for the wage change
variable in the equations reported in Table 8.20 are consistently well below 1.0,
indicating little statistical significance. Time is also far from significant.

The steady state version of equation (8.42) is:

(8.42¢) P; = 3.403 + 0.28189 F, .
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Table 8.20

Price Change Equations (Regressions Explaining P'),
Sweden, 1954-1 — 1965-1V

Coeffieients of Explanatory Variables:
Equation | Constant 2
5 . 5 R D.W.
Number Term W, Hj t P
t-1
(8.42) 0.97205 - 0.08052 = 0.71436 0.546 1.89
[2.01] [7.20]
(8.43) 1.1687 -0.06402 0.08784  0.00699 0.72353 0.551 1.92
[o.61] [2202]  [o.50]  [6.66]
(8.44) 1.2439 -0.04989 0.08812 — 0.73221 0.548 1.93
(0.49] [2.04] [6.89]
(8.45) 0.96939 0.02340 = ° = 0.69106 0.505 1.81
[.24) (6.40]

According to this relationship, Swedish consumer prices can be expected to rise
at an annual rate of 3.4 per cent if import prices are constant. Each increase of

one percentage point in the annual rate of change in foreign prices increases the
rate of price change by 0.28 of a percentage point, beyond to 3.4 per cent annual
rate of increase.

The failure of wage changes to be a significant determinant of the rate of
change in consumer prices may, of course, reflect the inadequacies of our tests or
the inadequacies of the statistics on which they are based, or both.! An alternative
explanation is that wage changes have not been a significant determinant of price
changes in Sweden and that the large constant term reflects the very high level of
aggregate demand which has generally characterized the Swedish economy since
1954. Unemployment rates since 1960, for example, have been at 1% per cent or
below, based on North American definitions.? To test this proposition, our tests
should be rerun with a demand variable explicitly included to take this factor into
account. Specifying such a variable satisfactorily, however, poses several difficult
problems and there has not been sufficient time to develop a satisfactory demand
variable, for Sweden ot for any of the other countries considered in this survey.

The influence of import prices on Swedish price changes is what one would
expect, due to the very open nature of the Swedish economy. Indeed, in view of
the importance of foreign prices as a determinant of Canadian domestic prices
and the openness of both the Canadian and Swedish economies, one might have
expected import prices to have had a somewhat greater influence on Swedish
prices than equation (8.42) indicates. The relative smallness of this influence for
Sweden suggests, once again, that the level of domestic demand since 1954 may

It has been suggested to us that the impact of wage changes on price changes in Sweden
is heavily influenced by whether or not the particular industry under consideration is
exposed to intemational competition. In the time allotted for this study, we were unable
to investigate this possibility by disaggregating in some appropriate fashion.

For a fuller outline of the conditions of this period, see Smith, op. cit.,, Chapter 8. From
1954 to 1965, the unadjusted unemployment rate in Sweden averaged 2.0 per cent and
ranged from 0.6 per cent to 4.4 per cent.
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have been so high that the effect of changes in foreign prices through changes in
the cost of imported inputs and competitive pressures on the product prices of
import-competing domestic industries has been greatly diluted.

Because of the absence of a statistically significant wage change term in
any of the price change equations, no attempt has been made to compute a trade-
off relationship for Sweden,

7. Comparisons and Conclusions
i. Prologue

As stated at the outset and reiterated at various points in this Chapter, this
analysis is subject to a number of important qualifications arising from a lack of
comparable data for the countries considered, the limitations of our analytical
techniques, and a shortage of time to pursue more detailed tests for each coun-
try. In general, our attempts to estimate wage adjustment relationships for the
five foreign countries in question have met with greater success than our efforts
to estimate price change relationships. We have some confidence in most of the
wage change relationships: in our view the estimates for Germany and France are
probably the most questionable. We have less confidence in the estimated price
change relationships and in the derived trade-off relationships.

In the Figures that follow, the wage-change-unemployment and the trade-off
curves for Canada and the five countries considered in this Chapter are superim-
posed on each other to facilitate comparisons. The assumptions made about
variables other than the unemployment rate entering these relationships are
shown in detail in the accompanying Tables. These may generally be characterized
as non-inflationary and as inflationary. It may be noted that, in these Figures, the
curves for each country are drawn only for the range of the unemployment rate
actually experienced in each country from 1953 (or 1954) to 1965. These Figures
should be considered in conjunction with the Tables, which show the percentage
rate of increase in wages and in prices for the six countries, as indicated by our
estimated relationships, under four assumptions about the rate of unemployment
and under the same set of non-inflationary or inflationary assumptions for the
other variables as underlie the charts.

We may present some words of explanation with regard to the unemployment
assumptions on which these Tables are based. The four rates assumed are the
minimum level of unemployment experienced by each country since 1953 (or 1954),
the maximum level of unemployment in each country since that date, the mean
level of unemployment in each country over the sample period, and a common rate
of unemployment of 3 per cent for all countries. For two reasons, at least, it
seems useful to base our comparisons on more than the simple assumption of a
common rate of unemployment for all countries. First, although the unemployment
data used in this analysis are supposed to be adjusted to North American defini-
tions, the accuracy of this adjustment is open to some question, as suggested
earlier. Secondly, even if the figures are fully comparable, it is possible that,
for purposes of policy analysis, it is more interesting to compare the rates of
wage and price change implied by the range of unemployment rate in which the
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countries’ economies have actually been operating. Given the economic and
political structure of each country, government policy in some countries may be
circumscribed in such a way that the possibility of the unemployment rate rising
beyond the range experienced in the post-war period is largely irrelevant. In
other words, a 3 per cent rate of unemployment in Canada may be quite different
from a 3 per cent level in Western Europe, not only because of different statisti-
cal definitions but also because of a difference in the tolerance of the population
for this amount of unemployment and because of a difference in the structure of
the economies.

The final introductoty point to be presented before proceeding to a compari-
son of the relationships relates to the estimates shown as Canada I and Canada
II. The estimates denoted as Canada I in all Figures and Tables in this Section are
based on arbitrary assumptions, as noted in each instance, about wage and price
changes in the United States. Canada II estimates incorporate the predicted values
of U.S. wage and price changes at various rates of unemployment in the United
States, based on the U.S. wage change and price change relationships reported in
Section 2 above. This was done by substituting the U.S. wage adjustment relation-
ship, equation (8.1e), for W s, in the Canadian wage adjustment relationship,
equation (5.1e). After some algebraic manipulations, the following Canadian wage
change relationship is derived, with the U.S. variables shown as lower case letters
to distinguish them from the same variables for Canada which are shown as capital
letters:

(8.46) W, = — 4.3356 + 0.43603 P + 0.05536 (2/Q)f, + 16.529 (U*)™

+0.01081 (2/g)} - 0.00454 DUM-t + 4.9768 (uf)™ + 0.03824 p¥.
Similarly, by substituting the U.S. wage adjustment relationship, equation (8.1e),
for W in the Canadian trade-off relationship, equation (6.7), we can derive the

followmg trade-off relationship for Canada in which the U.S. variables again are
shown as lower case letters:

(8.47) PP = _15.424 + 1.0378 F, + 0.11441 (2/Q)%., + 34.161 (UH™

+0.02234 (3/q)¥ - 0.00938 DUM.t + 10.285 (uf)™ + 0.07902 py .

If, in addition, we substitute equation (8.11) in place of [5’: in equation (8.47),
we can derive the following trade-off relationship, which is employed for the
Canada II estimates:

(8.48) P! = -15.884 + 1.0378 F, + 0.11441 (2/Q)%., + 34.161 (UX)™

+0.02617 (3/q)¥ - 0.01099 DUM.t + 12.051 ()™ .

By means of equations (8.46) and (8.48), we can directly link Canadian wage and
price changes to the determinants of U.S. wage and price changes and thus avoid
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simply assuming particular values for U.S. wage changes. In calculating the Canada
II estimates for the following Figures and Tables, the same values have been
assumed for the U.S. determinants as were assumed in the corresponding estimates
for the United States shown in these Figures and Tables.

1i. Wage changes

Some of the main points suggested by Figures 8.13 and 8.14, together with
Tables 8.21 and 8.22, may be summarized as follows:

First, it is evident that the degree of sensitivity of wage changes to unem-
ployment rates differs from country to country. Within the range of post-war experi-

ence, wages appear to be most sensitive to unemployment in France, Britain, and
Sweden. In Germany, wage changes are highly sensitive to unemployment rates

below roughly 1% per cent but quite insensitive to unemployment rates above 1%

per cent. U.S. wages appear to be slightly more sensitive to unemployment than
Canadian wages. The Canada II curve is more sensitive to variations in the unem -
ployment rate than the Canada I curve, as the U.S. wage change is implicitly allowed
to vary in the former case, by setting the U.S. unemployment rate equal to the
Canadian rate of unemployment. Which of these curves should be considered the
more relevant one depends on the question that one wishes to answer. If one wishes
to know what effect a variation in Canadian unemployment rates would have on
Canadian wage changes, given external circumstances, the Canada I curve is more
relevant. If, on the other hand, one wishes to know what effect a variation in unem-
ployment rates in both Canada and the United States would have on Canadian wage
changes, the Canada Il curve gives the more appropriate estimates.

Secondly, one of the most striking points indicated by a comparison of Figures
8.13 and 8.14 is the very high sensitivity of wage changes in Canada and West
Gemmany to inflationary economic conditions, in comparison to Sweden, Britain,
and the United States.' For Germany, this result reflects mainly the relatively
high sensitivity of German wage changes to changes in consumer prices. This is
also an important factor explaining Canada’s relatively high sensitivity, but
another important factor is the sensitivity of Canadian wage changes to those in the
United States.

Thidly, if one assumes the mean rate of unemployment experienced by each
country over the sample period and non-inflationary conditions, the annual
rate of wage change predicted for each country in Table 8.21 is: Sweden, 4.2
per cent; West Germany, 3.3 per cent; Canada, 2.9 or 3.0 per cent; the United
States, 2.8 per cent; and Britain, 2.3 per cent. If one assumes the more inflationary
conditions underlying Table 8.22, this ranking changes somewhat. The ranking
becomes: France, 6.9 per cent; West Germany, 6.1 per cent; Canada, 5.0 to 5.6 per
cent; Sweden, 5.1 per cent; the United States, 3.6 per cent; and Britain, 3.4 per cent.

S —— e

! A relationship for France is not shown in Figure 8.13 since P, is not included in the
French wage adjustment relationship. In view of the inflationary character of the French
economy during most of our sample period, it was thought that the French relationship
might more suitably be grouped with the curves based on ‘‘moderately inflationary®’
conditions.
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Figure 8,13

A COMPARISON OF THE RELATIONSHIP BETWEEN WAGE CHANGES
AND THE RATE OF UNEMPLOYMENT, UNDER ‘‘NON-INFLATIONARY"
CONDITIONS, BRITAIN, CANADA, SWEDEN, UNITED STATES,
AND WEST GERMANY, FOR A RECENT POST-WAR PERIOD
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Figure 8.14

A COMPARISON OF THE RELATIONSHIP BETWEEN WAGE CHANGES
AND THE RATE OF UNEMPLOYMENT, UNDER ““MODERATELY INFLA-
TIONARY'' CONDITIONS, BRITAIN, CANADA, FRANCE, SWEDEN,
UNITED STATES, AND WEST GERMANY, FOR A RECENT POST-WAR PERIOD
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If one assumes non-inflationary conditions and a common rate of unemploy-
ment, Canada and the United States can be expected to have the largest increases
in wages, followed by West Germany, Sweden and Britain (see Table 8.21). If a
common 3 per cent rate of unemployment and more inflationary conditions are
assumed (Table 8.22), Canada and France can expect the largest increases, fol-
lowed by West Germany, the United States, Sweden, and Britain.
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Finally, it is of some interest to compare the wage adjustment relationships
derived from our estimates with those presented in Table 3.21 of Chapter 3, which
are based on the estimates of previous studies. Figures derived from the relation-
ships estimated in this Chapter (and, for Canada I, Chapter 5) are shown in
Table 8.23 on the same basis as the figures shown in Table 3.21. Generally
speaking, the estimates for Canada and the United States shown in Table 8.23 are
of the same order of magnitude as those shown in that earlier Table. The differ-
ences in the estimates for Britain are somewhat greater, and the largest differences
are in the estimates for France and West Germany.! The relationships derived in
this Chapter suggest that these two countries are likely to experience a much
higher rate of wage increase at all rates of unemployment. Moreover, because of
the nonlinear formulation underlying our relationships, in contrast to the linear
assumptions underlying the estimates for France and West Germany discussed in
Chapter 3, the estimates of this Chapter suggest that wage changes in these two
countries are less responsive to variations in the unemployment rate beyond a
certain (low) level of unemployment.

1ii. Price changes and trade-offs?

Figures 8.15 and 8.16, together with Tables 8.24 and 8.25, relate to the re-
lationships between the rate of change in prices and the rate of unemployment over
the range of unemployment experienced by each country since 1953, under two
alternative sets of assumptions (one relatively non-inflationary and one relatively
inflationary) with regard to the other variables in the trade-off relationship.

The following are particularly noteworthy points.

First, according to Figure 8.15, only Canada and the United States can hope
to achieve a zero rate of price change by maintaining a moderately high rate of
unemployment. For both countries, the implied rate of unemployment to achieve
this objective is in the range of 4 to 5 per cent when other conditions are non-
inflationary. Even in non-inflationary circumstances, the European countries
apparently cannot look to maintaining a moderately high rate of unemployment as a
means of completely stablizing prices if policy is limited to keeping unemploy-
ment rates within their conventional ranges.

Secondly, when more inflationary values are assumed for the other deter-
minants of changes in consumer prices as in Figure 8.16, the curve for Canada
moves upwatd very sharply. The French, British and U.S. curves, on the other
hand, shift only moderately, while the West German curve hardly moves upward at
all. It is evident once again that inflationary conditions, particularly those origi-
nating outside Canada, have a very appreciable impact on the expected rate of
change in the Canadian Consumer Price Index.

As before, the estimated wage changes for France are assumed to be most comparable to
those for the other countries discussed here under relatively inflationary conditions. Hence
we have placed these estimates in the last two columns of Table 8.23, despite the fact
that we have no explicit estimate of the effect of consumer price changes on French wage
changes.

The discussion of this Section excludes Sweden, for which we were unable to derive a
trade-off relationship.
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Figure 8.15
TRADE-OFF CURVES, UNDER ‘‘NON-INFLATIONARY'' CONDITIONS,

BRITAIN, CANADA, FRANCE, UNITED STATES, AND
WEST GERMANY, FOR A RECENT POST-WAR PERIOD
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If one assumes non-inflationary circumstances and the mean rate of unem-
ployment experienced in each country over the sample period, the estimates in
Table 8.24 suggest that prices might be expected to decline slightly in Canada
and in the United States, and to rise perceptibly in Europe. When non-unemploy-
ment conditions are assumed to be inflationary, the predicted rate of price increases
at the mean rate of unemployment, in Table 8.25, will be greater in Canada and
France than in Britain and West Germany, while the expected rate of change in
U.S. consumer prices, even with the relatively high value of the profits variable,
is still approximately zero.

Finally, if the unemployment rate is assumed to be 3 per cent in all countries,
with non-inflationary values of the other explanatory variables, consumer prices in
Canada can be expected to rise somewhat more rapidly than in Europe, with the
lowest expected rate of inflation occurring in the United States. If, however, other
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Figure 8.16

TRADE-OFF CURVES, UNDER ‘“MODERATELY INFLATIONARY"
CONDITIONS, BRITAIN, CANADA, FRANCE,
UNITED STATES, AND WEST GERMANY, FOR A RECENT
POST-WAR PERIOD
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circumstances are inflationary, prices can be expected to rise substantially more
in Canada at a 3 per cent rate of unemployment than in the other countries, with

the expected rate of inflation in the United States still slightly less than that of
the European countries.

In general, the foregoing analysis has been based on the assumption that
unemployment rates in Canada and in the United States move together at approxi-
mately the same levels. Although unemployment rates in Canada have generally
been of the same order of magnitude as in the United States, they have differed by
as much as 1% percentage points during particular quarters since 1953. This raises
the question as to how the trade-off curves are affected when such differentials in
unemployment rates occur., This question can be directly answered from equation
(8.48). The curves shown in Figure 8.17 have been derived from this equation
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under the assumption that the U.S. unemployment rate is either one percentage

point higher or lower than the Canadian rate, with alternatively non-inflationary or
inflationary values assumed (as before) for the other explanatory variables. In both
parts of Figure 8.17, the Canadian unemployment rate is measured on the horizontal
axis, as in the earlier charts. In part (a), this unemployment rate is associated with
a U.S. rate one percentage point below the Canadian figure; in part (b), the
Canadian rate is one percentage point below the associated U.S. rate. From these
curves it is evident that the more unemployment in Canada exceeds unemployment
in the United States, the flatter will the Canadian trade-off curve be; and conversely.
Moreover, Figure 8.17 emphasizes again that the rate of unemployment in Canada
“‘required’’ for complete stability of the price level depends on the rate of unem-
ployment in the United States. Other calculations from equation (8.48) indicate

that an unemployment rate of 4% per cent in both countries is consistent with
complete price level stability in Canada (under the assumption of non-inflationary
values of the other variables). If, however, the U.S, rate of unemployment is
assumed to be 4 per cent, the implied rate of unemployment ‘‘required’’ for complete
stability of the Consumer Price Index is 4.7 per cent. Alternatively, if the U.S.
unemployment rate is 5 per cent, the implied unemployment rate in Canada for an
expected zero change in consumer prices decreases to approximately 4 per cent.

1v. Incomes policies

In the foregoing sections, we have found evidence that is generally consistent
with the view that the incomes policies adopted in the United States, Britain, and
France have had some effect (at least in the short run) in restraining the rate of
increase in wages. We have found no evidence supporting the view that these
policies have restrained the rate of rise in consumer prices through any channels
apart from the lessening of price pressures due to the relatively indirect effects
arising from the restraint on wage increases.

Two additional points remain to be made on this issue. The first is that, if
incomes policies have in fact had an effect on U.S. wage changes, according to
some of the results of Chapter 5, they will also have had an impact on Canadian
wage and price changes. Equations (8.46) and (8.48) suggest that the maximum
effect of these policies may have been to reduce the rate of increase in Canadian
wages by approximately one quarter of a percentage point per year and in Canadian
consumer prices by roughly one half of a percentage point per year.!

Finally, it can scarcely be overemphasized that our empirical evidence does
not prove that incomes policies have been effective nor that they are desirable
even if they have been effective. Conceivably, the shifts in the relationships

! It should be pointed out that the estimated effects, which are discussed in this paragraph,
of the U.S. guideposts on Canadian wage and price changes, are not strictly comparable;
the latter is based on a higher degree of reduction than the former. Thus, changes in the
U.S. Consumer Price Index (and also in the Canadian Consumer Price Index) explicitly
appear as an explanatory variable in the wage adjustment equation (8.46), while this
variable (along with the Canadian consumer price changes, of course) is eliminated as
an explanatory variable in the trade-off equation (8.48). This means that the Canadian
price change relationship, equation (8.48), has been carried to a higher degree of reduc-
tion, in the sense of being expressed in terms of the “‘ultimate’’ (or *‘truly’’ exogenous)
determinants of wage and price level changes.
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indicated by our statistical evidence may be explained by factors other than incomes
policies. Moreover, even if the shifts in these wage adjustment relationships were
induced by incomes policies, the possibility that these shifts were only transient,
so that the immediate reduction in wage increases (and hence in pressures on the
level of prices) was (or will be) completely offset by more rapid increases later on,
cannot be dismissed out of hand. Furthermore, even if these incomes policies are
judged to be ‘‘permanently’’ effective, there are other important questions to be
considered before one could assert that such policies have been desirable for the
countries which have adopted them or that these policies should be adopted by
Canada. These are important issues, but they are not ones to which we have

addressed ourselves.

275



APPENDIX ON STATISTICAL DATA

Sources, Definitions and Explanations

1. Consumer and Commodity Import Prices

The sources of these series were the two International Monetary Fund
publications, International Financial Statistics and the 1964-1965 Supplement,
and Monthly Bulletins of Statistics by the Statistical Office of the United Nations.
(This latter publication was used mainly for the earlier years.)

2. Wages

The wage series were also constructed from figures given in International
Financial Statistics and the 1964-1965 Supplement. The coverage and conceptual
type for the wage series for the five countries is as follows:

a. France: hourly earnings in manufacturing, construction, communications,
and some branches of transportation and other services.

b. Sweden: houtly earnings in mining and manufacturing.

c. Britain: weekly rates in mining, manufacturing, construction, and some
branches of transportation and other services.

d. United States: hourly earnings for an industrial composite.

e. West Germany: hourly earnings in mining, manufacturing, construction and
in some branches of services (for some of the years). (Wages in the Saar
are excluded for all years prior to 1959.)

3. Unemployment Rates

a. France: The principal source of the unemployment data is the Organization
for European Co-operation and Development (OECD) publication, Manpower
Statistics. As the repatriates from North Africa are presumed to affect the
figures from late 1962 onward, the factor converting to equivalent U.,S.
unemployment rates was computed from an average for the 1959-61 period.
The rates of unemployment given in Neef! and in Manpower Statistics are
roughly comparable for this period when unadjusted; hence, Neef’s
conversion factor (multiplying the raw French rates by 2.08) was employed
for the entire period to convert to U.S. definitions. Given these annual
rates, the quarterly pattern was obtained by adjusting a quarterly series of
unemployment rates in France so that their annual average would be the
rate for the year according to U.S. definitions. (The sources of this
quarterly series are the OECD’s Annual Survey of France (1965) and the
INSEE’s Bulletin Mensuel de Statistique, No. 7 (July 1965).) The French

! A.F. Neef, “‘International Unemployment Rates, 1960-1964,'® Monthly Labor Review,
March 1965.
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quarterly series is deficient in that it excludes repatriates from North
Africa. The preliminary rate for the year 1965 (2.8) was taken from A.M.
Ross’ data on adjusted unemployment rates.’

b. Sweden: The figures for the years 1954 and 1955 were taken from Angus
Maddison, Economic Growth in the West, p.220. The OECD publication,
General Statistics, was used for the figures from 1956 onward. Maddison’s
figures for 1954 and 1955 were adjusted upward by a factor of 1.07, which
is the degree of understatement of his unemployment rates in comparison to
those in General Statistics for the period of overlap (1956-60). The series
was then adjusted upward by the Neef conversion factor for 1961-63 (1.20),
which is unchanged from the earlier adjustment factor presented by Myers.?
The preliminary rate for 1965 (1.2) was taken from A.M. Ross’ figures.’

c. Britain: The sources included the OECD publication, General Statistics,
and the International Labour Office (ILO) Quarterly Bulletin, selected
issues for 1965. Neef’s adjustment factor (1.44), which was based on the
1959-63 period, was employed to adjust the data to the U.S. concepts. The
preliminary rate for 1965 (2.2) was derived from A.M. Ross’ figures.*

d. United States: The figures for 1964 and 1965 were taken from the Economic
Report of the President, January 1966. The rates for the prior quarters were
obtained from the Department of Commerce’s 1965 publication Business
Statistics, which is a supplement to the Survey of Current Business.

e. West Germany: The sources are the OECD publication, General Statistics,
and the ILO Quarterly Bulletin, selected issues for 1965. Beginning in
July 1959, these rates include the Saar. The raw data were adjusted to the
U.S. concept by multiplying by A.F. Neef’s adjustment factor (0.62), which
is based on the 1959-63 period. The preliminary rate for 1965 (0.4) was
taken from the adjusted unemployment rates of A.M. Ross.’

4. Corporate Profits per Unit of Output (Manufacturing Sector) in the United States

The sources of this series were twofold: first, the March 1966 issue of the
Survey of Current Business; secondly, the Department of Commerce’s 1965
supplement to the Survey, Business Statistics.

! A.M. Ross, ‘“Guideline Policy — Where We are and How We Got There,’* (U.S. Department
of Labor, Mimeographed, 1966).

Robert J. Meyers, op. cit., in Joint Economic Committee of U.S. Congress, Measuring
Employment and Unemployment (1963).

A.M. Ross, op. cit.
4 Ibid.
5 Ibid.

2|
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CHAPTER 9

THE TRADE-OFF OPTIONS OPENTO CANADIAN ECONOMIC
POLICY: SOME CONCLUSIONS AND POLICY IMPLICATIONS

1. A Brief Résume

The object of this study has been to evaluate the degree of conflict between
two key objectives of economic policy in Canada: high employment and a stable
price level. In order to accomplish this object, empirical wage change and price
change relationships were estimated for Canada. Our ‘‘best’ wage change
relationship indicates that about five sixths of the variation inthe rate of wage
increase in Canada can be explained by variations inthe unemployment rate, the
rates at which U.S. wages rise, the level of unit profits in manufacturing, the
rate of change in consumer prices, and lagged wage movements. Our ‘‘best’’ price
change relationship suggests that a slightly larger proportion of the variation in
Canadian price changes since 1953 can be explained by variations in wage
changes, import price fluctuations and lagged price changes. These two relation-
ships can then be reduced to a derived trade-off relationship, which is the basis
of our estimates of the degree to which these two goals conflict, under varying
conditions.

Part I of this study, consisting of the first three chapters, discussed the
concepts of a wage adjustment and price-change-unemployment trade-offs and the
relevance of these concepts to policy formulation and evaluation. Also in Part I
was a review of various empirical studies of these relationships made by other
investigators for a variety of countries, including Canada. In Part I, the heart of
this study, wage and price change relationships for Canada were estimated onthe
basis of quarterly data for a sample period running from 1953 to 1965.This process
began by testing the predictive power of three earlier estimates of these relation-
ships for Canada in order to assess how well these relationships forecasted
developments beyond the period to which they were fitted. The second step was to
develop our ownestimates of these relationships for Canada, drawing as far as
possible on what we had been able to learnfrom our review of other studies. And
the third step was to use our “‘best’’ results to derive the empirical trade-off
relationship between the level of unemployment and the rate of inflation, which
was the primary objective of this study. Part III provided evidence which supple-
ments the post-war results for Canada intwo ways. The first set of evidence was
the reworking of the Canadian relationship for a longer historical period extend-
ing back to the 1920’s. The primary purpose of this investigation was to ascertain
the degree of stability that our estimated quarterly relationships for the post-war
period might possess. The second line of supplementary inquiry attempted to
develop rough estimates of the wage change, price change, and derived trade-off
relationships for the United States, Britain, France, West Germany, and Sweden,
and to compare these estimates with those for Canada.



In the course of our discussion, we have mentioned various limitations of
our analysis arising because of imperfections in the statistical data available to
us, the limitations of our techniques, and the time constraints circumscribing the
range of tests that could be undertaken. In principle, it would have been desirable
to estimate all of the price and wage change relationships considered here within
the framework of an aggregative econometric model in which all direct and
indirect effects could be taken into account simultaneously. In fact, this has not
been feasible. How much different our estimates would have been had they
emerged as part of such a model is unclear, although the results of some trial
calculations employing the method of two-stage least squares, which were
reported in the Appendix to Chapter 5, suggest that the amount of what single
equation bias may be present is not very great.

No attempt here will be made to summarize in detail the conclusions
emerging from this study, most of which have already been briefly recapitulated
in the final sections of the chapters in which these conclusions have been
developed. Instead, the remainder of this Chapter will focus directly on the key
question posed by this study: the price-stability-unemployment trade-off options
to be faced in formulating Canadian economic policy.

The first point can be stated quite emphatically: there is almost certainly a
conflict between the objectives of price stability and high employment, unless
the conflict is resolved by defining it out of existence.’ No vestige of evidence
has been found for Canada or any other country that suggests that within the
range of experience under consideration, which is the range relevant in the
formulation of economic policy inthis country, these two objectives are com-
plementary rather than conflicting.”

The second point can also be made quite firmly: the relationship between
the rate of unemployment and the rate of change in the domestic price level in

1

For example, some have suggested that ‘‘reasonably’’ full employment and ‘‘reasonable’’
price level stability are compatible. In our view, which is based on the evidence of this and
other studies, this statement is true only if the words ‘‘reasonably’’ and ‘‘reasonable’’

are given unreasonable interpretations.

*Some may perhaps consider this point so obvious as not to warrant separate mention. The
point, however, is far from obvious toeveryone. In 1958, no less a person than the
Governor of the Bank of Canada declared that the idea of a conflict between these
objectives is ‘‘in danger of becoming the great economic fallacy of the day.’’ (Bank of
Canada, Annual Report, 1958, pp. 9-10.)

A more sophisticated variant of this criticism is the argument that the apparent ability of
policy-makers to trade off reductions in the unemployment rate against a more rapid rate of
inflation is illusory, or at least confined to a very short period. In this view, the effects
of driving the rate of unemployment below its ‘‘equilibrium’’ value (defined, say, as the
point at which unfilled job vacancies equal numbers unemployed) are exhausted within a
year, while the harmful effects of inflation are permanent, because the public adjusts to
the new (and faster) rate of change of the price level. Hence, this reasoning would lead

to the assertion that the intermediate-term trade-off curve is vertical at this ‘‘equilibrium?’’
rate of unemployment; in this respect, it would resemble the ‘‘pure demand-pull’’ trade-off
curve of Section 5 of Chapter 2, The argument appears to depend crucially on a neo-
classical type of theory of unemployment, with the full employment of the labour force
representing a unique point in terms of the unemployment rate and with labour market
forces playing the predominant role in determining not only the real wage but also this
unique rate of unemployment., While we do not doubt that a consistent model embodying
this line of reasoning can be constructed on a theoretical plane, we remain somewhat
sceptical of its applicability to any ‘‘real world’’ economy, among the developed countries.
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Canada is greatly complicated by the openness of the Canadianeconomy and the
magnitude and pervasiveness of the influence of foreign, especially U.S., price
and wage changes on Canadian wages and prices. Given this external influence
and given the limitations constraining public policies, it is not likely that price
changes in Canada can deviate very much from price changes in the United
States. This is all the more likely as long as this country adheres to a fixed rate
of foreign exchange. In this connection, it is interesting to note that interregional
variations in changes in the Consumer Price Index within the United States since
1920 have, onthe average, exceeded the differences in consumer price changes
between Canada and the United States, regardless of the exchange rate system or
the rate itself which Canada has happened to have adopted during this period.’

2. The Price Level Objective

From the evidence presented in this and other studies, it seems apparent
that Canadian objectives regarding the rate of unemployment and the rate of in-
flation can be sensibly defined only in relation to the external conditions
influencing Canadian wages, price and unemployment, and the ability and
willingness of governments to contain or offset these external influences. If one
assumes a fixed rate of exchange and also that no post-war government in Canada
would find it possible to allow the unemployment level to rise and tofluctuate by
whatever extent might be necessary to offset external price influence, the scope
for public action to offset external price changes would seem to be restricted.

How, then, should the objective or target value () of the rate of
change in the consumer price level be defined, for purposes of Canadian public
policy, if it is considered unrealistic simply to aim at some target level (k) in
the rate of change in consumer prices (15), irrespective of external circumstances
and the limitations on domestic policy? In formal terms, this policy strategy can
be expressed as follows:

9.1 Pehy=k

If this is not a realistic policy, what then might be considered realistic and
appropriate?

One approach, suggested by the close association in the past between
changes in Canadian and U.S. prices, might be to define Canada’s price level
objective in terms of changes in the U.S. Consumer Price Index. Thus one might
define this policy objective as aiming to keep the rate of change in Canadian
consumer prices equal to the rate of change in U.S. prices, or, alternatively, to
keep Canadian consumer price changes above or below the rate of change in U.S.
prices by a certain specified amount. In symbols, this strategy can be represented
as:

9.2) il aias.

1G. L. Reuber, The Objectives of Monetary Policy (Ottawa: Queen’s Printer, December
1962), pp. 190-192, This phenomenon is all the more striking if one eliminates the years
immediately after World War II, when there were differences in the rate at which wartime
controls were removed in the two countries.
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where p is the rate of change in U.S. consumer prices and x is the desired
number of percentage points above or below the rate of change in U.S. prices.
Although this approach may be viewed as more realistic than the first approach
(that indicated by equation (9.1)), it is also too simple and relies onan impres-
sionistic relationship between U.S. and Canadian price changes. It implies that
U.S. price changes are a prime determinant of Canadian consumer price changes.
Our ‘‘best”’ estimates, as presented in Chapters 5 and 6, suggest otherwise
(although U.S. price changes do show up in an alternative estimate of the
Canadian price change relationship, discussed in the Appendix to Chapter 6).
Secondly, this definition of the price level objective completely ignores import
price changes and U.S. wage changes as external determinants of Canadian price
changes. The bulk of our results have pointed to these factors as highly signifi-
cant determinants of Canadian wage and ptice changes.

As these comments suggest, a more realistic approach would be to define
Canada’s price level objective in such a way that the external determinants of
Canadian price changes, as estimated in the earlier chapters, are explicitly
taken into account, One such definition, based on the tentatively ‘‘best’’
estimate of the trade-off relationship, equation (6.7), might be the following:

9.3) [P-1.04F -054W,, ]=¢,=k'.

This implies defining Canada’s price objective in terms of the change in the
Consumer Price Index less the amount of this change accounted for by changes in
import prices and U.S. wages. On this basis, all the external influence on
domestic price levels would be accepted as given and policy would be geared
entirely towards controlling that portion of the change in prices which could be
attributed to domestic f actors — the level of unemployment, unit profits and a
constant factor.

It does not seem any more feasible, however, for the government simply to
back off and to accept fully whatever external influence is exerted on domestic
price levels than totry to offset fully the effect of external influences. It is
doubtful whether public tolerance of inflation is so great that any present-day
government in Canada would wish to adopt this policy strategy.

A more appropriate policy strategy appears to be to define Canada’s price
level objective in a way which avoids both of these extremes, allowing for some
resistance toexternal influences but not aspiring to offset these external
influences completely. Such a definition might be represented as follows:

(9.4) [P- B(1.04F+0.54 Wts) l=¢y=k".

As a matter of definition, the value of B varies inversely with the degree of
external influence that is offset. Equation (9.1) is simply equation (9.4) with

B = 0; equation (9.3) is equation (9.4) with 8 = 1.0. In the framework of the more
fundamental theory of the optimum policy combination, which was discussed in
Section 6 of Chapter 2, B is an intermediate construct, being determined itself
by the shape and position of the trade-off curve, the nature of the family of
community indifference curves, and (possibly) the sensitivity of the trade-off
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curve toexternal influences. These points will be developed in the Appendix to
this Chapter, in which it will be argued that, in general, S lies between the
limiting values of zero and unity. The parameter 8 may be a constant or its
magnitude may vary.

It is beyond the scope of this study to suggest an exact value (or exact
values) for 3. We have, however, asserted that this value is likely to be less
than one and greater than zero if the only options open to the public policy are
to increase unemployment or to allow prices torise rapidly. In order to emphasize
this point further, some illustrative calculations are presented in Table 9.1. The
results are based on the ‘‘best’’ trade-off relationship of this study and show the
amount of unemployment ‘‘required’’, according to our estimates, for each year
since 1953 in order toachieve the price level objective as defined in three
different ways. In all cases, it is assumed that the declared general price level
objective is to limit the ‘‘target’’ rate of price increases to no more than 1%
percentage points per year, (In symbols, k, k', and k" are set equal to 1%.) The
three definitions of this general goal are specified by assuming three different
values of 3 in equation (9.4): B=0; B8=0.5 g =1.0.Inallcases, it has
been assumed that unit profits remain at their mean level throughout the period.

Columns (2) through (5) of Table 9.1 show the actual annual values for 15, F:‘,
W us and U from 1953 to 1965. Columns (6), (7), and (8) present the hypothetical
percentage rates of change in consumer prices (P) implied by our three defini-
tions of the price level objective ¢. These definitions are based onequation
(9.4), with the value of 8 being varied as indicated. Columns (9), (10), and (11)
show the rates of unemployment implied by each of these definitions of the price
level target, given a mean level of unit profits and the actual external influences
affecting Canadian prices in each year.

As is evident from columns (6) and (9), if Canada’s price level objective is
defined in terms of holding price increases to a fixed value of 1Y per cent per
year regardless of external circumstances, not only can the rate of unemployment
be expected to be very high on occasion, but also sharp fluctuations in employ-
ment can be expected. Indeed, in some years, no amount of unemployment will
suffice, according tothe fitted relationships, to keep price changes at the pre-
determined value. Given the variation in external influences experienced since
1953 and making the other assumptions underlying column (9), one might expect
Canadian unemployment rates to range, on this definition of the price level
objective, from a low of 3.4 per cent to a high of 15.1 per cent, excepting 1956,
1957 and 1962 when no level of unemployment, according to the estimated
relationships, would have achieved the price target. The average rate of un-
employment from 1953 to 1965 (excluding these three years) would have been
5.6 per cent of the labour force.

Columns (8) and (11) show similar hypothetical estimates with S = 1.0.
This value for B8 implies that the price goal is defined in terms of the domestic
component of price changes only and that the external influences on domestic
price changes will be fully absorbed. In this case, as indicated by column (11),
the implied rate of unemployment remains constant at 2.67 per cent, under the
assumption of mean unit profits. However, the implied rate of change in the
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Consumer Price Index is relatively high, averaging 5.2 per cent per year from
1953 to 1963. Moreover, this rate of change fluctuates considerably, ranging from
3.2 per cent to 7.1 per cent. In columns (7) and (10), similar estimates based on
an intermediate definition of the price level objective are presented. It is here
assumed that 3=0.5. On this definition of the price level objective, variations
in aggregate demand, as reflected in unemployment rates, are geared to a policy
of offsetting half of the impact of external influences ondomestic price changes.
The results in Table 9.1, based onthis definition of the policy objective, suggest
that the unemployment rate would have averaged 3.4 per cent from 1953 to 1965
and that the rate of change inconsumer prices would have averaged about 3.4 per
cent per year. Under these assumptions, unemployment rates would have ranged
from a low of 2.9 per cent to a highof 4.5 per cent, and annual changes in
consumer prices would have ranged from 2.3 per cent to 4.6 per cent,

There can be no questionthat how one defines the price level objective of
Canadian economic policy is no less important than the numerical value which
one associates with this goal. What may appear to be a very modest goal may in
fact be quite unrealistic, because of the external influences bearing ondomestic
price levels and the constraints limiting economic policy.

One of these constraints which has already been pointed up is the tolerance
of the population for unemployment and for inflation. In addition, policy is
constrained by the inadequacies of the instruments available, by our knowledge
regarding the effectiveness of these instruments and by the lags associated with
their use. Moreover, it is evident that the balance of international payments may
impose important constraints on policy. Because of the sensitivity of Canadian
price changes to external factors, it is evident that if Canadian prices rise more
or less than prices abroad, compensating adjustments are likely to occur inthe
current account of the balance of payments, which, in turn, will necessarily
require compensating adjustments in capital flows, exchange rates, or domestic
aggregate demand and unemployment conditions. Suppose that Canadian prices
consistently rise more rapidly than prices abroad. As a consequence, Canadian
imports might be expected to increase and exports to decrease as domestic
production became less competitive with foreign production. No attempt will be
made here to trace out the process of adjustment and to identify in any detail the
policy constraints arising in connection with this process. Suffice it to say that
it seems unlikely that such differential price movements could long be sustained
by increased capital imports. Moreover, the effectiveness of an exchange rate
devaluation in restoring the competitiveness, relative to foreign competition, of
Canadian production is likely to be limited unless it were strongly reinforced by
domestic policies restricting aggregate demand. This is so because of the large
feedback on domestic prices of the increase in foreign prices, which would follow
devaluation. The size of this feedback is suggested by the large estimates of
the coefficients of F inthe price change and trade-off relationships. In short,
although there is some scope for Canada to pursue an independent policy in
regard to a price level objective, this scope can be viewed as relatively narrow.
Almost inevitably, price changes in Canada can be expected to be rather
similar to international price changes, especially those in the United States.
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All these observations are, of course, based on the assumption that the
trade-off relationship remains fixed and that policy-makers are faced with a stable
relationship between the rate of change in prices and their determinants. This
leads to the issue of what, if any, policies might be adopted which would reduce
the conflict between the objectives of high employment and price stability, thus
shifting the trade-off curve closer tothe axes. Among the policies which might be
considered inthis context are labour market policies, product market policies,
and income policies.

The main focus of this study has not been this issue. Empirical evidence
which is directly relevant tothese questions has, however, been provided intwo
forms. First, our examination of the historical wage change and price change
relationships for Canada, which extend back to inter-war years, indicates that
these relationships have remained fairly stable despite all the changes which
have occurred inthe economy over the years. There is some suggestion, however,
that the trade-offs between the rate of inflation and the level of unemployment
have become slightly more favourable since 1953 than historically, given the
influence of the other determinants of price changes. At the same time, our
evidence suggests that Canadian price changes have become substantially more
sensitive toexternal influences since 1953 than during the longer historical
period. Nevertheless, it is still an open question whether these are genuine
changes or illusions reflecting fortuitous circumstances. At all events, our
evidence generally suggests that the price and wage change relationships in
Canada are somewhat resistant to changes inthe structure of the economy as well
as to changes in economic conditions and policies of the type employed inthe
past.

Secondly, our examination of the wage change relationships for five foreign
countries indicates the possibility that incomes policies may have had some
effect in shifting the trade-off relationships inthose countries which have adopted
these policies. Even if it is conceded that incomes policies have had this effect,
it remains an open question, which can only be answered with the passage of
time, whether these policies have resulted in a temporary or a permanent shift in
the trade-off relationship. In addition, there is the further important question of
what the implications of these policies are for other important objectives of
economic policy, such as allocative efficiency, distributive equity, economic
grewth, and balanced regional economic development.

Aside from these issues, there remains the fundamental issue of how to
determine the optimum combination of the rate of price change and the rate of
unemployment, an issue raised in Section 6 of Chapter 2. What is the appropriate
value of k" in our earlier example if one abstracts from the effect of external
influences on Canadian prices?’ And if one takes external influences into account,
as one must, what is the appropriate value not only of k" but also of 8 ? As was
pointed out for the parameter 3 when this construct was introduced, the appro-
priate (or ‘‘socially optimal’’) values of k" and of [ are mutually determined by

1

The ‘‘socially optimal’’ value of k" is, according to the theory of Section 6 of Chapter 2,
the rate of price change at point Q in Figure 2.3, page 28, The curve AA' in that Figure

abstracts (as it is drawn) from external influences on Canadian consumer price changes.
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the empirical trade-off relationship between price changes and its determinants,
including the rate of unemployment, and by the relative valuation placed by
policy-makers, representing the community, onthe costs of inflation and of
unemployment. In this study, our attention has focused exclusively on estimating
the empirical trade-off relationships. No attention has been given to the other
part of this policy issue. As is evident from the Appendix that follows, the
greater the cost associated with inflation in comparison to unemployment, the
lower the value of k" and of B which will be chosen by policy-makers in
defining the goals of economic policy.

It is appropriate that this study should conclude by posing more questions
than it has answered. Perhaps the most valuable functions which an empirical
study such as this can serve are to clarify and todefine the policy issues
which must be faced and to provide objective evidence which will allow difficult
and important decisions to be made on a more informed and rational basis.
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APPENDIX

Diagrammatic Presentation of the Derivation of 3, in the Theory of
the Optimum Policy Combination

The discussion of this Appendix will focus on Figure 9.1, the basis of this
discussion is the theory of the optimum policy combination, as developed in
Section 6 of Chapter 2. The curves AA' and BB' correspond to the curves present-
ed in Figure 2.1, and, as already pointed out, the point of tangency Q is repro-
duced from Figure 2.3. This point may be regarded as an optimum combination of the
rate of change in consumer prices and the level of unemployment, for a given
family of community indifference curves and at given values of the other explan-
atory variables of the trade-off relationship. When variations in other determinants
of the rate of price changes, such as the rate of change in import prices and in
U.S. wages, are taken into account, we have seen that such variations will shift
the two-dimensional trade-off curve closer to, or further from, the axes. The
curve BB' is the trade-off locus when variations in these other determinants have
produced a more inflationary environment (for a given rate of unemployment).

What will the optimum policy combination of a rate of inflation and an unemploy-
ment rate be in these changed circumstances?

As before, this will depend upon the preference function of the authorities,
which is presumed to reflect the wishes of the community. Three possibilities
are shown in Figure 9.1, corresponding to several possibilities. If the social
preference function generates community indifference curve I, then the target
value for the rate of price change remains unchanged and the resulting value of
the parameter 3, as defined in the text of this Chapter, is zero. If the appropriate
community indifference curve is that labeled III, then the target value for the
unemployment rate is unchanged and all of the external pressures on the rate of
change in prices are absorbed into the price level target. In this case, 3 is equal
to unity. If the appropriate community indifference curve is that labeled II, then
the response to the deterioration in the objective environment will be both to
incur an increased rate of unemployment (but not so much as would be permitted
in the case of indifference curve I) and to incur an increased rate of inflation
(but not as much of an increase as with indifference curve III). The implied value
of the parameter 3 will be, therefore, some intermediate value lying between zero
and unity. The series of derived values of 3 define an ‘“‘expansion path’’, or locus
of optimal combinations of the rate of inflation and the level of unemployment, as
the influence of non-unemployment variables shifts the trade-off curve closer to
and further from the axes. (In Figure 9.1, this locus of optimal combinations is
denoted by the symbol W.)Consequently, both 3 and the point Q (the value of k'')
are simultaneously determined by the empirical trade-off relationship and the
family of community indifference curves, which reflect the preferences of society
for the policy objectives of high employment and price level stability.

Finally, it seems worth presenting the argument for the assertion that zero
and unity are likely to be the limiting values of the parameter 3. Prior to the shift
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Figure 9.1

GRAPHICAL DERIVATION OF THE VALUE OF THE
PARAMETER 3, IN THE THEORY OF THE OPTIMUM
POLICY COMBINATION

e

in the trade-off curve AA', the optimum combination is given by the point Q, as
already discussed. If the community’s opportunities now deteriorate, as indicated
by a shift in the trade-off curve to BB', the community will necessarily experience
higher social costs through either greater inflation or a higher rate of unemploy-
ment or both, Prior to this shift, the optimum was at the point Q, where the rate of
price change is OA and the rate of unemployment is OB. At Q, one can argue that
the marginal social cost of an incremental amount of further inflation will be just
balanced by the marginal social cost of a further small increase in the rate of
unemployment; this is a necessary condition for an optimum at an interior point.
Now if the community is going to suffer (say) a greatly increased rate of unem-
ployment, it seems highly unlikely that it would opt for a lower rate of inflation
than previously. For the higher rate of unemployment should increase not only
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the total social costs of unemployment, but also the marginal social costs of
this phenomenon, while a lower rate of inflation should, by similar reasoning,
entail a lower marginal social cost of inflation. Consequently, if the point Q
was a social optimum before the shift in the trade-off curve, a point on BB'
below the point labeled 8 =0 could not be a social optimum after this shift,
because, at all such points, the marginal social costs of unemployement would
then exceed the marginal social costs of inflation. A similar argument can be
developed for the presumption that unity is the other extreme value of the para-
meter 3. Furthermore, the argument suggests that the intermediate case (repre-
sented by community indifference curve II) is the one that we should regard as
typical.
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