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Abstract 
This paper describes an attempt to develop a 

comprehensive computer model of Mallard Duck 
populations in North America. The model con. 
siders major population processes and spatial distri. 
bution patterns in an attempt to prédict long td:m 
population trends. Though predictions of the 
model have been questionable, it has provided a 
valuable means to help identify critical data needs 
for future·work. 

Résumé 
La présente étude décrit une tentative faite 

en vue de la création d'un modèle informatisé 
général des populations de Canards malards en 
Amérique du :'ford. Le modèle tient compte des 
principaux phénomènes qui se rattachent aux 
populations et des modes de distribution spatiale, 
dans un effort pour prévoir les tendances démo. 
graphiques à long terme. Bien que les prévisions 
obtenues par le.modèle soient contestables, ce 
dernier a permis de déterminer des besoins impor. 
tants en données pour de futurs travaux. 
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Introduction 

The past few years have seen rising interest 
among resource managers in the tools of systems 
analysis and computer simulation. These tools 
seem to offer a powerful means of tackling large. 
scale problems of information synthesis and re· 
source forecasting. However, a major problem 
has been that biologists are seldom trained in 
quantitative methodology, 50 mathematical tech· 
niques and computers have been viewed with fear 
and distrust. "Garbage in, garbage out" is an 
axiom of computer programming, expressing the 
fact that good biological input is essential for good 
resource simulation. Sorne attempts have been 
made to bridge the communication gap between 
biologists and formaI systems analysts, but these 
attempts have not been particularly successful. 
It appears that resource people must learn to do 
their own model building. Recently attempts have 
been made to develop teaching programs that 
avoid the jargon and confusion of standard 
mathematics and computer training. 

Simulation modelling can provide special 
benefits beyond information handling and fore· 
casting. These benefits are often the best justifica. 
'tion for modelling activity and aJ;Ïse from two 
characteristics of resource problems. First, thesc 
problems are large and require teamwork in data 
collcction and interpretation; generally specialists 
from several disciplines must work together. 
Second, the problems are difficult to define and 
the goals of management activity are th us hard to 
identify. Model building enters the picture by 
providing a common language, a focus for mutual 
attention, and a concrete goal (the simulation 
model) for the team. 

Experience at the University of British 
Columbia (Holling and Goldberg, 1971) has sug. 
gested that problem.oriented workshops can be 
used to teach basic ideas in modelling, and at the 
same time produce useful simulation schemes. 
This report dcscribes the teaching methods and 

results of su ch a workshop, held for the Canadian 
Wildlife Service in May and June of 1971. The 
explicit goal of this workshop was to develop a 
simulation mode! of the population dynamics of 
thè :Mallard (Anas pla tyrhyn cllllS) in North _ 
America, to make long term predictions of popu· 
lation respollse to changes in habitat and harvest. 

The workshop was conductedïn two one­
week sessions, three weeks apart. In the tirst 
session ·we presented lectures on basic concepts of 
simulation, gave demonstrations of somc existing 
computer models, and established the scope and 
conceptual framework for a Mallardsimulation 
model. Between the sessions, a group of four 
U.B.e. graduate students (the junior authors) 
programmed the basic framework of the simula· 
tion model, while CWS participants coIIected data 
and decided on the bioIogicaI relationships to be 
represented. In the second session we assembled 
and ran the final simulation model. 

We have written this report in three sections. 
In the first, we revicw sorne basic principles of 
simulation as presented in the first workshop 
session. In the second, we describe the Mallard 
simulation mode! in its final form. In the third, 
we evaluate and discuss the usefulness of the 
workshop and the simulation mode!. 
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Basie prineiples 
of sbnulation modelUng 

Ecological simulation is so new a tool that no 
generally accepted synthesis of its principles and 
limitations has yet been published. We present 
only one viewpoint in this paper; other intro­
ductory discussions can be found in Watt (1968), 
Patten (1971), Jeffers (1972), Forrester (1971), 
Holling (1972), and Walters (1971). Ourdiscus­
sion is for readers who are unfamiliar with mathe­
maties and cOIVputers. We are mainly interested 
in dispelling commonly held misconceptions 
about model building. 

Let us examine a typical set of calculations 
made by resource managers who are trying to 
predict sustainable yield from a duckpopulation. 
The simplest estimate of sustainable yield would be 

sustainable yield % gain/lOO X population size 

where percent gain is estimated from an unhunted, 
growing population. This crude estimate requires 
little understanding of the dynamics of the duck 
population. A more accurate estimate breaks popu­
lation gain into production and 1055 components: 

sustainable yield 
(prodn. per duck - loss per duck) X population size 

This second calculation would require consider­
ably more data, although it gives little increase in 
precision of the sustained yield estimate. Next, 
the time sequence of events in the population can 
be considered, and a series of calculations gener­
ated to describe the annual sequence of changes 
in population: 

(
spring popn.) _ (adult popn. + d) 

next year - ihis spring pro n. 

X (surv. rate) X ( survival rate ) X ( survival ~ate ) 
to fall through huntmg through wmter 

6 

haryest fall ° n. X ·(1 _ surYiYal rat~ ) 
PP. through huntmg 

These relationships can be used to generate 
survival-through-hunting data and to evaluate 
sustainable harvest by trying out different values 
for harvest rates and noting their relationship to 
population next spring. This calculation would 
allow consideration of replacement mortality 
(those birds that are killed which would otherwise 
have died naturally). Given still more informa­
tion, one might differentiate the age classes in the 
population by assigning to each its own survival 
and birth rates and vulnerability. 

[1) Prodn. (
new adult X prodn. rate for) 
in spring lirst breeding 

+ (Old adult X adult prodn.) 
m sprmg rate 

[2 J FaU 0 n. = ( ne,'" + old ) X (adult summer) 
p p sprmg adult sury. rate 

(3) F II ' d (jUv. summer) a lUY.popn. = pro n. X . 1 t survlva ra e 

(4) Haryest (fall juv. X juv. kil! rate) 

+ (fall adult X adult kil! rate) 

5 (New adult ). X (winter sury. rate) 
[ J next spring = JUv. sury. for ju,enBes 

[6] ( Old adult ) = ad. surY. X (winter surY. rate) 
next sprmg for adults 

This sequence of eguations is about as compli­
catedas would ever beattempted without 
to a computer. An obvious extension would be to 
repeat eqs. 3-6 over several years, while varying 
production and harvest rates over the time 

periods of the calculations. The rates appearing 
on the right sides of eqs. 3--6 are called driving 
variables. The other quantities are caUed system 
.>tate variables. The extended sequence of calcula­
tions we caU a simulation mode\. Given consider­
able time, we can do the calculation sequence for 
several in sevcral areas, and even account 
for migration movcments between areas. 

Each set of calculations like the one above is 
what we calI a mode!. The basic principles which 
emerge from such a set are: 

(1) We can write down the calculations to be 
made without reference to al! y specifIe numbers, 
and sorne shorthand notation for the various 
variables would be usefu!. 

(2) Calculations aboutbiological systems can 
, be organized into hierarchies of complexity, but 

there is no objective way to decide when to stop 
increasing the complexity of the calculations. 

(3) As modcls become more detailed we need 
more information, we have to make more assump­
tions, and the possibility of errors in our predic­
tions becomes more likel y. In addi lion, we are 
likely to leave out some critical factor which may 
have a disproportionate effect. 

(4) As we add more detail, it becomes harder 
to see intuilively the consequences of the mode!. 
. (5) More detailed models require that we 
define variables more aecurately and pa y more 
attention to logic and consistency. 

The key point to be made is that there is no 
hest wa y to deseribe a particular s ys lem ; the val ue 
of each model or calculation sequence depends on 
the particular situation to ,\ hich il is being applied. 

A further important principle is that the 
boundaries of the system to be modelled are arbi 
trary; these bound~ries must be carefully defined 
by the mode! builder. In eqs. 1-6 we have im­
plicitly set one system boundary hy saying that 
harvest shaH be described in terms of constant kiIl 
rates only. Instead, we coult! have extendedthe 

boundaries of the model to include calculations of 
potential and actual numbêrs of hunters and their 
kil! by considering aspects of the human popula­
tion and its growth. One way to define a driving 
variable is to say that it is sorne factor whose 
variation is det~rmined by forces outside the 
arbitrary boundaries of the system under study, 
e.g.light conditions. Wh en we change a model to 
include calculations or predictions about a factor 
that we have previously called a driving variable, 
then that factor is no longer called a driving 
variable but is instead pàrt of the arbitrary system 
(a system or state variahle). 

1. Notation and symbolism 
Two steps are necessary to rewrite egs. 1-6 

in order to condense them and make them easi~r 
to deal with: 

(1) We must assign symbols to variables and 
constants. 

(2) We must rewrite our basic sentences 
using the symbols. 

Let us makc a list of symbols to use in 
eqs.I-6. 

P 

NAS 

NAF 

NJS 

NJF 

II 

KA 

= total production 
= old adults in spring 
= fall adult population 
= new adults in spring 

fall juvenile population 
= harvest 

adult kil! rate 
KJ juvenile kill rate 
PA adult production rate 
PJ production rate for 6fSt breeding 
SAS = adult summer survival rate 
SJS = juvenile summer survival rate 
SWJ = ",inter survival rate for juveniles 
SWA = winter survival rate for adults 

\Vith these symbols, we cau rewrite eqs. 1-6 as 
eqs. 7-12 respectively: 
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[7] P = NJS'PJ + NAS'PA 

[8J NAF = (NJS + NAS) 'SAS 

[9J NJF = P'SJS 

[IOJ II = NJF'KJ + NAF'KA 

[n] NJS = NJF' (1 - KJ) 'SWJ 

[12J NAS = NAF' (1 KA) 'SWA 

This is simply a condensed way of writing the 
series of rules for calculations and has the same 
biological meaning as the original sentences. 
Difficulty in understanding papers that contain 
equations is usually a problem of understanding 
the definitions that authors choose for their 
symbols. Notice also that the equations and sym­
bols shown are meaningful only if presented in 
the proper order; this is often true of models. 

2. Key components ofmodels 
We classify the e!ements in any calculation 

sequence or model as: 
(1) system state variables-the entities which 

the mode! tries to predict; indices of the state of 
the biological system; 

(2) parameters-constants, such as survival' 
rates, which are necessary in the predictions; 

(3) equations-those shorthand sentenees 
whieh say how system state variables and para­
meters are related and state the basic rules for the 
calculation; 

(4)driving variables-the factors, such as kiII 
rates, that we want to manipulate or vary over 
time but that are not to be predicted within the 
basic calculation sequence. 

The system state vector is the list of an the 
system state variables. Dynamic models are calcu­
lation sequences that try to predict change over 
time. The hasic structure of any dynamic model 
can be shown as: 

old values of rules for new values of variables 
variables (qow) .... change.... (at sorne later time) 
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We uwa'lly try to make the rules for change (the 
model) fairly general so that we can have the ncw 
values of the variables become old values in a 
repeatcd sequence. The application of this re­
peated sequence is ca lied a simulation. 

Rules for change can be specified in a variety 
of ways that fall into three classes: continuous, 
event-oriented, and state-oriented. 

We specify rules for continuous change in 
terms of differential equations that indicate how 
fast each variable is changing over every moment 
of time. We usually try to avoid continuous 
system models because they are often hard to 
formulate and solve. 

In setting up event-oriented rules, we first 
specify how mueh variable change is to occur 
(e.g., loss of one animal); the rules are then stated 
in terms of the am ou nt of time required before 
the change should occur. Event-oriented mode!s 
are especially useful in describing processes like 
predation, where we want to calculate the amount 
of time between successive attacks by a predator. 

State-oriented rules are usually the easiest to 
specify and form the basis for most biological 
simulation schemes. Here we start with the list of 
variables describing the state of a system at some 
time, and specify our rules so as to give the system 
state at li fixed later time directly in terms of the 
starting state. The population-harvest models 
given above are state-oriented models. 

3. Steps in model building, 
3.1. Decide purpose and scope of model 

The first step in mode! building is to decide 
exactly why the model is being built. We cannot 
go ahead until the following questions are an­
swered. What predictions are wanted? How pre­
cise should these predictions be? Over what range 
of situations and for how long should the predic­
tions he applieable? What information is available 
for inclusion in the calculation sequence? It is 

l 

obvious that we could continue to build models of 
increasing detail and complexity, without know­
ing when to stop, what to include or ",hat to leave 
out. There are no formaI rules or guidelines to 
he!p the model builder at this stage. 

3.2. Choose variables to be included 
Simulation mode!s are al ways based on a set 

of numerical indices of system condition (just as 
we always measure indices of system condition in 
field or laboratory studies). Commonly used 
indices are nurnbers of animaIs in a population, 
numbers of hunters in an area, and numbers of 
ponds availabJe for breeding birds. Indices or 
variables used in a simulation model need not 
necessarily be the best measures of the condition 
of the system to be simulated. To decide whethcr 
or not it is useful to include a particular variable, 
wc have to know the specific purpose for which 
the mode! is being built. 

Ho\\' detailed should the model be? Again, 
this depends on the circumstances to which the 
model is applied, and the kinds of questions being 
asked. One of the factors which will influence our 
choice of variables is the fact that predictions are 
always condition al. Of necessity every prediction 
we make assumes certain regularities about the 
circumstances surrounding thc study. For ex­
ample, in developillg duck population models we 
must assume regularitics about recreational de­
mand and about genetic composition of the duck 
population. Thus, our predictions are always in 
the form, "if the followillg circumstances occur, 
then we expect the following factors to change in 
such and such a way." 

There are some criteria for choosing the 
variables. First, for highly correlated biological 
factors, only one factor need be represented in a 
mode!. For example, if survival rates for two age 
classes of animaIs are approximately equal, th en a 
single survival rate parameter will suffice. As 

another example, if pond drying rates are corre· 
lated with initial numbers of spring ponds, we 
need only include the latter (because it is easier 
to measure) for predicting potential production. 
Second, we can watch for factors which, when 
taken together, may qualify one another. For 
example, hunters vary in individual success, but 
statistically they may act as a unit ,,-hose succcss 
rate remains constant. Also, increasing the num· 
ber of hunters may simultaneously lead both to 
interference in hunting activities and to their 
facilitation (due to increased numbers of birds in 
the air at any time). When the elfect;; of t\\"o 
yariables are expected to cancel one annther, we 
can treat the total effect as being cOH::;taJlL ln this 
example, we ma)' be able to treat hunter success 
as constant and independent of the numbers of 
hunters. Third, we can ask what factors will have 
constant effccts over aIl ranges of possible mode! 
application. \V c can treat these fac! ors as para· 
meters or determinants of parametoêrs, and t'sti­
mate their cffcets empirically. For example, wc 
usually assume that populations will hayé con­
stant genctic composition over periods of a few 
l'ears; we can cOl1sider the effects of genetic 
factors on production in terms of empirical pro­
duction rates that can be estimated from field 
data (for short predictions only). 

In choosing variables we must be eareful to 
distinguish between system state variables and 
drivingvariables. For example, in building a 
waterfowl harvest model we haye the choice of 
trying to sirnulate recreational demand as a system 
state variable or treating demand as a dri\"ing . 
variable. If demand is treated as a driYing var­
iable, then different demand patterns can be tested 
for their effects, giving a series of conditioilal 
predictions about population change. In general, 
more and more driving variables must be treated 
as system state variables as one increases thë time 
span over whieh the model is to apply. 
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·Figurel 
Interaction tables pro vide a format for systematically 
identifying factors and relationships 

Figure 1 

Total production 

No,ofarlults 

Effort level 

Harvest 

x X 

X X X X 

X X X 

X X X 

(X indicates 

Effcct"onn 

direct etrect of roW variable 
on côlumn variable) 

3.3. State basic relationships among variables 
Once a basic set of variables or factors has 

been chosen for simulation, one must decide 
what factors interact with one another, and in 
what time sequence and pattern relationships 
occur. While stating basic relationships, we may 
discover other variables which should be included 
in the model. 

A useful device for helping to identify basic 
relationships is the interaction table, a cross­
listing of the factors to be included in the model 
(Fig. 1). By checking each row against each 
column in the table, we can look at aIl possible 
interactions between system variables, and decide 
which interactions to include in the mode!. Such 
tables are particularly useful in designing models 
that de scribe flows of materials or individuals 
betwéen different parts of a system or between 
spatial areas. 

10 

Once the basic lists of variables and their 
interactions have been established, we can con· 
centrate on specific parts of the model, èonfident 
that a coherent picture is being maintained. This 
is one of the primary values of model building in 
resource management: with simulation schemes 
we can look very carefully at each part of a system 
while building a description of how the parts fit 
together. 

In order to describe basic relationships among 
variables we must concentrate on one variable at 
a time, and be precise in its delinition. When we 
are certain of the biological factor or event that is 
represented by the variable, we can state how the 
variable will change, considering the degree of 
resolution desired of the mode!. For example, if it 
is clear that production is to mean the number of 
newborn Mallards in Manitoba that survive to 
their lirst autumn, then we may describe produc. 
tion as the product of 

(
spring breeding) (eggs prod.) (surv. rate of ) 

population X per adult X eggs to hatching 

X ( survival rate of ) (surv. rate through) 
chicks to fiedging X early fiight period 

Each of these factors can th en be broken down 
into sub·factors, treated as constant, or related 
to other variables or factors in the mode!. As an 
example of this last method, we can describe by 
means of a graph the egg production per adult in 
terms of size of breeding population (Fig. 2). 
Then the population size beyond which produc. 
tion drops may in turn be described in terms of 
the availability of ponds or other factors. In this 
example, we are using breeding population size as 
an index to the conditions which birds will en· 
counter in terms of factors such as competition 
for nesting sites or food supply. 

If simple linear equations will not adequately 
describe a relationship, it is often best to express 

Figure 2 
Functional relationships may be used in models to 
represent the action of various biological mechanisms 

Figure 2 

Egge per ad ult 

I.lreeding population 

the relationship in terms of a graph. There are 
computer techniques for entering graphical 
relationships directly into models. Suppose we are 
studying waterfowl production, and we have 
information to support the following assumptions: 
that production is proportional to numbers of 
breeding adults for low population densities; that 
there is a maximum productfon, set by availability 
of ponds and by territorial characteristics of 
breeding birds; and that production will drop off 
at very high population densities, due to competi. 
tion betweeIi breeding birds and failure of food 
supplies for young. We can represent ail these 
assumptions at once by means of a simple graph 
of production versus breeding population size 
(Fig. 3). Specific data can then be used to scale 
the graph axes to give proper maximum produc· 
tion rates and breeding population sizes. In gra­
phical representation no biological content is lost 
by stating a relationship in that form. Several 

Figure 3 
Another way of representing the relationship shown in 
Figure 2. With appropriate units, either relationship 
could be used in a model to give the same prediction 

Figure 3 

Total production 

Breeding population 

different biological relationships may result in the 
same graph. When this happens, the behaviour of 
the model is invariant to certain assumptions. 

Frequently a particular relationship is not 
weIl understood or supported by data. For ex­
ample, suppose we are trying to describe km rates 
for a population in terms of the numbers of 
hunters. The problem is that increased numbers 
of hunters might result in decreased individual 
success, increased success, or no effect on indi­
vidual success. AIthough more data might help to 
resolve this problem, decisions and predictions 
must be made in the meantime. Rather than 
ignore the problem, or use a simpler model, it 
seems best to develop the model, and test it with 
several alternative assumptions. Sensitivity 
analysis Îs the term used for the process of testing 
the effects of different assumptions and parameter 
values on mode! predictions. 

11 
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Figure 4 
S.equence of calculations that might be performed in the 
simple duck population model given in eqs. 7-12 

Start witb spring population 

Calcula te production per animal 

CaIculate total production 

Calcula te faH [lopulation 

Calculate kîH rates 

Calculait:' harvest 

Calculate pOSl-seasün pupulation 

Calculate epring population 

Go hack to star! 
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3.4. Illustrate the basic relationships ' 
A usef~l tool. for iIlustrating relationships 

among vafl~bles IS a flow chart (Fig. 4) showing 
the calculatIOn sequence with boxes and arrows. 
This sequence will usually follow the real sequence 
?f events that is to be simulated. Each box, in 
Itself, may represent a whole series of calculations 
(e.g. "total production") that could be shown in 
another, morc detailed, flow chart. 

3.5. Pio~:am the model for the computer 
. Wfltmg th~ computer program is relatively 

simple once basIc relationships have been clearly 
stated and flow charts have been designed. A 
number of computer languages have been de­
signed expressly for simulation (DYNAMO, 
GASP, SIMULA, etc.), but experience has shown 
t~at the standard FORTRAN or ALGOL usually 
glve the best results. 

Most simulation programs have three basic 
p~rts: ~arameter and initial variable input; the 
slmulat:on sequence; and variable output (Fig. 5). 

A simple F~RTRAN program, implementing 
the duc~ model m eqs. 7-12 is given in Appendix 1. 
No speCial programming tricks are needed to 
develop simulation models. Repeated use of the 
sa~e variabl~ names in time sequences of calcu­
l~tJons and Simple looping and branching opera­
t:ons are the only essential programming conven­
tIOns. For more complicated simulation models 
such output devices as plotters and cathode ray 
displays are usefuL 

4. Models and data 
. A major problem in model building is esti­

matIOn of parameters, initial values of state 
variables, and drivingvariables. In sorne situations 
w.e.avoid the ~r?blem by making only broad con­
?ltlOnal predICtiOns of the form: if parameter A is 
III the range Xl to X2, th en pattern Q will occur if 
parameter B is in the range YI to Y2• For example, 

Figure 5 
Most dynamic simulation models have the same basic 
format: rules for change that can be applied repeatedly 

Figure 

Input parametera and initial variable va)uee 

Use rules to gel new variable values 

Output variable values 

Output generalaummary 

we may say that if production rate is in the range 
0.9 to 1.3, then if each hunter kills between 0 and 
3 birds, wh en there are 30 birds available, then 
the duck-hunter predation system will rernain 
self-regulating. However, unless most of the 
parameters are well-established, conditional 
predictions are almost meaningless in compli­
cated models. 

Most field data are oflimited value in para­
meter estimation. This is because when left alone 
natural systems usually do not vary over the full 
range of conditions that we might like to examine 
with a mode!. For example, in the problem of 
predicting production of ducks in terms ofbreed­
ing population size, we may want to predict pro­
duction for a wide range of breeding population 
sizes, although past data do not coyer such a range 
(Fig. 6). However, resource systems that have 
experienced great changes in exploitation rates 
and management policies do give a wide range of 

Figure 6 
Field data are usual!y not adequate to estimate functional 
relationships in models. Field experiments involving 
deliberate manipulation of populations are necessary to 
fil! in the gaps ' 

Total produétion 

1 
Desired range of prediétions 

o 
o 

Breeding population 

past data. Studies of population response to pro­
gressive changes in exploitation have formed the 
basis for the few suceessful models that now exist, 
for example, in commercial fisheries management. 

We can take three courses of action when 
dealing with a narrow range of field data on a 
particular relationship: 

(1) restrict our predictions to those situa­
tions for which data are available; 

(2) use our biologieal intuition to extrapolate 
beyond observed data; . 

(3) try to resolve the overall relationship into 
simpler experimental components (Holling, 1972) 
for which better data may be available . 

The first course of action i8 safest, but may 
defeat the purpose of the mode!. The second 
alternative is risky, but may prove best in many 
situations. Sorne relationships can be extrapolated 
with fair confidence, given sorne basic biological 
understanding about the system of study .. For 
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example, we know that total production in the 
graph in Figure 6 must eventually fall off as 
breeding population decreases; if our predictions 
need not be too precise, we may assume that this 
drop will begin to occur at brecding populations 
just below those observed. A danger would be that 
in reality production might falI offvery rapidly 
for low breeding populations, due to failures in 
mating or lack of social facilitation. Alternatively, 
we can use conditional predictions and base 
management policies on "least optimistic" 
assumptions. 

The third course of action, experimental 
components analysis, is not necessarily best. It 
can greaùy increase the number of assumptions 
in the model, without ensuring that mode1 be­
haviour will not depend criticalIy on just a few 
of these assumptions. In more complex models, 
the odds are greater that any one assumption will 
be incorrect; at the same time, there is no assur­
ance that mode1 predictions will not depend 
strongly on such erroneous assumptions. For 
ex ample, in the problem of calculating total pro­
duction for a duck population, our first step in an 
experimental components analysis would he to 
identify a series of time stages: 

. selection . 
Matmg -+ of nest area -+ egg laymg -+ hatching -+ .... 

Each of these stages will provide a gain or loss 
factor. These factors, when multiplied together, 
give a final production rate of premating adults. 
If any one stage is inaccurately estimated, and if 
compensatory mechanisms do not operate in 
successive stages, then the resulting production 
calculation will he equally inaccurate. Luckily, 
naturc seems to provide for compensation hetween 
life history stages. For example, low survival in 
one period may he followed hy higher survival in 
later stages, so that overall survivai is nearly 
constant. A good experimental components 
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analysis will reveal these compensatory mechan­
isms when they exist. 

5. Judging the perforlUance of lUodels 
We can never say that a model has been 

vaHdated; its rules are al ways simplifications. 
Likewise, modcls should not be judged solely on 
their ability to fit past data and predict new obser. 
vations. Models are intended to apply to situations 
that are in sorne respects novel (otherwise we 
would need no model, and could rely for decision­
making on past data), and model predictions may 
fa il in sorne hut not aIl of these novel situations. 

A model is not necessarily a bad one because 
it lacks numerical precision in fitting past data. 
For example, a waterfowl model should not be 
considered useless if it predicts a kill of 20,000 
when the actual kill is 100,000. We make this 
assertion for two reasons. First, failure of the 
model may give us c1ues to errors in the formula­
tion of the rules for change. If these rules embody 
our hiological understanding, then the model is 
helping us to find errors in that understanding. 
Second, the model may predict the correct basic 
pattern of responses ev en if particular numericai 
results are in error. We can al ways re-scale or 
change the units of the model. 

The model can be particularly useful if the 
patterns it predicts are counter to our intuitions. 
For exampIe, consider a model of flyway harvest 
patterns in waterfowl management. Intuitively we 
may predict that sorne harvest pattern in one fly­
way will have a particular effect on subsequent 
yields in other flyways. The model may predict 
exactly the opposite effect if it is considering sorne 
interaction between flyways (e.g. through breed­
ing populations) that we have omitted from intui­
tive consideration. A classic example of counter· 
intuitive model hehaviour cornes from aquatic 
biology. Limnologists have fertilized many lakes 
on the intuitive assumption that the effects of fer. 
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tilization should include increases in phytoplank­
ton standing crops. Often these increases are not 
seen, so fertilization is discounted as a manage­
ment tool for many situations. Recently, aquatic 
models have predicted that phytoplankton crops 
should rarely increaseunder fertilization and in. 
stead that only zooplankton standing crops should 
change (McAIlister et al., 1972). The reason is 
that potential increases in plant standing crop are 
quickly transmitted to zooplankton populations, 
and mean plant standing crop is determined hy 
feeding and energetic characteristics of individual 
zooplankters rather than by phytoplankton 
productivity. 

With these thoughts in mind, we should ask 
where mode1s can go seriously wrong. Major 
errors seem to come wh en we badly misstate key 
rules of change or omit important factors from 
consideration. Minor errors (10-30%) in most 
parameter values usuallr have little effect on the 
patterns predièted hy a model, although they may 
change the numerical results. Usually there are 
onlya few critical parameters. Basing the model 
on the wrong factors is not necessarily bad, if 

- these factors are strongly correlated with what· 
ever variables are really important in the system. 
The biggest danger is that of omission. Suppose 
we.are trying to predict recreational demand for 
a game population. We assume this demand is , 
determined by the potential numher of users and 
hy past hunting success. We then get good corre· 
lation hetween these factors considering past data. 
But suppose that demand can be strongly influ­
enced by communication and publicity, and when 
developing the model we assume these factors will 
remain constant. An unexpected series of news­
paper articles or game management hulletins 
could make our predictions much too low, hut 
there is no absolute standard for judging the merit 
of a particular model or decision.making method; 
there are only relative standards. 

The Mallard simulation 
model 

The mode1 focuses on population biology and , 
habitat, with those human factors (social, econo­
mic) that affect Mallard populations being treated 
as driving variables (Fig. 7). 

The model explicitly takes into account spa­
tial variation and movement of birds across North 
America. Thus, it allows detailed specification of 
harvest regulations hy area and flyway, descrip­
tion of hreeding habitats in terms of regional 
habitat types and land use patterns, and detailed 
representations of migration patterns in relation 
to these variables. Population and habitat factors 
are treated as being relatively homogeneous 
within each of 33 areas (Fig. 8) into which North 
America is divided. Movements of birds are repre· 
sented as dis crete jumps from one area to another. 
We did not p~ogram the model to be specific to 
any particular set of areas, so that future users 
would he free to split or comhine areas for more 
detailed or simpler simulations. 

The model also takes account of the sex-age 
class structure of the MalIard population, insofar 
as this relates to hreeding, migration, and vulner­
ahility to hunting. AlI calculations include five 
sex-age classes: 

l-adult males 
2-unsuccessful and non-breeding adult females 
3-breeding adult females 
4-juvenile females 
5-juvenile males 

In the program, the Mallard population is 
represented as a triple.suhscripted array, POP 
(I,J,K). Each element in this array is the numher 
of ducks of sex-age class K that last bred (or were 
born) in spatial area 1 and are now in spatial area 1. 
The array is updated and changed throughout 
each simulated year as ducks are horn, migrate 
across areas and die. 
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Figure 7 
Factors and interrelationships considered in the Mallard 
simulation model 
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FigureS 
Management or statistical areas represented in the Mallard 
simulation mode!. Each area was treated as homogeneous 
with respect to habitat quality and movement ofbirds during 
migrations 
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Figure 9 , 
Sequence of calculations in the Mallard mode!. Each 
named box (i.e. PEEP, KABLUI) refers to a computer 
subroutine or sequence of equations ' 
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Input 
Read parameters, slarting values 

LlSIT 
WrÎle out parame ter "alues 

PEEP 
Calculalt': production & summersurvÎval for the year. by area, 

KABLUI 
Move birds through rail migration whHe calculating effort, 

ha;vest. winter survival 

TABLE 
Output summary of habitat. production. kill for year 

SWETH 
Select weather patterns for next year 

PONDS 
Caleulale number of ponds for next spring & summer 

NORTH 
Moye birds north to breeding areas. 

. The computer model consists of a series of 
subroutines, or submodels. Each submodel simu­
lates a related set of habitat or population pro­
cesses. The submodels are arranged so that the 
results from each provide starting values for thc 
next submodel. The sequence of calculations in 
the complete simulation is shown in Figure 9. 

The capitaIized names like PEEP and 
NORTH are individual subroutines. Each simu· 
lated year starts in the late spring with produc­
tion calculations (PEEP). This subroutine gene­
rates fall population size and sex-age structure 
for each spatial area. Then bird movement across 
the areas is simulated in five fall migration stcps, 
each step representing one simulated month 
(KABLUI). Hunting effort and kill are simulated 
for each step and winter mortality is removed 
after the last migration step (KABLUI). The com­
puter then prints out a win ter summary of events 
for the year (TABLE). N ext, spring weather and 
pond conditions for the next year are simulated 
(SWETH, PONDS). FinalIy, the northward 
movement of birds and their distribution across 
breeding areas are simulated for the next year 
(:"JORTH). 

The following sections give more detailed 
descriptions of the submodels shown in the flow 
chart (Fig. 9). These descriptions are intended 
primarily for readers interested in the actual com­
puter program, the assumptions underlying it, 
and the problems that we encountered in the 
estimation of model parameters from available 
data. For the casuaI reader, we begin each section 
with a generaI summary. 

Weather and pond 
generation 

1. Weather 
Weather patterns in each simulated year are 

generated in subroutine SWETH. SWETH simu­
lates three types of weather used in the other sub. 
models: the weathcr that determines pond change 
from July to the followingMay; the weather that 
is concerned with spring timing (early, average, 
or late); and the weather associated with pond 
loss from May to July. We will calI these run -off, 
spring, and evaporative weather. We assumed 
that weather patterns are the same throughout 
North America, 80 an early spring year in one 
management area will also be an early spring year 
in aIl others. Run-off and evaporative weather are 
each given a single index number in each simu­
lated year, that index being the number of stan­
dard deviations above or below the average run­
off or evaporation. 

AlI weather can be treated in two ways: it can 
be specified as a parameter with the computer in­
put data, or it can be randomly simulated in a way 
that permits many patterns to be created. The 
former method requires that run-off and evapo­
ration are first determined as intensity indices, 
from 1 to 10 for run-off, and from 1 to 5 for evap­
oration. When these indices are input they are 
stored for up to 40 years, so we may utilize up to 
40 years ofweather. 

If weather patterns are not provided to the 
computer as driving variable data, the y are simu­
lated in thc following ways. For each type of 
weather, a matrix Îs read giving the probabilities 
of going from last year's run-off type 1 to this 
year's run.off, evaporative, or spring type 1. 
This means we must design a 10 by 10 table for 
run ·off types, a 10 by 5 table for evaporative 
changes, and a 10 by 3 table for spring weather. 
Finally, the various run -off and evaporative 
weather indices are converted into more mean­
ingful units in terms of standard deviations above 
or below average weather conditions, byentering 

as computer input the number of standard devia· 
tions corresponding to each index value. 

2. Pond numbers 
Simulation of annual and seasonal changes in 

pond numbers is done in the subroutine PONDS. 
This subroutine has three major sections. First, 
permanent losses or gains due to drainage and 
other factors are caIculated for each management 
area, and added to or removed from the suppl y of 
potential ponds. Second, the number of ponds in 
May and July is calculated for each area. Third, 
the square miles of staging areas in August are -
calculated for each area. 

We used six variables to characterize pond 
conditions in each management area: the max­
imum number of ponds, the minimum number of 
ponds, the average number of ponds lost from 
May to July, the standard deviation of the number 
of ponds lost from May to July, the average num­
ber of ponds gained from July to the following 
May, and the standard deviation of the numberof 
ponds gained from the month of July to the 
following May. 

The assumptions used to calculate drainage 
and other permanent basin changes are as follows. 
First, a certain number of ponds are added to the 
supply of ponds each year due to certain types of . 
activities (gravel pits, farm ponds, etc.). This 
number is treated as a constant, and is read in as 
data. Second, a certain number of ponds are lost 
each year due to drainage. These losses are per­
manent basin changes, so both the maximum and 
minimum pond numbers are decreased accord· 
ingly. Finally, the proportion of ponds that is 
drained each year is a linear function of the pro­
portion of the drainage cost that the farmer must 
pay. 

The equation used is 

proportion of ponds drained = a + bx 
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where 

a = the proportion of ponds drained with no subsidy 
b = the slope of the line, a measure of the additional 

number offarmers willing to drain ponds per unit 
increase in the subsidy rate 

x the subsidy rate (1 proportion the farmer pays) 

If we assume that b 0.05 and a = 0.0, a 100% 
subsidy would cause 5% of the ponds in an area 
to be drained. Values for b were selected empiri. 
cally from data on pond drainage rates in the 
Prairie Provinces. 

The second stage of PONDS calcula tes the 
actual number ofponds in May and July. The 
number of ponds in May is taken to be the sum of 
the number of ponds in the previous July and the 
number of ponds gained since then. The pond 
submodel receives from the weather submodel 
the type of run ·off and evaporative weather in 
standard deviations above or below the average, 
and uses this information to calculate the actual 
number of ponds in May and July within the con· 
straints imposed by the appropriate maximum and 
minimum. The number of ponds in July is taken 
to be the number in May minus the number lost 
between May and July. The number gained from 
July to May is the average number gained plus the 
standard deviation times the run-offweather type. 
The number of ponds lost from May to July is 
equal to the average number lost plus the stan­
dard deviation times the evaporative weather 
pattern. If the run-off weather (in standard de­
viations) is negative, the number of ponds gained 
will be less than average; if the run-off weather is 
positive the number of ponds gained will be more 
than average. 

Even if we assume extreme weather condi­
tions,the method of calculation used will con· 
tinue to show a number of ponds in May and July 
somewhere between the maximum and minimum 
values initially established. 
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3. Data availability 
In designing the pond submodel we used data 

that had been collected in the pasto Starting 
values of the pond maxima and minima come 
from the V.S. Fish and Wildlife counts of ponds 
in May and July. Standard deviations were cal· 
culated empirically from those counts. The data 

. needed for changes in permanent basins are. the 
natural rate of gain, the slope of the drainage vs. 
subsidy line (see equation above), the rate ofloss 
with no subsidy, and the present subsidy rate. 
Estimates of the rate of gain and the expected 
rate of loss with no subsidy were made by work­
shop participants based upon their work. 

Where weather patterns were to be fixed as 
data rather than simulated, we estimated them by 
examining historical trends and by roughly cal­
culating w hat each year represented in terms of 
standard deviations about the average. 

4. Comments on weather and pond 
generation 
We were disappointed with the weather and 

pond generation submodels. Estimates based on 
historical weather patterns consistently indicated 
more ponds than expected. We believe this is due 
to several false assumptions about weather and 
ponds: first, that weather is the same throughout 
North America (it is not necessarily true that a 
wet year in one place will be a wet year every­
where else); second, that the number of ponds 
fluctuates between a fixed maximum and mini·" 
mum in any area. By imposing a minimum and 
maximum number the model artificially keeps the 
number at a higher end of the recorded range. A 
much more detailed model of pond response to 
weather is required to give reliable pond numbers 
applicable to 33 different areas. 
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Production and summer 
survival 

The submodel for calculating production and 
summer survival, subroutine PEEP, begins with 
the ducks having already finished the annual 
northward migration, and their distribution 
among the management areas_ In this submodel 
no migration between different areas is assumed 
to take placè, so we can simplify discussion by 
referring only to a single area. 

The mode! assumes that there are live factors 
which affect the overall production of young 
ducks each year. 

1. Factors affecting production 
. (1) The first production factor is brood 

success. More broods are hatched in an early 
spring than a late spring; more broods are hatched 
in parkland than in other habitat types; an adult 
will have greater breeding success than a juvenile. 
Brood success is a tabled function and is selected 
from 18 possible values depending on the three 
habitat types, the three spring weather types, and 
two age classes. These data were provided by 
Canadian Wildlife Service workshop parti. 
cipants. 

(2) Nest-to-watersuccess is a function ofland 
use intensity and habitat. Figure 10 shows the 
basic form of the function which varies with the 
three different habitat types. For each habitat 
type a maximum and a minimum success rate is 
specilied. When land use is 1.0, i.e. 100% ofland 
is used for agriculture, the minimum reproductive 
success rate is reached. 

(3) Next, water·to·water suceess is evaluated. 
It is dependent on mean pond density and pond 
loss rates from May to July. Two parameters are 
used in evaluating this success function, PLC and 
PLD, and there is a different parameter pair for 
each habitat type. 

The rate of pond loss is 

RPL = 1 - (PONDJ/PONDM) 

Figure 10 
Relative reproductive success related to index of land use 
intensity in the Mallard model 
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where PONDJ and PONDM are the number of 
July and May ponds in our particular manage· 
ment area. RPL is confined in the model to posi­
tive values and is set at 0.0 for cases where July 
ponds exceed May ponds. The mean pond den· 
sity, PDM, is the average number of ponds 
divided by the surface area in square miles of the 
breeding grounds. 

The functionfor water-to-watersuccess has the 
mathematical form 

y=l-xa 

where x is between 0.0 and 1.0. If the exponent, 
a, is positive it is seen that y must also be between 
0.0 and 1.0. For a given x, and 1.0, an increasing 
exponent implies a decrease in the value of y. In 
the mode! the function is expressed by the FORT· 
RAN statement 

BS = 1 - RPL .. «PDM - PLD + 1) • PLC) 
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Figure Il . 
!{elationship between relative reproductive success and 
rate of pond loss in the Mallard mode!. This relationship 
results in decreased effects of pond loss in areas where 
absolute pond density is high 

J.';gure Il 

0.0 Relative reproductive failure 
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Pond Joss rate1 May-June 

where the parametet PLD ii:; a pond density 
threshold and PLC is a scaling factor for the ex­
ponent. If the pond density PDM is less than PLD 
th en the sucœss factor is set equal to 1-RPL. 
PLD was initially set equal to 3.0 ponds per square 
mile. Thus, if the pond density was less than 
this, success was linearly related to the pond loss 
rate, as indicated in Figure Il. For greater pond 
densities the exponent (PDM -PLD+l)* PLC 
causes drying to have less effect until a larger 
proportion of the ponds have dried up. The larger 
the exponent becomes, the more ponds must dry 
before BS drops significantly. Thus, a family of 
curves is defined by this function (Fig. Il) with 
increasi,ng curvature as pond density rises. The 
idea is that when pond density is high, a.high loss 
rate will only slightly affect duckling sucœss up 
to the 6edgling size. Conversely, a slight loss rate 
with low pond density willlower success very 
much. But as pond densities near the threshold 
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Figure 12 
Reproductive success'is assurned to decline when the' . 
density of fernales per pond becornes too high 

Figure 12 
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level, loss rates of young become close to the rate 
of pond loss. 

(4) The next factor is the density effect of 
overcr.owded ponds, which is graphically shown 
in Fig. 12. It is a possibility that a large population 
may result in dispersal of non -breeding females 
into an area (see the section on northward migra­
tion). In this case, total densi ty offemales per 
pond may exceed the pond's holding capacity. 
The density effect coefficient isequal to l.0 minus 
the proportion of broods lost due to overcrowding. 

(5) The presence of excess males (males with­
out a mate) may cause a'Ioss of broods due to 
harassment and other disturbances of the breed­
ing females. A function similar to the density 
effect of overcrowded ponds was therefore used 
(Fig. 13). The sucœss coefficient is equal to 1.0 
minus the proportion ofbroods lost due to the 
excess male effect and it depends on the ratio of 
males to breeding females. 

Figure 13 
Excess males are âssurned to affect reproductive success 

Figure 13 
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2. Calculation of production 
Production is calculated in each management 

area by assuming a hatching clutch size. This is 
dependent on habitat type (parkland, grassland, 
or bore al forest) and the age cIass of the hen. 
Within the calculations for each management 
area each of the five production functions out­
lined above is applied first to adult breeding fe. 
males, then to juvenile breeding females. The 
number of 6edglings surviving through the sumo 
mer is estimated by computing the number of 
unsuccessful females from fractional brood 
losses and summer mortality. The 6edglings 
are then distributed into their proper 
sex-age groups. 

The fraction of early birds (those hatched 
before June 15) in the breeding population is 
also calculated. The ratio of male to female 
hatchlings is fixed at 1.0 but this can be altered 
by the model user. 

The calculation sequence is given schemati­
calI y below: 

Hatching cIutch size 
times hen success coefficient 
times excess male effect coefficient 
times density effect coefficient 
equals 

Brood size 
times nest-to.water success coefficient 
times water-to-water success coefficient 
eqùals 

Final brood size 
times number of breeding females 
equals 

Number of young 

What we have done is to calculate an average 
surviving clutch size for a single breeding female, 
and to multiply this by the total of initial breed­
ing females. This is a reasonable method, since 
we would obtain the same results if we had cal­
culated a brood size for successful nests and 
subsequently multip!ied it by the number of 
successful females. 

3. Summer survival and fall population 
structure 
Prior to summer, breeding females are lost 

only to the unsuccessful category or to predation 
and such losses are assumed to occur up through 
the time of hatching. Hen losses from the time 
the young are hatched until September 1 are suh­
sumed under summer survival. 

The proportion of unsuccessful adult and 
juvenile hens is multiplied by their respective 
population sizes to obtain the number of unsuc­
cessful adults, which is then reduced by the pro­
portion of unsuccessful females lost to predation, 
a factor that depends solely on habitat type. 
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At the end of spring production we have six 
categories of ducks: 

adult males 
unsuccessful adult females 
successful adult females 
successful juvenilc females 
juvenile males 
fledglings 

We reduce this to four categories by listing the 
juveniles in the appropriate adult categories on 
the assumption that both age classes will have the 
samè summer survival characteristics. We then 
apply a summer survival coefficient to each cate­
gory. This coefficient is obtained from tables 
based on age class and habitat type calculated 
from recorded data. 

After summer survival the ftedglings are 
divided in ta male and female using the sex ratio 
calculated earlier (normally equal ta 1.0) and 
distributed into the appropria te age class. We 
then have a list of categories, and the numbers in 
each, on which to base our calculation of the 
effects ofhunting and southern migration in the 
foIlowing subroutine. 

The last calculation in the production sub­
model is ta find the fraction ofbirds which are 
early birds. The value of a tabled function which 
depends on habitat and spring temperature is 
used. This value is stored for transmission to the 
hunting submodel. 
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Hunting and southward 
migration 

In subroutine KABLUI we simulate the 
transfer of ducks southward and diminish their 
total number to take account of hunting in each 
area. To make the model sensitive to changes in 
hunting regulations, the subroutine uses informa­
tion about management ineach area, such as . 
opening and closing dates of the season and bag 
limits. The kill in each are a is dependent on the 
Humber of hunters, the number of days each 
hunter hunts, the wariness of the ducks due to 
previous hunting, and on several physical factors. 
We assumed the skill of the hunters to be a 
constant. 

Our first step in developing this submodel 
was to choose a time scaie that would make the 
best use of available data and give reasonable 
resolution. A major problem was lack of data; 
many functional relationships pertaining to ducks 
and hunters have not been studied and are not 
weIl understood. Furthermore, the 33 areas re­
presented in the model did not generally corres­
pond to the areas of data collection; subjective 
manipulation of data was necessary in order to 
make parame ter estimates. With these limitations 
in mind, we decided to calculate on a semi­
monthly basis the kill due to hunting, and on a 
monthly basis the southward migration. For the 
months September through January', the ducks 
are moved in fivc steps, and following each mi­
gration movement the results of hunting are 
calculated twice. Thus, the continuous process of 
movement and loss to hunting is approximated as 
a series of discrete changes. 

1. lUigration tnovetnents 
The data we used to chart the migration of 

ducks south ward consisted of breeding-ground 
and wintering-ground census figures and band re­
turns, which indicate the results of the eniire 
migration and the approximate routes taken by 
large groups of birds. Ta estimate movement rates 

Figure 14 
Migration movements each simulated fall are calcuJated 
from a series of monthly tables, where eaeb table gives the 
proportions of birds moving from every are a to every other 
area in a mon th. Such tables are ealled Markov matrices 
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on a monthly basis, we used band returns from 
each falI month. Estimation was simple for the 
first month: if 50% of the birds banded in are a A 
were recovered in are a B, we assumed that 50% 
of aIl the birds in A had flown to B in that month. 
Movement rates for the second month were more 
difficult ta estimate because banding data show 
only net movement over the first two months. Ta 
simplify this problem, we assumed that no birds 
leave their breeding-grounds until September. 
For September movement we used the band re­
turns as explained above. For the next two 
months we tried different percentages of transfer 
until these percentages gave reasonable cumula­
tive results. 

The result of this estimation process was a set 
of tables (one for each month) giving movement 
rates in terms of the proportion of the population 
in each area that moves to each of the other areas 
(Fig. 14). To find the number of birds in any area 

Figure 15 
Kill rate per hunter is represented in the model as a 
function of bird density according to a series of equations 
with the graphieal form shown 

Polentia] kill p~r hunter-day 
(number of dueks of each cIaas) 

Physical maximum 
------ ----,-=---j 

Dcnsily f)fducks. weightcd hy vuJnerabilily 

at the start of any month, the model takes a sum 
of the products of numbers by area times propor­
tions from the appropriate column of the move­
ment table for that month. 

We made several important assumptions in 
the migration model: 

(1) There are no sex or age specifie differences 
in migration. 

(2) Dueks do not leave their breeding areas 
until October. They arrive in their wintering 
areas by January. 

(3) Southward migration movements are 
exactly the same every year. 

(4) The movements ofbirds in an area are 
independent of their areas of origin. 

2. Calculation of the kill 
After each migration movement there are two 

hunting periods in each area, if the season is open 
in that area. In each hunting period, we calculated 
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the kill of each sex-age class of ducks as a func­
tion of (simulated) hunting effort, density of 
Mallards of aIl se x-age classes, and decreased 
vulnerability of aIl classes ofbirds due to previous 
hunting. Then the kills are subtracted from each 
class and the vulnerabilities of surviving ducks are 
reassessed. 

We think the total kill (including cripples) 
per hunter-day is a function of the density of the 
ducks. We proposed a simple model for this which 
is shown graphically in Figure 15. Both the slope 
of the curve at low bird density and the maximum 
value can change during the season, and are de­
pendent on the type of hunting (jump, pass or de­
coy) and skill of hunters, the vulnerability of the 
birds, and the distribution of the birds in relation 
to hunting areas. 

Sinee kill rates have not been measured for a 
wide range ofbird densities, onlya few points 
along the curve could be obtained from existing 
hunier survey data, so it was necessary to iden­
tif Y the basic components or factors in the rela­
tionship. As a first approximation, we examined 
the'time allocation of the hunter: 

(

propn, of kill in) (Total time spent hunting) 
each c1ass Time reqd, per bird of 

that c1ass killed 

Total time spent hunting was estimated from 
CWS data. The time required per bird killed was 
further broken down into: 

( 
Time per) 
hird killed (

Av. time btwn.) (Time to handle) 
succesSful shots + and retrieve 

at that class each hird 

Handling time was estimated by CWS workshop 
participants from their own hunting experience. 
The time between successful shots( wh en birds 
are abundant) is a funetion of the wariness of 
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each class of birds and ils relative density. We 
assumed that birds and hunters are randomly dis­
tributed in spa ce within an area, and that the time 
between successful shots al one class could be 
described as a portion of a kill rate constant': 

(
Time btwn, successful) 

shots at one c1ass (
Kill rate) 
constant 

X (Density X vulnerability of Ihal c1ass) 
Density X vulnerability of ail ducks 

The kill rate constant is a function of the type of 
hun ting, the average skill of the hunters and thé 
size of the flocks; essentially it is the time between 
successful shots when there i5 one vulnerable bird 
per unit area. We estimated its value (different 
for each area) from typieal data on opening day 
kill rates and from duck density estimates by the 
CWS. The method of shooting is an important 
factor because each method is bclieved to have a 
different efficiency. Because of lack of data, there 
is no separation of shooting types in the present 
modcl, and this factor is accounted for implicitly 
by adjusting the constant for each area. 

It is assumed that decreased vulnerability due 
to avoidance learning can be expressed through 
decrease in the slope of the kill versus bird den­
sity curve (Fig. 15). This could occur either be­
cause each bird becomes more warv or because an 
increasing proportion of birds lear;s to keep out 
of the range of the hunters. In the model, the 
relative vulnerability of each sex-age class is ex­
pressed as a number which ranges from a maxi­
mum (0.4 for adults and 0.99 for juveniles) which 
applies during the first exposure of the class to 
hunting, to a minimum (0.2) which represents the 
vulnerability of the cleverest and most experienc­
ed ducks. A different kill versus densit y graph is 
generated for each sex-age class, where the maxi­
mum kill for each class is a function of the 
densities and vulnerabilities of aH classes. 

Within eaeh area, the hunting submodel dis­
tributes ducks evenly over the total acreage of 
ponds and staging areas. We assumed that hunters 
have access to aIl land, i.e. there are no posted or 
protected areas, and that aIl se x-age classes are 
evenly distributed. Since it is known that ducks 
are not really distributed evenly (adult males go 
to staging areas eadier, etc.), the model could be 
improved if there were more information about 
the different methods of shooting. To calculate 
kill sèparately for the three basic types of hunt­
ing, the following information would be needed: 

(1) Acres of ponds and aeres of staging water 
in each area. 

(2) Proportion of thesc acres accessible to 
hunters. 

(3) Proportion of ducks on ponds and staging 
areas (by age and sex) during monthly intervals. 

(4) Vulnerability and learning rates of juve. 
niles and adults for each type of shooting. 

(5) Crippling rates for each type of shooting. 
(6) Hunter preferences for each type of 

shooting. 
(7) Effeets ofhunters on each other, based on 

the numbers of hunters per aere, for each type of 
shooling. 

If the total kill pel' hunter.day (sum of kills 
of aIl sex-age classes) exceeds thc bag limit for the 
area plus crippling loss, we reduce the figure to 
comply with the limit. 

3. Hunting effort and time distribution 
Data for the number of hunters eame from 

the sales of waterfowl permits in Canada and of 
duek stamps in the V.S., and from the results of a 
survey conducted by the CWS. A number of 
factors influences the number of hunters eaeh 
year, but since lhere has been little rcsearch in 
this area we elected to calculate each year's 
humber of hunters simply as a constant propor­
tion of the human population in each area. For 

simulation of future years it was assumed that 
the population trends of the past 10 years will 
continue. We obtained the percentage of hunters 
in each area from a CWS s urvey of permi t pur­
chasers. The survey also provided the average 
number of days each hunter hunts. AU those re· 
porting one or more days of hunting were counted 
as active hunters. Multiplication of the number of 
active hunters by the average number of days 
spent hunting gives the total number of hunter­
days for the year in each area. 

Hunting effort is not distributed evcnly 
throughout the season, so we assumed some fluc· 
tuation of effort during the semi-monthly hunt· 
ing periods in each area. The distribution of 
hunting effort is important because the composi­
tion of the flock (age and sex ratios), and its 
distance from breeding grounds, is changing 
throughout the hunting season ;'higher mortality 
during one period can change these charac­
teristics. In order to make the submodel as realis­
tic as possible, we assumed that the opening 
weekend of the season would show a surge of 
hunting effort, but that ehanges in effort due to 
holidays and weather would eancel each other out. 
We simulated the opening weekend's surge of 
effort by arbitrarily assigning it a proportion of 
the year's total hunting effort. We divided the 
remaining effort evenly among the remaining 
periods. In the model, the assigned proportion for 
the opening weekend's effort is 0.40. 

At the end of each hunting period, the bag is 
calculated as a proportion of the total kill, and 
kills are subtracted from the numbers in each 
age, sex and origin class. Then the vulnerability of 
each class is decreased as a function of the pro­
portion killed in the flock, sin ce the proportion 
killed is an indication of the number of learning 
experiences that the birds have had. The hypo. 
thesized relationship is shown in Figure 16 on 
the following page. 
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Figure 16 Northward migration 
Relative vulnerability of Mallards to hunting is assumed 
in the model to change in relation to how many birds have 
already been shot 
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Virtually no data were available for the rate 
of change of vulnerability, 50 the parameters 
(Fig. 16) were adjusted to correspond with the re­
sults of wing survey data collected by the CWS. 
At the start of the hunting season there might be 
a juvenile to adult ratio of 1:1 in a particular 
area. In the first period's bag the ratio of kills 
will be 6:1, in the last period's bag the ratio will 
have become 2:1. Weassumed that the maximum 
semi-monthly vulnerability change is 1.0 for 
adults and 0.5 for juveniles. This is achieved only 
if the kill in the surrounding Rock equals or 
exceeds the threshold in Figure 16. 

At the end of the last hunting period, win ter 
mortality is subtracted from the remaining popu-
1ation. Win ter survival rates take account of 
natural mortality for the whole year (except for 
the summer breeding season). Survival rates were 
assumed to be constant for each wintering area ! and to be independent of weather patterns. 
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In this submodel, movement of ducks from 
wintering areas to breeding areas is simulated, 
allowing for homing and pioneering to occur in 
differing amounts for adults andjuveniles. First, 
the breeding capacity of each management area is 
simulated as the maximum number of breeding 
females per pond for the area times the number of 
May ponds (provided by subroutine PONDS). 
Next, homing adults are moved to the areas occu­
pied during the previous breeding season (rather 
than to the areas where they were born). There is 
a lack of data on actual homing habits. Pioneer­
ing adults are then distributed. Pioneering birds 
are assumed to come from two sources: non­
homing birds, if any, and homing birds that are 
not able to establish breeding terri tories in their 
'original areas of destination, i.e. where they bred 
the previous year. Then homingjuveniles are 
moved to their proper areas, and finally pioneer­
ing juveniles are distributed. The result of the 
series of calculations is a simulated distribution 
of breeding and non .breeding birds at the start of 
the breeding season. This distribution is then 
used by the production submodel. 

The first calculation, which finds the maxi· 
mum number of breeding females that can fit into 
a management area, illustrates a serious deficiency 
in present data. Good estimates are needed of the 
maximum number of breeding (not breeding plus 
non-breeding) females that are willing to occupy 
a pond of average size and quality. Only rough 
estimates are now available from bird counts in 
years of various pond densities, and no reliable 
estimate can be made ofhow many of the birds 
counted were actually breeding. Data for 1957-
1969 range from 0.16-1.3 femaIes per May pond 
in Alberta to 0.09-0.49 in Manitoba (Crissey, 
pers. comm., 1969). These figures were found by 
dividing the number of birds counted in breeding 
areas by the number of ponds. The Iack of data is 
critical since it concerns one of the most impor-
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Figure 17 
Birds that cannot find breeding space in areas to which 
they home are assumed in the model to move on, with 
varying probabilities of going in different directions as 
shown in this example 
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tant stages in the northward migration. Holding 
capacities of areas determine not only how many 
birds can breed in a given are a, but also how many 
birds must move elsewhere to possibly less pro­
ductive habitats. Small errors in estimates of ca­
pacity could be compounded over several simu­
lated years, resulting in poor estimates of 
productivity. 

ln aIl calculations we assumed that males 
follow the females. Females are assumed to bring 
with them the number of males in accordance 
with the sex ratio prevailing in the areas from 
which the birds are moving. 

In the model homing adults are moved into 
areas first, and the unused capacity of each area is 
updated after each series of movements. We as­
sumed that aIl adults and 50% of the juveniles 
are homing, although these values can be varied. 
The model moves birds to a management area 
only if breeding space is still available. 

If aIl females cannot be fitted into a homing 
area, a proportion of them is assumed to be non­
breeding. We look this proportion to be 25%, 
although it can be varied. If the remaining 75% 
still cannot be accommodated, we assumed a 
further fraction fly elsewhere to seek breeding 
sites. We simulated the distribution of this frac­
tion, plus the non-homing adults (if any), by 
means of a redistribution matrix. The matrix 
shows the probability of a bird moving from area 1 
to area J if it cannot find a breeding site in area 1. 
We assumed a bird is most likely to continue 
flying north, and least likely to return south. The 
way these probabilities are assigned is illustrated 
in Fig. 17. An implicit assumption in the calcula­
tions is that aIl birds redistributing to an area have 
an equal chance of obtaining whatever terri tories 
are still available. In other words, we assumed 
that ducks moving into an are a from nearby have 
no greater chance of finding a breeding site than 
those coming from farther away. Howevcr, the 
redistribution table con tains probabilities of 
movement that reflect distances between areas. 
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r.---------------------------------------------------------------------------====~ .. ----~-===============----~~====~-=~~~~~====--
, Resolts and discussion 

Typical output from the Mallard model is pre: 
sented in Figures 18-20. In complex simulation 
schemes su ch as that described ab ove, it becomes 
a major problem to decide what variables best re­
present mode! behaviour. Figures 18-20 present 
only a superficial summary of the calculations. 
In early runs (Fig. 18) pond numbers were serious­
Iy overestimated, resulting in errors in al! other 
predictions. Southward migration was simulated 
as a series of steps, and smaII errors in the propor­
tions ofbirds moving in different directions at each 
step resulted in large errors in the number of 
birds wintering in each U .S. ftyway. 

In several test runs of the mode!, we pre­
dicted a sudden and dramatic decline in duck popu­
lations after about fifteen years (Fig. 19). Further, 
the model predicted that the decline should occur 
even if pond habitat were greatly improved at 
the last moment. We assumed that hunting 
pressure will grow geometrically at the same rate as 
human population, and that this increasing 
pressure eventuaIly uses up ail the resilience of 
the Mallard population to harvesting although 
it is unlikely that such a decline would actually 
occur. 

More precisely, the decline indicated by the 
mode1 occurred after increasing hunting pressure 
resulted in severe deterioration of the age struc­
ture of the duck population, so that most breed­
ing birds were yearlings, with higher natural 
mortality and lower productivity per head. The 
sharpness of the de cline was due to the coinbined 
effects of these characteristics. Similar responses 
have often been observed in fishery stock models 
(e.g. Ricker, 1963). It is unlike!y that such a de' 
cline would actuaIly occur, sin ce hunting pressure 
would drop as birds became increasingly hard to 
find in some management areas. However, it may 
be of interest to managers thata sudden decline 
could at least start without prior warning in terms 
of declining productivity or kills. 
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Figure 18 
Results from an early run of the Mallard model. Pond 
numbers were seriously overestimated at lirst, resulting 
in unrealistically high population size 
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ngureU . 
The Mallard simulation predicted sudden and dramatic 
population declines under increasing hunting pressure. 
Notice that harvest and.production curves give no early 
warning of the decline 
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Figure 20 
The Mallard model predicts that no population decline 
will occur if habitat is improved and hunting effort is kept 
at presen t levels 

Figure 20 

Levels begînning with 1970 cstimBtea 

o 
o 0 

00 0 

• • 
• • 

• 
• 

o 10 15 

o 0 0 July pond. 

• • • Production 

__ roUHight 

______ Huntingetfort 

.. , .. , .. ' Harvest 

Q." '. 

i;;' 0 o .. ,O"b·~ 

• • • 
• 

20 25 30 
Year of simulatîon 

31 
rl

i 

J! 



Results obtained in the workshop sessions 
illustrate an important principle about simulation 
models: increased detail in biological representa­
tion does not necessarily result in more accurate 
prediction. By adding detail in spatial representa­
tions, the number of parameters (such as move­
ment rates) to be estimated becomes very large. 
But at the same time, the model does not neces­
sarily become less dependent on the accuracy 
of any single parame ter estimate. Similarly, by 
adding detail we make parameters more specific 
and harder to estimate, yet the model does not be­
come any less dependent on sorne particular set of 
these parameters. For example, the model now 
gives rather poor estimates (wrong by up to 50%) 
of the relative number of birds wintering in each 
D.S. flyway. At present, each wintering population 
is calculated by simulating the movement of 
birds through several migration steps across 
many intermediate areas; the errors at each step 
have been smaIl, but have a cumulative effect. 

The model should not be expected to give 
accurate numerical predictions, even in the short 
run, because environmental conditions such as 
pond habitat are not predictable. Instead, the 
model should be used as an aid to answering 
broad questions of management policy and popu, 
lation dynamics. For example, there are a number 
of questions which the CWS might weIl wish to 
have answered. First, to what extent does spatial 
patterning and bird movement mitigate the effects 
of management regulations in specific areas or 
flyways? Second, considering normal sampling 
error, can poor management in one area ev en be 
detected? Third, how much resilience does the 
Mallardpopulation have to bad management? 
Fourth, what effect would particular environ­
mental patterns, e.g. a series of dry years, have 
on the population's resilience? ln other words, 
must managers be particularly careful du ring cer­
tain weather sequences? FinaIly, what would the 
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effects be ifhunters couldtravel more easily from 
one area to another and had better information 
about hunting conditions? The model cannot pro­
vide definitive answers to these questions, but it 
can certainly do better th an simple intuition. The 
exercise of setting up the model to answer such 
questions is also a good way to gain sorne feel for 
the computer program and i!s operation, and a 
good way to sharpen and improve normal 
intuition. 

The key value of the MaIlard model is not its 
predictive power but its ability to act as a focus 
and concrete goal for research activity. The Mal­
lard model is not merely an arbitrary mathemati­
cal or theoretical structure; it is a set ofbiological 
statements in shorthand notation. Any judgment 
on the validi ty of the model is a judgmen t on the 
validity of the biological concepts and parameters 
it embodies. The simulation scheme is a numerical 
device to fit several biological factors together 
simultaneously, so that each factor can be seen in 
relation to the others. Computers cannot operate 
with ambiguous instructions, so the biological 
factors and their relationships must be precisely 
defined in a simulation scheme. Models can pro­
vide a powerful tool for research organization, 
planning, and communication. Model-oriented 
research teams are more likely to succeed th an 
teams working from a traditional biological view­
point, simply because there is explicit numerical 
evaluation of each biological concept or parameter 
in relation to others. 

As devices for research organization, the 
workshop and MaIlard simulation model seemed 
fairly s].lccessful. Several major areas of data 
deficiency were clearly identified, and the pre­
dictive value of much data now being coIlected 
was made clear. Perhaps the most important de­
ficiency is the lack of data on the relationship be­
tween duck abundance and hunter s~ccess, the 
criticallihk between people and birds. It seems 

likely that the workshop willlead to research 
being concentrated on this link. Kill statistics 
now being coIlected shed little light on the 
abundance-success relationship, so their value 
for prediction is questionable. Furthermore, 
banding and migration data now being coIlected 
give little information on the dynamics of bird 
movement during the hunting season. 

ln the workshop, no particular premium wàs 
placed on the utilization only of past data, and 
little attempt was made to force the MaIlard model 
to fit historicru trends. Such an approach may 
seem alien to the biologist concerned with careful 
ecological description, and may be criticized as 
too theoretical. If we had been very careful to 
base the model only on established principles and 
data, and if we had made every effort to make it 
fit aIl historical population trends, two facts 
would soon have bec orne apparent. First, the 
model would have been merely an ruternative way 
to represent the data, and would thus have been 
as incomplete and as narrow in its range of appli­
cation as the existing data itself. Second, since 
errors in data and principles can only be detected 
by contrasting them with other information, the 
model could not have pointed out errors, and 
would not have said anything new about the 
biologicalsystem. 

ln other words, the model would lose much 
of its value if it were strictlyan empirical repre­
sentation; failure to fit past data iridicates our 
incomplete knowledge of the biologicru system, 
and for this reason such failure is instructive. 
The model is a complex set of hypotheses, which 
we can try to refute and improve by comparison 
with data; system approaches are not mutuaIly 
exclusive alternatives for the "scientific method." 
There is an obvious extension to this reasoning: 
large data coIJections are not a prerequisite for 
model building, just as it is not necessary to have 
aIl the data for any experiment before the experi-

---------- -- - -- ----

ment can be designed. Thus, we suggest that 
model building is likely to be most valuable in 
future research programs if it is included as an 
integral part of the work right from the start. 
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Appendix 1 

FORTRAN names and equations are the same 
as were used in the "Notation andSymbolism" 
section: 

C Duck simulation model 
C Read parameters and initial values 

READ (2,10) NAS, NJS, KJ, KA, PA, PJ, 
SAS, S]S,'SWJ, SWA 

10 FORMAT (lOFS.O) 
C Set up loop over ten years 

DO 1I=1, 10 
C Calculate production 

P=NJS*PJ + NAS*PA 
C Calculate faIl populations 

NAF = (NJS + NAS) * SAS 
NJF P * SJS 

C Calculate harvest 
H=NJF * KJ+NAF * KA 

C Calculate new spring numbers from survivors 
ofhunting 
NJS= NJF * (l-KJ) * SWJ 
NAS=NAF * (l-KA) * SWA 

C W rite out harvest and new spring 
populations for year 
WRITE (3, Il) l, NJS, NAS, H 

Il FORMAT ('YEAR =' , I2, 'JUVENILES 
, , FIO.2, 
'ADULTS= " FIO.2, 'HARVEST= " 
FlO.2), 

C Return for start of next year. 
1 CONTINUE 

STOP 
END 

The program shown above is not quite complete: 
not shown are system control cards and the data 
card to read in parameter values and initial 
conditions. 
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