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Abstract 

This report presents a statistical evaluation of the water 
quality data available on Lake ‘Erie from the Great Lakes surveillance 
program, 1966 to 1981. In Chapter 1, an introduction is given. 
Chapter 2 presents an Iflp»-to»-zdate review of the early h_i_storical work 
on the eutrophication of Lake Erie. Chapter 3 discusses the problem 
of examining the data to determine the existence and nature of any 
trend that may be present in the values of the following limnological 
parameters: (1) the water level of Lake Erie for the years 1900 to. 

1979; (2) Niagara River flows for the period 1860 to 1975; (3) air and 
water temperature, Secchi disk depth, turbidity, total phosphorus, 
soluble reactive phosphorus, chloroptwll 3, and nitrogen for -the 
period 1967 to 1980. The analysis is performed for each of the 
Western, Central and Eastern basins of Lake Erie. Chapter 1; presents 
a clus"tering technique which automatically separates the data into the 
various naturally occurring thermal and spatial regimes. The result-;- 

ing dissolved oxygen depletion rates, which are calculated on the 
basis of common stations in these clusters within a year, are found to 
be between those calculated by prev-ious authors. Thus the cluster 
analysis presents a semi-objective and practicable alternative to the 
previous methods of data selection. Various types of regression 
analysis were applied to determine the hypolimnetic oxygen depletion 
rates for the years 1967 to 1980 in the Central and Eastern basins of 
Lake Erie. Statistical tests indicated that the depletion rate 
changed from year to year. The problem of explaining the differences 
in the depletion rate from year to year is considered in Chapter 5. 
The modeluses the lake water level, the hypolimniyon temperature and 
yearly mean total phosphorus concentrations as explanatory variables. 
It enables the estimation of the probability of anoxia as a function 
of the three explanatory variables. Also, the use of the model for 

xix



setting regulations and for specifying s'tar_;dard_s‘ is given. The 
characterization of the spatial and temporal variabilities of total 
coliform and fecal coliform concentrations in Lake Erie .is determined 
using the available data for 1966 to 1970. Furthermore, the relation- 
ship ‘between turbidity total coliform concentration is con- 
sidered. Also in this chapter, some general statzi.-_stic'al methodologies 
are given which are useful for the analysis of discrete data (i.e. 

counts) including other limnological va»ri,abfles such ‘as phytoplankton, 
zooplankton and fish. in Chapter 7, the question is inves.t—igat'e,d 

concerning how to use past information about the spatial and temporal 
v‘a;riabi_1ities of limnological data to plan a strategy for ‘future data 
collection when the aim is to estimate the areal weighted mean value 

of a single l-i_xhnologi,cal variable. This statistical approach 
applied to coliform counts, temperature and chlorophyll :_a._.
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Résunmé 

Le present rapport est une evaluation statistique ‘des 

donnees re,1aj.ti\"res_ 5 la qualité de l'eau du lac Vfirié obtenues de 1966 
1981 dans le cadre du programme de surveillance des Grands lacs. On 
trouvera uni resume au premier chapitre et, aunchapitre 2, une raise a 
Jour du cotnpte rendu des premiers traraux portant sur l'e_utrophisation 
:du lac Erie’. Le troisiéme chapitre traite du probléme de 1'exa.men des 
données pour determiner 1'existence et la. nature toute te_ndafnce que 
pourraient. presenter les valeurs des parametres limnologiques 
suivants : (1) 1e niveau de l'eau du lac Erie entre 1900 et 1979; 
(2) le debit de la riviere Niagara entre 1860 et 1975; et_ (3) la 
temperature de l'a.ir et de l'eau, la profondeur an disque de Se'cchi,1 

turbjipdité et les teneurs en phosphore total, en phosphore réactif 
soluble, en chloroplrxylle 5 et en ‘azote pendant la période allant de 
1967 5. 1980. Une analyse est effectuée pour chacun des bassins, 
ouest, central et east, du lac firié. On présente au chapitre it une‘ 

technique (1 ' analyse par grappes qui permet de regrouper 
automatiquement les d_on'_n_é_es selon les divers régimes thermiques et 
spatiaux naturels. I1 s'avere que les ta_.'u;x d'util_isat'io_n de 1'oxygene_. 
dissous calculés a partir des stations visitées at toutes les sorties 
dans ces grappes pendant une année sont compris dans ceux calcuiés 
par les chercheurs precedents. L'analyse par grappes est donc une 
solution de remplacement semi-objective et pratique pour les méthodes 
antérieures de choix de données. Divers types d'a.ne.lyse par 
iregression Ont été utilises pour determiner les taux d'e’pu-isement de 
]_.'oxy~g‘en_e Iwpolimnétique au cours des années 1967 5 1980 dajnfs lefs 

bassins centre et de 1'est dn lac Erie’. Des tests statistiques out 
montré que le taux d'épuisement a varié d'une année at l'au'tre. On 
traits, au chapitre 5, du probleme que pose l'exp1.icat_ion de ces 
differences annuelles. Le modéle utilise fait appel au niveau de 

xx1' 

'\1~ 
.5»



l'eau, 5 la. température de l'hypolimr1ion et aux conce‘ntr'a;t-i'o1f1‘s; 

moyennes dé phosphoré total annuelles comme variables explicatives. 
Le'modéle permet d'estimer la. profiabilité d'anoxie en fonction de ces, 

trois variables; On traite aussi de l'utiiisation du"modé‘1e pour 
l'élaboration de- réglementations et la détermination de n‘ormes.' Les 

données obtenues entre 1966 et 1970 out gservi 5 les 

var~iabilit<§'s spatiales et temporelles des teneurs de col_i_fo'rm'es totaui 

et fécaux au lac Iirié. De plus, o‘nvs'ir1téresse la. ‘relation entre la 

turbidite’ et -la teneur de coliformes totaux. On présente aussi, an 

méme chapitre, certaines méthodes statistiques Agénérales utiles at 

l'analyse 'dé'donr‘1ées di-scréntes (dénombrements)-‘, y compris d'a.utres 

variables limnologiques comma lé phytoplfincton, le zooplanct-on et le 

poisson. On s'i.ntéresse, au chapitre 7, 5 la. fagon d'utiliser les 

vieilles irifofmations sur -la va‘ri'abilit,é spatiale et tein‘p”ore‘l»le des 

données limnologiques dans le but de planifier une stra£e’gie pour la 

cueillette des données quand on désire estimer la Valeur moyenne, 

pondérée en fonction de la superficie, d'une seule variabjle’ 

limnologique. Cette approche statistique .est appliquée aux 

dénombrements des coliformes, :5 la. tempéfature et aux tene'u_r‘s de 

chlorophy lle 3. 
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CHAPTER1 

Introduction 

The purpose of this report is to use statistical techniques 
to summarize the historical information available on Lake Erie from 
the Great Lakes surveillance program, 1966 to 1981. This program was 
designed ,and implemented by the Canadian government "to .provide 
detailed and semi-systematic information about the spatial and teme 
poral changes in the water quality of the Great Lakes. Prior to this 
program there was sparse information on the biological, chemical and 
physical processes occurring in the lakes. Certainly, the collected 
data have advanced our understanding of the dynamics of most limno- 
logical characteristics and of the interactions between them. 
Moreover, the collected data have allowed us to re-examine and modify 
our concepts and to test different models and hypotheses regérding the 
factors controlling water quality. However, only a small portion of 
the information available in the surveillance data has been examined 
scientifically. This is because most studies were either restricted 
to investigating the characteristics of a small number of limnological 
variables, examining only the data collected during a number of 
cruises, or using inadequate methods of data analysis. Comprehensive 
and integrated statistical evaluation of all the collected data, as 
opposed to isolated and limited studies, would ensure the utilization 
of all the information available from the surveillance program. Such 
,an analysis would permit the isolation of the influence of different 
sources of variability (spatial and temporal) and the study of the 
association between different variables through the use of empirical 
models. Furthermore, as the surveillance program is more than 
15 years old, it is time to examine its capabilities and the 
usefulness of its information. Modifications could then be made to 
the program where appropriate.



Specifically, this report discusses the following: 

Extraction of the information available in the surveillance data 

and its utilization for (a) examining the changes in the quality 
of water (i.e., determining the time trend), (b) examining thfi 
spatial variability and isolating regions in the Great Lakes with 

developing empirical models and 
different 

waters of low quality, (c) 

studying‘ the‘ association betveen limnological 

variables. 

Development of a strategy for future data collection. 

‘Development of methodologies that could be applied to similar 

environmental_problems such as studying the spatial and temporal 

variabilities of parameters measured to study the effect of acid 

rain.



CHAPTER 2 

Lake Erie Review 
by R. E. K wlatkowskl 

The International Lake Erie Water Pollution Board and the 

International Lake Ontario-St. Lawrence _Water Pollution Board (1969) 
have recommended that the governments of Canada and the United States 
agree to develop a joint program to control the pollution of the Great 
Lakes ecosystem. In the Great Lakes, three elements (p_hosphorus, 
nitrogen and silicon) have been found to limit aquatic plant 
productivity. The International Joint Commission (IJC) has given a 

great deal ‘of attention to phosphorus controls because this n_utri;er_‘1t 

can be the most readily removed from ‘water bodies, on both a technical 
and an economical basis. In 1972, the Great Lakes Water Quality 
Agreement (72WQA) was signed between Canada and the United States. 
The Agreement recognized that eutrophication was a major problem in 

the lower Great Lakes (Erie and Ontario), and the IJC- assigned to the 
Great Lakes Water Quality Board the responsibility of developing 
phosphorus loading objectives toalleviate the problem. In the fifth 
year of the Agreement, .a comprehensive review of the established 
programs was done and a new Great Lakes Water Quality Agreement was 
signed in 1978 (78WQA), which contained total phosphorus loading 
o_bject'iives for each of the Great Lakes. In contrast with the approach 
used in the 72WQA, the 78WQA objectives were based on-the resulting 
water quality corresponding to the phosphorus loads in each basin. 

Restoration of the year-round aerobic conditions. in the 
bottom waters of the Central Basin of Lake Erie was stated as a 
primary objective in Annex 2 of the 72WQA and Annex 3 of the 78WQA. 
To achieve this goal much scientific research over the past ten years 
has been done. A brief review of the early historical work concerning



dissolved gases in lakes and of the factors controlling oxygen 
depletion in hypolimnetic waters together with a review of some of the 
ajor works on the extent of anoxia in Lake Erie are presented here. 

It is not the intent of this chapter to present a detailed or complete 
review on oxygen depletion in temperate lakes; The purpose is to give 
the reader a greater appreciation of the complex biological, chemical 
and physical interactions which take place in lakes, and of the wealth 
of information obtained concerning the eutrophicationeoxygen depletion 
problem in the hypolimnetic waters of Lake Erie, the sallest of the 
Great Lakes (Table 1, Fig. 1). 

Lake Erie is actually three lakes in one. Much of the lake 
is shallow, the small Western Basin is mostly less than 11 miin depth; 
while the large Central Basin has a maximum depth of about 25 ma The 
Eastern Basin is the deep portion of the lake with depths of 60 m 
(Fig. 2). Details on the bedrock geology of the three basins can be 
found in Sly (1976), and information on water transport between the 
basins is given by Simons (1976). 

EARLY HISTORICAL HOBK ON D1sso_LvEfD 

The importance of O2 depletion in hypolimnetic waters as a 
measure of biological activity was discussed by Hoppe-Seyler (1895). 
From the measurements of 02 concentrations from only five depths 
(maximum depth 2h5 m) in Lake Constance, Hoppe-Seyler realized the 
importance of oxygen studies in understanding the biological processes 
taking place in the water, and the concept— of oxygen-deficit was 
introduced to limnology. In 1911, Birge and Juday discussed. the 
annual cycle of thermal stratification, and the utilization and 

production of O2 and CO2 by biological processes in lakes. Earlier, 
Birge (1906) had written that 02 decreases in the hypolimnion were a



function of four nain factors: the quantity of decomposable rraterial 
(‘autochthonous and allochthonous) contributed to it from (the 

epilimnion; the volume of the hypolimnion (which in turn depends on 
the depth of the lake); the length of time that the bottom water was 
cut off from the epilimnion; and thetemperature of the bottom water 
(through its effect on the rate of decomposition). 

August Thienemann used oxygen depletion values as a quajntie 
tative measurement of the degree of eutrophy (eutrophic—rich in 
nutrients versus oligotrophicepoor in nutrients) in a lake. 'I'hiene— 

mann (1915) determined five factors affecting the degree of oxygen 
decrease in the hypolimnion: (1) the season of the year; (2) the 
position of the lake (with respect to prevailing winds); (3) the 
magnitude of the volume constituting the hypolimnion, and the ratio 
between the volume of water above and below the thermoclinev»; (14) the 
temperature of the hypolimnetic waters; and (S) the quantity of 
organic matter ‘transported into the bottom waters. Thsienemann (1928) 
later stressed factor (3) as extremely important, giving special 
significance to the ratio of the epilimnion‘ volume to hypolimnion 
volume. Furthermore, A‘I‘7hiene‘mann concluded that since the deep water 
of shallow lakes ceteris paribus warms more rapidly than that of deep 
lakes, and as heat enhances decomposition, the difference in the 
heating‘ of these two lakes owing to their different depth_s exerts an 
inyfluejnce in the same direction as does the difference in the volume 
of their tropholytic layers.~* Thienemann (1928) established the 
following morphologic characteristic for an ol-igotrophic lake. The 
volume of water in the hypolimnion is large relative to that in the 
epilimnion (Table 2), whereas for a eutrophic lake the volume of water 
in the hypolimnion is smal.l relative to that in the epilimnion. 

* Trophogenic — the superficial layer in which organic production 
takes place "on the basis of light energy; tropholytic — the deep 
layer where organic dissimilation predominates because of light 
deficiency.
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TPHYSICAL, BIOLOGICAL AND CHEMICAL VARIABLES GONTROLLING D.0. DEPLETION 

The thermocline acts as a barrier to the movement of 
dissolved gases from ‘the epilimnion to the hypolimnion. Thus the 
formation of the annual temperature cycle is significant in the study 
of oxygen depletion. In temperate lakes during winter, ice covers the 
lake. A permanent stratification (winter stagnation) can be set up, 
with water temperatures of 0°C immediately below the ice and uniformly 
low temperatures at or slightly above h°C in the deeper strata. After 
ice breakup, wind—generated currents result in the entire water mass 
being mixed (spring overturn) and the lake becomes isothermal. and 
chemically homogeneous. After the spring equinox, heat energy is 

absorbed by the upper layers of the lake. However, absorption of 
increased solar radiation in spring has been shown to account for only 
a small portion of the total energy that distributes heat in a lake 

(Birge and Juday, 1921). The main energy source is the wind (Birge, 

1916), which generates currents (the speed and direction of which are 
dependent on‘ the strength and direction of the" wind [Hutchinsoh, 

1967]). When the surface water particles pushed by the wind reach the 
shore, they are deflected by the resistance of the colder and heavier 
deep water. As a result, a counter current is established just below 
the surface which leads to heat exchange (eddy diffusion). Due to 
density gradients established by the progressive accumulation of heat 
(water being the most dense at h°C) a boundary layer (thermocline) is 

thus formed in sufficiently-deep lakes between the totally intermixed 

surface layer (epilimnion) and the quiet water masses underlying it 

(lrwpolimnion) (Birge, 1910). Birge (1898) defined the thermocline as 

the region of rapid decrease in.temperature in which the gradient was 

greater than 1°C per metre. Bronsted and Wesenberg4Lund (1912) 

redefined the term to mean the plane of naximum rate of decrease in 

temperature, while Hutchinson (1957) designated the whole region in



which the temperature gradient was steep, from the upper plane of 

maximum curvature, termed "the knee" of the thermocline, to the lower 
plane of maximum (inverse) curvature, as the nbtalimnion. It should 
be pointed out that owing to the complicated interactions of solar 
radiation, wind and morphological features of a lake, lakes often 
exhibit individual temperature curves. As weather conditions change 
from year to year, a given lake may exhibit unique temperature curves 
each year (Table 3), with varied epilimnion depths. 

When the loss of heat in a lake is greater than heat intake, 
thermal stratification breaks down. Radiation accounts for the 
greatest heat loss, with further losses through evaporation and 
through conduction to the air and the bottom sediments, which result 
_in vertical convection currents. Also, the volume of water flowing 
through. the lake, which in general carries away the ‘topmost water 
strata, can be of substantial importance to the thermal econom 
(Ruttner, 1952). Eventually by late fall, isothermal ’conditions 
return and the lake again becomes totally mixed (fall overturn). 

The importance of the thermocline to the biology of a lake 
was first described in a classic paper entitled "The Thermocline and 
its Biological Significance" (Birge, l90h). The fundamental process 
of life, carbon assimilation, occurs mainly but not exclusively in the 
upper waters of a lake (trophogenic layer). The rates and the amount 
of assimilation are governed by a complicated set of factors dependent 
on the species of phytoplankton present, solar radiation, nutrient 
availability, temperature and the interrelationships between phyto+ 
plankton requirements. A review of these complex interactions has 
been done by Hutchinson (1967) and Lund (1965) and they will not be 
discussed further. Ultimately, the organic matter formed settles out 
of the trophogenic layer (often equivalent in depth to the epilimnion



layer [Thienemann, 1928]) and settles..into. the. deep_ tropholytic 
layer. This movement of organic material results in a decrease in the 
dissolved oxygen content of the hypolimnetic waters owing to plant, 
animal and bacterial respiration (in the decomposition of the organic 
matter), as well as by purely chemical oxidation of the organic matter 
in solution. Since the thermocline acts as a barrier to the movement 
of dissolved oxygen from the epilimnion, an oxygen deficit is created 
in the hypolimnion. Total oxidation of the organic natter does not- 

always occur in the hypolimnion (water oxygen demand). Large amounts 
of organic matter in eutrophic lakes settle to the bottom either to be 
oxidized (sediment oxygen demand) or to be stored. . A 
microstratification of deoxygenated water forms between the bottom 
sediments and the overlying ‘waters. This microlayer is gradually 
enlarged by eddy diffusion, and in highly eutrophic lakes, the entire 
hypolimnion can become anoxic. Anoxic conditions in the hypolimnion 
have obvious deleterious effects on its biological community (benthos, 
zooplankton, bacteria and cold water fisheries) and also can affect 
its chemistry. If the dissolved oxygen at the mud-water interface is 

significantly reduced, ferric and nanganic hdroxides are 
solubilized. Reduction of ferric phosphate results in the release of 
phosphorus from the sediments and back into the water column (internal 
loading), resulting in further enrichment of the lake. 

PRESENT STATE or 

Because of a serious decline in certain fish populations in 

Lake Erie, a limnological study was undertaken on Lake Erie in 1928 
and 1929 (Fish, l960). Sixtyetwo stations were sampled for a variety 
of physical, chemical and biological parameters on eight cruises 
between May and September. It was found that the mean hypolimnetic



summer oxygen saturation was 83;3%. Burkholder (1960) concluded that 
the oxygen conservation in Lake Erie (for 1929) appeared to be due to 
the general oligotrophic character of the lake. Decomposition was 
reported as moderate and thus minimum oxygen levels, as exist in 
eutrophic lakes, were not found. By the late 1960's, anoxic condi- 
tions in the hpolimnion of Lake Erie became commonplace and Lake Erie 
was referred to as a dead lake. 

Commercialky valuable species such as blue pike, whitefish, 
lake ‘herring, and sauger have either drastically declined or 
disappeared, having been replaced by such less desirable (commere 
cially) forms as alewife,‘ smelt and freshwater drum (Baldwin and 
Saalfield, 1962; Leach and iNepsy, 1976). After a review of the 
pertinent literature, Leach and Nepsy concluded that the species 
shifts were due to a variety of stresses,_which in order of importance 
are intensive commercial fishing; nutrient loadings (resulting in an 
anoxic hypolimnion); introduction of exotic species; tributary and 
shoreline reconstruction; erosion and siltation; and the introduction 
of toxic nnterials; 

Beeton (1965), in a study on the eutrophication of the 
St. Lawrence Great Lakes, concluded that man's activity had clearky 
accelerated the rate of eutrophication of Lake Erie. His conclusions 
were based on a trend analysis of chemical data from 185k to 1960. 
Beeton (1965) observed large increases in chloride and sulphate 
concentrations, both of which are conspicuous in domestic and 
industrial-wastes. The changes in concentrations of these parameters 
paralleled the population growth in the Lake Erie basin. Comparison 
of recent data from the Central Basin nearshore zone with the values 
of Beeton (1965) indicated that the 1978/79 concentrations were simlar 
to those of the late 1950's, and indeed, for calcium and chloride,



were actually lower (Richards, 1981). Richards concluded that the 

water quality of Lake Erie was not deteriorating at the rate which 
typified the first half of the century. 

A biological study of the benthic community of Lake Erie's 

Western Basin by Carr and Hiltunen (1965) indicated that more severe 

environmental conditions existed in 1961 than in 1930. The population 
of the burrowing mayfly, Hexagenia spp., was reduced from an average 
of 139/m2 in 1930 to less than 1/m2 in 1961.* Oligochaeta, a taxon 

typical of low oxygen conditions, had undergone a ninefold increase in 
numbers over the same time period (677/m2 in 1930 to 5949/mg in 1961; 
‘Carr and Hiltunen, 1965). As noted by the‘ Phosphorus Management 
Strategies Task Force (1980), however, these major’ changes in the 

benthic community occurred_ during periods in which toxic materials 
such as DDT were first used extensively in the environment, and thus 

cause and effect relationships are difficult to establish. 

The only long-term studies on the phytoplankton communities 
of Lake Erie were by’ Davies (1964, 1969). The average number of 

phytoplankton (cells/mL) showed an annual increase of 443 cells/mL/yr 
between 1929and1962, with a major increase occurring in the abundance 

of blue-green. algae (a group commonly associated with eutrophica— 

tion). It should, however, be noted that these data are from a water 

treatment plant at Cleveland, and therefore the changes in the 

phytoplankton reported by Davies (1964) are not indicative of offshore 

waters, but rather can be considered as representing the effects of 

localized inputs. A study of diatom frustules in cores from the 

_* In the 1980 Report on Great Lakes Water Quality, the IJC states that 
benthic studies in the Western Basin Lin. 1979 have shown notable 
improvements in the benthic community. _Hexagenia limbata reappeared 
for the first time since the early 1950's near the mouth of the 
Detroit River (IJC, 1980a).
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Central Basin of Lake Erie by Harris and Vollenweider (1982) indicated 
that a major shift in the species composition of this taxa occurred 
around 1850 as a result of deforestation. A second minor shift (in 
relative abundance and not species) occurred in the mid—l900's and was‘ 

probably due to increased phosphorus addition to Lake Erie via deter- 
gents. In conclusion, Harris and Vollenweider (1982) stated that the 
diatom composition has remained relatively constant for the last 100 
years. 

Excessive phosphorus levels have been identified as the most 
important factor in the accelerated eutrophication of the Great Lakes 
(Phosphorus Management Strategies Task Force, 1980). Numerous authors 
over the past 20 years have established phosphorus—ch1orophyll-phyto- 
plankton relationships in lakes (for a review see Nicholls and Dillon, 
1978). From the relationships established it is apparent that 
increasing phosphorus loadings to Lake Erie via sewage discharge, 
detergents, agricultural runoff‘ or the atmosphere will result in 
increased phosphorus concentrations in the lake. This theoretically 
will lead to increased algal biomass and subsequently to an increased 
areal extent of hypolimnetic anoxia during summer stratification. 

)In 1977, the IJC indicated that mean annual phosphorus 
concentrations had been significantly (P 5 0.05) increasing in the 
Central Basin since 1973 (IJC, 1977). In 1979, however, from annual 
open lake monitoring of Lake Erie, the IJC concluded that total phos+ 
phorus concentrations had fluctuated only slightly since 1970 (IJC, 
1979b). In 1980, the IJC concluded that no significant change in the 
phosphorus concentration level (Fig. 3) had occurred over the last 
decade (IJC, 1980b). The non-conservative nature of phosphorus, its 
large year to year variability, internal recycling, and its extensive 
interaction with biological populations made it Very difficult to
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trace phosphorus concentration changes in the Great Lakes (Phosphorus 
Management Strategies Task Force, 1980).V 

Since 1973, the IJC has calculated total phosphorus loadings 
to the Great Lakes via nnnitored and unmonitored tributaries, direct 
inputs from municipal and industrial sources, connecting channels and 
the atmosphere. Nonpoint source estimates commenced in-1976. Unfor- 
tunately, no coordinated collection of phosphorus loading data and no 
scientificalky sound nethodology for calculating phosphorus loading 
exist (Phosphorus Management Strategies Task Force, 1980). This was 
demonstrated by the Task Group's example of the different total phos- 
phorus loadings calculated for Lake Erie in 1976. The Task Group III 
(a U.S.-Canada review group established during the development of the 
1978 Great Lakes Water Quality Agreement) calculated a loading of 

19 500 tons/year based on the Lake Erie Wastewater Management Study by 
the U.S. Arm Corps of Engineers. The Water Quality Board estimated 
the load to be 15 500 tfiyr from the same data set, while PLUARG calcne 
lated a loading of 17 h5O t/yr. Even with a single agency calculating 
the loadings, there is no guarantee of standardization. Different 
methods of calculating point source phosphorus loadings for the years 
1972 to 1977 were used by the Water Quality Board (Zar, 1980). Zar 
concluded that greater-efforts were needed to assess the quality and 
the statistical accuracy of the data. None of the loading estimates 
for calculating total phosphorus loading to Lake Erie took phosphorus 
regeneration from the bottom sediments into account, even though this 
can be equivalent to 111% of the external loading during anoxic condi- 

tions (Burns and Ross, 1972a). Even during oxic conditions phosphorus 
regeneration is important. Internal oxic and anoxic regeneration for 

a two-month summer period in Lake Erie was found to equal 137% of the 

external loading. Controversy also exists over whether or not control 

programs should be based on total phosphorus or on algal available
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phosphorus entering the water body (Lee 55 gl., 1980). Since there 
are many different forms of phosphorus and their availability varies 
widely, it is almost impossible even to develop routine analytical 
procedures to quantify each biologically available form which may be 
present. Present eutrophication control programs are thus based on 
the concept of controlling all forms of phosphorus, irrespective of 
whether the phosphorus is in a form which can support algal growth or 
not (Lee_g§_gl., 1980). 

Because of the growing concern over the increasing area of 
anoxia in the Central Basin of Lake Erie, an intensive Canada-United 
States study of the lake was undertaken in 1970 (Project Hypo); 
Twenty-five water sampling stations were sampled on ten surveys in the 
Central Basin, with an additional 16 stations established_to provide’ 
bathythermograph records. Five of the 25 stations were termed “major 
stations“ and were sampled intensively for the four disciplines 
(chemical, biological, bacteriological and physical) deemed most 
important to the study of oxygen depletion (Burns and Ross, 1972a). 
The conclusion drawn by Burns and Ross (1972b) and from the 1970 study 
was that "phosphorus input to Lake Erie must be reduced immediately; 
if this is done, a quick improvement in the condition of the lake can 
be expected; if it is not done, the rate of deterioration of the lake 
will be much greater than it has been in recent years." Anoxic 
conditions in the dentral Basin hypolimnion in 1970 were unsuitable 
for fish life and this resulted in the regeneration of large amounts 
of phosphorus from the sediments (Burns, 1976b). 

Beeton (1965) found low dissolved oxygen concentrations in 
1959 and 1960, but stated that scattered observations of low oxygen 
had been reported for the past 33 years on Lake Erie. Dambach (1969) 
reported that a dissolved oxygen value of 0.8 mg/L was measured in
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Lake Erie in 1929. However, from a study of the historical records of 
dissolved oxygen in the hypolimnion of Lake Erie, Dobson and 
Gilbertson (1971) concluded that the 1970 depletion rate was more than 
double the rate estimated for 1929. They further stated that central 
Lake Erie had become ‘mesotrophic around 1940 and has been. in the 
process of becoming eutrophic (as of 1970). The increase in deoxy- 
genation was attributed .to increases in phytoplankton production 
caused by increased nutrient inputs (Fig. 4). Charlton (19803) 
reviewed the work of Dobson and Gilbertson and indicated that there 
was no long-term trend to increasing oxygen depletion. According to 

Charlton, differences in depletion rates that did occur between years 
were mostly related to variations in hypolimnetic thickness (Fig. 5). 

In fact, present day oxygen depletion rates, when corrected for the 

relatively high temperatures in Lake Erie's hypolimnion, are indicaé 

tive of .mesotrophic lakes (Charlton, 1980a). In a later paper, 
Charlton (1980b) stated that ‘the use of oxygen concentration, to 

compare lake productivity was not justified without reference to hypo- 
limnion thickness and temperature (see conclusions of Birge and Juday 

[1911] and Thienemann [1928] given previously). Reassessment of the 

data by Rosa and Burns (1981) utilizing correction factors for hypo- 
limnion thickness, vertical nfixing, and thermochemical effects on a 
representative area in the Central Basin indicated that a_significant 
increase in oxygen depletion rates from 1929 to 1980 had occurred. 

A review of the annual Great Lakes Water Quality reports 

between 1973 and 1978 by the International Joint Comission leads to ad 

somewhat confusing picture. It was clearly evident to the IJC (1975) 

that there had been a doubling of the anoxic hypolimnion between 1930 

and the mid-1960's (Table 4). In 1975, a dramatic reduction in the 

anoxia was reported, a result of the formation of a deep hypolimnion 

caused by meteorological conditions at the time of thermocline
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formation (IJC, 1976a). A large anoxic area occurred again in 1976, a 
result of a relatively thin hypolimnion which was more easily depleted 
than in 1975 (IJC, 1977). The Commission (IJC, 1977) concluded that 
spring wind conditions and the time of initial stratification, which 
determine hypolimnion volume, were important factors in influencing 
the extent of anoxic conditions. In 1977, there was an apparent 
decrease in the area of anoxia; the decrease, however, was not due to 

-changes in hypolimnion thickness, phosphorus concentrations, or algal 
productiongc but rather to a« change. in the definition of the term 
anoxic.f Prior~top;977, a region with oxygen concentrations less than 
1.0 mg/L was considered anoxic, whereas in 1977, only regions with 
oxygen concentrations less than 0.5 mg/L were considered anoxic (IJC; 
1978a, l978b);* The IJC concluded that the area of anoxia was not an 
accurate measure of trophic status for Lake Erie (IJC, 1979b). 

A review‘ or the volu.I'r1etr'ic oxygen demand (ling oz/L/ad) in the 
Central Basin by the IJC (l976a) showed a narked increase between 1930 
and 1970. The oxygen demand rate had more than doubled over the HQ- 
year period (Table_h). An intensive surveillance study was conducted 
on Lake Erie in 1978 to 1979 as required by the Great Lakes 
International Surveillance Plan (GLISP) to gather nbre information on 
these apparent trends. The highlights drawn from the first year of 

* In Appendix B (IJC, l978b), the area of anoxia is defined as the 
area with oxygen concentrations <0.5 mg/L. This is visualhy 
displayed in Figure 2.2-8. ‘At the top of Table 2.2-2 (IJC, 1978b), 
however, the definition of anoxia is given as the area with oxygen 
concentrations $1.0 mg/L, as had been reported in previous IJC 
reports. The 1977 areal extent of anoxia calculated from 40.5 mg/L 
is included in the table, while in the text reference is made to the 
fact that the areal extent of anoxia in the hypolimnion during 1977 
was less than that reported in 1976. There is no mention of the 
fact that the l975 value and all previous values for areal extent 
are at the 1.0 mg/L level.
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the two-year intensive program were that the areal extent of anoxia in 
Lake Erie was not an accurate measure of the lake's trophic status 
(IJC, 1979b) because of the effects of water level and meteorological 
conditions. Furthermore, the volumetric oxygen depletion rate in the 
Central Basin had not” changed since 1970 (Table h), confirming the 
conclusion that the ioverall eutrophic status of the lake had not 
lchanged (IJC, 1979a). The importance of volumetric oxygen depletion 
rates and of their relationship to environmental management strategies 
in the control of eutrophication was difficult to assess (IJC, 
1979b). The IJC (l979a) concluded that the low dissolved oxygen in 
Lake Erie's Central Basin was either a result of increased phosphorus 
discharges (cultural eutrophication) or an ongoing situation that had 
not appreciably changed over the past 20 or 30 years. 

A Phosphorus Management Strategies Task Force was asked to 
review and comment on the different scientific opinions. ' From its 
Astudies, it concluded that the restoration of aerobic conditions to 
the Central Basin was a prime concern, and to restore year—round 
aerobic conditions, phosphorus- concentrations -must be controlled 
(Thomas g E“ 198o).~ Attempts were made,‘via ‘a combination or 
objective.analysis and expert opinion, to establish the upper limits 
for nutrient concentrations which would enable a desired ecosystem to 
exist in each of the Great Lakes. Five different nathematical models 
were put forward to assist the Task Group in estimating.lake responses 
to changes in phosphorus loadings (Bieran, 1980; Chapra, 1980; 
DiToro, 1980; Thomann and Segna, 1980; Vollenweider gt al., 1980): 

However, only three of the modelling efforts (Chapra, 1980; DiToro, 
1980; Vollenweider _et e_1.., 1980) had components within the model 
dealing with the relationship between phosphorus loads A and 
hypolimnetic oxygen depletion.
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As pointed out by Bierman (1980), none of the models that 
were reviewed had been tested for phosphorus loads other than the 
present ones, since there had not been .a significant change in 
phosphorus loads during the period for which comprehensive in-lake 
data existed (1967 to 1980). Biermanlfurther stated that the predic- 
tions given by the models were strictly best estimates and not 
absolute guara_ntees of future conditions. For a given input load, 
calculated phosphorus concentrations were within a range of about 5% 
to 25%. However, calculated chlorophyll a responses for Lake Erie 
differed radically between models (Phosphorus Management Strategies 
Task Force, 1980). Since oxygen depletion is a direct result of 
phytoplankton (chlorophyll a) concentration and not of phosphorus 
concentration, the proposed models can only give limited insight with 
respect to the dissolved oxygen content in the hypolimnetic waters of 
Lake‘ Erie. A recently proposed model by Vollenweider and Janus (1981) 
predicted that a rapid decrease in oxygen .-depletion rates in Lake Erie 
would not occur until yearly average chlorophyll 3 concentrations fell 
below 2 mg/m3. The model predicted that this would not occur until 
total phosphorus discharge to Lake Erie was less than 8000 tons/year. 

Birge and Juday (1911) and Thienemann (1928) originally 
noted that the hypolimnion thickness is of primary importance in the 
calculation’ of oxygen depletion rates. This fact has more recently 
been addressed by Charlton (1979, 1980a, 1980b). As previously 
des'cr“ibéd,, hypolimnion thickness is determined by water levels and 
meteorological conditions. Thus, ultimately the prediction of 
dissolved oxygen concentrations is dependent on the prediction of 
weather conditions, which at best is only valid for short-term 
‘projections. The models proposed are thus reduced to two possible 
alternatives. The model can be used a posteriori with knowledge of 
the weather conditions, or it can be based on a normally occurring
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condition (setting hypolimnion thickness to some arbitrary value). 
Probably the best comment on the efforts of mathematics to model the 
area of anoxia in Lake Erie nathematically was made by Thienemann in 
1928: "To some extent we violate nature when we intend to formulate 

by numerical neans complex; partly biological, natural phenomena like 
the oxygen condition existing in lakes." 

CONCLUSIONS 

Over the last ten years much has been published concerning 
the Lake Erie eutrophication problem (Limnological Survey of Eastern 
and Central Lake Erie, 1928 to 1929; Fish, 1960; Project.Hypo, Burns 
and Ross, 1972a, 1972b; J. Fish Res. Board Can. Special Issue Vol. 33, 
"Lake Erie in the Early Seventies"). It is universally accepted that 
Lake Erie is eutrophic. Yet controversy still continues over whether 
or not statistically significant changes in water quality can be 
detected. The controversy exists because such a large amount of money 
is spent on Great Lakes Surveillance programs to determine the effect 
of remedial actions. In 1978 (IJC, l978a), expenditures for the Great 
Lakes Surveillance plan were calculated to be 9.h million dollars, of 

which h.8 million was spent on the Lake Erie intensive study (1978 and 
1979 are classified as intensive years for Lake Erie in the IJC's 

GLISP nine—year cycle). The Great Lakes Surveillance budget is. split 

fifty-fifty between Canada and the United States. To put the cost of 

the surveillance program into perspective, it is less than 1% of the 

total amount expended annually on -the implementation of pollution 
abatement programs in the Great Lakes basin. 

Some of the past work on Lake Erie has been presented in 

this chapter. FIOHI this review, it is apparent that cause—effect 
relationships are difficult to establish in Lake Erie, as are
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statistically significant trends. Historical changes in the biologis 
cal community may be due to eutrophication or to the introduction of 
toxic compounds (benthos; Phosphorus Management Strategies Task Force, 
1980), exploitation (fish; Leach and Nepsy, 1976) or indicative of 
localized effects (pmrtoplankton; Davies-,_ 1961:), Changes in total 
phosphorus loadings are plagued by inconsistent methods of calculation 
and poor data (Zar, 1980), while phosphorus concentration levels in 
the lake are so variable between years that useful analysis does not 
seem possible (Phosphorus Management Strategies Task Force, 1980). 
Oxygen depletion rates in Lake Erie are on an increase (Dobson and 
Gilbertson, 1971) due to cultural eutrophication, or there have not 
been any appreciable differences in oxygen depletion rates over the 
past 30 or no years (Charlton, 1979, l980a), and any changes in deple- 
tion rates are a result of changing hvpolimnion thickness. Beeton 
(1965) reported that changes in water chemistry of Lake Erie were a 
result of man's influence, but found that reports of low dissolved 
oxygen concentrations had been made over the last 33 years. Finally, 
modelling efforts are reported as best estimates and no guarantees to 
restoration of aerobic conditions can be given, even if loading rates 
meet the newky set objectives of the 78WQA (Bierman, 1980; Thomas E: 
ii. , 1980). 

It should be pointed out that the IJC is not directly 
responsible for the research programs on the Great Lakes. This 
function is performed by scientists from various government agencies 
and the university community. The IJC's role is restricted to advice, 
coordination and the reporting of the findings. Thus the study of the 
processes within the lake that affect the trophic status of Lake Erie 
mst ultimately be the responsibility of the research community.
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There is an apparent need for a sound statistical review of 
the historical data gathered on Lake Erie for a variety of limnologie 
cal parameters." This should be done not ogly to establish where any 
trends exist but also to determine whether there.are an weaknesses in 
the data sets. At an annual cost of nearly ten fifilliofi dollars for 
the Great Lakes surveillance program, it is mandatory that the most 
efficient cost-information rates be established.
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‘fable 1. Data on the Great Lakes‘ 

Superior Michigan Huron Erie Ontario 

Total ere... (1:13)? 127 700 118 100 133 900 58 800 70 700 
Surface area (kmz) 83 .300 57 850 59 510 25 820 18 760 
Lake volume (km3) 12 000 5 760 h 600 5&0 1 720 
Average depth (m) 11:5 99 76 21 91 
Maximum depth (m) 307 265 223 60 225 
A. depth/max. depth 0.147 0.27 0.31: O._33 O.h0 
Retention time (yr ) 3 185 101; 27 2.7 7.8 

1 Hutchinson (1957). 
V V

‘ 

Great Lakes Basin Coniiriiéaion. 1976. Limnolog of Lakes and - 

Embayments Great Lakes Basin Framework Study, Appendix No. 34, NOAA. 
Rousmaniere. 1979. The Enduring Great Lakes. New York: 
WM. Norton and Co.

3 

Table 2. Oligotrophic versus Eutrophic 

'I'h—ienemann's Lake Superior2 Lake Erie2 Central Basin2 
.1 

olig'ot‘ro'ph’ic/ July 27 — Aug. 28 5 Aug. 28 7 Parameter eutrophic Aug. T/T3 Aug. 31/73 Aug. 31/73 

d 20 11:5 21 16 
$ Volume E 50 7 158 52 
02 H/E 1.0 1.10 0.78 0.67 
Sat. 02 bottom 50 102.8 b9.-1 33.1: 
:33 mL 02/1000 mL -1.0 0.85 0.11 0.10 
AH mL 02/1000 mL -1.0 0.50 -2.20 -2.68 
A8 + E mi. 02 -1.0 0.52 -1.08 -1.21» 

13 - average depth 
$ Volume E epilimnion volume expressed as a percentage of the entire 

lake volume; epiliinnion is ‘defined as 0 to 10 m, and hypolimn-ion as 
10 [m to bottom (Thienemnn, 1928) ' 

O2 H/Eb_.+ oxygen coefficient. Hypolimnion oxygen concentration divided by 
epilimnion Oxygen concentration 

Sat. 02 bottom - a.1‘r'e'r'age oiqgen saturation at bottom of lake 
AE - difference between actual oxygen concentration and the amount that 

could be present at saturation, epilimnion 
AH - difference between actual oxygen concentration and the amount that 

could be present at run saturation, by-polimnion 
4H + E — mwgen deficit‘ for entire lake 

2‘D_ata obtained from computer files of surveillance data stored at the 
Canada Centre for Inland Waters; Burlington, Ontario. 
Source: Based on Thienexnann (1928).



Table 3. Average Lake Erie Centra1‘Ba.sin 
Hypolimnion Charactefistics 1'01’ 
1973 to 1980 

Year Thickness (m) Temperature’ (“(2) 

1973 h.1 2 1.0 12.0 1 1.8 
197% 5.0 + 1.0 11.5 1 2.5 
1975 7.1 2 0.6 8.1 2 1.9 
1976 h.8 : 2.6 11.6 1 3.0 
1977 h.1 2 2.1 11.1 2 0.6 
1978 5.6 2 1.2 _11.6 2 1.7 
1979 u.2 2 1.5 1h.1 1 h.6 
1980 -5.7 i 0.5 12.8 _i. 0.3 

Data from Fay and Herdendorf (1981). 

Table 34. Dissolved Oxygen Che.-racteristuics of the Central Basin of 
Lake Erie, 1930 -to 1980 

Estimated area or 1.511. 
hypolimnion for Central Basin Ce7_1f._ral Basin 

oxgygz-er1“den3n.nd for 

Lake Erie Lake Erie 

2 % of Rate/ufi:£7a1éa fie%e7&pi6/vo1ume 
Year Area (km ) 

- Hypolimnion mg O2/x'i1 /day ng 02/L/day 

1930 3001 31 0.0082 0.05h§ 
19h0 0.0152 0.0672 
1950 0.025 0.070 
1959 3 600‘ 331 

2 2 1960 1 660: 15: 0.o37- 0.093 
1961 3 6&0 33 
19617 5 870; 53} 
1967 7 500 68 

2 4 2 1970 6 600: 601 
1 

0.039— 0.0h3 0.130 
1972 7 9701 72.51 12 , 3 1;_ 2 3 
1973 11 270 9217 0.0232 0.0533 0.1202 0.1203 
197k 10 250: 87 

2 0.0g7é 0.0g03 0.1102 0.1303 
1975 hoo. h§1 0.0 7—» 0.0 73 0.120 ' 0.1003 
1976 7 3003 63 

1 
0.075 * 0.130 

1977 2 870; 2h.8: 1 0.058“ 70.130: 
1978 3 980 71-9 09110 
1979 5 5 1980 h 330 35.9 

IIJC. 1975. qreafi Lake. water Qua;ity 197b, Annual Report.’ 
§1Jc. 1975:»-. Great Lakes Water Qua-1_1ty 1975. Appendix B- 
IJC- 1977- Great Lakes Water Quality 1975» APPéhdi* 3- 
“IJC. 1978e. Great Lakea water Qualify 1977. Annual Report- 
5Fay and Herdendcrf (1981).
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CHAPTER 3 

Temporal Changes in Lake Erie 
by A.H. El-Shaarawl 

INTRODUC'1'ION 

Any attempt to discover the existence and the form of any 
trend that may be present in the values of a specific water quality 
indicator for a largeebody of water like Lake Erie would be hampered 
by a number of problems. First, large lakes maintain a high degree of 
spatial vaifiabilyity (El-Shaarawi and Shah, 1978; El-Shaarawi and 
Kwiatkowski, 1977; El—Shaarawi and Esterby, 1981; El-Shaarawi 1-:1 al., 
1981). The‘ effect of such variability is to decrease the ability of 
discovering the existence of a trend by adding an additional component 
to the variance of any statistic that might be employed for trend 
detection. Moreover, the spatial variability is not constant through—; 
out the year but varies seasonally (El—Shaarawi, 1982). Secondly, 
most limnological va-riables possess a typical seasonal cycle, the 
shape of which‘ varies from year to year. Hence, if the trend is 
regarded as changes from year to year, then the problem of trend 
analysis is not simply to follow the yearly changes in a single value 
such as the mean but to follow the yearly changes in a sequence of 
curves, each curve representing the seasonal cycle of a year. 
Thirdly, the design used for collecting the data is problematic. The 
word. "design" is used here to refer to the strategy employed in 
choosing the locations of the sampling stations and the time for 
conducting the data collection. Proper trend evaluation requires that 
the spatial and seasonal effects be estimated from the data, and to 
obtain adequate estimates of these components an adequate sampling 
design for collecting the. data is necessary. The word "adequate" is 
defined in terms of the amount of information produced by the design



that is relevant to the purposes of the data collection. For example, 
a sampling design with the location of the sampling stations fixed for 
all data collection is ore appropriate for trend evaluation, while a 
sampling design which continuously changes the position of the 
stations is adequate for detecting areas where the water quality 
objectives are violated. Finally, a sampling design which is a hbrid 
of the fixed stations and the variable stations designs yields infers 
mation on the spatial and temporal changes in the lake. Examination 
of the pattern of the sampling stations used for Lake Erie indicates 
that a variable and inconsistent sampling strategy was used for 

collecting the data. This nakes the gmcbiem of uaking inferences 
about the temporal changes in the eutrophic status of the lake diffis 
cult. Also it should be entioned that the sampling of Lake Ontario 
was perfored using the permanent station strategy since 197k, and 
hence the problem of trend evaluation in Lake Ontario is much simpler 
than that of Lake Erie. 

Chapter 3 presents (a) statistical methods that may be used 
for discovering the existence and determining the shape of any trend 
that may be present in the values of.a water quality parameter and (B) 
the applications of these uethods for determining the trend in the 
following parameters: (1) the water level of Lake Erie for the years 
1900 to 1979; (2) Niagara River flows for ‘the period 1860 to 1975, and 
(3) air and water temperature, Secchi disk depth, turbidity, total 

phosphorus, soluble reactive phosphorus, chlorophyll a, and nitrogen 

for the period 1967 to 1980. The analysis is performed for the 

Western, Central and Eastern basins of the lake. The trend in 

dissolved. oxygen depletion rate in the hypolimnion is discussed in 

Chapters 1» and 5.
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DATA SOURCES 

Yearly water level and Niagara River flow data were supplied 
by the Water Planning and Management Branch, Department of the 
Environment, The water level represents the average of four water‘ 

level gauges which are located at Buffalo, Cleveland, Toledo and Port 
Stanley. The Niagara River flow data were measured at Queenston. 

The estimates of the monthly Central Basin air tempera_ture 
were supplied by W.M. Schert-zer and are presented also in Lam, 
Schertzer _a'n;1 Fraser (1983) . 

The data on the other parameters were obtained from Canada 
Centre for Inland Waters (CCIW) data files. Corrected chlorophyll _a_ 

analysis on surface water samples is used in this report. A Whatman 
GF/C glass fibre filter was used for chlorophyll 3 extraction and the 
results were recorded as micrograms per litre. 

An electric bathythermog-raph trace in degrees Celsius was 
obtained from surface to bottom with a Guideline EBT model 8031 B 
probe using an HBX-Y recorder. A reversing thermometer was used to 
verify the BET temperature. 

The data used for the chemical parameters represent the 
concentra_tion in water at the surface. The technique used for the 
analysis of water samples is that outlined in the Analytical Methogls 
Manual ("Environment Canada, 1975) by chemists at CCIW laboratories and 
the results are expressed as milligrams per litre.
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STAIISTIGAL HETHODS 

Reduction, Variability 

Since the tsampling strategy used for collecting the data 

from Lake Erie did not use the fixed station design, it is not 

possible to follow the temporal changes at a fixed location or at a, 

number of stations in the lake without eliminating the spatial varia- 

bility. To reduce the effect of the spatial variability on the accué 

rate determination of trend and the shape of the seasonal cycle, the 

lake can be divided into zones or regions of "homogeneous" waters. 

This can be done either subjectively on the basis of the general know- 

ledge about the geomorphology of the lake or by using an objective 

classification procedure such as that developed by El-Shaarawi and 

Shah (1978). 'The natural subjective classification is to divide Lake 

Erie into three geographic regions, the Eastern, Central and Western 

basins, as shown in Figure 6. The Central Basin is separated byla 

rocky island chain to the west, and by a low wide sand and gravel 

ridge to the east. The analysis of trend considered here is restric- 

ted to the three geographic zones. To evaluate the efficiency of any 

classification procedure for reducing the spatial variability, the 

following method can be used. Let X1, x2...xn be the values of an 

observed limnological random variable such as temperature at n sampl- 

ing stations during a specified cruise. yThe total variability of the 

data is given by: 

TS 
n — 2 

121 
(xfx) 

x2-n? 
1

1 
II 

II 

L\4.'3

1
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The classification procedure will divide the total data set (stations) 
into groups (zones), which will result in the division bf the lake 
into k zones. Let xij be the observed value from the ith station in 
the jth zone where (i = l,2...nJ), n3 is the number ofistations in 
the jth zone (3 = 1,2...k) and Xnj = n. Similarly, the total varia- 
bility within the jth zone.is 

E

1

I

1 

where ;j is the mean of the values in the jth zone. The amount of 
unexplained variability by the classification is 

TS. = TS1+ Tsz +...+ Tsk 

As a neasure of the effectiveness of the classification in reducing 
the total spatial variation, we use the quantity 

EC = (1 — TS./TS) x 100 

The values of EC lie between 0 and 100, the closer this value to lQ0,#: 
the more effective the classification. In fact, under theiassumption 
that x1,x2...xn are normally distributed with a common mean and 
variance, the random variable TS./TS is distributed as the beta 
distribution with parameters (n-k)/2 and k/2. Hence, the mean and the 
standard deviation of EC are 

E[EC] (h/n)lOO 
and 

a[EC] (/ k(n—k)/(n+1) /n)1oo
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respectively. Table 5 presents the values of EC for the geographic 
zones (Eastern, Central and Western basins), using Lake Erie's surface 
tempefirature data from 1968 to 1976. Also, these valueshare plotted in 
Figure 7 against months. The plot shows that the value of EC 

i_ncreases with ‘time, starting at March until July, stabilizes at its 

highest level in August, September and October, and then decreases for 

the months of November and December.‘ This shows that the zonation is 
the most useful during midsu;mner_ to mid-fall. 

Determination of the Seasonal Cycle 

Once the lake is divided into zones, theseasonal cycle for 
each zone can be estimated using regression by regarding the 
l-imnological variable as a dependent variable and time -in Julian days 
as an independent variable. The resultant regression equations for 

the different zones can be tested for equality. ' If the equality of 

the regression equations is accepted, then a single seasonal cycle for 
the entire lake can be _obtained. Let xijt be the value of the 
variable of interest in the jth region, from the ith station and 

during tth cruise where 3 = l,2...k; 1 = 1,2.,.gJt; t = l,2...T; 

njt is the number of stations in the jth region during the tth 
cruise; and T is the number of cruises conducted during the year 
under study. Suppose that the seasonal cycle in thefijth zone for the 
limnological variable can be represented by the fujnction fJ(t) which 

contains p unknown parameters and such that p 5 k. The word 
"par;a_meter" is used here in thestatistical sense; it should not be 

confused with its use in the field of limnology. For example, 

chlorophyll a is considered a parameter li-gmnologists but here is
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considered a variable. The adequacy of" fj(t) to represent the 
seasogal cycle can be tested by noting that the.quantity 

T "3: __ 2 PESj = 
tzl 121 (xijt 

- xjt) 

represents the "pure" error sum of squares, and the quantity 

T “jt .
2 RSS3 = 

til 151 (xijt * f5(t)) 

represents the residual sum of squares from the fitted model where 
Ej(t) is the estimate of fj(t). _The lack of fit sum of squares is 
then defined as 

LF = RSS - PES 
3 J J 

The suitability of fj(t) to describe the seasonal pattern can be 
evaluated using the statistic 

F1 = (Jj — T) LFj/(T-p) PESJ 

The statistic Fj has an F-distribution with (T-p) and (J3 - T) 
degrees of freedom, where

J 
j 

s njl + njz +...+ n jT
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Detection of Trend 

The approach given here for discovering the_ existence of 
trend in the data is tochoose a model for‘. the sea_son_al cycle and then 
to estimate the unknown parameters of the model for each -indiv-idual 

year. This is followed testing‘ the hvp‘othe‘sis that these param- 
eters are equal for all of. the years. If the test results in the 
acceptance of this hypothesis, "we then conclude that there is no 
evidence of trend in the data. On the other hand, if the test rejects 
the hypothesis of equality, the problem is to estimate the pattern of 
change and to relate it to other factors. 

WATER 

The trace of the yearly mean water level for the Central 
Basin of Lake Erie for the period 1900 to 1979 is s‘newn in Figure 8. 

The minimum water level for this period was 568.08 ft, which was 
reached i_n 19334, while the naximum water level was 572.51 ft, which 
occurred in 1971;. Hence, the fluctuations‘ in the mean yearly water 
level exceeded 14 ft during the 80-year period. The graph shows that 
the water level is nonstationary, that is, the water level series is 

subject to systematic changes. Two basic features of the nonstation— 
arity are (i) irregular cyclic changes and (ii) a rise in ‘the: mean 
water level after 19111:. To smooth the data, the five—year 
median was calculated, as shown in Figure 9. This figure indicates 
that the water level was subject to ‘cyclic variab—i1—i‘ties of high 
frequency prior to 1931: and thereafter by low frequency cycles with 
larger amplitude .
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A Medal for the Water Level 

Regression methods are used to develop an adequate empirical 
model for the water level of Lake Erie. The following steps were 
followed to build the model: (1) an init'ia5l model was fitted to the 
data; (ii) the adequacy of the model was investigated by examining the 
-residuals and by moving regression; (iii) the model was modified 
according to the results of (ii); (iv) the modified model was then 
fitted to the data and steps (ii) and (iii) were repeated; and (V) 
this process was continued until an adequate model was found. 

The basic statistical methods used for developing the model 
will be used~repeatedLy in this report; a general account of these 
techniques is given in the Appendix. 

The Mddel 

Since the graphical display indicated the presence of- 
periodicity in the data, the decision was made to start with a model 
of the form f 

I 

\

\ 

yt = a0 + a1 sinwt + qz cos wt + St (3.1) 

where yt is the mean water level of the tth year (t = l,2...80), 
l t : 1 corresponds to the year 1900 and t = 80, to the year 1979; the 
parameters ag, a1, a2 and w are unknown constants; at is a random 
variable which is assumed to be normalky distributed with mean 0 and 
variance 02; and a1, e2...e3o are independent.
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Since model 3.1 is linear in the pavrametersj <19, <11 and 0:2, 

their values can be easily estimated using least squares. However, 
because to is also unknown is nonlinear, the estimation of these 
parameters can be obtained only by iteration, Véih.ic1j1' is performed in 

the following manner. Assume first that m is knmm and let &o( , 

;1(w), ;2( Lo) and :r2( on) be the least squares estimates for <10, 0:}, Q2 
and .02, respectively. The maximum likelihood estimate 19 for (3 can be 
shovm to be thehvalue of as for which <;2(w) is minimum. To, start the 
iteration an initial value for us is needed, and this can be obtained 

by dividing the number of peaks observed in the water level series by 
the length of the series and nniltiplying the result ' 

by 21:. The 
Newton-Raphson method was used to fi_nd cl) . The final estimates of do, 

<11, <12 and 0'2 are 30(2)), ;1(¢:>), ;2( Z») and :)’2( 4:»), respectively. 
Figure‘ 10 gives the plot of the residual sum of squares 77 oz( us) 

against the period 21:/us, which indicates that the cycle has an 

estimated period of 27.5 yr. The observed water level and the 

estimated values from model 3.1 are plotted against years in Figure 
‘ 11. This graph indicates thatthe initial "model does not adequately 

fit the data. To determine what types of modification in model 3.1 

are needed to improve the goodness of fit, the standardized and the 

orthogonalized residuals (Appendix) are plotted against years in 

Figure 12. The residual plots show that there is a strong periodicity 

in the data which is not accounted for by the model. As well, the 

cumulative orthogonalized residuals are plotted against years in 

Figure 13. This‘ figure indicates that in the first 30 years water 

level values were fitted well the model; thereafter, the cumulative 

orthogonalized residual decreased ste_ad'ily' ‘up to year l9h3, and then 

increased for the remaining period. This indicates that model 

overestimated the water level for the years 1930 through l9h3 and 

underestimated it for the years 19111: to 1979. To detect inconstancy
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of variance, the cumulative squared residuals are plotted with their 
expected values against time in Figure lh. It is clear that the model 
is not adequate, since all of the cumulative squared residual values 
fall below their expected values. 

A moving regression technique was also used to examine the 
constancy of the regression parameters with time. The time interval 
used for the moving regression was set at 20 years and the value of m 
was set at 8. Figure 15 gives the plot of the estimated values of do 
against years, which shows that the mo values are not constant and can 

» be represented by a quadratic equation. Similarky, Figures 16 and 17 
present the plots of the estimated Values of a1 and a2 against years 
and indicate the inconstancy of these parameters. To take into 
account the pattern of a0, model 3.1 is modified to 

yt = do + 91(t -'t) + 62 (t - t)2 + 

<11 sin (2'1rt/27.5) + (12 cos (2'1rt/27.5) + at _ 
(3.2) 

where t = hO.5, the mean of the numbers 1, 2.¢.80; 61 and B2 are two 
additional unknown parameters which account for the quadratic pattern 
of do. The effect of adding 61 and 62 to model 3a1 can be tested 
using the statistic 

F‘= 75 (Res; - Resz)/2 Resz 

where Res1 and Resz are the residual sums of squares under model 3;l 
and model 3.2 respectively. The distribution of F is the



Fedistribution with 2 and 75 degrees of freedom. The calculated value 
of F'is 17.79, which is highly significant (p g 0.1). 

Repeating the previous analysis assuming model 3.1 as the 
— initial model indicated’ that another. periodic component with 'an 

approximately h0—year period is needed in the model. Hence, model 
3.2 is modified to 

yt = a0 + e1(t — E) + e2(t - {)2 + a1 sin(2nt/27.5) + 

a2 cQs(2nt/27.5) + 31 sin(2nt/ho) + 32 cos(2nt/ho) + at 

(3.3) 

where 81 and 82 are included in the model to account for the 

additional periodic components. The inclusion of those two parameters 
substantially improved the fit, andr the associated" Féstatistic for 

testing the importance of B1 and B2 is 

F = 73 (Resz — Resg)/2 Resg 

where Res3 is the residual sum of squares under model 3.3. The value 
of F is 5.23, which is significant at the 1% level when compared'with 
the critical value of the F—distribution with 2 and 73 degrees of 

freedom. Figure 18 presents the observed water level values and their 
estimated values from model 3.3. a summary of the process used in 

attaining the final model is given in Table 6.
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Seasonal Changes 

Figure 19 illustrates. the seasonal variabilities of the 
water level. The figure presents the nean water level for spring, 
summer, fall and winter. These means are calculated using the data 
for the period 1965 to 1979 only. The lake has the highest water 
level during the summer, while the second highest values occur during 
the spring. The fall water level exceeds those for the winter 
mQnths- It is evident from the figure that the differences between 
the summer values and the spring values are larger for the years 1965 
to 1973 then those for the years 197k to 1979- 

NIAGARA RIVER FLOHS 

Figure 20 gives the yearly mean of the Niagara-River flows 
at Queenston in thousands of cubic feet per second for the period 1860 
to 1975. These values represent the yearly-mean outflow from Lake 
Erie. The general pattern of this time series clearly resembles that 
of the lake water level. This is shown in Figure 21 where the Niagara 
River flows are plotted against Lake Erie water levels for the period 
1900 to 1975. This figure shows that the relationship between the two 
variables is linear. The regression line is also indicated in the 
figure and the regression equation is 

y = 198.132 + 20.677x 

where y is.the flow and x represents the water level. The value of 
R2 = 0.97 and the estimated standard deviation of y is 3.h69 cubic 
feet per second after accounting for the effect of the water level. 
Hence the increase in the lake water level by one foot will result in 
increasing the lake outflow by 20 677 cubic feet per second.



AIR TEMERATURE 

Table 7 shows the Central Basin monthly (April to-November). 
mean air temperature in degrees Celsius ‘for the years. 1967 to 1978. 
The seasonal pattern of temperature is estimated as the average of the 
monthly means (given in Table 7‘) and shown in Figure 229.. From this 

_ 

figure, it can be seen that the maximum temperature occurs during 
August . 

To discuss the year to year differences in the monthly 
(April to November) mean air temperature, the fol;lo'ijii'ng- procaedure is 
used. Let xid be the mean temperature for the month —i“+ (for i = 

l,2...8V) during the year d(f’o‘r d = l,2.,._._l_2). Let _xi be the average 
of the means for the ith month, i.e. , 

x. + x. - _ 11 12 x _ 
+ n. + X il2 

Define the residual difference between the ith mean in the dth year 
8-lid :Xj_ 85 

Rid = xid ' xi 

The pattern of Rid ‘indicates the nature of a change in a particular 

year. For example, in Table 8, since the year 1973. shows positive 
residuals for all months except for the month of ‘November, it can be 

regarded as wajrjmer than average. As the year I972 shows ‘negative 

residuals except for the month of May, it can be . considered colder 

than usual .



Another method for displaying the differences between years 
is to form the CUSUM (cumulative sum) graph. The CUSUM is defined as 
follows: 

Cid = C(i—l)d + Rid 

(for 1 = 1,2...8), where Cid is the CUSUM for the dth year at the 
ith nonth and Cod E O. The graphs of the CUSUM for the years 1967 
to 1978 are shown in Figure 22b and the values of Cid are given in 
Table 8. For a normal year, the graph of the CUSUM should be very 
close to the x-axes, while for a warmer year, the graph should show a 
positive drift and for a colder than average year, a negative drift. 
The results are summarized below and in Table 9 for each year: 

lgfil — This year started as normal for April, May and Juhe, but showed 
colder summer and fall. As can be seen from Table 8, the CUSUM 
plot is close to the x—axes for April, May and June, but shows 
a drift in the negative direction, indicating that the summer 
and fall were colder than average. 

1968 e- The residuals in ‘Table 8 show that this year has a normal 
spring, a colder summer, but a "warmer fall. However, the 
CUSUM plot shows that these changes were not very severe. 

1969 — This can be regarded as a noral year. The residual values are 
not very high. The period July to October showed above normal 
temperature. The CUSUM plot does not show strong evidence of 
deviations from the norm.
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l97O - Clearly, this year is warmer than average, since all residual 
values were positive except that of the nmnth of July. The 
CUSUM graph drifts in the positive direction, showing an above 
average temperature in this year. 

1971 Residual values show below average spring and summer tempera- 
ture and above average fall temperature. The CUSUM plot does 
not indicate strong deviations from the norm. 

l2Zg_— Residual values show that this year was colder than usual. In 
fact, there was only one case with positive residuals and this 
occurred in May. The CUSUM plot for this year shows the same 
result. It drifts in the negative side of the x—axes. 

1973 Residual values and the CUSUM pattern for this year show that 
this year was warmer than usual. 

l97h - All residual values are negative except that of April. Hence, 
this year has colder temperatures than average, as indicated by 
the CUSUM plot. 

_l9T5 — Residuals in Table- 8 and the CUSUM plot indicate that the 
summer temperature values were above normal. 

1976 - This year shows a colder summer and fall. 

1977 — This year temperature appears to be very close to the norm. 

1978 - Residual values indicate that this year was warmer than 
average.
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WATER 

The Seasonal cycle of the Surface Water Temerature 

The seasonal cycles of the surface water temperature for the 
Western, Central and Eastern basins of Lake Erie are shown in 
Figure 23. Figure 23 is based on the mean surface temperature data" 

for the cruises conducted d_u_r"ing 1967 and 1968. The graph shows that 
the maximum temperature occurred between day 210 and day‘ 210 in the 
month of August. Also, the temperature for the Western Basin exceeds 
that of the Central and Eastern basins until day 260‘, after which this 
pattern is reversed. 

The year can be divided arbitrarily into three periods: 
(1) the warming” period; (2) the stagnation period; and’ (3) the cooling_ 
period. The warming period is taken between day l and day 200 and the 
cooling period, between day 250 and 365. The summer stag'n,ation » 

period occurs during July and August (day 200 to day 250) when the 
lake has approximately uniform surface temperature. Figure 21» 

presents the plot of the mean surface te_1nperatu_re for the Western 
Basin (y'-‘-axes) against the mean surface temperature for the Central 
and the Eastern basins, in which the 1+5‘ line represents equal 
temperature values. During the warming period, all the points fall- 

above the h5° line. This indicates that the Western Basin is warmer 
than the other two basins, with the Eastern Basin having the coldest 
temperature. However, the differences in temperature between the 
three basins decrease with increasing time (and thus temperature). 
During the cooling period, the Western Basin is colder than the other 
two, and the A difference between the three basins increases with 
decreasing temperature and hence increasing time. Also, it can be 
seen from the graph that during the warming period the maximum
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difference between the nean temperature of the Western Basin and the 
Central Basin was about 8 degrees; this occurred when the Western 
Basin temperature was about 12°C. In the cooling period, the maximum 
temperature difference was about h°C; this occurred when the Western 
Basin surface temperature was about h°C. 

Statistical Analysis of the Surface TemperatureLData 

The purpose of the following analysis is to develop 
statistical procedures for estimating the yearly seasonal temperature 
cycle and for determining the changes in its form from year to year. 
Let yts be the mean of the observed surface temperature for the tth 
year (t = l,2...m) and on the sth Julian date (s = 1,2...365), where m 
is the number of years under study. It is assumed that the seasonal 
cycle of the temperature in the tth year can be presented-by the model 

yts = at + fit cos ws‘+ Yfi sin ws + ets (3-H) 

‘where w = 2n/365; at, St, yt are unknown parameters; and 255 
. _ . . . 2 is a normal random variable with mean 0 and variance at /nts, 
where at2 is the variance of a single temperature measurement and 

nts are the number of temperature neasurements used in calculating 
the mean yts. 

This model was selected because the observed seasonal cycle 
for temperature (Fig. 25) takes the shape of a cosine function. 
Another way of expressing model 3.h is 

_ 2fls 
yts — at + Rt COS + ¢t) "' Ets (3'5)
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where Rt is the amplitude and ¢t is the phase, and these are given 
in terms of Bt and Yt by the relation 

_ 2 2 Rt ‘ /Bt + Yt 

and 

tan ¢t 5 Yt/5t 

The quantity at + Rt represents the estimated maximum 
temperature in the tth year, while the quantity Dt = -365 ¢t/21!’ 

represents the time at which the naximum temperature has occurred. 
Model 3.1} is preferable to model 3.5 for the statistical analysis, 
since it is linear in the unknown parameters at, St and Yt, and 
hence these parameters can be estimated by the direct application of 
the theory of least squares. However, the parameters and ¢t of 
model 3.5 have a more meaningful interpretation. Table 10 summarizes 
the results of fitting model‘ 3.1;, and hence model 3.5, to the mean 
surface temperature values for each of the Western, Central and 
Eastern basins of Lake Erie for the years 1967 to 1978. The results 
shown for each basin are the estiate of the naximum temperature for 
each year, the estimated phase cpt, the estimated number of Julian 
days Dt for reaching the maximum temperature, the coefficient of 
deter—in_i_nation Rtz and the F-statistic for testing the significance 
of the regression. In the tables all ‘the values for the F-statistic 
are marked by two asterisks (**) to indicate that the regression 
equations are significant at the 1% level. Also, the smallest value 
obtained for the coefficient of determination R2 is 0.76. The maximum 
estimated s'ur'face water temperature in the Western Basin ranged from 
21.h7°C in 1971 to 25.60°C in 1973. The corresponding values for the
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Central Basin_were 19.l+6°c in 1971 to 23.9o°c in 1973. This agrees 
with the results noted earlier about the mean air temperature for 1973 
and 1975 in the Central Basin. The Eastern Basin estimated minimum 
(19.T8°C) of the aximum temperature was obtained in 1969, while the 
maximum of the estimated maximum temperatures (23.78°C) occurred again 
in 1973. 

The values of Dt in Table 10 show also a large degree of 
variation. In the Western Basin, the smallest number of days Dt for 
reaching the maximum temperature was 203.2 Julian days, and this 
occurred in 1971. While the maximum of Dt was 221.h, which occurred 
in 1969, the corresponding values for the nunimum and maximum of Dt 
for the Central Basin were 206.8 in 1967 and 229 in 1969, respec- 
tiveky. On the other hand, the corresponding values for Dt for the_ 
Eastern Basin were 209.2 in 1971 and 232.8 in 1968. The median Julian 

days Dt were 217.2, 226.1 and 226.6 for the Western, Central and 
Eastern basins, respectively. From this it can be concluded that the 
Western Basin reaches its maximum nine days earlier than the Central 
Basin. The difference between the median of Dt of the Central and 
Eastern basins is very small. 

Year to Xear Variation in the Surface Water Temerature 

_ 

Model 3.h can be used to determine whether the year to year 
variabilities in the surface temperature seasonal cycle exceed those 
expected on the basis of statistical fluctuations. This is equivalent 
to testing the hpothesis 

H,-._o:=‘oL,B t t=Ba“d7t=Y,
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for all values of t. This means that the parameters of model 3.h are 
independent of years, and hence one single equation can be used to 
represent the temperature adequately. This can easily be done using 
the Fisher F—statistic for testing the equality of several regression 
equations. Due to the inequality of the values of dtz, the analysis 
was performed using the empirical weights Gtz, which is the estimated 
value of otz. Table 11 summarizes the results of this analysis, 
which indicates that all the F-values were significant at the 1% level 
for each basin. 

To determine the pattern and overall magnitude of varia- 
bility from year to year, Figures 26a, 26b and 26c present the plot of 
the yearly mean residuals against years for the Western, Central and 
Eastern basins, respectively. Residuals are given as the difference 
between the observed value and its estimate from model 3.h and the 
yearly mean residual is then the average of the residuals for each 
year. A positive mean residual is indicative of a warmer year and a 
negative value is indicative of a colder year. These graphs indicate 
that 1972 and 1975 were the coldest years, while 1971 and l973 were 
the warmest. 

Vertical Yariation\in Temperature 

During the summer Lake Erie can be classified vertically on 
the basis of temperature and hence water density, into three distinct 
layers: the epilimnion, the thermocline or the umsolimnion, and the 
hypolimnion. Figure 27 shows the temperature depth profiles for the 
cruise of July 29 to August 3, 1968. The epilimnion comprises the 
least dense upper layer of water where a gradual temperature change 
occurs. Below this zone lies the thermocline where a rapid tempera- 
ture and density gradient exists. Finally, the deepest zone, the
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hypolimnion, contains the nnst dense water at a relativehy constant 
temperature. The average depth of the hypolimnion in the Central 
Basin is about h m, although it does vary both spatialky and tempo- 
rally. -In the Eastern Basin, the depth of the hpolimnion is nmch 
greater due to the greater depth of the Eastern Basin;'and in the 
Western Basin, no hpolimnion exists. During the winter season, the 
reverse is true. For the colder water mass to move from the bottom 
layer of the lake in the summer to the top layer in the winter, at 
some point between mid— to late fall the entire lake must become iso- 
thermal. This phenomenon is referred to as the fall overturn. Simi- 
larly, the winter stagnation period is followed by the spring 
overturn. 

Figures 28 and 29 give the temperature depth Profiles for 
each station sampled in the Central Basin in 1967 and 1978, respec- 
tively. Two observations can be made here: (i) the epilimnion, hypo- 
limnion and thermocline are not as well defined and (ii) there is a 
difference between the boundaries of the zones for 1967 and l978. The 
difference between the boundaries of the layers is due to the diffe- 
rence between the pattern of temperature for the two years. The year 
1967 is colder than average, while 1978 is warmer than average, as 
shown previously. Such differences are important in discussing 
changes in water quality. 

Year to Year Variability ‘in. the olimnion Temperature (Central 

Basin)
~ 

Figure 30 presents the observed mean temperature values for 

the epilimnion and the hypolimnion zones in the Central Basin. The 
stratification period for the Central Basin is taken as between 150 

and 250 Julian days. tThere is a very good separation between the
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epilimnion and the lrvpolimnion. The minimum mean temperature for the 
hypoli-mnjion’ was about 6°C, while the maximum mean value was slightly 
above 13°C. Also, it was noted that the hypolimnion temperature rises 
slightly with time. Temperature values were fitted to the linear‘ 
regV'ress1ion model 

Vt = 0" + 9b + at 

where yt is .the mean temperature for the Central Basin at the tth 
Julfijjan day‘; ('1, B are the slope and the intercept of the line, respec- 
-tively; and at is a normal random variable with mean 0 and variance 
023. The‘ fitted regression equations are shown in Figure 30, and the 
e,st'i1jj':§.ted values for (1 and B are given for each year in Table 12. The 
figure shows that the coldest hypoliimnion was obtained in 1975 the 
second coldest, in 1978. The warmest mrpolimnion was found in 1977. 
Furthermore,:'....the'."estiinate of the ‘slope, 8, gives some indication of 
the degree of the transport of heat to the hypolimnion’“from the other 
layers. The values of B are very close to zero for 1967, 1968 and 
1973, and hence the transport of heat was minimum in these years, 
whereas in 1969, 1971, 1978 and 1979 there was a modest degree of heat 
transport (.025 < B < .05) and the remaining years experienced a 
higher degree of heat transport (.05 < 3 < .09). 

CHLOROPHILL 3 

Figure" 31 shows plots of the mean surface uncorrected. 
chlorophyll 3 against time in Julian days for the Western, Central and 
Eastern basins of Lake Erie. The data are available for 1968, 1970 
and 1972 for the Western Basin; for 1968, 1970, 1979 and 1980 for the 
Central Basin; and for 1968, 1970, 1972 and 1980 for the Eastern 
Basin. This figure shows that the Western Basin has the highest
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phytoplankton biomass whereas the Eastern Basin has the lowest. The 
difference between the biomass of the Western and the Central basins 
is much- more pronounced than that of the Eastern and the Central 
basins. The year 1970 has the highest chlorophyll 3 peaks, while the 
1980 seasonal cycle falls below those of the other years. 

Western Basin 

The results of fitting model 3.4 to the Western Basin data 
are given in Table 13. They show that the coefficient of determina- 
tion is quite high (0.74). An increasing trend in the values of the 
estimated maximum is apparent. To test whether chlorophyll_a has the 
same seasonal cycle but with different initial conditions, model 3.4 
is specialized to 

V ’ 

(3-6) = a + B coswt + y sinwt + 5 yts t ts 

The hypothesis tested is then 

H1: Bt = B and Yt = Y for all t
p 

If H1 is accepted, that is, model 3.6 provides a reasonable 
fit to the data, then the next hypothesis tested is 

H2: at = a for all t 

If H2 is also accepted, then it can be concluded that there are no 

differences between years. The statistics F1 and F2 are used to test 

H1 and H2, respectively, where 

F1 = (n - 3m) (RES1 - RES)/2(m-l)RES
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and 

F2 = (n—m—2) (RES2 _ RES1)/(m-l)RES1 (3.7) 

The quantities :1 and m denote the total number of cruises and the 
number of years, respectively (while RES, RES1 and RES2 represent the 
residual sum of squares under model 3.6 for H1 and H2, respectively). 
Under the assumptions of these models, F1 and F2 have F—distribution 
with 2(m—l), (n-3m) and (m—l) and (n—m—2) degrees of freedom, 
respectively. Furthermore, it is possible to test the hypothesis that 
all years have the same seasonal cycle. The hpothesis tested is 

Ho: qt 
= a, Bt = B and Yt = Y for all t 

The statistic F0 is used to test H0 and is given by 

F0 = (n-3m) (RESO — RES)/3(m-l)RES 

where RESQ is the residual sum of squares under Ho. 

Table lh gives the values of the statistics F1, F2 and F0 
and their associated degrees of freedom. Although none of these tests 
indicates statistically significant differences from year to year, the 
values of dt obtained from model 3.6 indicate a systematic increase 
in the level of chlorophyll 3' in the Western_ Basin, as shown in 
Table 15.
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Central Basin 

The previous analysis has been repeated for the Central 
Table 17 

However, the fact 
Basin and the results are given in Tables 16, 17 and 18. 
shows that the hypothesis H1 was not significant. 
that H2 was significant at the 5% level indicates that the differences 
between years are significant; hence model 3.6 can be used to repre- 
sent chlorophyll a in the Central Basin.

A 

that chlorophyll a was the highest in 1970 and the lowest in 1980. 
The values of at indicate 

Also it appears that a linear decreasing trend in the chlorophyll a 
values has occurred since 1970. 

Eastern Basin 

Tables 19, 20 and 21 give the results of the statistical 
analysis for the Eastern Basin. Model 3.6 is found to be appropriate 
for chlorophll 3 in the Eastern Basin. This is supported by noting 
that the value of F1 is not significant at the 5% level but F2 is 

significant at the 1% level, which indicates that Bt and it are 
the sane for all ‘the years while the variation in at is statis- 
tically significant. The values :of dt are given in Table 21 and 
show a decreasing trend in chlorophyll a values. 

In sumaty, there appears to be a significant decreasing 
trend in chlorophyll §_for the Central and Eastern basins between 1968 
and 1980, and an insignificant increasing trend in the Western Basin 
between 1968 and 1972. These results are shown in Figure 32 where the 
year effects, at, are plotted ‘against years for each of the three 
basins.
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-TOTAL PHOSPEORDS - TP 

Figure 33 presents the plot of the mean total phosphorus, 
TP, against time in Julian days for the surface water of each basin. 
The general shape of the seasonal cycle for T? is that high values 
occur in the winter and spring, followed by a rapid decrease in early 
summer, reaching a minimum late in summer. Also TP values are higher 
in the Western Basin than in the Central and Eastern basins. The 
degree of variability from year to year appears to differ from basin 
to basin. The figure shows that the highest variability occurred in 
the Western Basin, followed by that of the Central Basin. Further- 
more, the shape of the seasonal cycle can be either represented by 
model 3.4 or by a quadratic function. The same analysis as that used 
for chlorophyll_a was performed. 

W§_8§9_i.n_:l}as1n 

Tables 22, 23 and 24 present the results of the statistical 
analysis of TP using model 3.4. Table 23 shows that model 3.6 gives a 
reasonable representation for the data. The statistic F2 is highly 
significant, which indicates that the year to year variability is 
significant and is determined by the pattern of the variability of 
at. As shown in Table 24 the values of TP for 1977 and 1978 are 
much smaller than those of 1968 to 1971. In fact, it can be concluded 
that there was a slight increase in TP when 1968 is compared with 1970 
and 1971. Also, it can be noted that a sharp decline in TP occurred 
in 1972.



central Basin 

The results are sumarized in Tables 25, 26 and 27, which 
show that model 3.6 is appropriate. The values of Qt indicate a._ 
strong and significant decreasing trend for TP. 

Eastern Basin 

The TP values for the Eastern Basin indicate a significant 
decreasing trend. However, the changes are much less pronounced than 
those found for the Western and the Central basins. The results given 
in Tables 28, 29 and 30 indicate that the changes are not statisti- 

cally significant at the 1% level. The values of at in Table 30 show 
a decrease after 1971. 

Figure 3% presents the plots of &t against years for each 
of the three basins. This shows that TP values have decreased sub- 

stantially after 1971, with the Western Basin showing the largest 

decrease, followed by the Central Basin and the Eastern Basin, respec- 

tively. In ‘fact, the concentration of TP in the Western Basin is 

becoming very close to that of the Central and Eastern basins in 1977, 

1978, 1979, and 1980. Figure 35 presents the plot of the values of 

Q; for chlorophyll 3 against those for TP. The plot indicates a 

strong positive association between the two, i.e., a decrease in TP is 

associated with a decrease in chlorophyll a, 

SOLUBLE REACTIVE PHOSPBORUS — sap 

Since the discussion of the results is very similar to that 

given previously, the results for the three basins are combined, The 

values of F2 and F0 (Table 31) are significant at the 1% level for the
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Western and the Central basins, and at the 5% level for the Eastern 
Basin. Since F1 is not significant for the Western and Eastern basins 
and significant only at the 5% level for the Central Basin, it can be 
concluded that model 3.6 is suitable for describing the SRP values. 
The estimates of at are shown in Table 32, which indicate that the 
concentration of SRP has dropped substantially after 1977 when 
compared with the SRP concentration prior to 1973. Figure 36 shows 
the plot of at against years for each of the three basins. 

FILTERED NITRATE NITRITE (H03RO2—N) 

Figure 37 shows the plot of the concentration of NO3NO2—N 
against Julian days for the Western Basin and for each year where data 
are available. Since the NO3NO2-N values reach a minimum. between 
Julian days 220 and 280, the ndnimum occur in August. Model 3.h is 
fitted to the data, and the estimated values of the level of NO3NO24fi 
and the amplitude are given in Table 33 as 0% and R , respectively, 
where Rt = /81} + Ytz. These are shown for each basin and for each 
year where the data are available. The values of qt and Rt for the 
Western Basin exceed those of the Central and Eastern basins, which 
indicates that the level and the amplitude of the concentration of 
WO3NO2aN are the highest in the Western Basin. Also, the Values of 
at are the lowest in 1971 and the highest for 1978 and 1980. The rate 
of increase in NO3NO2-N is the lowest in the Western Basin. Table 3h 
presents the values of F2 and F0 for each of the three basins, which 
indicates that all the values are significant at the 1% level; hence 
H0 is rejected. Since F2 is significant, model 3.6 is not appropriate 
and thus model 3.h is the appropriate nndel to represent the changes 
from year to year. Figure 37 presents the observed and the estimated 
values of NO3NO2-N from model 3.h for the Western Basin. From these
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graphs it appears that the seasonal cycles for NO3‘NO2—N for the years 
1967 through 1970 are the same and the 1978 seasonal cycle is similar 

to that of 1980.‘ This hypothesis is then tested using the appropriate 
F—statistic and is accepted at the 5% level. The summary of the 
parameters of the modified model is given in Table 35. This i_n__dicates 

that the years 1978 and 1980 have higher values for NO 3N0 2-1! when 

compared with the other years and 1971 has the lowest level of 
NO 3NO2—N. Figures 38a, 38b and 38c give the obser-ve_d and the 

estimated values of NO3NO2—N for the Western Basin‘: Figure 38a shows 

the results for the years 1967, 1968 and 1970; Figure 38b gives the 

results for 1971; and Figure‘ 38c gives the results for 1978. Similar 
plots are given for the Central Basin in Figures 39a, 39b and 39c. 

Figure 1&9 shows the plot of the observed and the estimated values 

(from model 3.14) of NO 3NO2—-N for the Eastern Basin. 

' AMMONIA (M13) 

The previous analysis was performed on the values of NH3. 

The results indicated that model 3.6 is appropriate for the Western 
and Eastern basins; the data of Central Basin, however, indicated a 

slight change in the amplitude, which implies that model 3.1: is more 

suitable. Table 36 presents the values of F1, F2‘ and F0 for testing‘ 

H1, H2 and Ho, respectively. The results indicate that H2. is highly 

significant except. for the Western: Basinv;-:~-thiisr means that......the~re:~-are-.1 

differences fromtyear to year. Figures 1:1, 1+2’ and_343 give the 

observed and the estimated values of NH3 for the Western, Cent-rail and 

the Eastern basins, respectively. These figures show that trxodel 3.6 

fits the data well and the decreasing trend inyvalues of NH3. 

Table 37 gives the estimates of the parameter of model 3.6. 

The values of 055 for the Central Basin are larger than their corres- 

ponding values for the Western and Central basins. Also, these‘ valueS
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decreased substantially after 1977 when compared with those for 1968, 
1970 and 1971. 

SECCEI DISK DEPTH 

A preliminary examination of the relationship between the 
mean'and the standard deviation of Secchi disk values indicated that 
‘the data should be transformed to logs prior to the ,analysis. 
Table 38 presents the results of fitting model 3.4 to the logs of the 
data. The Secchi disk data increase with Julian date until the month 
of July when a maximum is reached. 

The columns headed by amplitude in Table 38 give the estimaé 
ted maximum log Secchi disk value and the column Dt gives the esti* 
mate of the number of Julian days to reach the maximum. As expected, 
the Western Basin has the lowest amplitude followed by the Central 
Basin and then the Eastern Basin. Also, the Western Basin has the 
least defined seasonal cycle. This can be shown from the values of 
the coefficient of determination R2 or the values of the F-statistic 
(which measures the significance of the regression). The R2 are the 
lowest for the Western Basin and most of the F-values are not signifi- 
cant. This is in contrast with the corresponding values for the other 
two basins. Figure 44 shows the plot of the estimated log maximum 
value of Secchi disk for each basin. From the figure it can be seen 
that the Western Basin is well separated from the other two, and it 
appears that there is evidence of an increase in the Secchi disk 
values in 1976, 1977 and 1978. 

The same kind of variability is found for the estimate in 
the number of days Dt to reach the maximum. With the exception of 
1977, the value varied from 188 Julian days to 240 Julian days with



the maximum reached in the Central Basin prior to that of the Eastern 
Basin. 

ulfllials. Yg_.1.tin.<.=.s. 

Table 39 gives the F-statistic for testing the equality of 
the yearly regression equation. The F—statistic is significant at the 
1% level for the Central and Eastern basins, but not significant for 
the Western Basin. In the previous section, it was found that there 
appears to be an increase in the estimated maximum Secchi disk values; 
which gives one type of change from year to year. 

Another type of yearly variability can be determined from 
the plot of. the imean residuals which is obtained -after ~fitting a 

single equation to all the data. Figure 45 gives the plot of the data 
and the estimated values from model 3.4 against time. Figure 46 gives 
the plot of the mean residuals. It is clear that Figure 46 does not 
indicate any important changes except perhaps the drop in 1973 values. 

TURBIDITY 

Turbidity values must also be transformed to logs prior to 

fitting model 3.4. The results _presented are for the years 1967 

through 1972, which are the years where data on turbidity are 

available. 

Discussion of the Results of §l§§§g§_9d¢1 3-4 to the Turbidityggggg 

The results of fitting model 3.4 to the log turbidity data 

can be summarized (Table 40) as follows. The médél explains very well 

the pattern of the seasonal cycle. The values of the F-statistic are
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highly significant and ‘the corresponding 122 values are high. The 
exception is the 1972 data for the Central and Eastern basins of the‘ 
lake. The turbidity values attain their minimum at about the end of 
July and earLy August, and the nfinimum is reached for the Western 
Basin before that of the Central and Eastern basins. The general 
pattern indicates that turbidity in each basin increased between 1969 
.and 1972. This is much more pronounced when compared with the 
previous results obtained for Secchi disk depth. 

Year to Year Variabil-ity in Turbidity Values 

Table hl gives the values of the Fsstatistic for the 
differences between years. All these values are highLy significant 
(significant vat the 1% level), which indicates that there are 
differences in the seasonal cycles from year to year. 

PHOSPHORUS AND 3; ASSOCIATION 

It is well known that eutrophication depends on excessive 
inputs of phosphorus and nitrogen to the lakes (Vollenweider et al., 
1980). 

_ 
In Lake Erie, the point source phosphorus load "has been 

reduced from approximateLy 10 000 netric tons/yr in 1972-73 to 5700 
metric tons/year in 1977 (Slater and Bangay, 1980). It is important 
to determine whether the reduction in the phosphorus loading is accom- 
panied by a corresponding reduction in phosphorus concentration and in 
the phytoplankton biomass. In the previous section, it has been 
demonstrated that the concentration of phosphorus and the values-of 
chlorophyll_a are decreasing. To relate the changes in chlorophyll_a 
to those of phosphorus, it is important to correlate quantities which 
are free from both the spatial and the seasonal variabilities. This 
can be done by using the year effects (the level of the year value» 
after the elimination of the seasonal and spatial effects) from model

59



3.1: for both variables. The uncorrected chlorophyll _a._ year effect 
values are plotted against those of TP in Figure 1&7. It appears from 
the graph that the relationship can be reasonably desc_ribed by a 
straight line. The fitted regression equation is 

y = 1.6 + 0.20617’-IX 

Where X is the concentration of phosphorus in milligrams per 
litre and .y is the phytoplankton biomass in milligramjs per litre as 

measured by chlorophyll 3. 

Also shown on the graph are the average phosphorus year 
effects for 1971 and 1980 and the corresponding estimated value of the 

1 phytoplankton biomass. This indicates that Lake Erie has responded to 
the phosphorus reduction Aprogram. It should also be noted that the 
filtered nitrate nitrite has shmm an increase during’ the same period. 

RATIO or AMMONIA '10 IITRITE Am) 

It was stated in Rockwell. g al. (1980) that "a high ratio 
of ammonia to nitrite indicates a recent source of pollution while a. 

ammonia to nitrate _ratio indicates an earlier (i.e., older‘) input- 

that has subsequently been oxidized." In Table 1:2, the ratio of 

ammonia to nitrite and nitrate is given for the years where. the data 

are available and for each of the three basins. In the table the 

ratio in the Central Basin is higher than that ofithe Western and 

Eastern basins and for the years 1967, 1970 and 1971, the ratio is 

constant within each basin. The Central Basin data show a very strong 

reduction in the ratio from 0.229 in'l967 to 0.081 in 1980. This is 

another sign which shows the response‘ of Lake Erie to the phosphorus 

control program.
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Table 5. The Values of EC for the Geographic 
Zone of Lake Erie 

Percent of explained 
Cruise date variation 

Hay 14 to May 23, 1968 56.2 
June 17 to June 19, 1968 81.5 
July 31 to Aug. 3, 1968 75.6 
Sept. 1 to Sept. 2, 1968 63.8 
Sept. 30 to Oct. 3, 1968 83.8 
Nov. 7 to Nov. 10, 1968 34.6 

Hay 31 to Jhne 4, 1969 42.9 
Ju1y 3 to July 7, 1969 78.0 
July 29 to AH8. 1, 1969 75.1 
Aug. 26 to Aug. 30, 1969 87.6 
Sept. 15 to Sept. 18, 1969 95.9 
Oct. 16 to Oct. 20, 1969 94.8 
Dec. 8 to Dec. 12, 1969 47.3 

April 8 to April 11, 1970 50.6 
may 7 to my 10, 1970 1.1.5 
June 3 to June 6, 1970 62.1 
July 4 to July 7, 1970 67.1 
July 28 to Aug. 2, 1970 97.2 
Aug. 25 to Aug. 30, 1970 70.5 
Sept. 24 to Sept. 27, 1970 88.2 
Oct. 22 to Oct. 26, 1970. 52.5 
Nov. 26 to Nov. 30, 1970 .3S.8 
Dec. 14 to Dec. 18, 1970 53.4 

July 7 to July 8, 1971 53.4 
Feb. 7 to Feb. 12, 1971 94.0 
March 3 to March 6, 1971 29.8 
April 15 to April 18, 1971 52.4 
Aug. 18 to Aug. 21, "1971 54.53 
Nov. 24 to Nov. 27, 1971 27.52 

April 26 to April 28, 1972 38.3 
June 7 to June 10, 1972 31.2 
June 28 to June 30, 1972 64.2 
Aug. 3 to Aug. 5, 1972 95.2 
Aug. 29 to Sept. 1, 1972 82.7 
Sept. 29 _t Oct. 1, 1972 44.3 
Nov. 11 to Nov. 14,_1972 54 

April 13 tovAp'ri1 16, 1973 73.3 
July 26 to Ju1y_3o, 1973 77.1 
Aug. 29 to Aug. 31, 1973 48.5 
Nov. 10 to Nov. 13, 1973 72.8 

April 24 to April 27, 1974 52.63 
Aug. 23 to Aug. 25, 1974 46.34 

April 6 to April 10, 1975 63.9 
Hpy 13 to Hay 22, 1975 79.9 
June 25 to June 29, 1975 74.9 
Aug. 6 to Aug. 11, 1975 ' 69.0 
Oct. 8 to Oct. 11, 1975 63.9 
Oct. 28 to Oct-. 31, 1975 50.8 
Nov. 26 to Nov. 30, 1975 45.0 

April 10 to April 13, 1976 39.0 
May 28 to May 30, 1976 51.3



Table 6. A Summary of the Steps Used in Modelling the Water Level 

Model ’ Equation S.D. F 

Initial Y: A 570.405-0.551 sin(fit/13.75) + 0.159 cos(nt/13.75) 0.307 - 
Modified yt = 559.935+o.011(c-40.5) + 0.000737(c-40.5)2 

A 

" 0.573 17.79** 
- 0.568 s1n(nt/13.75) + 0.167 cos(fit/13.75) 3 

Final '1 = 559.935+0.015(c-40.5) + 0.000735(5=40.5)2 0.533 5.23** 
- 0.499 sin(nt/13.75) + 0.180 cos(n;/13.75) 
+ 0.362 s1n(nt/20) — 0.022 cos(nt/20) 

*' Sigfiificént at the ii level. 

Table 7. Central Basin Air Temperature: Monthly Means (°C) 

Yéarv .A0r1I Méy June 
V 

July Aug. Sept; Oct. Nov. 

13.5 20.1 20.5 "13.1'A‘ 13.5 1957 5.0 9.1 7.2 
1953 5.5 9.9 15.5 20.0 22.0 20.4 14.5 9.5 
1959 5.5 10.1 15.9 21.5 23.1 20.1 14.3‘ 7.2 
1970 5.2 11.1 17.3 20.5 22.5 21.5 14.7 9.1 
1971 3.5 9.5 13.4 20.3 21.4 20.9 15.7 9.7 
1972 4.0 11.0 15.3 19.7 21.5 19.5 13.3 3.2 
1973 5.4 10.5 13.1 21.7 23.3 20.0 15.4. 3.1 
1974 5.2 9.7 15.9 20.5 ‘-21.3 17.9. A12.3 7.9 
1975 3.1 11.5 17.3 23.0 22.0 17.3 14.0 10.1 
1975 5.5 10.3 1 

17.3 20.2. 20.7 13.1» 12.4 4.5 
1977 5.4 11.4 15.7 21.3 22.3 20.0 13.2 3.9 
1973 3.5 11.7. 17.9 21.1 22.3 20.3 14.2 3.5 

Mean 4.33 10.49 17.22 20.93 22.00 19.55 14.04 3.25 
s.0. 0.93 0.35 1.00 0.94 '0.37 1.27 0.93 1.51
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Table 8. Residuals and Cumulative Sum Residuals for the 
Central Easin Air Temperature (°C) 

Year April May June July Aug. Sept. Oct. Nov. 

1967 Residual 0.17 -1.39 1.38 -0.83 -1.5 -1.45 -0.54 -1.05 
CUSUM 0.17 -1.22 0.16 -0.67 -2.17 ‘-3.62. -4.16 -5.21 

1968 Residual 0.47 -0.59 -0.72 -0.93 0.0 0.85 0.46 1.35 
cusuu 0.47 -0.12 -0.84 -1.77 -1.77 -0.92 -0.46 0.89 

1969 Residual 0.77 -0.39 -1.32 0.57 1.1 0.55 0.26 -1.05 
_ 

cusuu 0.77 0.38 -0.94 -0.37 0.73 1.28 1.54 0.49 
1970 Residual 1.37 0.61 0.08 -0.33 0.50 1.95 0.66 0.85 

0080M 1.37 1.98 2.06 1.73 2.23 4.18 4.84 5.69 
1971 Residual -1.23 -0.99 1.18 -0.13 -0.60 1.35 1.66 1.45 

cusuu -1.23 -2.22 -1.04 -1.17 -1.77 -0.42 1.24 2.69 
1972 Residual -0.88 0.51 -0.92 -.123 -0.40 -0.05 -0.24 -0.05 

_ cusun -0.88 -0.37 -1.29 -2.52 -2.92 -2.97 -3.21 -3.26 
1973 Residual 0.57 0.01 0.88 0.77 1.30 0.45 1.36 -0.15 

0080M 0.57 0.58 1.46 2.23 3.53 3.98 5.34 5.19 
1974 Residual 0.37 -0.79 -1.32 -0.33 -0.20 -1.65 -1.24 -0.35 

cusun 0.37 -0.42 -1.74 -2.07 -2.27 -3.92 -5.16 -5.51 
1975 Residual -1.73 1.11 0.58 -2.07 0.0 -1.75 -0.04 1.85 

_ 
cusun -1.73 -0.62 -0.04 2.03 2.03 0.28 0.24 2.09 

1976 Residual 0.67 -0.19 0.58 -0.73 -1.30 -1.45 -1.64 -3.75 
cusuu 0.67 0.48 1.06 0.33 -0.97 -2.42 -4.06 -7.13 

1977 Residual 0.57 0.91 -0.52 0.87 0.30 0.45 -0.84 0.65 
cusun 0.57 1.48 0,96 1.83 2.13 2.58 1.74 2.39 

1978 Residual -1.23 1.21 0.68 0.17 0.80 0.75 0.16. 0.25 
cusuu -1.23 -0.02 0.66 0.83’ 1.63 2.38 2.54 2.79 

Table 9. A Summary of the Air Temperature 
Pattern for the Central Basin, 
1967 to 1978 

Year Spring Sumer 
_ 

Fall 

1967 N 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 

zcu 

212

z 
c 
o 
o 
:12

z 

zzotnzoztznn zznzntnuzzsn 

C - Cold. 
N - Normal. 
W - Warn
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Table 10. Results of Fitting Model 3.h to the Surface Temperature Data of Lake Erie, 1967 to 1978 

. Western Bgsin Central Basin» Eastern Basin 

Maximum No. Maximum No. ‘ Maxium =No. 
temperature Phase of days 2 temperature Phase of day 2 temperature =Phase of dqys- 2 Year a + Rt ¢ Dt R F a +‘Rt ¢ Dfi R" F a +'Rt ¢ Dt R F 

1967 22.87 -1.768 205.h 0.92 37.9** 22.25 —1.88h 206.8 0.76 11.3‘* 22.82 -1.929 =22h.0 0.89 =2h.3** 
1968 2h.1h -1.877 218.0 0.98 ’ 60.7'* :22.52 -1.970 228.8 0.99 .131.h** 22.07 -2.005 '232.8 0.99 109.6*' 
1969 '23.h3 -1.907 221.h 0.99 1h1.3** '22.39 -1.971 '229.0 0.98 85.5?“ '19.78 -1.851 »2I5.0 ‘0.86 . 1h.9** 
1970 »23.99 -1.873 217.6 0.97 130.0** 22.87 -1.956 227.2 0.96 78.2*‘ 22.1h -1.989 231.0 »0.93 .h5.7" 
1971 21.h7 -1.739 203.2 0.86 9.0** 19.h6 -1.882= 218.6 0.81 6.h'* 21.02 -1.802 209.2 0.95 18.2** 
1972 22.53 -1.880 218.h 0.9h* 32.3** 21.65‘ -1.963- 228.0 0.96 50.7'* 21.31 -1.99h= 231.6 0.97 ‘62.9*' 
1973 25.60 -1.809 210.0 0.99 76.h'* 23.90 -1.879- 218.2 0.99 91.69‘ 23.78 -1.882 :2I8.6. ‘0.99 809.5*' 
197k No Data 

ch 1975 23.09 -1.866 216.8 0.96 h7.6** 21.26 -1.937 225.0 0.9h b1.6** 21.62 -1.938 225.0 «0.93 v26.1*‘ 
w> 1977 - - - -- 23.17 -1.935 22h.8 0.99 280.2'* 22.3h -1.970 228.8 0.99 211.h*‘ 

1978 -— -- - 22.65 -1.968 -228.6 0.97 129.8 »22.67 -1.965 228.2 0.98 220.2*' 

‘* Significant at the-1% level.



Table 11. The Values of_F-Statistic for Testing the Equality of 
Yearly Water Temperature Cycle 

Western Basin Central Basin Eastern Basin 

Years F—statistic Years F-statistic Years F-statistic 

1967-1975 2. 77* 
' 

196741978 ‘39.65**‘ -196731978‘ 5.70" 
V“ Significant at 5% level. 
*' Significant at 1$ level. 

Table 12. The Mean of the Hypolimnion Temperature, the 
Temperature at Julian Day 200 and the Slope 
and Intercept of the Regression Line 
1967 to 1980 

Temperature 
Year Mean "(Julian day 200) Intercept Slope 

1967 10.92 10.28 10.59 0.0021 
1968 13.18 13.31 13.51 -0.00h2 
1969 11.36 10.96 8.51 0.0h89 
1970 9-90 9.99 7.31 0.0536 
1971 10.96 10.70 9.h0 0.0260 
1972 10.98 10.36 6.6% 0.07h3 
1973 11.39 10.78 10.36 0.0083 
1975 8.17 8.86 5.h8 0.0676 
1977 11.72 11.78 8.h2 0.0672 
1978 8.57 8.87 7.31 0.0313 
1979 10.15 9.88 7.68 0.0359 
1980 11.15 9.-31 5.09 0.08113 

Table 13. The Estimates of the Parameters of Model 3.h for 
Chlorophyll g_(Western Basin) 

Model parameters Coefficient 
5 _ _ ‘ Estimated of 

Year 'dt fit. Yt a maximum determination 

1968 9.00 -0.708 —1.36h 2.283 10.5h 0.82 
1970 9.77 -1.238 0.736 h.606 11.21 0.7h 
1972 9.75 3.038 1.935 1.92h 13.35 0.77
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Table 1!». The Values of F1, F2 and F9 for Chlorophyll a 
(Western Basin)

- 

/H1 
,.. ... 

H2 H0 

Degrees ‘of Degrees of ' Degfrees" 61‘
’ 

freedom F 1 freedom F 2 freedom 
_ 

F o 

h,9 . 1.61 "Af2:13’ 
F 

A1.55 6.9 1.30 

Table -15. The Estinhtes of the Parameters 
of Model 3.6 for C_h_.‘L_oz;op1'VCL_l 5 
(Western Besivn)

' 

3 t 

1968 -1970 1972 E 
‘ 

'

§ 

8.27 "10.01 11.81 -0,1585 0.2579 

Table 16. The Estfimates of the Parameters of Model 3.h for 
Chlorophll 5 (centra1 Basin) 
Mocireiflg-;ara10'eters {eient 

- 

_ . I‘ 
of 

Year 80 31 ' G2 a Maximmix determina_.t;i._og1 

1968 5.163 -0.751f A—1.h78 - 1.299 6.82 6 W“A"0.61 

1970 _ 

6.h25 -0.369 -0.276 2.6h7 6.89 0.89 
1919 3.998 0.666 20.275 2.589 u.7i8 0.69 
1980 3.268 -0.355 -0.739 0.637 h.O87 

A 

0.65 

Table 17. The Values of F1, F2 and F0 for Chloropfvll 5 
(Central Basin) 

31 . 
Ho 

Degrees of 
7 

of Degrees ofmn 
freedom . 

F 1 freedom "F 
3 freedom 1-‘ o 

6.23 0.266.” 3.29 h.30h* "9.2é 1.39 

! signiriggng at the 5% 1evé1{
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Table 18. The Estimates of the Parameters 
of Model 3.6 for Chlorophyll 5 
(Central Basin) 

-,a,£_ ,., . H 

1968 1970 1979 1980 E 7 

5.0h5 6.3h5 h.327 3.0h5 0.766 ao.5909 

Table 19. The Estimates of the Parameters of Model 3.h for 
Chlofophll §_(Eastefn Basin) 

Model parameters Coefficient 
of 

Year at 3t §t 3 Maximum determination 

1968’ 7.962’ 8.538 651.9526 2.08 ’8.2h1 0.55 
1970 5.33h —o.031 0.505 1.65 5.808 0.62 
1972 1 3.735‘ 0.153 —0.h2h 0.885 H.186 0. 3 

2.6 0.68 1980 98 0.575 0.061 0.652 3.276 

Table 20. The Values of F1, F2 and F0 for Chlorophll 3 
(Eastern Basin) 

H1 4 H2 
( 7 

Ho 

Degrees of Degrees of Degrees of 
_ 
freedom F1 freedom F2 freedom F0 

6 .16 0-9149 3 .22 6. 175¥*L 9,716 
6 

2."h92 

§*Significant at the 1% level. 

Table 21. The Estimates of the Parameters 
of Model 3.6 for Chlorophllla 
(Eastern Basin) 

a t 
1968 1970 1972 1980 5 § 

5.378 5.233‘ 73.675 2.850 0.3582 40.0670
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Table 22. The Eatimateg of the Parameters of Model 3.1: for 
TP (Western Basin) 

Model parameters 
7

, 

_ ,_ _. ,_ 
,. Estimted 

Year a 8 Y a naxinxum 

1968 0.00922 - 0.02998 0.02827? 0.00255 0.0375 
1970 0.ou399 -0.00339 0.0oh68 0.01855 0.0393 
1971 0.0h521 0.0153 0.o2h78 01022102 0.029 
1972 0.03137 +o.0026h 0.00125 0;003b9 0.028 
1977 0.0187 0.oo2h3 0.00325 0.00266 . 0,01h 
1978 0.0168 .o.000267. 0.002hh 0.ooh82 0.01h 

Table 23. The Values of F1, F2 and F0 for T? (Western Basip) 
A 

H 1 H2 H 1 H 2 

Degrees of Degrees of Degrees of 
freedom 1-‘ 1 freeddrh F 2 freedom F 0 

10,20 
‘D 

0.719 5.30 5.h75** 15;20 1.778 

*'Sign_i_fica_nt at the 1% level. 

Table 2h. The Estimates of the Parameters of Model 3.6 for TP 
(Western Basin) 

. 1, “t 
V

, 

1968 ”1970 1971 1972 11977 1978’D 3 1 

0.037 0.0h5 o.0h3 0.0é8 
4 
0.0189 0.0193 0.0193 0:00éh
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Table 25. The Est1metes of the Parameters of Model 3.h for 
— TP (Central Basin) . 

Model parameters 

Xear 3 3 7 3 Minimum 

1968 0.0306 0.00957 -0.0086 0.0o2h2 0.018 
1970 0.0231 A o.000h8 0.0015 0.00975 0.022 
1971 0.0209 -0.0021 0.00375 0.005762 0.017 
1972 0.0196 —0.0037 —0.00198 0.00h6 0.015 
1977 0.01367 0.00h6 0.00012 0.00169 0.009 
1978 0.01189 —0,00101 0.0011 0.00077 0.010 
1979 0.01187 0.0015h —0.00039 0.00hh3 0.010 
1980 0.0106 0.00153 -0.00053 0.00157 0.009 

Table 26. The Values of F1, F2 and F0 for TP (Central Basin) 

H1 H2 H0 
Degrees of Degrees of’ Degrees of 
freedom F1 freedom F2 freedom F0 
1h.2h 1.81 1.81 7.233*# 21,2h 0.35h 

" Significant at the 1% level. 

Table 27. The Estimates of the Parameters of Model 3.6 for TP 
' (Central Basin) 

.\

Ct 
1968 1970 1971 1972 1977 1978 1979 1980 E ? 
0.02h 0.023 0.020 0.018 0.01h 0.012 0.012 0.011 0.000h2h 0.00091
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Table 28, The Estimates of the Parameters of Model 3.h for 
T? (Eastern Basin) 

7fi0de1 parameters 

Year 3 3 7 3 Minimum 

1968. 0.019 0.00971 -0.00h22 0.00237 0.009 
1970 0.018 90.00096 0.00oh1 0.o06h9‘ 0.017 
1971 0.018 0.00515 0.00231_ 0.00603, 0.012 
1972 0.013 0.00201‘ 0.002266 0.00690 0.010 
1977 0.013 -0.00107 -0.0013 0.00119 0.011 
1978 0.012 —1.283x10*° —0.00127 0.00157 0.011 
1980 ‘ 0.012 -0.00056h 0.00129 0.002h8 0.011 

Table 29. The Values of F1, F2 and F0 for T? (Eastern Basin) 

H1 H2 
‘ 

Ho 

Degrees of Degrees of Degrees of 
freedom F1 freedom‘ F2 freedom F0 

18,25 0.910 6.37 2.h71* 12,25 0.h67 

* Significant at the 5¢.le§e1. 

Table 30. The Estimates of the Parameters of Model 3.6 for T? 
(Eastern Basin) 

“t 

1968 1970 1971 1972 1977 1978 1980» E 7 

0.0118 0.0180 0.0171 0.0130 0.0137 0.0125 0.0119 -0.00052 0.00032 

Table 31. The values of F1, F2 and F0 for sap (Three Basins). 

H1 H2 H0 

Basin d.f. F1 d.f. F2 q.r. F0 

Western 8,17 2.08 l">h,25 6.77h** 12,17 W*"h.h31** 

centre1 12,30 2.26! 6,h2 . 3.71f* 18.30 3.19** 
Eastern 8 ,16 2. 23 11 ,2h 3.3'r* 12 ,16 3.07* 

* Significant at the 5% level. 
** Significant at the 1% level. 
.f. — Degrees of freedom.
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Table 32. The Estimates of the Parameters of Model 3.6 for SR? (Three Basins) 
as 

“t 

Basin 1968 1970 1971 1973 1978 1979 1980 E 7 

Western 0.0121 0.007 0.0029 0.0079 0.00215 -4- ——;’0: 0.0007h 40.000006 
Central 0.0059 0.0036 0.00169 0.00h9 o.0017h 0.001h7 0.000522 0.00076 0.00051 
Eastefn 0.0026 0.0030 0.0029» 0.0083 --- 0.0011: -0.00071 0.00008 

Table 33. The Estiggtes of at and Rt for NO3NO2eN 
(Three Basiys) 

Wes£e1nH0es10> >Ce0tfa1-Eesifir -Easterfi fiasin 
4. 

Yea’ “t Rt at Rt at R1: 

1967 0.18 0.13 _0.11h 0.092 '0.079 0.081 
1965 0.18 0.15 0.120 0.107 0.100 0.106 
1970 0.23 0.18 0.117 0.099 0.119 0.105 
1971 0.1h 0.1L 0.082 0.106 0.091 0.100 
1978 0.25 0.21 0.206 0.100 0.180 0.09h 
1980 —— —- 0.212 0.100 —— -- 

Teble 3h. The Values of F2 and F0 for 
N03N02-N (Three Basins) 

H2 H0 
Basin d.f. F2 d.f. F0 
Western 8,20 9.13f* 12,20 17.26** 
Central 10,26 h.29** 15,26 8.37** 
Easte.m 9 .19 3 .89" 12 _,19 6 . 77“ 
** Significant at-the 1% level. 
d.f. — Degrees of freedom.



Table 35. The Estimates of at and Rt for NO3NO2-N (Three Basins) 

Western Basin Central Basin Egsterq Begin 

Year <3. R. 3. R. 3. R. 

1967, 1968 and 1970 0.217 0.178 0.118 0.099 0.111 0.105 
1971 

7 
0.138 0.1h0 0.082 0.106 0.091 0.100 

1978 and 1980 —— —— 0.209 0.101 e— .- 

Table 36. The Values of F1, F2 and F0 for SR? (Three Basins) 

H1 . H2 fig 

Basin &.r. 
‘‘ 

F1 d.r. F2 d.f. F0 

western 
A 

6,16 0.h8 3,22 3.07* 9,16 1.20** 
Central 8.22 3.002» h,30 57.23** 12,22 31.26§* 
Eastern 6,15 2.17 3,21 5.T9** ’ 9,15 h.O2** 

? Sigfiificafit at tfie §%01eve1. 
** Significafit at the 1% 1eve1. 

Table 37. The Estimates of the Parameters of Model 3.6 f0r SRP 
(Three Begins) 

‘ 

4; 

V 

“t 

Basin 1968 1970 1971 1978 1980 Eh it 

western 0.023 0.027 0.017 0.008 —. 0.005 0.001 
Central 0.027 0.030 0.020 0.011 0.017 0.007 0.005 
Eastern 0;023 0.027 0.027 0.008 +- -0.0053 0.0012
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Table 38. Results of Fitting Model 3.h to Log Secchi Disk Depth of Lake Erie, 1967 to 1978 
Western Basin Central Basin vEastern.Bas1n 

No. No. No. Amplitude Phase of peys 2 Amplitude Phase of Days 2 Amplitude Phase of Days 2 Year a + R ¢ Dt R F a + R 0 Dt R F a + R- ¢ Dt R F 
1967 3.27 0.32 36.75 0.71 8.hh* 5.h9 1.77 206.1 0.86 22.05** 7.88 1.89 219.51 0.91 23.3h*“ 1968 1.82 1.68 195.59 0.50 0.986 3.17 1.76 20h.90 0.76 h.86* h.20 2.03 235.38 0.82 h.h9** 1969 2-25 1.83 213-15 0-52 1-09 3.80 1.80 208.71 o.h3 1.h8 h.18 1.70 197.6h 0.h8' 2.28*. 1970 1.68 1.62 188.09 o.h9 3.3o* h.53 1.8h 213.21 0.86 22.29** h.95 1.88 218.07 0.79 13.07’! 1971 - 3.91 -— 0.20 0.37 h.20 1.61 187.20 0.55 1.80 5.72 1.58 183.59 0.80 3.90*' 1972 2.57 1.76 20h.32 0.h5 0.82 5.19 1.72‘ 199.27 0.67 h.05* 3.98‘ 2.01 233.81 0.65‘.2.83* 1973 3.79 1.85 218.73 0.99 193.2" h.27 1.81 209.86 0.82 h.53* 1975 2.03 1.77 205.36 0.h0 1.39 5.1h 1.82 210.97 0.87- 16.77* h.89 1.88 218.7 0.85:11.56" ‘J 1977 5.00 1.92 222.25 0.63 h.20** h.87 2.07 2h0.22 0.76 7.86** no 1978 5.62 1.50 173.69 0.33 1.99“ 5.13 1.80 208.59 0.23 1.0h 
All 
years 1.89 1.67 193.59 0.27 9.63** h.37 1.68 195.h9 o.h8‘ 3h.17** h.61 1.78 207.35 0.39 2o.85** 
* Significant at the 55 level. ** Significant at the 1% level.



Table 39. The Values of F-Stafistic for Testing the" Equality of the 
Yearly‘ Secchi Disk Seasonal Cycle ' 

wester:i"Ai§éé1n Central Basinwm 
I 

Eggtem Basin 

Yefirs F-Statistic Years F-St_a.t :j,_s1; i_c Year's F-St’a{:i>stic- 

1967-1975 o.9su_‘””‘ ‘i§67—197e 2.3aw'» 3.1.75» 

**s1gn1r1cé.}x£ at the 1% ‘level.
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Table 130. Results of Fitting Model 3.1: to Log. Turbidity Data of Lake;Er1e,- 19,67 to 1972 

Western Basin ‘Central Basin 
' 

~ Eastern.Basin 

No. of No. of ' 

Noe of 
Amplitude Phase days 2 Amplitude Phase days 2 

Amplitude Phase days 2 
Year “1t* “it °1t Dit R F “it * Rit °1t Dit R F “1c * Rit °1t Dit R F 

1967 --- -- -- -- - -0.095 1.36 206.113 0.78 12.72" -0.51 1.27 217.11 0.91» '40-55" 
1968 -0.07 1.35 208.20 0.98 83.92** -1.68 1.25 219.72 0.81 6.h*= -1.66 1.08 239.7h o.9h 1h.87** 
1969 -1.58 1.39 199.6h 0.917 22.18** -1.58 1.97 136.65- 0.71 5.02* -1.59 1.h7 19h.9h 0.9h h0.07'* 
1970 1.00 1.35 208.03 0.699 6.97“ -0.38 1.36 207.097 0.86 18.18** -0.566 1.52 188.2 A 0.7h 8.551“ 
1971 0.77 1.56 183.61 0.98 hh.7** -0-59 1.h3 198.32 0.96 23.595! -0.92 1.h3 198.67 0.99 2627.7** 
1972 0.89 1.31 212.5 0.62 3.23** -0.19 1.29 215.70 0.h5 1.6h -0.15 1.01 2h7.1 0.21 0.Sh~* 

Z: All years 1.h7 19h.h9 0.59 28.12** -0.56 1.37 205.75 0.53 23.56** -0.69 1.37 206.15 0.50 18.68** 

* Significant at the 5% level. ** Significant at the 1% level.



Table hl. The Valuee of Fesbatistic for Testing the Equality of the 
Yeaxly Turbidity Seasonal Cycle Q 

Western Begin Central Basin 
I 

Eésterh Basin 

Years Festatistic Years F;StatistieA ~§eers 
H 

Féstexistic 

1967-1972 29.97o*¥“” 71"<,76.>’i;1'9'~r’i;7VW8.9'5é;" 1967-1972 V'2.9os** 

*V Significant at the 1% level. 

Table H2. The Ratio of Ammonia to Nitrite apd Nitrate- 

Year Western Basin Central Basin Eastefh Basin 

1967 0.106 o.229 0.207 
1970 0.1214 0.251: 0.2143 
1971 0.123 0.21.17 — 
1978 —. o.os3 -- 
1980 _ 

— 
. 

0.081 -- 
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Figure 20. Mean yearly Niagara River flows at Queenston.
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Figure 26a. Mean residual temperature for the Western Basin.
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CHAPTER! 

Spatial and Temporal Variability of Dissolved 
Oxygen in Lake Erie 
by J.E. Anderson, A.H. El-Shaarawl, S.R. Esterby and T.E. Unny 

ABSTRACT 

A non-hierarchical nearest-centroid clustering method was 
used to separate data pairs consisting of the dissolved oxygen concen- 
tration and temperature into four groups corresponding to hypolimnetic 
water of the Central and Eastern basins and non—hypolimnetic water of 
these basins. For the stations that were common to all cruises within 
a year and were classified as being in the hypolimnion, initial 
dissolved oxygen concentration and depletion rates were calculated and 
tests about their constancy were performed using weighted regression 
analysis and regression models with the time structure of the data 
explicitly incorporated in the models. The yearly uncorrected 
depletion rates for 1967 to 1980 were similar to values previously 
reported by several authors, indicating that this semi—objective 
clustering procedure provides a practical alternative to subjective 
selection of data. The conclusions about constancy of initial 
concentrations and depletion rates based on an unweighted regression 
analysis were shown to differ from those of weighted regression. 
Using regression with empirical weights, it was found that neither the 
initial dissolved oxygen concentration nor the depletion rate remained 
constant between 1967 and 1980 in the Central Basin but the depletion 
rate remained constant and the initial dissolved oxygen concentration 
varied in the Eastern Basin. 
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INTRODUCTION 

The dissolved oxygen concentration in a lake serves as a 

indicator of water quality and is useful for the purpose of lake 
classification because of its role as a regulator of metabolic proces- 
ses. The depletion of hypolimnetic oxygen has long been recognized as 
a natural occurrence which begins each spring and continues until late 
fall in the Central and Eastern ‘basins of Lake Erie. The thermal 
gradient usually forms about early June, marking the beginning of the 

summer stagnation period. The stratification period in.Lake Erie has 
an approximate duration of 110 days in the Central Basin and 140+175 

days in the Eastern Basin. There is normally no evidence of persis* 
tent stratification in the Western Basin. Oxygen depletion in the 

hypolimnion zone is characteristic of the ~summer stratification 
period. It can be attributed primarily“to two factors. ~First;:mxygen 

replenishment in the hypolimnion is blocked by the temperaturerdensity 
gradient of the’ thermocline. Secondly;“ the decay ‘of‘-plants-~and~~.N 

animals causes additional organic material to settle in the hypolimé 
nion zone. Since bacteria inhabit the bottom sediment. and they 

require oxygen for their metabolic processes to decompose the organic 

material aerobically, there is an undiminished demand for oxygen. As 

these conditions persist, areas of the hypolimnion zone may become 
anoxic. This process- is accelerated by the input of additional 
oxidizable material in~ the form of pollution or other manémade 

products and is reflected by an increase in the oxygen depletion rate, 

all other factors remaining equal. Therefore, the dissolved oxygen 

depletion rate is useful for assessing changes in the aquatic 

-environment, particularly for the purpose of determining historical 

trends. 
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The mean hypolimnetic oxygen concentrations at different 
points in time are used to determine oxygen depletion. rates. A 
dissolved oxygen depletion rate may also be referred to as the net 
oxygen demand rate per unit volume (Fay and Herdendorf, 1981). In 
this chapter, however, the term. "dissolved oxygen depletion, rate" 
refers to a volumetric rate_ca1culation which requires that only the 
.oxygen concentrations be known. Dissolved oxygen depletion rates for 
Lake Erie have previously been calculated in various ways. Both 
Charlton (1979) and Dobson and Gilbertson (1971) calculated the 
dissolved oxygen depletion rates in the hypolimnion zones of Lake Erie 
using a simple linear regression technique where the basin-wide mean 
hypolimnion oxygen concentration for each cruise was regressed on the 
time at the midpoint of that cruise. This mode of analysis has 
historically been the common approach to follow. The Mesolimnion 
Exchange Model developed by Burns (1976e) quantitatively includes the . 

hypolimnetic waters in both basins and the oxygen dissolved in them. 
It also accounts for the oxygen entering or leaving a basin by hori- 
zontal and/or vertical circulation as well as corrections for differ- 
ent hpolimnion temperatures. 

Burns and Rosa (1981) attempted to establish a representa- 
tive, homogeneous area for each basin by calculating a depletion rate 
distribution map. Their analysis, however, used interval depletion 
rates. An interval depletion rate is simply the loss in oxygen 
(either at a station or as given by the difference in mean value of a 
representative area) divided by the time (in days) between two 
cruises. For a stratification period containing NC cruises (NCél), 
interval depletion rates are averaged to obtain an overall depletion 
rate corresponding to the entire stratification period. 

105



In addition to the different methods of calculating deple- 
tion rates, different criteria have been used to obtain the hypolim- 
netic dissolved oxygen concentration for a sampling station. Dobson 

and Gilbertson (1971) used the arithmetic mean of the concentration in 
samples for which the temperature was within 3°C of the minimum tempe- 
rature. Charlton (1979) used only near-bottom values at stations that 
had a depth over 15 m, were stratified and showed no evidence of 
incursion of Eastern Basin water, but he removed data which he 

considered to be in error for reasons which are set out in an appendix 
of his paper. Both of these papers consider depletion rates for only 

the Central Basin. Burns and Rosa (1981) selected values on the basis 

of sampling depth and temperature. One point of agreement by these 

authors and Carr (1962) and Beeton (1963) is that some data selection 

is necessary due to the sampling problems and nonrepresentative samp- 

ling. The final result is conflicting conclusions about the status of 

hypolimnetic oxygen depletion rates over the years from 1929 to they 
‘present. 

In this chapter, the problem of data selection is addressed, 
and appropriate methods for both estimating the depletion rates and 

initial concentrations and testing the hypothesis of constancy over 

time are presented. A clustering procedure is proposed as a 

semi-objective and practicable method for determining sets_of observa- 

tions which form a homogeneous group and which come from hypolimnetic 

_water. The mean hypolimnetic dissolved oxygen concentrations are 

(calculated for the homogeneous groups, thus reducing the variability 

due to spatial variation in concentrations and. non—representative 

sampling. Linear regression, taking into account the precision of the » 

means of the groups, is used to estimate depletion rates and to test 

constancy over time by using models which incorporate the time struc- 

ture of the data.



DATA AND METHODS OF ANALYSIS 

The 1967 to 1980 data collected by the Canada Centre for 

Inland Waters were used,. and for these, data the dissolved oxygen 
concentration was determined by the Winkler method (e.g. Wetzel and 
Likens, 1979). Water temperature was chosen to be used together with 
’the dissolved oxygen concentration, since the hypolimnion is defined 
in terms of temperature, and only surface and bottom pairs of values 
were employed for each station. Furthermore, only cruises conducted 
during the summer stratification period were included. Thus it was 
expected that groups characterizing the hypolimnion of the Central and 
Eastern basins should be separated from. groups representing 
non—hypolimnion water and data from the bottom waters of stations with 
no stratification would be assigned to the non-hypolimnion groups. 

Clustering Method 

A non—hierarchical nearest—centroid clustering method with a 
variable number of clusters was used. The clustering algorithm 
(Anderson, 1982) was fashioned after the well—known ISODATA algorithm 
of Ball and Hall (1967), as it contains many of the same steps, but 
the methods within the steps differ considerably. The steps of the 
present algorithm, which are summarized in Figure M8, include 
automatic seed point generation and criteria for the elimination of 
clusters with too few members, for the splitting of elongated clusters 
'and for the clumping of clusters which are too close together. 

Let X = {xij} be the data matrix where xij is the obser- 
vation on the jth variable for the ith unit, and i = l,2...n and 
J = l,2...m. Thus the units, represented by the Vectors 
§i = (X11, xi2...xim)' for i = l,2...n, are to be assigned 
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to the appropriate clusters. The steps of the algorithm are described 
bel Ow . 

1- ..I:1i.t1.a1_.1;z_at1,9n.,.ends... tI18n§fQI1l1_,8.;t;iQI1- The user specifies‘ 
k = initial number of clusters, and the minimum number of members per 

_cluster. ,The first step in the calculations is the optional transfor- 
mation of the observations by dividing each observation by the stan- 
dard deviation of the variable, with the purpose of removing the 
effect of different measurement units. Accordingly, xi» 13 trans‘ 

formed to 

‘"11 ‘ X13/33 

n n 
where s; =.H%T 121 (xij — §;3)2 and §;j =-%-121 xij. In the rest of 

this section the observations, either transformed or untransformed, 
will be denoted by xij. The initial cluster centroids or seed 
points, 22, for 2 = l,2...k, are calculated (Northouse and Fromm, 

i976) as 

- Z Z 7 

zlj = x.j + SGN {sin (3% 
- éj+1)} sj 

for 2 = ,2...k and j = 1,2...m, and ;'j and sj the mean and standard 

deviation of the jth variable, transformed or untransformed. 

2. Assignment and recomputatigngg§_centroidso Each unit: 

xi (xil, xi2...x1m)', is assigned to the cluster for which 
} . 

’ » 

the Euclidean distance between the unit and the cluster centroid is 

minimum. Once all the "units have been assigned to one of the k



clusters, the cluster centroids are recomputed. Let wk denote the 
set of units constituting the fith cluster, then 

lj nfi xijewz j 

where nx = number of units in cluster I; 

3. Too-few-members cgiterion. If a cluster contains fewer 
than the user-specified minimum; the’ cluster is eliminated. The 
members of the eliminated cluster are reassigned and the cluster 
centroids recomputed as described in step (2) above. 

4. 

for the unsplit cluster to the sum of the measure of scatter for two 
Splittin “criterion. The ratio of a measure of scatter~ 

subéclusters is compared with a user specified threshold, 08. to 
determine whether the cluster should be split (Duda and Hart, 1973). 
The scatter matrix for cluster 2 is given by 

31' = (51 ' Z2“-‘$1 ' Z2)‘ giewk 

Where = (znl, zz2oooz2k)' 

Using the scatter matrix, the principal axis is determined and three 
equally spaced cuts along this axis are used to divide the cluster 
into pairs of subrclusters. The measure of scatter within a cluster 
is obtained as the sum of the within-cluster sums of squares over all 
variables, which is the trace of the scatter matrix, denotedt as 
tr(ST) for the original cluster.‘ For the pairs of sub-clusters, the 
sums of the within-cluster sums of squares for both clusters are



added; denote this by tr(Sw). The pair of sub-clusters with ‘the 

smallest tr(Sw) is used to test for sufficient ,reductionV in the 
within-cluster scatter. For 

tr(ST) 

the cluster is split into the pair of sub—clusters corresponding to 
min tr(SW) and the cluster centroids are determined for the new 

sub—clusters. This splitting criterion is applied separately for each 

original cluster. 

5. Lumping criterion. The lumping parameter, pK, defined 

by Northouse and Fromm (1976), is

K 
—I_n_. D p _ K 3K Fl k 

where m = number of variables, K = present number of clusters and 

Dk = minimum distance between cluster k and the other ksl clusters; 

If any Dk < pK, the kth cluster is eliminated. The members of the 

eliminated cluster are reassigned and the ‘centroids recomputed as 

described in step (2). 

6. Test for stability. If the final clusters are the same 

as those obtained in the previous iteration or the maximum number of 

iterations has been exceeded, then the final configuration has been 

reached. Otherwise, steps (2) to (5) are repeated until a final 

configuration is achieved. Once the final clusters have been chosen, 

the mean and standard deviation of the dissolved oxygen concentrations 

are calculated for each cluster;



Application of Clustering Method 

,For4 the present purpose 51 F (Xi1,Xi2)'- Where 

xil = temperature and X12 = dissolved oxygen concentration for a 

particular station ‘and depth, and, for example, gi might be, the 
surface pair and gj the bottom pair of data for a: particulgf 
station. For a given cruise, all available data for the Central and 
Eastern basins would form the X matrix and thus would be separated 
into clusters. 

The clustering method has been incorporated in a FORTRAN 
program, and an example of the graphical information derived from a 
typical computer run, cruise 7022106, is given in Figure h9. The plot 
of the data, with the cluster number (corresponding to the cluster to 
which the data point was actually assigned) used as a plotting symbol 
is useful as a visual aid for evaluating the performance and behaviour 
of the cluster analysis. Clusters 1 and h correspond to the data 
‘exhibiting the features of the epilimnion zone (namely the warmest 
water temperatures and high dissolved ‘oxygen concentrations). 
Cluster 2, on the other hand, contains the relatively high dissolved 
oxygen concentrations of the hypolimnetic Eastern Basin having the 
coldest water temperatures. Cluster 3 represents the hypolimnetic 
oxygen levels of the Central Basin. The nap shows the location of the 
stations forming clusters 2 and 3, the clusters of data determined to 
be in the hypolimnion. Corresponding to these plots, the program 
generates a printer output which displays progressive cluster statis- 
tics, namely,‘ the mean and standard deviation of dissolved oxygen 
concentrations, temperature and depth for each cluster. 

The computer program is interactive and some user interven- 
tion was practised to make adjustments to meet the objectives. These 
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were (1) separation of clusters which nfixed Eastern and Central Basin 
stations, (2) nerging'of two Central Basin hypolimnion clusters and 
(3) isolated misclassifications (Anderson, 1982). The clustering 
procedure as described above was applied to the data for the years 
1967 to 19?0 and these results, together with depth, were used in the 
classificat-ion in the years 1971 to 1980. Furthermore, within -any one 
year, only stations common to all cruises were used. This resulted in 
smaller numbers of data points in most clusters and exclusion of years 
1971, 197h, 1976 and 1980 (Central Basin) altogether, since too few 
points remained. These final clusters were used to calculate. the 
means and standard deviations of the dissolved oxygen concentrations 
to be used in the depletion rate calculations. 

Depletion Bate Calculations and Tests 

Calculation of Depletion Rates 

Observations indicate that the mean dissolved oxygen concen- 
tration in the hypolimnion decreases in a linear fashion throughout 
the stratification. Hence, it is appropriate to consider the model 

y. = a0 + (11 xi + £1 1 = 1,2...Nc' (h.1) 

where NC = number of cruises in a particular zone and in the year 
under study, 

yi = the mean dissolved oxygen concentration (mg/L) 

xi = corresponding mid-cruise date (Julian days > April 1) 

ei = is a random variable with mean 0 

ao,a1 = are unknown parameters to be estimated from the data. 
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The pa_rameter <11 i_s the depletion rate. The usual approach 
for estimating a0 and 0:1 is to use unweighted least squares. ‘This is 

equivalent to assuming that the distribution of 51 is normal with 
mean 0 and Variance 02. This approach seems appropriate if the number 
of stations included in the analysis is the same,. notionly within the 
year but throughout the entire period of the study, and the stan_da_rd 

deviation of t_he dissolved oxygen concentration. is independent of the 
Julian day, i.e., the time of‘ conducting the data collection. The 
number of sampling s'tations, although constant within the years, 
varies from year to year. In addition, the standard deviation varies 
with the Julian days within each year and with the number of sampling 
stations. in the hypolimnion zone. To demonstrate these points, a 
simple linear regression was performed between the s'ta_ndard dev’iatio'n

' 

(the dependent variable) of dissolved oxygen and the corresponding 
number of sampling stations for data from the hypolimn-ion (the 
independent variable) of the ~Cen'tra-l "Ba_s‘in. --The results ‘indicated. a 
highly significant "positive (IP < 0.01] ’with ’F1,40 >= *11.39) 
association between the standard deviation, y, and the number of 
stations, X. The regression equation is 

y = o.65h + o.o3ox 

AThi_s shows that the hypolimnion is not completely homogeneous and that 
the number of sampling stations available is not enough for reaching a 
conclusion by exact analysis. Furthermore, the regression was 
repeated by using both the number of stations and the Julian days. 
The regression equation is 

y = 1.206 + o.033x — o.086z



where z is the Julian day. The inclusion of z is found to be highly 
significant at (P 1 0.01) -with 1211,39 = 12,23. Figure‘5O presents 
the plot of the standard deviation of the dissolved oxygen of the 
hypolimnion of the Eastern Basin against time in Julian days. This 
figure shows that the standard deviation increases linearly with 
time. The inconstancy of ‘variances shows that weighted regression 
should be used in estimating the depletion rate and for testing 
different hypotheses about these rates. This demonstrates that the 

approaches used by Dobson and Gilbertson (1971) and Charlton (1979) 
are not efficient from a statistical point of view. To illustrate the 

effect of the inequality of variances on the calculation of the deple- 

tion rates, the analysis in this chapter was performed using three 

different methods: (1) simple linear regression, (2) weighted linear 
regression with the weights as a function of the number of sampling 

stations, and (3) weighted linear regression with empirical weights 

(i.e., weights using both the number of stations and the estimated 

standard deviation). These three cases correspond to the following 
assumptions about the errors 31 in the nbdel: (1) si are normalhy 

distributed with mean 0 and variance 62; (2) Si are normally distri- 

buted. with mean 0 and variance 02/ni, where’ ni is the number of 

stations in the ith hypolimnion cluster; and (3) 61 are fiormally 

distributed with mean 0 -and variance 012/ni. In the last case, 

diz is unknown, but can be estimated by siz, the variance of the 

dissolved oxygen concentration in the ith hypolimnion cluster. Since 

siz is estimated from the data, the exact probability distributions 

of. the estimates bgand In of 01-0 and <11 3:76 hm? exactly kn°"m3 if 

siz is assumed to be the true value of‘ oiz, ‘however, then the 

usual inference can be made.



Detection of Time Effects in the Oxygen Concentration 

The problem. of determining whether the variations in the 

hypolimnion dissolved oxygen concentration from year to year are real 
or are simply the result of chance fluctuations is the same as 

determining whether the parameters do and a1 of model h.1 are constant 
in time. B_rown _e_t e_i. (1975) described a number of graphical and 
statistical procedures for testing this problem. In the present case 
.these require fitting model h.l to the data, assuming that there are 
no changes in do and a1 from year to year and calculating 
standardized residuals, the orthogonalized residuals, the cumulative 
orthogonalized residuals and the squared cumulative residuals. .Then 

these residuals are examined graphically and tested formally for time 
independence. 

Tests for Constancy of Depletion Rate 

Formal tests for constancy are performed to evaluate the 
evidence against the following hpotheses: 

(i) H: an and a1 are constant for the entire data record, 
(ii) H1: a0 is constant for all years, but a1 is allowed to 

vary from year to year, 
(iii) H2: a1 is the same for all years, but do varies frcm 

year to year. 

The first hpothesis H is concerned with testing whether the initial 
oxygen concentration at ‘the beginning of ‘the stratification season_ 
30 and the depletion rate a1 are constant for the period under study, 
whereas H1 tests the constancy of do but allows a variable



depletion rate. Finally, H2 examines the evidence of no change in the 
depletion rates. All these tests are standard procedures of linear 
regression analysis. 

‘RESULTS AND DISCUSSIONi 

The mean and standard deviations of the hypolimnetic oxygen 
concentration by cruise for the years 1967-l979 and 1967-1980, as 
determined for the common stations within a year, are given for the 
Central Basin and the Eastern_Basin in Tables H3 and HM, respec- 
tively. The number of observations used to calculate these quantities 
and the mid-cruise date, in Julian days with April 1 as day 0, is also 
given. These ‘tables provide’ the data used for the depletion rate 
calculations. 

The results of fitting model h.l under the three assumptions 
about the distribution of ei, ‘which were- called simple linear 
regression, weighted regression and regression with empirical weights, 
are given in Tables h5, h6 and b7. The intercept do and slope q; are 
estimated by be and b1, respectiveby. The values of the multiple 
correlation coefficient R2 and the observed significance level for the 
slope are also given for the case of simple linear regression. A com- 
parison between the oxygen depletion rates 'as calculated in this 
chapter using simple linear regression, weighted regression and 
regression with empirical weights indicates that the differences are 
not substantial. This is expected on theoretical grounds, since the 
estimates b0 and b1 of do and d1 are unbiased under all the methods. 
However, the problem of testing for trend in the depletion rates is 
highly influenced by the method used in the calculation, as will be 
shown later}



The depletion rates based on the regression with empirical 
weights, as given by b1 in Table hT, were examined for time dependenqy 
using the residuals obtained from fitting nndel h.1 and also using 
orthogonalized residuals and squared orthogonalized residuals. 
Figure 51 presents the plots of the residuals against the sequential 
order of the observations for the Central Basin data. Figure 51a 
gives the plot of the standardized and the orthogonalized residuals 
which indicates the non—randomness of the residuals, and Figure 51b 
shows the plot of the cumulative residuals, which indicates a 
systematic departure of the residuals from non-randomness. Figure Slc 
shows the plot of the squared orthogonal residuals and their expected 
values, which suggests a large departure from non—randomness. The 
same applies to the Eastern Basin, as can be seen in Figure 52. 

The formal analyses performed to test the hpotheses regard- 
ing constanqy of the initial dissolved oxygen concentration and the 
depletion rate are summarized in Table H8 for the Central and Eastern 
basins. The results are shown for the three different assumptions 
about the distribution of 61. It is clear that the F—values differ 
substantially under different assumptions. For example, the F—values 
for testing H1 (i.e. variable depletion rates) are 2.67, 9.11 and 3.80 
_when unweighted, weighted and empirically weighted regressions, 
respectively, are used for -the Central Basin data. Hence, if 
unweighted regression is used, 111 is accepted, whereas if weighted 
regression is used, the differences between rates are highly signifie 
cant (P'< .Ol), and if the empirical weights are used, then H1 is 
significant at the 5% level. This shows that the results are very 
sensitive to the assumption of the equality of variances. As stated 
previously, the analysis adopted here is based on using regression 
with empirical weights; therefore the discussion will be limited to 
this case. 
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For the Central Basin, the last column in Table 48 shows 

that the F-values associated with H, H1 and H2 are significant at the 
5% levels. This indicates that the slopes and the intercepts differ 
from year to year. The corresponding results for the Eastern Basin 

show that H and H2 are rejected, which implies that the depletion 
rates can be regarded as constants independent of year; the initial 

oxygen concentration at the beginning of the stratification season, 

however,is not constant from year to year. 

These tests were of hypotheses of constancy over time 

against the general alternative of inconstancy. The conclusion that 

neither initial dissolved oxygen concentration nor depletion rate are 
constant in the Central Basin and that initial dissolved oxygen con- 

centration is not constant in the Eastern Basin leads to the next 

step; namely the determination of the form of the time dependency." An 
initial step is givenfin Figure 53, where the depletion rates are 

plotted against year for the two basins and a fitted curve is also 

shown on the plot for the Central Basin and the average depletion rate 

for the Eastern Basin. The quadratic polynomial fitted to the Central 

Basin depletion rates sumarizes the tendency to higher rates at both 

ends of the time period. 

It is of interest to discover which factors may have 

influenced the dissolved oxygen depletion rates in the Central Basin. 

Factors that may have contributed to the low oxygen depletion rates in 

the years 1972, 1973, 1975 and 1978 are (1) high water levels in 1972, 

1973 and 1975, (2) large hypolimnion thickness ‘in 1975 and 1978; 

(3) low hypolimnion water temperatures in 1975; and (4) cold hypo1im- 

nion water temperatures at the onset ofa the summer stratification 

period in 1975 and 1978. The large depletion rate in 1977 may have 

been influenced by the-warm hypolimnion temperature at the beginning 
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‘of the stratification period. ‘The incorporation of terms for some of 
these factors in a model for the oxygen concentration in the Central 
Basin is considered by-El-Shaarawi in Chapter 5. 

Carr (1962) suggested that oxygen consumption was increasing 
in the hpolimnion of the Central Basin. Dobson and Gilbertson (1971) 
agreed with this general conclusion and calculated a long-term trend 
of 0.075=mg/L/month/year for the years 1930-1970.. They.attributed the 
trend to the quantity of phytoplankton sedimented to the lake bottom. 
Charlton (1979), on the other hand, concluded that there was no signi- 
ficant trend-in the dissolved oxygen depletion rate by standardizing 
this parameter to account for phsical factors, nameky water tempera: 
ture and hypolimnion thickness. Burns and Rosa (1981) supported the 
’hypothesis of a trend by accounting for other physical parameters 
including temperature, vertical fifixing, and incoming oxygen from the 
Eastern Basin. This chapter does not add another conclusion to this 
question; it discusses the steps that precede this final conclusion. 

A cluster analysis is presented which automatically sepa- 
rates the data into the various naturally occurring thermal and 
spatial regimes. The resulting dissolved oxygen .depletion, rate, 
calculated on the basis of common stations in these clusters within a 
year, is compared with the values obtained by others in Figure 5h. 
The values calculated in ‘this chapter are generally between those 
calculated_ by other authors and, with one exception, below those 
calculated by Fay and Herdendorf. Thus, the cluster analysis fulfills 
the purpose of providing a semi-objective and practicable alternative 
to the previous methods of data selection. Several other features of 

The high spatial 
variability is reduced, enabling the temporal effects of interest to 

the clustering algorithm are the following.- 

-be nnre significant. In general, the clustering algorithm performed 
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well’, With the poorest results being achieved with the data 
corresponding to the beginning. of the summer stratification period, 
and the pehrfornjance improving as the thermocline became more 
pronounced. 

The importance of the methods of re‘gre'ssio’n analysis used 
here to estimate the injitial dissolved oxygen concentration and the 
depletion rate and to test hypotheses about their constancy is two- 
fold. First, the regression analysis should be the weighted analysis 
to reflect the. features of the data collection properly. Secondly, 
the model describing depletion rate chaflses can be formulated so that 
estimation of the depletion rate is made from a model which 
incorporates features such as time structure. 
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Table k3. Summary of Dissolved Oiqgeh Cdncentiations and Depths for the 
Groups Restricted to Commbn Stations Within a; Year", Central Basin 
1967 to 1979 

Dissolved qaqgen Depth 
(ms/L) (m) 

No. of Julian days ~ 
Year Cruise points ( > April 1) Mean s.n. Mean s.0. 

1967 6722103 3 83.0 0.55 0.51 20.00 1.73 
672210h 3 98.0 7.h9 1.09 21.00 1.73 
6722105 3 105.0 5.88 0.60 22.00 0.00 
6722107 3 125.0 1.59 $.97 20.00 1.73 
6722109 3 1h6.0 1.70 0.77 19x00 0.00 

1968 6822102 9 h9.0 11.77 0.h1 19.56‘ 3.20 
68221.0!» 9 77.5 8.16 0.36 20.11 3.21.. 6822108 9 122.0 h.2h 1.22 19.67 .3.27 

1969 6922103 11 62.0 10.02 0.58 20.h5 2.06 
692210h 11 9h.0 6.60 0.56 20.81 1.53 
6922105 71 121.5 3.36 1.9h 20.73 11.61 
6922107 11 1h7.5 0.97 0.59 21.18 2.08 

1970 7022103 9 37.0 13.56’ 0.29 19.33 1.73 
7022101 9 6h.0 10.18 0.52 20.88 1.05 
7022106 9 95.5 6.1.5 0.36 20.55 0.88. 
7022109 9 1h8.o 1.39 0.95 21.66 :.h1 

1972 7222101 12 25.5 13.25 0.38 19.58 2.07 
7222102 12 68.0 8.60 2.37 20.h2 1.h9 
7222103 12 88.5 9.01 0.h3 20.33 1.50 
722210h 12 12h.5 h.50 1.1h 20.25 1.65 7222106 12 151.0 1.57 0.68 20.08 2.15 

1973 7322101 28 13.0 13.36 0.39 18.80 2.23 
7322103 28 117.0 h.39 1.5h 19.00 2.55 
7322106 20 150.5 2.h6 2.2% 19.01 2.h6 

1975 7522102 32 h6.o 12.52 0.80 19.97 2.0 7522106 32 87.0 9.30 1.53 20.01 2.0 
7522107 32 129.0 5.80 2.32 19.92 2. 

1977 7722102 35 63.0 10.30 0.89 20.h1 2.1 7722103 35 75.5 8.85 1.33 20.23 2.0 
7722105 35 96.5 7.1h 1.3% 20.28 2.0 
7722106 35 117.5 h.88 1.2h 20.07 2.0 
7722107 35 131.5 3.62 1.91 20.11 2.1 

1978 7922103 28 60.5 11.1h 1.16 19.75. 2.h0 
782210h 28 82.5 9.h5 1.91 19.99 2.31 7822106 28 106.0 7.71 2.80 19.75 2.67 7822108 28 12h.0 6.90 2.69 19.61 2.h2 
7822110 28 1h3.0 h.69 1.98 19.76 2.h7 

1979 7922103 9 h6.0 12.66 0.50 21.00 1.5% 792210h 9 73.0 9.66 0.57 21.22 1.35 7922106 9 95.0 7.07 1.16 20.9h 1.38 7922109 9 115.0 h.58 1.85 21.3h 1.30 7922112 9 1hh.5 2.h8 1.73 21.hh 1.16 
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'I"ab_le 88. S1_z.mma:ry of Dissolved Owgen Concentrations and Depths for the 
Groups Restricted to Common St._a.1'.ions within a Year; E_a._s1;ern Basin 
1967 to 1980 

Dissolved Oiqrgen Depth 
(mg/L) (m) 

Number of Julian days 
yea: Cfuise points (> Apr11 1) Mean s.0. Mesh s.0. 

1967 
_ 

6722101 7 . 61.5 12.05 0.529 30.21 11.73 
- 6722103, 7 87.5 11.88 0.35 38.57 11.28 

6722105 7 102.0 10.19 0.35 
, 

30.83 10.92 
6722107 7 122.5 9.69 0.73 38.29 13.29 
6722109 7 183.5 8.57 1.05 38.57 11.53 
6722111 7 168.5 7.78 1.08 38.71 10.79 

1968 6822102" 8 87.0 12.70 0.23 88.00 5.98 
6822108 8 76.0 11.52 0.09 85.76 82.50 
6822108 8 120.0 9.35 0.28 89.00 8.12 
6822111 8 181.0 6.62 0.81 . 87.75 8.22 

1969 6922103 3 60.0 12.88 0.35 52.00 10.39 
6922108 3 96.0 11.11 0.88 51.00 10.88 
6922105 3 122.0 9.87 0.16 51.00 8.66 
6922107 3 150.0 9.21 0.21 52.00 9.58 
6922108 3 166.0 7.98 0.72 89.68 8.96 

. 6922110 3 197.0 6.85 0.83 51.67 8.62 

1970 7022103 3 35.0 13.68 0.06 39.00 9.58 
‘7022108 3 62.0 12.61 0.18 38.67 7.50 
7022106 3 93.0 11.07 0.83 81.00 9.58 
7022107 3 119.0 9.60 1.28 80.00 8.72 
7022109 3 187.0 9.27 0.22 81.67 8.39 
7022111 3 175.0 7.29 0.57 81.33 8.15 

1972 7222101 5 28.0 13.78 0.85 35.20 13.16 
. 7222102 5 67.0 12.75 0.88 35.80 13.26 

7222103 5 87.0 11.53 0.75 35.20 10.57 
7222108 5 123.0 9.06 0.73 35.80 12.08 
7222107 5 181.0 6.95 1.36 36.80 11.85 

1973 7322101 8 
’ 11.0 13.53 0.20 38.25 18.57 

7322103 8 115.5 9.51 0.88 ' 38.25 13.89 
7322106 8 189.5 8.07 0.71 38.75 11.70 

1975 7522102 9 86.0 13.83 0.73 88.72 9.51 
7522106 9 86.5 11.81 0.56 83.61 7.37 
7522107 9 129.0 9.83 0.60 82.56 6.21 
7522110 9 191.0 8.29 0.76 82.22 7.28 
7522111 9 211.0 6.72 0.72 ,83.87 8.13 

1977 7722102 12 60.5 12.55 0.28 80.58 6.11 
7722103 713 78.0 11.81 0.21 81.15 6.50 
7722105 13 95.0 10.76 0.78 81.86 5.68 
7722106 13 116.0 9.77 0.28 80.38 5.11 
7722107 13 130.0 9.08 0.51 81.15 5.58 
7722109 13 151.0. 8.57 0.61 39.92 5.18 
7722111 - 13 172.0 5.67 0.69 36.69 5.27 

1978 7822103 10 x9.0 13.23 0.50 » 39.70 8-72 
~ 7822108 13 80.5 11.83 0.50 80.69 5.33 

7822106 13 108.5 11.29 0.80 81.19 8.82 
7822108 13. 122.0 10.63 0.12 80.07 8.88 
7822110 _ 

13 181.5 9.75 0.65 38.77 8.92 
7822111 13 169.0 19.03 0.58 81.35 8.72 
7822118 13 183.0 8.30 0.85 . 39.31 5.02 

1979 7922103 8 85.0 13.88 0.18 81.50 2.89 
7922108 - 3 71.0 12.68 0.19 81.33 3.51 
‘T922106’ 8 93.5 - 11.92 0.26 81-75 2-35 
7922109 8 113.5 10.73 0.83 081.75 2.87 
7922112 8 185.0 9.73 0.26 88.00 8.89 
7922118 8 178.0 ' 8.50 0.38 86.75 9-78 

1980 8022101 2 98.0 ' 11.20 82.00 8.28 
8022102 2 107.0 10.75 0.08 87.50 3.58 

38022108 2 133.0 9.58 0.03 80.50 2.12 
8022108 2 182.0 10.12 0.76 81.50 8.95 
8022105 2 5 83.00 8.28 155.0 9.00 0.8 
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Table k5. Sumary of Simple Linear Regression Parameters and Precision 
Indicators from Regression Analysis of Dissolved Oxygen 
Concentrations, Central and Eastern Basins 

7 

Multiple Significance 
Estimated Estimated correlation level 
slope? intercept coefficient for slope 

Y bi bo R2 a ear 

ceptxgi 1967 0.1078 17.6529 0.9790 0.005 
1968 0.1023 16.6277 0.9966 0.05 
1969 0.1071 16.6183 0.9981 0.005 
1970 0.1092 17.3028 0.9957~ 0.005 

n 1972 0.0903 15.6h52 0.96hh 70.005 
//\7’ 1973 0.0809 1h.3037 0.9952 0.05 
1 _ 1975 0.0810 16.2783 0.9997 0.025 

1977 0.0967 16.316h 0.9979 0.005 
1978 0.0772 15.8ho0 0.9986 0.005 
1979 0.1059 17.3228 0.9905 0.005 

Egstern 1967 0.0h30 1h.8h09 0.9819 0.005 
1968 0.0h59 1h.9075 0.9993 0.005 
1969 0.0h35 15.3807 0.9905 0.005 
1970 0.0hh1 15.2171 0.9821 0.005 
1972 0.0h6h 15.28h1 0.9732 0.005 
1973 0.0392 13.9762 0.9996 0.025 
1975 0.037% 1h.9Q26 0.9797 0.005 
1977 0.0553 16.0h69 0.9486 0.005 
1978 0.0373 15.16hh 0.9867 0.005 
1979 0.0381 15.2578 0.9936 0.005 
1980 0.03h5 1h.h97h 0.8602 0.025 

* A1; slopes are negative. 
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Table 46- The Eatinates of the Slopes and 
Intercepts Using Weighted Regression 

central Baéin Eastern iaein 

Year S10pe* intercept s1ope* Intercept 

1967 0.1077 17.645 0.0430 14.838 
1968 0.1024 16.636 0.0458 145905 
1969 0.1071 16.618 0.0425 15.260 
1970 0.1092 17.303 0.0441 15.217 
1972 0.0903 15.645 0.0464 15.294 
1973 0.0814 14.321 0.0392 13.976 
1975 0.0810 16.278 0.0374 14.903 
1977 0.0967 16.317 0.0553 16.056 
1978 0.0772 15.040 0.0370 15.110 
1979 0.1059 17.323 0.0380 15.246 
1980 - - 0.0345 14.498 

* A141 slopes are negative. 

Table 47, The Estimates of the Slbpes and 
Intercepts Using Empirical Weighted 
Regression 

Central Basin Eastern Basin 

Year S1ope* Intercept S1ope* Intercept 

1967 0.1070 17.415 0.0444 14.993 
1968 0.1089 17.023 ' 0.0464 15.011 
1969 0.1060 16.572 0.0410 15.072 
1970 0.1165 17.775 0.0402 15.057 
1972 0.0875 15.817 0.0446 15.010 
1973 0.0836 14.442 0.0392 13.962 
1975 0.0802 16.219 0.0373. 14.824 
1977- 0.0975 16.401 0.0520 15.705 
1978 0.0773. 15.828 0.0371 15.148 
1979 0.1090 17.415 0.0372 15.175 
.1980 -9 —- 0.0469 15.787 

# A11 slopes are negati0e. 
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Table 3:8. Results of Testing the Equality of the Slopes and the 
Equality of the Intercepts for Model h.1 ’ 

Empirical 
V 

Degrees of Unyeighted Weighted weight 
B_a.s,1n Model freedom Fevalue F-value F-‘(glue 

Central Constant slope 5,22 3.62‘ 14.05‘ 15.1?!‘ 
different intercepts 

Different slopes and 
constant intercept ’ 9,22 2.67 9.l_~1‘“* 3.80? 

C°II3’,G&,!.11'- B19139 and 
_ _ constant intercept 18,22 6.58” 7.77“ 11.97“ 

Eastern Constsnt slope and 
gtitferexrt intercepts 10,38 2.59‘ 3.25‘ ’4.63** 

Different slopes and 
_

V 

constant intercept 10,38 1.55 1.30 1.38 

Constant slope and 
constant intercept 20,38 .6.59** 6.7h*' 15q15** 

* Indicates signiricenee gt the 51 level. 
kw 

** Indicates significance at the 1% level. 
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Figure 48. Flow diagram of the clustering algorithm. 

126



22.81 ~ 
' 

4,: 1 

1‘ 1 

19.77- 4 1 1‘ 

1 1;} 
11' 111 

16.74 - 

1370- ‘

2 

10,66 — 

TEMPERATURE 

(°C) 

263-‘ 
2 2 

‘I 

i 

I I 1 
23 

.556 5.78 8.00 9.22 10.44 11.85 

DISSOLVED OXYGEN (mg / L) 

Cruise: 7022106 
Date: ‘July 3-4, 1970 

Figure 49. lixgnpple of qomputcr plots groduced by the 
clustering program for cruise 7022106. 

1.6‘ 

1.4‘ 0 

1.2‘
0 

5 . . 

E 
1.0‘ 

E08 
° 

:
° 

E " o . 0 .0 0 . 0 

§ 06 ‘.9
0 

E) 

. 

0 0. 0 go 

0 0.0 0 .0 0'4‘ 0 co 0 

. o 0 0° : 
0.2~ 0 00 9 

0 o : o 0 
O_ to 0 

6 5'0 160 150 260 750 
TIME IN JULIAN DAYS 

Figinre 50. Standard deviation of the hypolimnetic 
oxygen concentration for clusters in die 
Eyasgern Basin plotted against ulian days; 

127



“ n szanqamizajd Flesjmal C 1-20‘ 
Qorthogoralmed 

3‘ 3 1%. 
'3 9 can ..., 

2- Ex omq 33399. 
9 |:hIl:lJ:lu.0O. 

D9 - u 9" 
1- D 9 as 

‘ 

.1 (175. In .. 
-9 9 99 I Q 3 H ” 

, _ _ 9 
0- 9 '3 n - é I Q50- .9 

‘ i 9:999‘ 9 an — _9 
D. 9:‘ 9 u as cl .99 

-1- 
D U 

1145- 9° 
:2 9. 9 

.90 

-2- D 9 o3o- .9. can 

é ,« 
5 9 -3- D 015- .9 m 

99 
9° ufmqj -4- 9 0- u:n::n:n 

. . . . . . . . . . . . 

o 10 20 30 V40 50 o no 20 so .40 50 
Order of Qbwvations 

7.0- 

99 55- O 99 

E 
40- . 

’ 9 25+ 
E 9

9 
to- . 

99.9” . 9999. 
-05- 9 9 

<9 "9 999 ' 

§ 
9. 9 9 

. 

-20‘ ° 
‘j’ 9. 

_a5- .Q 

9 .. 

99 
-50. 

0 10 20 3'0 4'0 5'0 

Out’ of ('X)servat|ons_' 

'7 

Figure 51. Plotfi of residuals agairist sequential ordgr of me 0]_J§€1'V8,l:_i_()n_S for the Central Basin: a —' 

standardized and on-thogona'.li’z’ed r'esid'ua.l§; b — cumulative residuals; c — s_qua_1-,egjl_ ortho- 
gonalized r.e.sid1I,als- v 

128



A 5- 0 ‘3°‘

0 
4. n 2 1.05- 

oorthogonalized 5. 
cs 

_ ..a 
3' °°°' 

use?" 
‘*3’ 

2. 075- :00 
I 00 ° 

I 
- ,,” 

1. 
° ° 913%: n 060- 00 

g 0 u D ID "9 
Emu. 0 co. 0 3 “I -0.0 

04 5.000 ”EI¢‘VnD§°5o %% on '. 0- V 045‘ 9”’ E‘ 

.99, ca _L_:1I:1 1.0 . 

‘ 0 ' 

- “O! 9 mac 0 our - n 
:2 cu cm a ct: .3 

.1. ° C‘ 5’ °. 030- oo cm: 
i 

'3 D D 
g 

0. mmun 
:1 0 99 

D o . 0 . ,. 

_ _ 035- 00 cmm 2 n o 0 . 
.° D5133 

' 00 "u: 
00 cm: 

-3- U 0- 
I I I I I 

0* 155 259 ;;7'5 sdp 52.5 o 12.5 250 
I 

375 50.0 625 
Orqey of observations 

3 175} 

0.0 
o - 

. 

_ 

. 9.‘. 

g 
125- o

o
o 

E 
100- 0 

0° 

E 
75‘ 

50- ‘:''oo 0 3 coo .90 
' 0 9 9 

254 0 000: O. 
Q 00 ’O .0 

. 
‘ 

0 0 
OD->°:°"o 9’ 

60. 
.g-

r _. ., , 
. . 

:0 .-125 ..25.0 V 37.5 50.0 62.5 

Figure 52. Plots of residuals against sequential order of the observations for the Bégiif: L; -,-. 

st_an_¢.lar¢_i.iz.e¢l. and orTt,h'ogons4.|izéd residuals: 17 — c.un.I.ul.a!i.ve re.sidt.1a,ls; c - squared .o;rth;o- 
gqnalizcd residuals- 

129



DISSOLVED 

OXYGEN 

DEPLETl0Ni 

RATES 

(mg 

/L/day

x 
10") 

150- - CENTRAL EASIN 
o EASTERN BASIN 

120- 

0907 

0.60‘ 
0. 

. O . . O ' ’ 0 6' 9‘ "9 
0.30- 

1966 1970 . 1972 1974 1976 1978 1980 
TIME (YEARS) 

Figure 53,. Dissglved pxygen depletion rates ‘agalnfit year With fitted curves for 

DISSOLVED‘ 

OXYGEN 

DEPLETION 

RATES 

(mg 

/-L 

/day

x 
10") 

.o 

$. 

1.30 1 

1.10 ‘ 

0.90 - 

.o 

5.3

§ 

the Central ‘and Eastern basins. 

0 PRESENT STUDY. CENTRAL BASIN: 
A ‘PRE§EN,T sTu9v;.._EAsIEaN BASIN 
A CHARLTON. CENTRAL BASIN* 
- 99a.$9N-§ 9!!-BEBI§0N-.§§_NTRN-. .aAsI~* 
0 FAY & HERDENDORF. CENTRAL BASIN 
O FAY & HERDENDORF. EASTERN BASIN 
-x unadjusted depletion rates 

0.10 _ . 

1966 19572 
" 

i§'72:” 1576' ”19'78A. 1§80 
YEAR 

1'9'68 19570 

Flgufe 54. Coinparison of uncorrected dissnlved oxygen depletion rates 
calculated by several authots. 

130



CHAPTERES 

A Statistical Model for Dissolved Oxygen 
in the Central Basin of Lake Erie 

by A.H. El-Shaarawl
} 

iRTRODU(frION - 

Anderson -gt_ al, (Chapter M) demonstrated that at any 
specified time within the summer stratification period and during the 
years 1967 to 1979, there were statistically-significant differences 
from year to year in the oxygen concentration of the hypolimnion of 
the Central Basin of Lake Erie. Since the mean oxygen concentration 
of a hypolimnetic basin decreases in a linear fashion throughout the 
stratification, these year to year differences can be separated into 
two correlated but distinct components. The first of these components 
is due to the variations of the intercept of the line, while the 
second is due to the variations of the slope of the line. It is more 
appropriate to refer to the intercept and the slope as the initial 
oxygen concentration at the onset of the stratification period and the 
depletion rate, respectiveky. In Chapter M, no attempt was made to 
explain the variations in the initial oxygen concentration or in the 
depletion rate, but the authors summarized the pattern of the trend in 
the depletion rate by a quadratic equation. Dobson and Gilbertson 
(1971) concluded that the 1970 depletion rate was more than double the 
rate estimated for_l929. They attributed the increase in the deplee 
tion rate to increases in phytoplankton production caused by increased 
nutrient inputs. Charlton (l980a,b) concluded that there was no 
long—term trend in the depletion rate and the apparent differences 
between the rates were mostly related to variations in the hpolim— 
netic thickness and temperature. Barica (1982) stated that Charlton's 
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results had recently been cha_llenge<;1 by F. Rosa and N.M. Burns. It 
should be mentioned that with the exception of Anderson et a_l_. 

(Chapter 1;), none of the above-mentioned authors has performed or 
provided a statistical test for trend in the depletion rates. 

Thienemann (1915) distinguished between the effects of five 
factors on the depletion. rate: (1) the season of the year, (2) the 
position of the lake (with respect to prevailing winds), (3) the 
magnitude of the volume constituting the hypolimnion, and the ratio of 
the water above and below the thermocline, (h) the temperature of the 
hypol-imnetic waters, and (5) the quantity of org'an_ic‘ ngatter trans’po,r-*- 

ted into the bottom waters. Clearly, the maximum that man can do is 

to control the effect of the last factor, especially by controlling 
industrial and agricultural pollution. It is recognized, that 
phosphorus limits the aquatic plant productivity in the Great Lakes. 
To control pollution of the Great Lakes, the International Joint- 

Commission developed phosphorus loading objectives for each of the 
Great Lakes. Slater and Bangay (1980) stated that in Lake Erie, the 
point source load had been reduced from approximately 10 000 metric 
tons/yr in 1972/73 to 5700 tons/yr in 1977, and it is expected to be 
2100 metric tons/yr when all controls are in place to meet the 
phosphorus effluent limit of l mg_/L. It is important .to study the 
effect of these remedial steps on dissolved oxygen concentration in 
the hypolimnion of Lake E_rie. 

In this chapter, a statistical model is developed for 
dissolved oxygen concentrations in the hypoli-mnion. The model uses 
the lake water level, the hypolimnion temperature and the average 
total phosphorus concentrations as explanatory variables. The proba_-:- 

bility of the occurrence of anoxia in the Central Basin is estimated 
from the model as a function of phosphorus, temperature and ‘water 
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level. Furthermore, the model is used to predict the phosphorus level 
for a given depletion rate and water level. The use of the model for 
regulation and for setting standards is also given. 

MODEL DEVELOPMENT 

The results of Anderson gt_al, (Chapter h) demonstrate that 
the initial hypolimnetic dissolved oxygen concentration do and, the 
depletion rate a vary from year to year. As indicated previously, 
there are many factors causing this variation. The influences of the 
water level, the temperature of the hypolimnetic water and the yearly 
mean total phosphorus concentration are examined here and used to 
model the dissolved oxygen concentrations in the Central Basin of Lake 
Erie. 

Figures 55 and 56 give the plots of the estimated intercept 
b9 and the estimatedrdepletion rate b1 against the Lake Erie water 
level. The values of bo and b1 represent the estimates of the initial 
dissolved oxygen concentration at the beginning of the stratification 
period and the oxygen depletion rates and are the estimates of (the 
parameter) do and a1 in model 5.1 of Anderson gt 2;. for the Central 
and Eastern basins. This model is given as 

yi = do + a1 xi + ei pi = 1,2...NC (5.1) 

where NC is the number of cruises in the year under study, yi is the 
mean 02 concentration (mg/L), xi is the mid—cruise date (Julian 
days > April) and Si is a random variable with mean 0.



h 

The Eastern Basin values do not indicate the presence of an 
association between the water level and either bQ or b1; the values 
of b0 and b1 of the Central Basin, however, show a strong negative 
association with the water level. Since the values of bg appear to be 
approximately linearly associated with the water level, it was decided 
to determine whether the fluctuations of the intercepts bo could be 
modelled using the water level as a covariate. Hence, model 5.1 is 
modified to 

yij = 50 + 81 wj + yd xij + eij i l,2...NCj 
I (5“2) 

j = l,2...m

\ 
where NCJ is the number of cruises in the jth year; m is the number 
of years; yij is the mean dissolved oxygen concentration in the ith 
cruise during the jth year; xij is the midecruise date in Julian 
days for the ith cruise in the jth year; wj is the water level in 
the jth year; eij is a normal random variable with mean 0 and 
estimated variances Sij/Nij, where S13 is the standard deviation 
of the dissolved oxygen during the jth pyear and N13 is the 
corresponding number of sampling stations; and Bg;B1,Y1...Yh are 
the unknown parameters of the’ model. The parameters Y1...nm are 
the adjusted oxygen depletion rates where m is equal to 10 in the 
present study. 

Model 5.2 was fitted to the Central Basin data and the 
results indicate that the inclusion of the water level explains 
entirely the year to year variability in the intercepts of model 5a2. 

The statistic 

LF = 22{REs(2) — REs(1)}/{8 x REs(1)} 
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measures the lack of fit of model 5.2 as compared with model. 5.1, 

where RES (1) and RES (2) are the residual sums of squares under 
models 5.1 and 5.2, respectively. The statistic LF has an F—distribu- 
tion with 8 and 22 degrees of freedom. The observed LF value is 0.95, 
which is not significant. Table 1:9 gives the estimates of the para- 

meters of model 5.2. The quantities ;1,Y2...Y10 represent the esti- 
mate values of the dissolved oxygen depletion rates Y1,Y2...Y1o for

A 
the ten years under study. From the table it appears that Y1,Y2...Y10y 
v‘(a.ry substantially from year to year. The equality of the Yi's 
was tested using an F-statistic, and the results indicate that the 
differences between the depletion rates are highly significant 
(P< .01 and Fg’3g = 12.1rr5«). The estimated values Y1...Y10 are 
plotted against the correspond_ing water level in Figure 57. Thepplot 
shows a strong (approximately linear) negative association between

A 

them. Hence, the values of Y3 are modelled as: 

Yd * 00 + 91 (W3 — 57 (5.3) 

where Oo_and 91 are constant, wj is the lake water level in feet 
during the jth year, and is the mean of the yearly water levels‘ 

during the study period. The values of 15 in npdel 5.2 are replaced 
by the right—hand‘side of expression 5.3. This leads to the new model 

(x.. +3?) + e.., 1 = l,2...NCJ 13 13 3: 1,2...m (5.h) 
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where §'is the mean of the cruise Julian date for all the years; The 
estimated regression equation is: 

yij = 7.00143 +...h1h7 (wj - E) — .1007 (xij — i) 

+ .0233 (xij — -§)(wJ — G) 

The lack of fit test for comparing model.5.2 with model 5.h indicated 
that model 5.1: is not adequate (P < _.o1, 113,30 = 6.80), since it 
does not completely explain the variation in the depletion rates. 

Further attempts to account for the remaining variabilities 
in the depletion rates led to the use of the temperature of the hypo- 
limnion. It was noted in El-Shaarawi (1984a)that hpolimnion tempera- 
ture fluctuates from year to year and sometimes varies within the 
year. In fact, the temperature values were represented by a straight 
line when regressed against time; hence, a more representative value 
for the mean hypolimnion temperature is obtained from the regression 
line when the Julian day is set at day 200 (note that the stratifica- 
tion period is taken to be between Julian days 150 and 250). If the 
hypolimnion temperature on day 200 in the Jth year is denoted by Tj 
and the mean temperature over all years by T, then it is found that 
model 5.1+ should be modified to: 

yij = 30 + 31 + G1(xij._ +. 0'1 (wj - 

(5-5) 

(xij -;> + (11 (T _ T) + ei J J 
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’ The estimated value of the dissolved oxygen concentration is:

A 

yij = 7.0921 + .1522 (wj — G) — .1oo35 (xij — E) + .o2oaa1 

(556) 

(xij - x) (wj - w) - .28821 (Tj - T) 

The lack of fit statistic is F = 4.64, which is found to be signifii 
cant when compared with the F-distribution with 7 and 30 degrees of 
freedom. Additional plots and an examination of the residuals 
revealed that model 5.6 should include an interaction term between the 
hypolimnion temperature and the water level. This resulted in the 
estimated form of the model for the dissolved oxygen as:

A 

yij = 7.011 + .1128 (wj -E) - .1oo15 (xij —E) + .0l7‘287 

(xij - §)(Wj - 5) - .407359 (Tj * -) v .53079 (Tj - T5 

(wj -'3) (5.7) 

The lack of fit statistic is F = 2.704, which is significant at the 5% 
level when compared with the Fédistribution with 6 and 30 degrees of 
freedom. It was decided to check whether the presence of the interac- 
tion term between the hypolimnion temperature and the water level in 
model 5.7 reduces the importance of the main effect of the water level 
(the term with the water level only) in the model. Performing the 
required F-test resulted in the acceptance of the hypothesis that the 
water level term is not needed in model 5.7. The observed F-value is 
0.3613, which is not significant at the 52 level. As a result, the



estimated dissolved oxygen concentration as a function of the lake 
water level and the hypolimnetic temperature is

A 

yij = 7.014 - .1ooo5 (xij - E) + .015896 (wj — §)(x‘1j - E) 

(5.8) 

- ‘f) - .s35174 (1- - .42064(T 
J 
-5 . 

-- 
j )(wJ W) 

The lack of fit statistic associated with model T is 2.58, which is 

significant at the 5% level. 

This analysis indicates that the water level and the hypo‘ 
limnetic temperature are not completely capable of explaining all the 
non-random variabilities in the hypolimnetic oxygen concentration. 

Hence, an attempt is made in the remaining part of this section to 

determine the effect of the process of eutrophication on the oxygen 
concentration. ‘Let Pj (j = 1,2...10) be the mean total phosphorus 
concentration (TP) of the epilimnion of the Central Basin of Lake Erie 
during the jth year. The inclusion of T? in the model led to the 

modification of model 5.8 to

A 

yij = 7.063 - .10073.(xij -2) + .o1so59 (wj —§)(x1j .-SE) 

' 

(5.9) 

- .3436(T - T) - .4677 (Tj —ir‘)(wj -'6) — 51.1339(PJ.e§)
J 

where F is the arithmetic mean of P1...PL0. The lack of fit statistic 
associated with model 5.9 is 1.84, which is not significant at the 5%



level when compared with the F—distribution with 6 and 30 degrees of 
freedom. Although model 5.9 explains most of the significant vari- 
ability in the data, it was felt that TP should not only influence the 
hypolimnetic initial oxygen concentration at the beginning- of the‘ 

stratification season but.should also influence the oxygen depletion 
rate. The residual sums of squares under model 5.2 and model 5.9 are 
165.572 and 226.h28, respectively, which also shows that the magnitude 
of the difference between the residual sum of squares of the ‘two 

models, although not statistically significant; is large. Hence in 
model 5.9 an additional term was added to represent the interaction 
between time in Julian days and TP. This resulted in a substantial 
reduction of the residual sum of squares from 226.h28 to 19h.65h. The 
new model is given by 

y = 7.1037 — .o9778 (x — E) + .o1h.u8 (x - §)(w — E) 
ij ij ' 

ij J 

.. .36668('I'j — E) — .1+978(Tj — E)(wj - .7) — 71.h513(Pj—F) 

(5.10) 

- 1.1575 (xij — §)(PJ — E) 

and the associated lack of fit statistic is 1.05h, which is not signi- 
ficant and is close to one (the theoretical expectation of the lack of 
fit statistic). Hence, model 5.10 is taken as the final model for the 
oxygen concentration of the hypolimnion of the Central Basin. The 
values of Z E, E, and -pare 96.393, 10.393’, 571.881 and .0180, 
respectively. Assuming that model 5.10 is the true model, the depen- 
dence of ‘the depletion rate on TP is significant. at the 5% level 

. (t35 : 2.391), and the dependence of oxygen concentration on the



interaction between the temperature and the "water level is highly 
significant (t35 = 3.52). Furthermore, the effect of TP on the oxygen 
_concentration is extremehy significant (Ffi 35 ? 69333). The 
inclusion of TP in the model resulted in changing the residual sum of 
squares from 265.09 to l9h.65h, which ism a very large reduction. 
Figure 58 shows the plot of the observed oxygen concentration and the 
estimated regression line against time in Julian days when April 1 is 

taken as day 0. The plots show that the model fits the data 
reasonably well. 

It should be emphasized that model 5.10 shows that during 
the period 1967 to 1979 and using data collected only by CCIW, the 
fluctuations in oxygen concentration can be explained by the water 
level, hypolimnetic temperature and TP. In the rest of this chapter, 
the model is used to (i) predict the depletion rate as a function of 

the water level and TP; (ii) describe the trend in historical data; 

(iii) estimate the level of TP from the depletion rate, the water 
level and the hypolimnetic temperature; and (iv) estimate the 
probability of anoxia for different water levels, hypolimnion 
temperatures, total phosphorus and length of stratification period. 

PREDICTION OF THE DEPLETION RATE AND TREND IN THE HISTORICAL RECORD 

Examination of model 5.10 reveals that the negative sign of 
the coefficient of.(xiJ - ;) represents the estimate of the depletion 

rate in the jth year, and hence is given by 

D3 = 0.09778 — .o1h1+8 (wj _ E) + 1.24575 (Pj - F) (5.11) 
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This shows that the depletion rate decreases by increasing the water 
level and increases by increasing the total phosphorus. Figure 59 
shows the plot of the depletion rate against water level for different 
levels of TP. From the figure it appears that for the Central Basin 
hypolimnion to have a depletion rate of 0.10 mg/L/day, the water level 
should be approxiately 569.5 ft if TP is very low (approximately 
zero) and 571 ft if TP = .01. Also shown in Figure 59 are ‘the 

historical values of the depletion rates for the years prior to 1967, 
as calculated by Charlton (1979), and for 1967 to 1979, as given in 
the previous chapter. This shows that there was a progressive 
increase in TP values during the period 19h8 to 1970, which is" 
followed by a decrease in TP for 1972 to 1978. The 1979 value 
suggests an increase in TP. The reality of this inference is clearly 
seen by noting that the depletion rates for 1962, 1968, 1969, 1970 and 
1979 fall between the depletion rates with TP = .02 and TP = .03, 
while 19h8, 19h9, 1950, 1951, 1952, 1953 and 1963 depletion rates are 
below those determined by TP = .01. The inference described here is 
based on the awerage conditions (i.e., disregarding the statistical 
fluctuations of the estimated depletion rates) which are considered 
next. 

Confidence intervals for the, estimation of the depletion 
rates and for testing different hypotheses about their values can be 
obtained as follows. Let C be the variance—covariance matrix of the 
parameters of nndel 5.10, then the submatrix C1 of C, which contains 
the elements of C corresponding to the coefficients of 
(xiJ - E), (VJ — E) (xij - ;) and (Xij - ;) (PJ - .5), is the 
variance—covariance matrix of the coefficients. Hence, for any water 
level w‘ and total phosphorus P‘, the variance of D is: 

var(D) = a'C1§ 1 

(5.121



where_a is the column vector (1 w'—w P'—P) and 3} is the transpose of 
a, The 1—2d confidence interval for D is 

Dita,“ ~’§'C1§ ’ (5.13) 

wherei td’a is the ‘tabulated value of the t—distribution with d 
degrees of freedom and 2a significance level. 

This_ confidence interval for D can be converted into a 
confidence interval for any of the two independent variables, given 
the value of the depletion rate and the other independent variable. 
For example, it is possible to obtain a confidence interval for TP 
given the depletion rate, the water level and the hypolimnetic 
temperature. Let Do be the value of the depletion rate when the water 
level is wo. The estimate P0 of TP can be obtained for a given value 
wo of the water level by equating D3 to D0 and solving for P3 in 

Equation 5.11. The resulting P3 value is the required estiate of 
TP. The 1-2a confidence interval for P0 consists of all the values of 

P3 which satisfy the inequality
J 

(D0 7 DJ)? 2 
_a_'C1E ‘< td=°‘ (5.114) 

where in the expression for DJ and a the Value W3 is Set a$ Wo- 

Assuming the rates reported by Charlton and hy setting the 

water level as its observed value, the 95% confidence interval for TP 

is estimated for the years considered by Charlton (1979). These are 
shown in Figure 60. In some years, Charlton reported two depletion 
rates. For these years two confidence intervals are presented and 
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represented by broken curves, and the years with only one depletion 
rate are represented by a continuous curve. From the figure it can be 

seen that the confidence intervals shift generally to the right, which 
indicates an increase in the total phosphorus. The highest increase 
probably occurred after 1952. 

PREDICTION OF ANOXIA IN THE HYPOLIMNION 

Model 5.10 can be used to explain the interplay between 
hyapolcimniojn temperature, water level and total phosphorus in producing . 

anoxic conditions in the lake. Investigating model 5.10 more closely 
reveals that (i) the depletion rate decreases withincreasing water. 
level and increases with increasing TP and (ii) the initial 
hypolimnetic oxygen concentration is controlled by temperature, TP and 

by the ifnteraction between temperature and water level. Temperature 
and TP are inversely associated with the initial oxygen concentration, 
while the water level effect on the initial 02 concentration is 

controlled by temperatu_re also. For a fixed temperature an increase 
in the water level will result in reducing the initial oX.Y8e.I1 concen-“- 

tration, but the degree of the reduction is a function of tempera- 
ture. To illustrate these points Figure 61 shows the plots of the 
predicted 02 concentration from model 5.10 a.ga_in_st Julian days for 

different temperature, water level and TP values. The graph shows 
that the effect of the water level on 02 concentration is large for 
low hypolirrmion temperature and is small when the temperature is close 
to 10°C. Also, for TP = .01 and a stratification period of 110 days 
the graph shows that anoxia (02 concentration = 0) will not occur if 
the water level is 572 ft or more. On the other hand, anoxia is more 
likely to occur if the water level is less than 571 ft.



Finally, it is useful to estimate the probability of the 
occurrence of anoxia for different stratification periods and 
different, phosphorus levels. This is done by noting that -the ti;_t_i1_e 

required for r'e'aching an anoxic condition is estimated” by setting 

yij -= 0, and solving of xij in model 5.10. ’Hence it is reasonable ' 

to call the probability that yij is less than for equal to zero as 

the probability of anoxia, PA, which is given by 

PA = P{Yij $ 0} 

= P{(yiJ - H13)/{§fC§_ g _ pij/{g'qg} 

In 2/ _ _ = _£-— 0+-75; e Z 2 dz (5.15) 

where C is the variance-covariance matrix of the coefficients of 
model 5.10, 1113 is the tnéaen value of yij, 3 is .,the....c‘olumn vector 

{1 (xij -;). (xij — ;)(wJ - E) (T3 0-?) (T3 r E)(wj — 5) 

‘(P3 — P) (xij — x)(Pj _ P)} 

and b‘ is the transpose of 3. Note that uij is a function of tempe- 
rature, water level and TP and hence PA is a function of these. 

variables. since "pm is not known, its value is e,stimated by Sfij. 

Figure 62 presents the estimated values of PA for a st‘ratie:— 

fication period of 1-10 days and two levels of phosphorus (TP = .01 and 

T? = .02). The water levels considered are 570 ft, 571 ft and 572 it 

and Ijwpolimnetic temperature is taken as 8°C, 9°C, 10°C, 11°C and 

144



12°C. The figure shows that for TP = .01 and a temperature less than 
or equal to 10°C, the probability of anoxia is almost 1. for water 
level equal to 570 ft while for temperature values above 11°C the 
value of PA is slightly ‘below 1. For ‘water levels of 571 ft and 
572 ft, the values of PA increase with temperature. Also, changing-TP- 
from .01 to .02 increases the probability of anoxia substantially, 
especially for water levels above 571 ft. 

CONCLUSION 

A statistical model is developed for dissolved oxygen 
concentrations in the hypolimnion of the Central Basin of Lake Erie, 
using data collected by ccrw during the period 1967 to 1979. Water 
level hypolimhion temperature and total phosphorus are used as 
explanatory variables in the model. It was found that the depletion 
rate is rcompletely independent of ‘temperature -and depends ‘only on 
water level and TP.' On the other hand, the initial 02 concentration 
in the hpolimnion was found to be a function of temperature, TP and 
water level. The effect of water level is influenced by the hypolim- 
netic temperature, i.e., the interaction between temperature and water 
level. The model is used to show the historical trend in the deplea 
tion rate after the removal of the effect of temperature and water 
level. It is concluded that the increase in depletion is related to 
the increase in the level of TP. Furthermore, the model is used to 
estimate the probability of anoxia in the Central Basin as a function 
Of the three explanatory variables. It is concluded that there is 

always a high chance for the occurrence of anoxia and this chance 
increases with the increase in the level of total phosphorus. Hence, 
it is possible to improve the anoxic conditions in the lake. by 
controlling TP loading. 
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Table 1&9. Estimate of the Parameters of Model 5.2 

Parameter Est ixngte Parameterv Estimate 

30 1083.0931 Y5 -0.089 
81 4063.618 75 -0.08}; 
Y] — -0.118 Y7 

‘ -0.066 
Y2 , 

-0 . 119 73 -0 ._1_o6 
73 -o_. 106 Y9 .0 .081 
‘Y1. —O.1]_.3 Ylo E0-095 
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CHAPTER6 

Spatial and Temporal mstribution of Total and 
l 

Fecal Coliform Concentrations, 1966-1970 
by S.R. Eslterby and A.H. El-Shaarawl 

INTRODUCTION 

The_objective of this chapter is to characterize the spatial 
and temporal distribution of total coliform and fecal coliform concen- 
trations in Lake Erie as determined using the data from the surveil- 
lance program conducted by the Department of the Environment (CCIW, 
-1966¥1976). The total coliform group and fecal coliforms are commonly 
used as bacteriological indicators of water quality, where it is 
assumed that their presence indicates that pathogens may be present. 
For example, the statement of the maximum acceptable level for treated 

o 

drinking water recommended by Health and Welfare Canada (1979) 
contains a limit for both total and fecal coliform concentrations, as 
do the guidelines for treatment of raw water supplies. Recommended 
limits for bathing waters are based on fecal coliform concentrations 
(Environment Canada, 1979). Although concentrations obtained from the 
surveillance program, where a ship is used to collect samples, clearly 
are not directly relevant to most user-specific guidelines or regula- 
tions, the intended inference mmst be to the bacteriological water 
quality of the offshore areas as indicated by coliform organisms. 

Here a statistical analysis of the data is used to explain 
the variation in the data in terms of systematic and random 
components, where the random component takes the form of a probability 
distribution. The starting point for this analysis arises from the 
theoretical basis that counts in time or space follow a Poisson



distribution (Feller, 1957). It has been shown that, under carefully 
controlled conditions, bacterial counts on replicate samples of a 
homogeneous naterial follow 21 Poisson distribution (Fisher gt al;, 
1922). However, bacterial concentrations in water samples collected 
over time and space are generally not well_ fitted by this simple 
one—parameter distribution (Pipes gt al;, 1977, El-Shaarawi 31 al;, 
1981). The analysis has thus been separated into several stages. 

For the total coliform data, cruise by cruise, the frequency 
distribution for all the data has been examined and a zonation deter- 
mined to explain the spatial distribution. Within the limitations of 

the data as seen from Table 50 and inconsistencies to be discussed 
later, the data are compared year by year. The relationship between 
fecal and total coliform concentrations is considered, first using the 

frequency distribution of fecal colifornm conditional on the total 

coliform concentrations, and secondly, in terms of the ratio of fecal 

to total coliform concentration. Since there are years in which fecal 
coliform concentrations were measured but not total coliform, fecal 

coliform. concentrations for all years are examined separately for 

consistency over the years. ' Finally, the relationship between 

turbidity and total coliform concentrations is briefky considered. 

Chapter 6 discusses different statistical methods, presents 

an analysis of total coliform and fecal coliform data, and then 

provides a summary and discussion. 

STATISTICAL METHODS 

Most of the statistical methods used in successive sections 

are given here. Since the nature of data analysis requires the 

application of suitable techniques for each particular situation, some 
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further analysis will appear, as appropriate, in the other sections;‘ 
The total coliform data for 1968 have been taken as the example and 
are examined in detail in this section. 

Empirical Frequenqy Distributions 

The assumption that a random variable R follows a probas 
bility distribution denoted by P(R) permits the calculation of the 
probability with which R takes certain values. Given a set of obser- 
vations, such as the total coliform concentrations for a set of water 
samples, the empirical frequenqy distribution is the analogue of the 
theoretical probability distribution. By counting the number of times 
the coliform concentration is equal to each distinct value, the 
empirical frequency distribution for the set of coliform. data is 
obtained. _This can be looked at graphically by means of the frequency 
histogram, where the area.under each bar is equal to the frequency. 
In this chapter, the empirical frequency distribution is used_ to 
select the appropriate probability distribution and to compare the 
distribution of different sets of data. 

Let r1, r2...rn denote the number of organisms in a 
standard volume for n water samples; the empirical- frequenqy 
distribution is then given by 

f(r) = Number of ri = r (6.1)
n 

Probability Distributions for Bacterial Counts 

Summaries of the use of statistics in the. analysis of 
bacterial counts are given by Pipes gt al. (1977) and El—Shaarawi et 
al} (1981). Three distributions that are commonly used are the



Poisson, negative binomial and lognormal distributions. Let R denote 
the number of organisms per 100 mL of water. Then, the probability‘ 
that the number of organisms equals r is given by 

P(R=r) = e_A Ar/r! (5,2) 

assuming R follows a Poisson distribution or by 

I‘! (k'—:]_)! (IRL-ll-p)k+r 

if R follows a negative binojmjial. distribution. If R follows a lognor- 
mal distribution, then S = lnR has a normal distribution and the 
tables for the standard-normal distribution can be used. 

The negative binomial and lognormal distibutions are appro:-::-. 

priate when the variation is greater than would be observed_ a 
Poisson distribution fitted the data and the frequency distribution 
was skewed to the right. For the Poisson <1i_stribut‘ion, the mean and 

02 = A. In the case of bacterial the variance are equal: 11 

concentrations in samples collected over time and space, greater 

variat:ion can be expected. It has been shown that the negative 

binomial distribution arises if it is 'assumec[1 that the mean u = A 

itself varies according to a gamma distribution (Fi_she'r, 19141). The 

mean and variance of the resulting negative binomial distribution are 
u = pk and 02 =. p(1.+p)k. Equating the means of the Poisson and 

negative binomial distributions, 1: 
'= A = pk, leads to an exipression 

for the variance of the negative binomial distribution plus a term 
_ _ .. 2 

which represents the excess Var1ance,Aname1y 02 = A + A /k. 
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If a transformation of the data is sought which will stabi- 
lize the variance, it can be shown that the logarithmic transformation 
is appropriate if the variance is proportional to the square of the 
mean (Brownlee, 1965). Transformation of the data to approximate 
normality is the reason for using the lognormal distribution for 
bacterial counts. This latter distribution is often favoured because 
of the wel1—known properties of the normal distribution and the ease 
of the calculations. Complications arise when zero counts are 
obtained, and the lognormal distribution is completely inappropriate 
if the number of zeros is too large. Thus situations will occur where 
one of these two distributions fits the data better than the other. 

gitting Probability Distributions and Estimating Earameters 

These two topics, fitting probability distributions and 
estimating parameters, are not separable but their order of applica- 
tion to a set of data is logically determined. Once a probability 
distribution has been found which adequately fits the data, statements 
about the values of the parameters may be made. The test‘ of fit 
consists of first forming an hypothesis that a particular distribution 
fits the data and then conducting a test that measures the strength of 
the evidence against the hypothesis. The choice of the probability 
distribution may be based upon the characteristics of the empirical 
frequency distribution or prior knowledge about which probability 
distributions may be appropriate. 

The goodness of fit statistic, X2 (see for example Snedecor 
and Cochran, 1967), can be used to test the fit of a probability 
distribution to a set of data, by grouping the n observations into k



classes with the restriction that the classes are formed such that the 
expected frequency of each class is not too small. Thus

k 
x2 = .j§1<rj—ej>2 /ej 

where fj is the observed frequency in class j, ej is the expected 
frequency in class j and X2 has an approximate chi-square distribui 
tion with (k-p-1) degrees of freedom for p = number of parameters in 

the distribution. The working rule, given by Snedecor and Cochran, 
that the expectation can be as low as 1 in two classes provided it is 
not less than 5 for most of the others, was used for the present data. 

Since the hypothesis being tested is composite, to calculate 
the expectation, the parameters of the distribution must be esti* 

mated. The maximum likelihood estimates for the parameters p and k of 

the negative binomial distribution have "been used, since for the 

coliform data analysed here, the method of moments estimates differ 

considerably from the maximum likelihood estimates. This is discussed 
later in this section. In testing the fit of the lognormal distribu- 

tion, the expectation can be calculated directly using the tables of 
the standard normal distribution. 

Denote the mean and variance of S = 2nR, by u and oz, 
‘ respectively, then (S-u)/o has a N(O,1) distribution. By replacing u 

and 02 by their maximum likelihood estimates,

A
2 

in R1)/n and ‘ as = (zn R1-§)2 /(fi‘1).
1 

l|l\4.'-3

i



P(R\< r) = P(znR s Icnr) = P(S 4 s) can be obtained. 

To test the fit of a Poisson distribution to a set of data 
it is ‘not necessary to group the data. Fisher's index of dij_s‘per‘fs’ion 

(Fisher gt_ g._J_.., 1922) D2 can be used where 

D2 = (n—l) s2/? 

and E and is are the mean and standard deviation of the n counts 
r1,r2...rn. The distribution of D2 is well approximated by a chi- 
square distribution with (n-1) degrees of freedom. 

"The sample mean, 3', is the method of moments e_stimate and 
the maximum likelihood estimate of A, the parameter of the Poisson 
distribution, and thus of the mean and variance of the distrribution. 
Either the ‘relative likelihood function or the confidence limits-for A 
can ‘be used to provide a measure of the uncertainty involved in 
estimating A. The relative likelihood function for A is given by 

R(}«',r1,r2...rn) = L(}\',rl...rn) /L(A;r1...I'n) 
A 

where 

r. E
. 

._ 1 
L(7~;r'1,r2...rn) <= A-1 e n)‘ 

and A _is the maximum likelihood estinate of A, that is, the value of A 
which Ifiaximizes L (for a discussion of the use of the likelihood 
fu-notion see Sprott and Kalbfleisch, 1965). Confidence limits for A 
can be obtained using the relationship between the Poisson



distribution and the x2 distribution (Brownlee, 1965). Thus the 1—q 
confidence limits for A are given by

' 

.12 :X2l_a/2('2(r.+1)) andg X2“/2 (2r.)

n 
where r. = E r. and X; (v) 

is the value of the x2 variate with v degrees of freedom for which the 
cumulative distribution function equals p, and X:(v) can be obtained 

directly from tables. If r. is large, the normal approximation to the 
X2 distribution can be used to obtain X: (v). 

The expressions for the first two nnments of the negative 

binomial distribution are u = pk and 02 = p(l+p)k. By equating the 

sample moments to ‘the theoretical moments, the method of moments 
‘estimates of p and k are obtained as 

'1! U! I 

where F and s2 are the sample mean and variance obtained from 

r1,r2...rn, Fisher (l9h1) has shown the conditions for which the 

method of moments estimates are efficient. High efficiency is 

obtained if one of the following conditions holds: (1) ? is small, 

e.g. ? = 0.1, and k > 1; (2) Ir = 1 and 3; (3) T» = 10 and k >9; 
(sh) p < 1/9; or (5‘)'k > 18. The negative binomial distrributions that 

were fitted to the total coliform data had high Values of p and low 

values of k. Typical of these data is cruise 102 of 1968, for which



the efficiency of the method of moments estimates was only about 
0.63. In cases where the efficiency of the method of moments is low, 
the maximum likelihood estimates should be used. 

The joint likelihood function for parameters p and k of the 
negative binomial distribution is 

I’ 

n i n? 
L(p,k;r1,r2...r ) = 

[ fl W (k+r_-J)] P /(l+p) 
“ 1=1 3=1 1 

n(k+f) 

A A 
The ma§imum likelihood estimates of p and k are given by p = ?7k 
where k is the solution to the equation 

I1 I’.
1 

2 2 1 — n zn(1+§/k) = 0 
i;1Jfl.ZkH&q5 

which must be obtained numerically, but can be done readily on a 
computer. The joint relative likelihood function 

R(P,k;r1,r2oourn) = l;(p,k;f1,r2.o.I'n)/L(p,k;I']_...I'n) 

can be examined to determine plausible values for the pair of para- 
meters. To look at the parameters separately, the maximum likelihood 
functions for p and k can be used, where

A 

Lm(p) = nrfin p - n(k+f) 2n (l+p) 

and 
n ri 

Lm(k) = X 2 £n(k+r.—j) - n(k+r) 2n(l+p) 
i=1 j=l 1



To interpret the latter two functions, note that the maximum likelia 
hood estimate of the other parameter appears in the expression. Thus 
the naximum likelihood fuh¢ti0h of K, fdr example. givés the plausible 
values of k, assuming p equals its most plausible value, that is, 

p = p. 

iThe mean and the variance of R are given by ur = r 

If R is lognormalky distributed with parameters u and 02, 

S = £nR is normally distributed with mean u and variance G2. The 
maximm likelihood estimates u and 02 are 

E £n r. . and 02 = % 1 (an ri-102 
i 1 i 1 II 

[~45

2 
. 

+1.5 , e" ‘G and 
.. 2 

0.? = e211 0
( 

obtained hy equating the first two sample moments of R, 

e0 -1). The method of moments estimates for u and 02 are 

H n ' 

E = 1/n X ri and s3 = 1/(n-1) E (ri—r)2 
i=1 i=1 

to their corresponding theoretical moments and solving for u and 02. 

This leads to

U 2 log ? - Eilog (sr2+r2)

2 N log (sr2+§2) - 2 log E Q. ll 

However, Aitchison and Brown (1957) have shown that the efficienqy of 

the method of nbments estimators decreases as 02 increases and even 
. _ , 

” 
, 

"2 
for O2 as small as 0.5, the efficiency of u is 79% and of 0 , 31%. .As 

can be ‘seen from the total coliform data discussed later in the 
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chapter, a2 is likely much larger than 0.5, since the smallest value 
observed for the efficient maximum likelihood estimate was 32 = 0.98. 

If only a test of fit is required estimates of u and a2 are 
adequate. If estimates of the mean and variance of R are needed, 
then further calculations are necessary. The method of moments 
estimates are 

but again these estimates have poor efficiency. Large sample approxi- 
mations to the maximum likelihood estimates, given by Aitchison and 
Brown (1957), are as follows 

ur = es Tn (isg) 

A2 2§ 2 n—2 2 
or ;- e {Va (255) - wn (E:T Ss)} 

_ 2 
and q (t): et {1_t££il2. + :2 g§E;i3EEi§£)} “ “ anz 

where S: E ;%T‘ 02. In some instances, the geometric mean is specified 
in the statement of a water quality guideline. For example, it is 
"recommended that fecal coliform bacteria in bathing water should.not 
exceed 200 per 100 mL based on a minimum of at least five samples over 
a 30-day period (Environment Canada, 1979). There is an implicit 
assumption that fecal coliform count R follows-a lognormal distribu- 
tion. The median of a lognormal distribution with parameters u and o2 
is given by e“. Based on a sample r1,r2...rn, the naximum likeli- 
hood estimate of the median is thus e“, but e“ = es ==geometric mean, 
since



n. 

E =’ 1/n X in r. 
A i=1 1 

The lognormal distribution is defined for r > O, and thus 
zero counts introduce a problem. Two possible solutions are given ny 
Aitchison and Brown (1957). The first is to treat the probability‘ 
that R=r as the P(r—6<R<r+6). If a variable y=£n(R+1) is defined with 
a probability distribution given by

A ll 0) o 
0) = P(0 < Y < 1) = I1 f(y)dy

o 

fYr(y)dy for (y > o)
o 

P(Y 
P(Y 

P(Y < y) 

where f(y) is the probability density function of a normal distribu- 
tion with mean u and variance 62. The problem of estimation thus 
reduces to that of a normal distribution censored at the origin. The 
second solution is to assume that only the nonazero values are 
lognormalLy distributed with a proportion 6 of zero values and n—5 of 
non-zero values. This leads to a A-distribution ‘with three para- 
meters, 6 = proportion of zero values and u and G2, the parameters of 
the lognormal distribution. Aitchison and Brown give the maximum 
likelihood estimators for the parameters and also the mean and 
variance. A ‘working solution is to add 1 to all the counts and 
proceed as if R were lognormal. "Provided the number of zeros is small 
and the values of the non-zero observations large, the distortion of 
the estimates will be sall. 
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Spatial Zonation Procedures 

The previous discussion assumes that one probability distri- 
bution can adequately describe the bacterial counts for "an entire 
lake. ‘A more useful summary of the bacterial concentrations in the 
lake can be obtained by dividing the lake into homogeneous zones, that 
-is, zones within which the bacterial concentrations can be described 
by the same probability distribution but with different distributions 
for each zone. Since bacterial counts obtained from a homogeneous 
sample follow a Poisson distribution, it is reasonable to develop a 
procedure which divides the set of data into subsets, where each 
subset has a Poisson distribution, but the means are different. One 
such procedure, based upon the index of dispersion, D2, is given by 
El=Shaarawi et al. (1981). An improvement on this is outlined in 
Esterby and E1—Shaarawi (1981), and in El—Shaarawi (l982),=a generali- 
zation of the procedure to other distributions’ in the subsets and an 
alterinative stopping criterion are given. 

The clustering procedure outlined by Esterby and El-Shaarawi 
(1981) has been used in this chapter. Assume that there are k groups 
and let A1,A2...>.k be the meanys of the Poisson distributions in the 
k groups. Then an observation r is assigned to group g if 
L(r) = P(r;xg)/P(r;AJ) > 1 for 3¢g, and P(r;A) is the Poisson 
probability function. That is, the procedure assigns an observation 
to the subset or group for which the probability that a Poisson 
variate takes this observed value is the greatest. Thus it is a 
p'robabi,li,ty clustering procedure. There are two aspects to this 
procedure: (1) the optimal allocation for a fixed number of groups 
and (2) the choice of the number of groups. The procedure contains a 
number of steps. The number of groups, k, is fixed at its lowest 
value. Initial values for the parameters >~1,>.2...>.k are assigned



where 11 is the mean of the Poisson distribution in the ith group 
and A1 <Ai+1. The initial values s1,s2...sk are obtained by 
dividing the range of the observed values into k equal intervals and 
setting si to the midpoint of the ith interval. Then 
c1,c2...ck_1 are determined where ci is the value of r which 
satisfies the equation L(r) = P(r;Ai+l)/P(r;Xi) = 1. and P(r;A) é 
Are‘A/r!.‘— All of the observations r1,r2...rn are assigned to 
the appropriate group by- comparison with c1,c2...ck_1. If for 
observation rd, rj > ci, rj is assigned to the i+1 group. The 
solution to this equation reduces to the simple form 

ci = (Ai+l — A1)/(log Ai+1 — log Xi) 

Once all the observations have been assigned to groups, the parameters 
A1,A2...kk are estimated by the mean of the samples in the groups 

If Vthis is the first iteration, recalculate c1,c2...ck_1 and" 

reassign the samples to groups. The 'assignment to groups and 
recalculation of the A's continues until there is no change in group 
membership on two successive iterations. 

The minimum number of groups would normally be 2. For each 
value of 1: the indices of dispersion D1,D2...Dk and the correspon- 
ding significance levels a1,a2...a are calculated. A. significant 
value of D2, indicating inhomogeneity, in one or more groups indicates 
that k should be incremented and this procedure of allocation of the 

samples to groups should be repeated. Thus for any k, the criterion 

for stopping is net if min(a1,a2...ak) is less than the pYe§PeCified 
significance level. 

The generalization of the procedure described by El—Shaarawi 

(1982) allows P(ri;A) to take forms other than a Poisson 
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distribution. Also the stopping criterion is different and is based 
on the likelihood ratio 

k ni (k) k+l ni (k+l) 
A = {1r 1r P(r_;-Xi ) } / { 11 11 P(rJ;>.i )} 

i=1 3=1 9 i=1 j=1 

where >.(ik) is the value of A in the ith group when the allocation was 
assigned assuming ik groups, and >.i(k+1) is the value of A in the 
ith group when-k+l groups were assumed. Thus it is the ratio of the 
probability of the observations under the two assumptions, namely, k 
and k+1 groups. To test the need for the extra group, that is, k+l- 

rather than K. groups, the quantity -2 log A can be used, which, for 
large n, has a X2 distribution with one degree of freedom. 

A_s discussed, the grouping procedure does not include the 
spatial location of the samples. To form spatial zones, the group to 
which a station belongs is indicated on a lake nap. In the initial 
considerations of zoning methods, it seemed more reasonable to include 
the geographic location of the station in the grouping procedure 
itself. A constraint based upon the distance between stations led to 
too nary groups. By comparison with the results of the procedure 
given by El-.-Shaarawi e_t_ a_l. (.1981), it became apparent that this was 
.due to the discontinuous nature of the zones which occur along the 
shore. Due to this discontinuous nature, the use of trend surface 
methods and contouring, suitable for continuous variates (El-Shaarawi 
and Esterby, .1981), was also ruled out. Thus the interpretation of 
the zones is simply that regions of the lake, although not necessarily 
continuous, which have been grouped into one zone exhibit bacterial 
concentrations that can be considered to come from the same 
pfrobability distribution and thus, for example, the same mean value 
can be quoted for all stations in this zone.



An 11en:,.1.Anz_1_1,y.si_s1 or 1968 Total Co1iform:Data 

Total coliform data are available from four cruises of Lake 
Erie in 1968 (Table S0). Sixty—three stations were included in cruise 
-102, but bacterial analyses were done consistently only at depths of 1 
m. 

_ 

The depths and number of stations at which total 'coliform 
concentrations were recorded as follows: 

Depth 1 7 8.5 9 10 11 12 13 1h 15 16 
No. . 62 32 1 2 5 6 5 h 1 3 3 

Depth 17 18 19 20 21 22 27 28 
No. 1 3 3 2 2 2 l 1 

Since a similar situation appears to hold for other cruises, it was 
decided that the relationship between concentration and depth would 
not be investigated and only concentrations at 1 m would be used in 
the analyses to prevent confounding vertical and horizontal spatial 
variation. 

For each of the four cruises it was found that a negative 
binomial distribution provided a good fit to the data but a Poisson 
distribution did not. Because of the high proportion of zeros, 29/62, 
13/62, 10/28 and 26/52 for cruises 102, 108, 109 and 112, respec- 
tively, the lognormal distribution was not fitted. The observed and 
fitted frequencies are shown for the range of concentrations from 0 to 
18 in Figure 63. Both the Poisson and the negative binomial distribu- 
tions are discrete and thus their frequencies should appear as bars; 

curves, however, were drawn so that they could be easily distinguished 
from the observed frequencies. The observed frequenqy distributions 
appear with those of all the other years in Figure 67. The distribu- 
tions are highly skewed with the modal value r=0. 

166



_The tests of fit of the negative binomial distribution to 
the data of the four 1968 cruises were performed using both the method 
of moments estimates and the maximum likelihood estimates of p and k 
in the calculations of the goodness of fit statistic. The observed 
andhexpected frequencies, meet the criterion that two 
expected frequencies can be as low as 1 provided that the remainder 
are 5 or more, are given in the top part of Table 52. The value of 
the goodness of fit statistic, the significance level and the 
es'timates of p and k are given in the bottom part of Table 52. For 
all four cruises, the method of moments estimate of p is greater than 
the rraximum likelihood estimate and the method of moments estimate of 
k is smaller than the maximum likelihood estimate. Also, a better fit 
is obtained for each cruise when the maximum likelihood estimates are 
used, the most extreme case being cruise 108, where the significance 
level of 0.08 would indicate some evidence of lack of fit based on the 
method of moments estimates, compared with a significance level of 
0.71: when the maximum likelihood estimates are used. A consistent 
discrepancy between observed frequencies and expected frequencies 
based on the method of moments estimates is the overestimation of the 
number of zeros. 

The joint relative likelihood functions for p and k are 
given in Figure 614 in the form of contours of constant value of the 
relative likelihood function where R(p,k) = 0.01, 0.05, 0.50, 0.90 and 
0.99. The relative maximum likelihood functions for p, Rm(p), and 
for k, Rm(.k), are given i_n Figures 65a and 65b. The joint likeli- 
hood contours are triangular, with the range of plausible values of p 
decreasing as k increases. Because of this, statements about the 
plausibility of pairs of values of p and k should be based on values 
of R(p,k) and not taken from Rm(p) and Rm(k). For example, in the 
case of cruise 102, values of k where k > 0.32 or k < 0.12 are highly 
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implausible when p=p=32.53, since R(p,k) <0.01 for k >O.32-or k <O.l2, 
whereas a larger range of values of K are implausible when p=97.3l, 
i.e. R(p,k) < 0.10 for k >O.l9 and k <0.ll. Similar results can be 
quoted for p. 'The method of moments estimates p and h have been indi- 
cated in Figure 6h for cruise 102 and it can be seen that R(p,£) is 

near the 0.50 contour. 

Consider negative binomial distributions‘ with parameters 
equal to the maximum likelihood estimates obtained for these four 

cruises. In the previous section, the variance of the negative 
binomial distribution was given as 02 = A + A2/k, where A = pk is the 

mean, and the term A2/k was called the excess variance relative to the 
Poisson distribution, for which the variance equals the mean. Thus 

substituting 5 and h in the expression for the variance, the term A2/K 
expressed as a percentage of the total variance equals 97, 98, 97 and 

98 for cruises 102, 108, 109 and 112, respectiveky. To account for 

this excess variation the zonation procedures have been used. 

The grouping procedures, described in the previous section, 
provide zones for a single cruise, and thus it is necessany to deter- 

mine how to compare zones from one cruise to another. One possibility 
is to fix the zones for all cruises at those determined by a chosen 

reference cruise. The difficulty with this is that the number and 

location of stations varies from cruise to cruise. Another possi- 

bility is to fix the number of zones, and the consequences of this are 

examined below using the 1968 cruises. 

In Table 53, the groups determined for cruise 102 using the 

probability clustering procedure and both the index of dispersion and 

the -2 log A stopping criterion are compared with the groups deter- 

mined using the index of dispersion for grouping. For the number of 
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groups k = 2, 3, h, 5,‘6 and 7, the group nean, the number of stations 
in the group and the value of the index of dispersion and significance 
level, as obtained from the probability clustering procedure, are 
given in the top part of the table. The value of -2 log A is also 
given for k = 2,3,h,5, and 6. In the last row of the table, the final 
groups, obtained using the index of dispersion, are given., When the 
index of dispersion is used for grouping, four groups are enough to 
ensure that none of the D2 values exceeds the 1% critical x2 value. 
If the probability clustering procedure is used, however, seven groups 
are required if the D2 stopping criterion is used and six if -2 log A 
is used, where again comparison is with the critical value for the 1% 
significance level. Comparison of the groups for the two grouping 
procedures when k=h shows that the difference lies in the allocation 
of stations to the first two groups, yielding means of 0.hh and 7.1% 
with M3 and lh stations in the first two groups for the probability 
clustering procedure and means of 0.57 and 7.83i with H5 and 12 
stations when the index of dispersion is used for grouping. Note also 
that as the number of groups is increased from 3 to 6 using the 
probability clustering procedure, no reallocation is made to groups 1 
and 2. Only at k=7 are groups 1 and 2 split. 

To assess the consequences of these differences, the proba- 
bility functions assuming Poisson distributions equal to the group 
means'havembeen plotted in Figure 66. A characteristic that a groupa 
ing procedure should possess and that has not explicitly been incor- 
porated in the present grouping procedures is the separation of the 
groups. In the present situation, this can be taken to mean that the 
probability distributions of the groups do not have overlapping ranges 
of values for which the probability is non-negligible. The overlap 
can be examined in this figure. In Figure 66a, the probability 
functions based on the four groups obtainedi by the probability



clustering procedure are shown with the observed frequenqy distribu- 
tion given below it. Again for ease in plotting —and for visual 

separation of overlapping probability functions, the dots representing 
non—zero probability, i.e. points (r,P(r;A)) for r=O,l,2..q have been 

joined by lines, but should be remembered that P(x;A)=O for 

r < x. < r+l, where r takes integral values. In Figure 66b, ’the 

probability functions based on the first two groups obtained using the 
index of dispersion are given. Note that groups 3 and h are the_same 
for both methods. Since the degree of overlap is essentialky the same 

in Figures 66a and 66b, it appears that the same conclusions would be 

drawn for the set of data. From Figure 66c, however, it can be seen 

that splitting of groups 1 and 2 with n=h3 and 1h leads to three 

distributions with non—negligib1e overlap. 
’ Thus, the -2 log A 

stopping criterion is preferred over the D2 criterion for this set of 

data. The last question to address is whether the splitting of groups 

3 and 14, based on k=.).4, into four groups with n=.1,1,1, and 2 when k=7, 

is worth the additional computational effort. In View of the sparsity 

of stations at these high concentrations it was decided that it was. 

not worthwhile. The other three 1968 cruises have been examined in’ 

the same way as cruise 102. Again, splitting into a higher number of 

‘groups tended to reallocate the stations that occurred in groups 3 and 

h.based on k=h. For each of these three cruises, however, there was 

more overlap of probability functions when E2 was used for grouping 

than when the clustering procedure was used. Thus the final strategy 

chosen for zonation of all the total coliform data was to fix the 

number of zones at k=h and to use the probability grouping procedure. 

A qualitative comparison of the zones for the 1968 cruises 

is given in E1-Shaarawi et_ a1. (1981). Although the index of 

dispersion was used for grouping and the number of zones found were 

h, 5, 3 and h for cruises 102, 108, 109 and 112, respectivexy, the 
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(El—Shaarawi 

observations are mch the same as those drawn from. the zonation 
summarized in Table S8 and Figure 69. This latter zonation is based 
on the number of zones fixed at h and the probability clustering 
procedure. The zones of higher concentration form discontinuous 
regions along the shore with regions of higher concentration spreading 
across the lake onky during cruise 108, which was conducted between 
July 29 and August 3. 

inference abqut the Ratio 9f Bacterial Counts 

Since the total coliform. count includes bacteria of both 
fecal and nonefecal origin, and the total coliform count is used to 
infer the presence of pathogens, it is of interest to know’ the 
relationship between fecal coliform and total coliform concentrations. 
The choice of an indicator, such as total coliform, has always 
required that the indicator be easier to detect than the pathogen, 
since it is nnre numerous. Risk assessment could be greatly improved 
if a stable ratio of pathogen to indicator could be determined, and 
thus inference about the ratio of two bacterial counts is important 

and Pipes, 1982). El+Shaarawi and Pipes consider 
inference about the ratio of the means of two independent Poisson 
distributions and of the medians of two lognormal distributions. 

Inference about the ratio of fecal coliform to total 
coliform, may be required when data are acquired under several 
different situations: (1) the fecal and total coliform concentrations 
are neasured on the same water samples as independent neasurements; 
(2) as in (1) but as dependent measurements, i.e. fecal coliform 
identifications nade from the total coliform plate; and (3) separate 
sets of fecal and total coliform data, from. the same water, are



available for estirmation of‘ the ratio. The latter situation is 
clearly less favourable than (1) or (2). 

Application of the results given by El-Shaarawi and Pipes 
(1982), assuming total and fecal coliform measurements are dependent, 
leads to the following. Assume F=fecal coliform concentration and 
=non—fe'cal coliform concentration are independently Poisson_ distribua 

ted with means Af and A0, respectively. Inference about the ratio 
p=Af/"A0 can then be based on the" conditional d_i,stribut_ion of F 
given T=F+O, where T is the total coliform concentration. On the 
basis of f1,f2. . . fn and t1,t2. . .tn, where oi=ti—fi , the 
maximum likelihood estimate for p, using the conditional likelihood 
funct ion , is just 

Clearly, the ratio p=}.f/A-0 cannot be estimated by direct applica- 
tion of the results of El—Shaa:1-awi and Pipes if T and F are indep:en- 

dent, because 0 less than zero is a possibility. For T and F indepen- 

dent, the ratio p1 =_ Af/At, assuming T is Poisson-distributed with 
mean At, can be estimated by this method,‘yielding' 

A H H 
P1 = 2 fi / 2 ti 

i=1 i=1 

When the total and fecal coliform concentrations are deter- 

mined on the same sample, however, this corresponds to the situation 
of matched pairs. If T and F are independent and Poisson—distributed_._, 

a more appropriate model is to assume that the mean of Ti is a 
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funttion of a parameter specific to the pair and one associated only 
with the total coliform concentration, and similarly for F. If the 
functional form of the mean is multiplicative. then 

uni‘ 81 X: and "f1 = 81 K: 

where uti is the mean of T1, ufiis the mean of F1 and B1 is the para? 
meter specific to the pair. For p=Xf/At this yields 

, ti éfli 
P(fi1) = 91 e f .—o6 

r<r1> (psi) 1 e».w? 
ti! fi! 

ll eipg But this is the 
special case of the power series distribution considered by 
Kglbfleisch and Sprott (1973) and leads to the conditional likelihood 

where 61 = silt and thus ufi = 81 Af = aixtp 

n n 
“ t + 1 Xf1 X (t1 + £1) 
w { 1 1 } 1=1 

/ 1+ 1=1 » 

1:1 f p ( p)
1 

. n n ‘ 

and p é Xfi /_2t1. This is the same result as obtained above using 
121 111 ’ 

fil¥Shaarawi and Pipes (1982) and assuming T and F are 
independent. If uti = 81 + At and ufi = 81 + Af, then estimation of 
pexf/At is more difficult. 

the results of 

ANALYSIS OF TOTAL COLIFORH DEIA 

Total coliform data are available for 16 cruises of Lake 
Erie conducted between August 1966 and August 1970; the distribution 
between years is poor, however, and the number and locations of the



stations are highly variable from cruise to cruise. The analysis of 

the data described in this section follows the order in which the 

methods were described previously. 

The observed frequency distribution is given for each of the 

16 cruises in Figure 67, where the chronological order is obtained by 
reading down the left side of the page, then the right side and 
lastly, the second page. An arrow with a number beside it indicates 

an observed value which is beyond the range of values shown on the 

histogram. The frequenqy distribution is given on two scales in the 

adjacent histograms. For the 1967, 1968 and 1969 cruises, the left 

histogram covers the range of observations and thus ‘most of these 

histograms consist of one spike on the left side of the histogram with 
much smaller bars scattered along the range. These plots have been 

included to emphasize the extreme skewness of the data and to permit 

comparison of the less skewed 1968 data with those of 1967 and 1969. 

The histograms on the right of each pair, which cover the range of 
concentration from 0 to 1k or 0 to 16, show that the modal value is 0 

and that even over this range, the distribution is very skewed. The 

two histograms on the right side of the pair are based on the 
' 

frequenqy for each interval of 5, given by the cross-hatched bars. 

For the .1966 and 1970 cruises, the left histogram is the same as 

‘described above, but the right histogram is the frequency distribution 

of the natural logarithm of the concentration. As stated previously, 

the reason for using the logarithmic transformation is to meet the 

assumption of normality. The resulting frequency distribution of the 

1970 cruise is much more symmetric than that of the untransformed 

data. Nevertheless, the frequency distribution is still skewed in the 

case of cruise 111 in 1966 and appears to be bimodal. Histograms are 

given, based on a grouping interval of 0.5 and 1.0 logeR. The large 

spike on the interval [0,0.5] corresponds to the zero counts. For the 
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1966’ data, 1 has been added to all the counts before taking *the 

logarithm. 

From the observed frequenqy distributions, it can be seen 
that the data separate into two inherently different types of data 
sets: one group of data from 1967, 1968 and 1969 and the other from 
1966 and 1970. There is a common shape of the frequency distribution 
for each cruise in 1967 and 1968. Most of the concentrations are in 

the range from 0 to 100 coliforns per 100 mL with many 0 values 
recorded and arked skewness even in the range from 0 to 16, with very 
few concentrations exceeding 100. This feature occurs even though the 
sampling pattern is variable, as can be seen from the station 
locations shown in Figure 68. Note, however, that the frequency 
distributions have been shown for cruises 107 in 1967 and 102, 108, 

109 and 112 in 1968 using a range of only 0 to 100 in the histogram on 
the left of each pair, whereas a range of 0 to 1000 was used for all 
other cruises in these years. 

The 1969 data have been recorded in a different manner from 
the data of all other years. Many 0 counts occur in 1966, 1967 and 

’l968, but none occurs in the 1969 data. Instead, <1, <2 and <3 have 
been recorded. To put 1969 on the sa.me basis a_s the other years, 
these indeterminate values have been changed to 0. It is clear that 
this is reasonable for values given as <1. The <2 and <3 values have 
been set to 0 because it appears that these arise from the multipli- 
cation of 1, in the <1, by the factor used to convert the concentra- 
tion to the units of number per 100 mL, followed by rounding to the 
nearest integer if necessary. On the basis of the data with zeros, it 
can be seen from Figure 67 that the 1969 cruises are similar to those 
in 1967 and 1968, although cruise 110 in 1969 has fewer zeros relative 
to other low counts than do the other cruises in this group.



The cruises in 1966 and 1970 showed more than occasional 
values exceeding 100 coliforms per 100 mL. In 1966, there was the 
spike of zero values as for 1967 and 1968, but a peculiar distribution 
can be seen in Table 51 where it is compared with that of cruise 102 
of 1968 and cruise 107 of 1970. Thus the bimodal character of the 
transformed data is due to the range of values from 0 to about 100, 
with a distribution similar to those of the 1967 and 1968 cruises and 
the rest, a distribution similar to that of the 1970 cruise. 

The conclusion from this is that the data for 1967, 1968 and 
1969 can probably be examined for differences between years, but that 
comparisons over the years 1966 to 1970 can only be qualitative. The 
dyifferences in the data of 1966 and 1970 from 1967, 1968 and 1969 
cannot be ascribed to different sampling patterns, but may be due to 
changes in analytical procedures i.e. medium and filters (B.J. Dutka, 
personal communication). 

It was shown previously that the total coliform counts from 
the 1968 cruises were fitted by negative binomial distributions. 
Because the 1967 and 1969 cruises also have a large number of zero 
counts, the Poisson and lognormal distributions were ruled out, and 
the negative binomial fit to the data was tested. It was found that 
the negative binomial distribution does not fit these data. By 
examining the three cruises of 1967, given as examples in Table Ska, 
it can be seen that in each case, the number of values in the right 
tail of the distribution far exceeds that expected for a negative 
binomial distribution. The range of values for the 1968 cruises is 0 

to 260, while it is 0 to 150 000 for‘ the 1967 and 81969 cruises. 

Furthermore, the value of 260 formed a separate group when the 
clustering procedure was applied to cruise 108 of 1968. The extremely 
high values clearly do not belong to the same distribution as the rest 
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of the concentrations. To exclude nnderateky high values, the 1967 
and 1969 cruises were compared. with those of 1968. Values were 
excluded if they exceeded 200 and if their exclusion provided groups 
comparable with those of ‘l968 when the clustering procedure was 
applied. This ad hoc procedure was considered adequate, since it was 
not clear whether total coliform counts in large lakes would look like 
the 1967-1968-1969 group or the 1966, 1970 group. However, if the 
1967-1968-1969 type of data occurs in other cases, a more foral 
procedure would be Justified. 

The results from the tests of fit of the negative binomial 
distribution to the cruises, with high values removed, are given in 
Table 55. The test was performed using both the method of moments and 
the maximum likelihood estimates for p and k, the parameters of the 
negative binomial distribution. To see which values have been 
excluded and the estimates of p and k, refer to Table 56. The details 
of the ‘test are given for cruises 101, 103 and 105 of 1967 in 
Table Shb. The maximum likelihood estimates of p and k have been used 
for the tests given in Table Shb. 

The fit of the negative binomial— distribution to cruises 
101, 103 and 105 of 1967 is much better once the high values have been 
removed (compare Tables 5ha and Shb). Lack of fit is still indicated 
for cruise 101, but this is due to a higher than expected number of 
counts equal to 1, not to lack of fit in the ‘upper tail as "was 

observed when all the data were used. For cruises 103 and 105, the 
individual terms of the x2 goodness of fit statistic are not as large 
as this for any particular value and overall the fit is adequate for 
these two cruises. Despite the large numbers of observations, n=l61 
and 165, for the latter two cruises, the observed frequenqy distribu- 
tions are somewhat irregular.



From the rest of the 1967 and 1969 cruises in Table 56, it 

can be seen that when the maximum likelihood estimates for p and k are 
used, the negative binomial distribution fits the data adequately for 

all cruises except cruise 109 in 1967. As with cruise 101, this is 

mostly due to more concentrations equal to 1. than expected. For 
cruises 101 to 115 of 1967, all 

cruise 103 of 1969, the method of moments estimates of p and k are 
four 1968 cruises, and 

markedly different from the maximum likelihood estimates, and for each 
of these, except cruise 109 of 1967, where both sets of estimates pro- 

duce highly significant results, the conclusion drawn about the fit 

would differ depending upon which pair of estimates of p and k was 
used. Except in cruise 101 of 1967, fit is poorer in all these cases 

when the method of nbments estimates are used than when the maximum 
likelihood estimates are used. Since it is known that the method of 

moments estimates are not efficient for such low values of k, the 
conclusion is reinforced, based on the 1968 data, that the neximum 
likelihood estimators should be used. 

The observed frequency distributions showed that the distri- 
butions for 1967, 1968 and 1969 are extremely skewed. In addition, by 
fitting a theoretical distribution to the data, it was shown that with 
two exceptions, a negative binomial distribution fitted the data for a 

single cruise. This is quite remarkable in view of the large variation 
in the number of stations sampled and in the number of zeros observed 

(Table 56). When a series of data sets, such as the cruise data used 

here, can be fitted by the same model with varying parameter values," 

the sets can be compared by following the values of the parameters. 

The maximum likelihood estimates of p and k have been plotted for 

1967, 1968 and 1969 in Figure 68; the only conclusion that seems to 

follow, however, is that the parameters vary erratically. Little more 
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can be expected from examination of all of the data for one cruise 
because of the variable number and location of sample stations. 

The data for cruise 107 of 1970 are well fitted by a 

lognormal distribution, as can be seen from Table 57. As discussed 
above, the data of cruise 111 of 1966 would appear to be better fitted 
if the logarithmic transformation was applied as for the 1970 data. 
However, 23 of the 92 observations are zeros and cannot be transformed 
directly. One was added before transformation, that is, the transfor- 
mation was taken as log(R+1), and the fit tested. As can be seen from 
Table 57, the lognormal distribution does not fit these data due to 

the ‘large number of zeros and presence of two other peaks in the 
observed frequency distribution. The model called the A-distribution 
(Aitchison and Brown, 1957), which assumes that the population 
consists of a proportion 6 of 0 values with the non-zero values 
following a lognormal distribution, would be more appropriate here. 
The extra computation has not been performed, since it has been 
adequately established that the 1966 data are not like those of any 
other years. 

The probability clustering procedure, using the number of 
groups fixed at 4 and with high values excluded, has been applied to 
all 16 cruises and the results are given in Table 58 and Figure 69. 
The excluded values have been called zone 5 and are given for each 
cruise as the eleventh column of Table 58. The seasonal pattern 
described for the 1968 cruises is at least partially confirmed for the 
other years. 

The earliest cruises are cruise 101, May 30 to June 8, 1967; 
102, May 17-22, 1968; and 103, May 30 to June 4, 1969. In all three 
cases, most of the offshore stations appear in zone 1 and the other



zones occur around Cleveland and as discontinuous groups along the 
south shore. In the 1968 and 1969 cruises, zone 2 appears along the 
shore at the northeast end‘ of the lake and the zones of higher 
concentration appear in the Western Basin, and in 1968, in the north 
western part of the Central Basin as well. Note that the means for 
the corresponding zones are similar: 0.10, 0.hh and 0.19 in zone 1; 

7.50, 7.1h and 10.31 in zone 2; h0.00, h3.33 and 5l.h0 in zone 3; and 
87.50, 79.50 and 130 in zone h, with the order being cruise 101 in 

1967, 102 in 1968 and 103 in 1969. 

In the second 1968 cruise, conducted July 29 to August 3, 
the zones of higher concentration had spread across the lake in the 
eastern end. This could not be confirmed in the Central Basin due to 
a lack of samples. Since there are more cruises in 1967, the second 
cruise was conducted earlier, and it can be seen that by June 20 to 29 
(cruise 103), the zones of higher concentration are spreading across 
the lake. In fact, for cruises 103, 105, 107, 113 and 115 of 1967, 

_ 
there are bands of higher concentration spreading across the lake 

between the northern and southern shores at variable locations. 
Cruises 109, August 21 to 30, and 111, September 11 to 17, do not 

appear to have these bands, but the sampling in the Central Basin was 
less dense for these cruises. Cruise 103, June 20 to 29, shows the 
highest concentrations in 1967 as does cruise 108, July 29 to August 3 

in 1968. Since no cruise was conducted in late June of 1968, however, 
it cannot be determined whether the peak concentrations occurred later 

in 1968 or whether they were missed. Although the concentrations in 

1966 and 1970 are so different from those of 1967, 1968 and 1969, 

qualitatively the spatial patterns are similar to those of 1967, 1968 

and 1969 for the same period of the year. Thus the 1966 cruise, 111 

conducted between August 8 and 1h, and the 1970 cruise, 107, conducted 

between July 28 and August 2, have the bands of higher concentration 
spreading across the lake. 
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The last cruises, conducted in October or November of 1967, 
1968 and 1969, appear to be returning to the spring pattern, that is, 
fewer stations in the zones of higher concentration occur in the 
centre of the lake. In 1967, however, the October cruise still shows 
a band across the lake which was not detected in the late August and 
the September cruises. 

Thus, in a qualitative sense the spatial pattern has been 
characterized for three periods of the year. For an particular 
cruise the results are quantitative, but a description of the zones 
which will appky to all the years of data cannot be quantitative due 
to the differences between the data from1 year to year, the small 
number of cruises in all years except 1967 and the inconsistent samp- 
ling pattern. ‘The means for zones 1, 2, 3, and h combined, for zone 1 

and for zone 2 can be compared for 1967, 1968 and 1969 in the top part 
of Figure 68. The peak concentrations in cruise 101 of 1967 and 108 
of 1968 can be seen in the plot of the overall means and in zones 1 
and 2 for 1967, but only in zone 1 of 1968. The discontinuous regions 
of higher concentration along the shores occur in all cruises but not 
necessari1y at the same location, with the exceptions of the vicinity 
of Cleveland, where high concentrations are always observed at some of 
the stations, and Ernie, where high concentrations are observed most of 
the time. To show more clearly the difference between the zones in 
the spring and summer, zone 2 has been taken as an example, and the 
stations in zone 2 during cruise 101 May 30 to June 8 and cruise 103 
June 20 to 29 in 1967, are given in Figure 70. The locations of the 
stations in zones 3, h and 5 for the 1967 cruises are shown in 
Figure 71. Furthermore, the stations that were excluded from the 
calculations required to obtain zones 1 to h, and called here zone 5, 
occur, with four exceptions, in the vicinity of Cleveland, Toledo, 
Erie, the mouth of the Detroit River, or the mouth of the Grand River



in Ontario (Table 59). The four exceptions are also given in the 
table and can be located on the appropriate maps in Figure 69. Note 
that between 1967 and 1969, values exceeding 1000 coliforms/lO0 mL 
occur only near either Toledo, Cleveland or the mouth of the Grand 
River. The explanation of the bands of higher concentration (usually 
zones 2 and 3) which spread. across the lake likely Vrests ‘with the 

patterns of water circulation, since transport from the shore must be 
involved. Either of the following two features of the Central Basin 
circulation (Hamblin, 1971; Simons, 1976) could be involved: (1) cir- 

culation cells from. the flow along the north shore which extend 
throughout the basin or (2) summer surface currents which predomia 
nantly move away from the north shore. 

ANALYSIS OF FECAL COLIFORM DATA 

Fecal coliform data are available for 15 cruises between 

1967 and 1975, but only for 11 of these were total coliforms measured 

(Table 50). The relationship between total and fecal coliforms is of 

interest for several reasons, and thus the emphasis of the section is 

on this relationship rather than on the fecal coliform concentrations 
alone. In the guidelines for the treatment of raw water used as the 

source of drinking water, Health and Welfare Canada (1979) recommends 

that three criteria be met. Each of these contains a statement about 

the naximum concentration allowed for both fecal coliform and total 

coliform concentrations. The guidelines for treated drinking water 

also require that none of the coliform organisms detected be fecal 

coliforms. In this context, the empirical frequenqy distribution of 

fecal coliforms given the total coliform concentration is examined. A 

second consideration is whether total coliforms provide an adequate 

indicator of pathogens, since the total coliform _count includes 
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organisms from both fecal and non—fecal origin. In this context, the 
ratio, which has been discussed previously, is calculated. 

For all 15 cruises, the frequency distribution of fecal 
coliforms consists of a high proportion of zeros (0.52 to 0.87), with 
the remaining observations spread over a large range, and in most 
cases, the frequenqy of these observations is one (Table 60). Higher 
fecal coliform concentrations occurred during the 1967 cruises than 
during the other years. The locations of stations with fecal coliform 
concentrations greater than 200 have been given in a footnote to 
Table 60. With a few exceptions, again as for total coliforms, the 
high concentrations occur in the vicinity of Cleveland, Erie, Toledo 
or the Grand River. For cruise 110 in 1969, the observations quoted 
as less than a particular value have been converted to zeros, and the 
same argument given for total coliforms holds. 

As a first step in examining the relationship between total 
and fecal coliforms, fecal coliforms have been plotted against total 
coliforms using the stations from all the 1967 and 1968 cruises for 
which the total coliform concentration did not exceed 100 bacteria per 
100 mL (Figure 72, top). The entire range of values is 0 to $1 000 
for total coliforms and 0 to 12 000 for fecal coliforms. The same 
plot, limiting total coliforms to less than 1000, is also given in 
Figure 72, and the large values which have not been plotted are listed 
below, with total coliforms in the first row and fecal coliforms in 
the second. 

1000 2600 46000 6300 8300 11 000 12 000 22 000 51 000 
hoo 3ho 880 5000 hoo 1 600 3 500 250 12 000



The only conclusion that can be drawn from these plots is that in the 
low range of ‘total coliform: concentrations, 0 to 30, there is no 
relationship between the two concentrations, and although higher fecal 
coliform concentrations are observed when higher total coliform 
concentrations occur, the variance also becomes very large. 

The statement of the criterion for drinking ‘water given 
above, i.e., that none of the total coliform detected be fecal 
coliform, when put into the form of a probability statement requires a 
conditional probability distribution. Since total and fecal coliform 
concentrations from the same samples are available in the present set 
of data, the observed frequency distribution of fecal coliforms 
conditional on the total coliform concentration can be examined. This‘ 

is done by obtaining the frequency distribution of the fecal coliform 
concentration for which the total coliform concentration is the same. 

Let Rt be the total coliform concentration. and Rf be the fecal 

coliform concentration. Then the conditional frequenqy function of 

Rf given Rt, f(rf/Rt=rt), is given by the number of stations 

with both fecal coliform concentration equal to rf and total coli- 

form concentration equal to rt divided by the number with total 
coliforn1 concentration equal. to rt. These frequency distributions 
are given in Figure 73 for cruises 103, 105 and 107 of 1967 and 102, 
108 and 112 of 1968 for the range of the total coliform concentration 
restricted, to 0 to 20, and“ for all the 1967 and. 1968 data. in.. 

Table 61. It becomes clear that a large amount of data is required to 

determine the forn1 of the conditional frequency function. On the 

basis of Table 61, it is evident that low fecal coliform concentra- 

tions are not observed when high total coliform concentrations occur. 

For the present data, however, large numbers of observations are 

available only for low total coliform concentrations, and thus above 

Rt>hO, little can be ‘said about f(Rf/Rt). For low Rt, 

184 

v —v~—~-— — —



f(Rf/Rt) is skewed with the mode at 0, and f(Rf/Rt) appears to 
become less skewed as Rt becomes larger. -The latter observation is 
characteristic of a number of skewed distributions, For example, as 
the mean of the Poisson distribution increases the distribution 
function becomes more symmetric. Although the form of the conditional 
distribution has not been determined here, the present discussion isi 
of importance because it gives the initial step for consideration of 
guidelines such as those given above. The importance of knowledge‘ 
concerning the form of the frequenqy distribution in the formulation 
of regulations and guidelines has been discussed by Esterby (1982). 

Note also that for low concentrations, the fecal coliform 
concentration exceeds the total coliform concentration in a few cases, 
a result that is possible if independent analyses are performed on the 
same sample but not if the fecal coliform concentration results from 
identifications made on the total coliform plate. This was discussed 
previously and is relevant to the assumption made in the estimation of 
the ratio. 

The zones determined in the previous section, using all of 
the total coliform concentrations, have been used to study the spatial 
distribution of fecal coliforriis. Since fecal coliforms were not 
measured at all of the stations at which total coliforms were 
measured, the subset of common stations has been identified for each 
zone. The summary of the fecal coliform concentrations for the common 
stations is given in Table 62 and the summary of the total coliform 
concentrations in Table 63. The examination of the relationship 
between total and fecal coliform concentrations given earlier in this 
section was based on pooled sets of data. The zonation allows the 
data to be examined once the spatial component has been eliminated.



The fecal coliform concentration is plotted against 'the 

total coliform concentration for each zone of the 1967 and 1968 
cruises in Figure Th and the mean fecal coliform concentration versus 
the mean total coliform concentration in Figure 75. In Figure 7h, the 
vertical scale is the fecal coliform concentration and the horizontal 
scale is the total coliform concentration, and the number ‘of 

occurrences particular pair of values is plotted instead of the 
symbol (9) if the number is more than one. Again, the lack of 

relationship at low concentrations is apparent except for zone 2 of 

cruise 112 in 1968. 

As mentioned previously, the ratio, p, of the fecal coliform. 

concentration to the-total coliform concentration can be estimated by 
the ratio of the corresponding sample means. This has been done using 

onky the stations in comon for zones 1, 2 and 3 of the cruises in 

1967, 1968 and 1969 and also using the total coliform means based on 

the entire data set. The results are given in ‘Table 6% and the 
estimated ratios, 3, based on the common stations are plotted in 

Figure 76. 

The ratio for zone 1 varies erratically for the 1967 

cruises, largexy due to the occurrence of a fecal coliform concen- 

tration greater than the total coliform concentration at one or more 

stations in the zone. 1t can be seen from Figure Th, that this occurs 

for cruises 105, 107, 111, 113 and 115, cruises for which the ratio in 

zone 1 is larger than that of cruise 103 and 109. The H5 degree line 

has been drawn on the plots in Figure Th for which the fecal C0lif0rm 

concentration exceeds the corresponding total coliform concentration 

at one or more stations. Note also that the station in zone 1 of 

cruise 111 with a fecal coliform concentration of no has been excluded 

from the calculations. In zone 2 there are three occurrences of a 

fecal coliform concentration exceeding the total coliform 
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concentration (cruises 105, 113 and 115), and again, as was the case 
for zone 1, these are the cruises with a higher ratio. The question 
arises whether these stations should be excluded. From Table 60, it 
can be seen that the frequency distributions for fecal coliforms are 

highly skewed. The frequency distributions of ‘fecal coliform 
concentrations within .zone 2 for the 1967 cruises are also ‘highly 

skewed, as are the conditional frequency distributions (Table 61). 
Thus, the chance ‘of obtaining a "relatively high fecal coliform ‘ 

concentration in a zone is not negligible and therefore these stations « 

were not removed. Thus the ratios for cruises 105. 113 and 115 5 

(S > 0.20) exceed those of cruises 103, 107, 109 and 111 (3 g'0.10) 

because for the former cruises occasional high fecal coliform concen- 
trations were observed. 

In 1968, the ratio is lower for cruise 108 than for cruises 
102 and 112. Since the ratio could be estimated for only one cruise 
in 1969, nothing can be said about this year. There is one consistent" 
feature of the variation of the ratio for both the 1967 and 1968 
data. vThe ratio is low during the cruise ’of peak total coliform 
concentration, a time when the zones of higher concentration spread 
across the lake. In 1968, this pattern occurs only in cruise 108 and 
thus there is a difference in spatial distribution which agrees with 
the difference in the ratios. However, in 1967 there are no zone 2 

bands across the lake in cruise 101 and again in August and September, 
in cruises 109 and 111, but the pattern of absence of these zones in 
"the middle of the lake in the early and late cruises is not observed 
as it was in 1968. Furthermore, the differences in ratios between the 
1968 cruises are accompanied by a different relationship between fecal 
and total coliform concentrations, which can be seen from Figure 74. 
There appears to be no relationship between fecal and total coliform 
concentrations for cruise 102 of 1968. There is an increase in the 
variance of fecal coliform concentrations as total coliforms increase 
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for cruise 108 as well as an increase in fecal coliform concentration 
with the increase in total coliforms for cruise 112. This is in 
marked contrast to the reason for the difference between the cruises 
of 1967. 

These differences may be due to the differences in sampling 
pattern for fecal coliforms in 1967 and 1968 (Figure 77). In 1967, 
samples were taken at stations in the Western Basin, and near 
Cleveland, Erie and the mouth of the Grand River in Ontario, although 
there was considerable 'variatioh from. cruise to cruise; In 1968, 

samples were taken along most of the shore, although again there was 
considerable variation from cruise to cruise. Thus the 1967 fecal 
coliform concentrations are from stations known to be near on—shore 
sources of bacterial pollution, while the 1968 concentrations are from 
stations near the shore whether next to on-shore sources or not. Note 
that only the 1969 cruise permits comparison of fecal and total 
coliform. concentrations for the ‘entire lake. Thus the conclusion 
concerning the seasonal pattern for the ratios awaits_further data. 

The range of plausible values for p can be obtained from the 
relative conditional likelihood function of p, Previously,V the 
conditional likelihood function Lc(p) was given ‘and from. this it 

follows that 

ic(p) a pf’/(1+p)t'+f‘ 

where for n pairs of independent fecal and total coliform concentra- 
n n 

tions (f1,t1),(f2,t2),...,(f , t ) and f. = if, and t. = 2t.. The 
— n n i=11 » .:11 

relative likelihood function is given by



Lc(O) 
RC‘!-3) =

P 

and has been plotted for zone 2 of cruises 103 and _l05 of 1967 and 102 
and 108 of 1968 in Figure 78. There is overlap of the range of 
plau_sible values, i.e. Rc(p) ) 0.50, for all four cruises shown in 
Figure 76, which means that the ratios are not really‘ different. 
Again the most reasonable conclusion to draw from these data is that 
they are inadequa.te in relation to Rc(p); the appropriateness of the 
assumption that both fecal and total coliform concentrations are 
Poisson-d”istr»i,buted is unknown. 

Examples of the maps which could be obtained for the fecal 
cojlifor-m concentrations are given in Figure 79. The fecal coliform 
concentration, for the total coliform zones, is shown as a dot (°) if 
the concentration is 0 and as a number if the c_oncentration is greater 
than 0. For cruises 103 and 105 of 1967, it can be seen that the 
conclusions about the fecal co],_iforr_n concentrations are restricted to 
the vicinity of urban areas or river mouths where, it has been shown 
above, total coliform concentrations‘ are high. Thus_ any inference 
about the ratio would not apply to the whole lake. 

SUMMARY AND DISCUSSION 

The observed frequency distributions of the total coliform 
concentrations for each cruise show that the 1966 and 1970 data are 
inherently different from the 1967, 1968 and 1969 data. In the latter 
three years, there are many zero concentrations and for each cruise 
the distribution is very skewed. Most of the concentrations are in 
the range 0 to about 200 organisms per 100. mL, and the concentrations



in this range can be fitted by a negative binomial distribution in 2 

of the 14 cruises. The lack of fit for the two cruises is due to a 

broader peak in the observed distribution than in the fitted negative 
binomial distribution. In 1967 and 1969, there are a few higher con- 
centrations in each cruise which do not belong to the same population 

as the other concentrations and come from stations characteristically 
near large urban areas or river mouths. The 1970 data are completely 
different. The total coliform concentrations range from 20 to 2700 
and are well fitted by a lognormal distribution.V The 1966 data look 
like a combination of the other two types but are not fitted by either 
a lognormal or a negative binomial distribution. 

It is evident that considerable variation still exists in 

the concentrations on the reduced range, 0 to 200, for any one 

cruise. Since the period of time taken to complete each cruise is 

small, the source of variation must be spatial differences. This has 

been borne out by the results of the application of a probability 
clustering procedure to all the cruises between 1966 and 1970. 

Despite the ditferences from year to year, a seasonal pattern of the 

spatial distribution emerges. Early in the year the zone of lowest 
concentration covers most of lake, with the zones of‘ higher 
concentration forming discontinuous regions along the shore.‘ Later, 

the concentration peaks and zones 2, and sometimes 3, spread in bands 

across the lake. The discontinuous regions of higher concentration 

along the shore are still present and, in fact, remain during all 

cruises, although the position is not necessarily the same. In the 

fall, the pattern appears to begin to return to the earliest spatial 

distribution, but there are differences between the years, largely due 

to the existence of zone 2 bands across the lake late in 1967. The 

discontinuous regions along the shore can be attributed to sources on 

shore and this confirms what one would expect. The bands that spread



across the lake, however, must be due to circulation patterns of the 
lake. The spread of zones 2 and 3 across the lake, in the 1968 
July—Angust cruise was reported by El-Shaarawi gt 3;. (l98l).. Only 
when all the available data had been analysed did it become apparent 
that this pattern repeated itself and that the location of the band is 
variable. 

Reitz (1973) reports total coliform concentrations deter- 
mined at water intake stations along the south shore of Lake Erie. ‘He 

notes that these concentrations obtained at a considerable distance 
from the shore are lower than beach concentrations but higher than his 
observed average of 2 coliform bacteria per 100 mL about 2 miles offs 
shore. He attributes high concentrations to local shore processes and 
the eastward shoreline current along the south shore. Rao and Burnison 
(1976) report the 1970 total coliform data analysed here and state 
that certain areas such as Cleveland, Erie and the northwestern part 
of the Central Basin have higher concentrations (>500) than the main 
body of the lake. VThey also attribute the high concentrations in the 
northwest area of the Central Basin to flow patterns.V Thus the obser- 
vations of this chapter are in agreement with these general comments. 
‘The more specific description of the spatial and seasonal pattern of 
Lake Erie of this chapter, however, provides considerably more infor- 
mation than previously available. Furthermore, the zones of higher 
concentration spreading as bands across the lake, wwhich have been 
attributed to lake currents, are a new observation, since these must 
be due to the circulation cells and not just the shoreline currents. 
The. consequence of .these -bands, at the very least, is to produce 
higher offshore concentrations than expected. 

Warmer water temperatures result in a better survival rate 
of coliform bacteria (Reitz, 1973). To determine whether the



temperature is related to the presence of these bands, the total 
coliform concentrations and temperature were plotted for the region 
around a band of zone 2 stations for cruises 103 and 107, and, using 
the same region as plotted for 103, for cruise 109, all of which are 
1967 cruises. Note that zone 2 was not present in the middle of the 
lake for cruise 109. It was apparent that warmer temperatures are not 
responsible for the presence of bands due to either generally warmer 
temperatures in the lake or warmer temperatures in the zone 2 band 
relative to the neighbouring stations. ’The lake-is warmer during 
cruises 107 and 109 than 103, and bands occur during cruises 103 and 
107 but not during cruise 109. 
the regions plotted during any one of the three cruises consist of a 

The differences in temperatures for 

gradient from north south shore and not differences between 
stations in zones 1 and zones 2 and 3. 

The data are inadequate for year to year comparisons due to 
the inherent differences in the concentrations, the irregular sampling 
pattern and an inadequate number of cruises for umst years. These 
comments apply also to the fecal coliform concentrations. It should 
be noted again that in 1969, total and fecal coliform concentrations 
recorded as less than some number have been converted to zeros to 

conform to the method of recording the data used in other years. 

The fecal coliform. concentrations _for a cruise consist 

mostly of zeros‘ with a few nonazero values scattered over a "large 

range. Again high concentrations, up to 12 000 organisms per 100 mL, 

were observed in the vicinity of large urban areas or river npuths, 

and. the variable sampling pattern, which sometimes included these 

vicinities, accounts for the -large disparity in -the _maximum fecal 

coliform concentration observed on different cruises.



The relationship between fecal and total coliform concentra- 
tions has been considered in several ways. Plots of all the data 
where fecal and total coliform concentrations were obtained at the 
same station and within the four zones, determined using all the total 
coliform data, indicate that at total coliform concentrations below 
about 30 there is no relationship between the fecal and total coliform 
concentrations, with the exception of zone 2 in cruise 112 of 19681 
Over a broader range fecal coliform concentrations are high when total 
c0l.i.fo.rn1 cot‘1centratio.ns are high. but there is enormous variabililty-. 
Looking at this relationship in terms of the ratio of fecal to total 
coliform-nean concentration by zone leads only to the conclusion that 
at peak total coliform concentration the ratio is low, but the data 
are inadequate for conclusions about seasonal effects. A preliminary 
conclusion about the conditional frequenqy distribution of fecal coli- 
forms, given the total coliform concentration,‘ is ,that like the 
unconditional distribution,l it is skewed to ;the jright. The 
significance of this with respect to water quality guidelines is that 
for a given total coliform concentration, the chance of obtaining a 
non-zero fecal coliform concentration is greater than vwould ‘be 

observed for a symmetric distribution. 

Since an indicator organism. is intended to detect occur- 
rences of pathogens, the performance of total coliforms as an indica- 
.tor organism of fecal contamination can be examined by comparison of 
the fecal and total coliform concentrations at common stations. For 
this purpose the conditional frequency function is fibre useful than 
the ratio because the number of times a zero fecal coliform concentra- 
tion is observed when.a non-zero total coliform concentration is found 
will indicate when the total coliform concentration is detecting 
qrganisfis of a. strictly non-fecal origin. For ‘the 1967 and 1968 
cruises, when oniy stations along the shore or in the vicinity of a 
large urban area or river mouth were sampled, 129 of the 215 stations, 

193



with non-zero total coliform concentration, had zero fecal coliform 
-concentration. From Table 61, it can be seen that 126 of the 129 

occurred at total coliform concentrations less than 50. This can be 
looked at in more detail in Figure 74. For example, in zones 1, 2, 3 

and 4 of cruise 103 in 1967, the proportion of stations with zero 
fecal coliform concentration but non—zero total coliform concentration 
are 10/11=0.91, 9/l3=0.69, 3/5=O.60, 0/1=0, respectively. Thus, it 

appears that the indicator organism is giving fewer false positives at 
higher concentrations. 

One final consideration with respect to the contribution of 
non—fecal coliforms to the total coliform count is to compare the 

turbidity and the total coliform concentration. The Western Basin is 
more turbid than the other basins due to the high silt input from the 
heavily silt-laden streams tributary to this basin, and many common 
bacteria in the soil are included in the total coliform count. 

The total coliform concentration has been plotted against 
turbidity for the. 1968 cruises including only the stations in the 

Western Basin (Figure 80). From these very limitejd data "there is no 

indication that total coliform counts increase with turbidity. 

All of the available 1968 data have also been examined. 
Total coliform concentration is plotted against turbidity for each 

cruise in Figure 81. From the figure, Table 65 and Figure 82, where 

the mean turbidity and mean total coliform concentration are given by 

zone using again the zones based on all the total coliform concentra- 

tions, it can be seen that at low turbidity (<4) there is no relationr 
lship between total coliform concentration and turbidity. There may he" 

a relationship over a larger range but there are not enough higher 

turbidity readings in 1968 to draw conclusions. This would be worth- 

while pursuing further, including a factor to separate turbidity due 
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to silt and other sources and examining the basins separateLy. Such 
an analysis, if a relationship is found, should show that soil 
bacteria are contributing to the total coliform concentration when the 
fecal coliform concentration is zero but the total coliform concentra- 
tion is not. 

All of these results are based on the application of statis- 
tical nmthods which are intended to identify sources of variability 
and to quantify them. Some well-known methods have been used as well 
as some relatively new nmthods. The simple concept of the observed 
frequency distribution has helped to separate sets of _data, which 
although apparently collected using the same analytical methods, are 
very different, This is made more quantitative by fitting probability 
distributions to the data. The comparison of the maximum likelihood 
estimates of the parameters of the negative binomial distribution with 
the method of moments estimates has led to the recommendation to use 
the former estimates for data such as the 1967, 1968 and 1969 total 
coliform counts. This result and the nature of the joint likelihood 
function for these parameters are results of considerable importance 
for situations where the negative binomial distribution is being used. 

Even though the data had many shortcomings, the detection of 
seasonal patterns in the spatial distribution of the total coliform 
concentrations by means of the zones illustrates the power of the 
probability clustering technique described here. Note that for more 
favourable data sets the arbitrary restriction to four zones could be 
removed and the procedure left to choose the number of zones. 
However, for the present data, it was considered nmre important to 
Hake years comparable. Finalky, estimation of a ratio of bacterial 
counts and conditional frequenqy distributions are given. The latter 
have been shown to be more relevant to several questions in the 
comparison of fecal and total coliform concentrations.



Table 50. 'Su1zm;nry 9f the 1h1l_l_Ibe_!f of S1:a.t17ons xrhete ‘fetal coiiroms, 
Fecal Col-if-’or_1ns or Both Here llegggured for Available 
Surface Data“ 

W ‘ 
Nufiber or stations 

Year-' Total 
I W 

‘V!’-‘legal 

cruise Dgtqes coliforms - eolifotms Both 

Aug. 8-1h 92 - -- 

67-101 May 30 - June 8 -— -- 
67-1o3 June 20-29 7 166 . h7 h7 
67-105 July 10-19 170 57 57 
67-107 Ju1y 31 - Aug. 10 99 31 31 
67-109 Aug. 21-30 97 30 30 
67-111 sept. 11-17 97 - 27 27 
67-113 Oct. 2-9 9'5. 

‘ 33 30 
67-115 oct. 2h-30 75 21 21 

68-102 May 17-22 62 35 3h 
68-5108' July 29-‘Aug. 3. 62 35 33 
68-109 Ang.31-sept. 2 28 - -- 
68-112 Nov.-5-1o 52 3o 23 

69-103 Mgy 3O-Ju7ne 1: 59 -- - 
69-110 Oct. 15-20 73_ 72 72 

70-107 _Ju1y 28-Aug. 2 n7 -- -- 

7h—1oh Aug. 21-25 - 30 - 
75-101 Apr. 3-1o 

. 

--- 32 -- 
75-106 June 2h-29 -- 12 -- 
T5-107 Aug. 5-10 -,= 31 -.- 

; only sémpies at a I-in defith were used, since at 
no other depth were coli-form densities consistently measured.



and 107 of 1970 

Table 51. Observed Frequency Distrjbutiqn, f(r), qf Total Colifgrm 
Concentrations, r, for Cruise 111 of 1966, 102 of 1968, 

0£xI1§é 111 -1966 
‘ 

Cruise 102- 1968 
’ 

bruise 107 - 1970 

I f(r) r f(r) 
_ 

r f(r) 

0 23 0 29 20 1 
1 I4 1 9 62 1 
3 h 2 5 80 1 
5 3 3 2 82 1 
0 1 h 2 90 1 
9 1 5 3 110 2 

10 1h 6 1 130 2 
1h 2 7 1 1140 1 
17 1 9 1 180 1 

‘ 2'0 3 10 1 200 2 
25 1 11 1 210 1 
30 h 12 1 220 1 
50 5 18 1 230 1 
60 1 35 1 260 1 
To 1 36 1 300 2 

100 1 59 1 310 2 
110 2 79 1 3&0 .1 
11:0 1 80 1 360 1 
17.0 1 ._ 62 380 1 
180 1 1:20 3 
190 2 hho 1 
210 1 1:60 2 
220 1 500 1 
230 1 530 1‘ 
2ho. 1 550 1 
250 1 560 1 
290 2 610 1 
310 1 680 1 
320 2 7110 1 
31:0 1 790 1 
380 1 880 1 
1:70 1 890 1 
590 1 1000 1 
760 1 1100 2 

5200 1 1200 1 —— 92 1500 1 
2700 2 

_. h7 
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Table 52. Qoodgess of Fit Tests of the Negativie Binomial Dis_tr;ibt1tion to the .1968 Total 
Coliform Data Using Both the Method of Moments and Maximum Likelihood Estimates 
for p and 1: 

1968 Cruise 102 

Method at assented‘ AMA£1fifiE'11xé11h66a 

' 

1968 Cruise 108 A 

Method ‘of nznments 
H . ( 

Msxixfium likeiizldooid 
I

e r f e r f If f e 
. 

r f e, 

0 29 3h.07 0 29 30.h9 0 13 . 20.29 70 13 12.28 
1 9 5.33 1 9 5.98 1 h 5.27 1.2 7 8.79 

2,3 7 5.1h 2-h 9' 7.89 2—h 6 7.69 3,h 3 5.26 
h-76 7 5.0h 5-8 5 5.02 5-8 8 5.h6 5-7 7 5.56 
8-16 5 5.1u 9-17 5 5.97 9-11 9 5.02 8-12 8 5.37 

17-uh 2 5.05 -18-h3 2 5.09 15-2h 9 . 5.08 .13-19 8 5.9% 
k5-61 1 1.02 uh-60 1 1.0h 25—h3 5 5.25 20-29 h 5.h7 

62 1 1.2h 61 2 1.01 hh—90 7 5.11 - 30-ks h 5.09 
91-113 0 1.03 86-87 7 5.18 

11h 1 1.80 88-112 0 1.oh 
113 1 1.02 

1968 Cruise 109 1968 Cruise 11;‘ 

Method of moments Max-:'um1m likelihood ' Method of momenté 

r f e r f e 
H ‘ i d e r I‘ e 

o 10 13.h0 0 10 10.66 0 26 30.88 0 26 26.32 
1-5 11 6.9% 1.2 5 h.53 1-» 12 8.53 1.2. 6 7.31 
6-33 5 5.ho 3-9 6 5.59 5-13 5 5.09 3-6 9 5.60 
3h-52 1 1.03 10-35 5 5.27 1h-A7 7 5.08 7-16 5 5.6h 
3 53 1 1.2h 36-52 1 1.01 h6—69 1 1.05 17-57 H 5.06 
" 3_53 1 1.03 3_70 1 1.37 he-68 1 1.0% 

3 69 1 1.03 

Goodness of Fit Test 

68-102 68-109 68-112 

MM ML MM ML M M1 MM’ ML 

Goodness of fit ststistio 7.0h h.63 12.77 5.19 3.32 0.15 3.01 2.61 
Degrees of freedom 5 5 T 8 2 3 - 3 

_ 

14 

significance 1evé1 0.22 0.h7 0.08 .0.7h 0.19 A 
0.99 0.ho 0.63 

Estimate of p h1.10 32.58 68.07 h1.59 h0.9o 3h.61 62.67 82.62 
Estimste or k 0.16 0.20 0.26 0.h3 

A 

0.19 '0.27 0.13 0.18 

,r,f;,e - Denote bseterial concent'1;stio>r1>,wofisefved frequency a._r;d expected fireqfiehef, 
respectively. . 

MM - Denotes ngathod ‘of estimtes. 
ML - Denotes '11hx'iim‘1m likelihood estimates. 
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Table 53. Comparison of Grouping Procedures Using Total Coliform Data 

Group mean Index of d1spers1oh.(D2) 
(3) 

1: 1 2 3- Is 5 6 - 7 1 .2 1 -2' 3 lo 5 '6 7 -2 1031 

Probability clustering procedure 

2 2.09 57.8 57 5 332 33.5‘ 982.601 
(<<.001) 

_ 
(<.001) 

3 o.uu 7.11. 57.3 1.3 11. 1.5.6 27.7 
‘ 

33.5 120.011. 
(>.3o) (.01) (.001) 

is 0.111» 7.11. 35.5 72.7 1:3 1!» 116.6 27.7 .01 3.86 85.ho6 
(>.3o) (.01) (>.90:) (>.2ov) 

5 0.hh 7.1h 35.5 59.0 79.5 b3 1% h6.6 27.75 .01 0‘ 0.60 8.113 
(>.3o) (.01) (>.9.0) - (> 70) 

6 0.1:!» 7.1!: 35.0 36.0 59.0 79.5 .113 111 216.6 26.7 0 0 10' 0.01 0.011; 
(>.3o) (.01) - - - (>.90) 

7 0.2!; 3.116 10.83 35.0 36.0 59.0 79.5 38 13 29.0 7.29 11.33 0 0 0 0.01 
(>.7o) - («>..80) (.50) - - - (>.-90) 

Index of d1spers1on(b) 

I: 0.57 7.83 35.50 72.67 I15 12 59.6 21.96 0.01 3.86 
(.06) (.oh) (>.90:) (>.10) 

('a_) 1:1-shaarawi, 1982,, Table 2. 
(b) E1-Shaaravi Q 51..., 1981, Table 1:.



Table Ska. Comparison ofthe Fit of the Negative -Binomial Distribution to 
_ 

Some of the 1967 Total Coliform Data Using Al]; ofthe-. Data. for 
the cruise and a Subset with High V_a]_._v._1e§ Removed " 

Cruise 101 (n=15o) Cruise 103 (n=166) cruise 105 (62170) 

r f e X2.(a) r 1’ 
De x2,(u) r f e x2,(a) 

0 119 -120.03 0.01 
1-3 1h 8.01 u.ne 
h-12 7 5.86 0.22 
13-16 2 1.30 0.38 3. 
317 8 1.02 k7.9h 

65 7h.9h 1.32 0 77 89.05 1.63 
21 9.h0 1h.32 1 20 8.55 15.32 
5 5.28 0.02 2 3 26 7.95 h0.98 

12 6.65 h.3o h-6 17 6.35 17.88 
10 6.2h 2.27 7-10 6 5.19 0.13 VI 

4-l="|'\Jl-‘O 

8-11 11 5.53 5.h2 11-16 10 5.10 h.70 
53.02 12-17 8 5.69 0.9h 17,18 1 1.32 0.08 

(<<0.001) 318 3h 2.21 h57.88 >>19 13 1.20 116.50 

h86.h5 197.21 
(<<0.001) '(<<0.0o1) 

Table Slob. Comparison of the Pit of the Negative Binomial Distribution to Some of 
the 1967 Total Col-iform Data Using" a Subset with High Values Removed 

Cruise 101 (n=1h6) Cruise 103 (n=161) Cruise 105 (n=165) 

r 7: e x2,<q) r 1- e x‘’-,(..) . f. e x2,(c_:) 

0 119 119.62 0.00 0 65 65.9h 0.01 0 77 78.39 0.02 
1 13 6.09 7.8h 1 21 15.21 2.20 1 20 19.93 0.00 

2-h h 6.79 1.15 2. V 5 9.18 1390 2 17 11.86 2.23 
5-12 be 6.08 0.71 3 6 6.69 0.07 3 9 8.h0 0.0h 

13-hi 3 5.38 1.05 h,5 8 9.67 0.29 h 8 6.h2 0.39 
H2-61 1 1.02 0.00 6,7 8 6.98 0.15 5 1 5.13 3.32 
362 2 1.02 0.9h 8,9 8 5.hb 1.20 6.7 11 - 7.75 1.36 

10-12 8 6.36 0.h2 8-10 3 7.83 2.98 
11.72 13-16 3 6.35 1.77 11-1h 5 6.5h 0.36 
(0.02) 17-21 1 5.83 h.00 15-20 8 5.55 1.08 

22-28 9 5.79 1.78 21-3h 3 5.07 0.85 
29-37 8 5.01 1.78 35-b3 1 1.11 0.01 
38-53 5 5.29 0.02 39h 32 1.02 0.9h 
5h-9% h 5.19 0.27 
95-119 1 1.05 0.00 13.58 
3120 1 1.00 0.00 (0.19) 

15.89 
(0.26) 

r,f,e,x2 - The number of coliforiiis "’ r 100 mL, observed «frequency, expected 
frequency, value of (f-e. 5/e, The sum of these latter terms and the 
corresponding sigfiificance leve_l, as, are giwfefi at the bottom 0? efich X 
column. 

:1 Equals the number of observations. 
Note: Maximum likelihood est_i_1_nateg of p and 1: were used. 
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']f.{a._b;Le 55. Test of Fit of the Negative Binomial Distribution to the 
Total C011-form Data ‘for 1967, 1968 and 1969 

Method of moments Maximum likelihood 
‘ifiegtées 01: Degrees of 

¥ea_._r Cruise 11 x- freedom 0: x2 freedom 0 

1967” 101 1h6 3.76 3 0.29 11.72 h 0.02 
103 161 15.56 13 0.28 15.89 13 0.26 
105 165 12.83 9 0.18 13.58 10 0.19 
107 98 28.90 5 < 0.001 11.08 6 0.09 
109 95 100.01 h 4 0.001 25.01 7 < 0.001 
111 9h h.91 h 0.30 1.90 h 0.75 
113 91 36.03 h < 0.001 8.53 6 0.20 
115 73 7.1h 5 0.21 6.78 5 0.2h 

1968 102 62 7.0h 5 0.22 h.63 5 0.b7 
108 62 12.77 7 0.08 5.19 8 0.7h 
109 28 3.32 2 0.19 0.15 3 0.99 
112 52 3.01 3 0.h0 2.61 h 0.63 

1969 103 Sh 9.25 5 0.10 2.50 5 0.77 
110 68 11.76 8 8 0.17 11.82 0.17 
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Table 57. Test of Fit of Loghormal Distribution to Total Coliform Data of Cruise 
111 of 1966 and Cruise 107 of 1967 

Cruise 111, 1966 Cruise 107, 1970 

Class Observed Expected Class Observed‘ Exfiected 
limits frequency frequency (f-e)2 limits frequency frequency (§:g)2 
loge R f e e logo R f e e 

3 0.5 23 1h.27 5.33 5 h.5 5 u.o5 0.23 
[o.5,1;o) h 5.62 o.h7 [h.s,5.o) 5 5.11 0.00 
113051-5) h 6.73 . 1.11 [S.0,5.5) 6 7.82 0.h2 
[1.5,2.o) h 7.6h 1.73 [5.s,6.o) 8 9.32 0.19 
[2.o,2.5) 15 8.23 5.57 [6.o,6.5) 11 8.66 0.6h 
[2.s,3.o) 3 8.h1 3.ua [6.5,7.o) 6‘ 6.26 0.0: 
[3.o,3.5) 8 8.16 0.00 _7.0 6 5.79 0.01 
I3.5,h.o) 5 7.51 o.8b ..___-- 
[L.0;h.5) 2 6.55 3.16 X = 1.1. 
[h.5,5.o) h 5.h3 0.38 
Is.o,5.5) 8 z..27 3.27 0: = 0.83 
I5v.s,6.—5) 10 '3.h3 3.55 
3 6.5 2 3.75 0.82 

2 _ 
xlo — 30.0C 

a = 0.001 

Ia,b) indicates that the coneegtiefion is 3e and <b. 
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Table 59. Total Coliform Concentrations and Location of the Stations in Zone 5 

Vicinity of concentration 

Year 
_ 

Grand River Concene 
cruise Toiedo Cleveland Erie Ontario trétion Location 

19,66,111 5200 Eagtern Bgsin, 
middle 

'19.67~,»1o1 23o,52o,61o,1ooo 
103 270 ,330 , 530 ,8300 600 
105 800 11 000 500 300 3&0 Eastern Basin, 

S.E. end 
107 6300 
109 750 22 O00 
111 150 000 900 100.0 

.113 51 000 12 000 500 6000 
115 2600 500 

1969,103 h2oo,h9oo,7ooo 369 Long Point 
T00 Detroit River 

110 210,520 h8O Point Pelee 
5h0,TTO Detfoit River 
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Table 60. Observed Frequency Distributions for Fecal Coliform Data, 1967-1975 

r Frequency f(r) r Frequency 11(3)
M 

I Frequency f(r) 

0.723 
0.021 
0.0h3 
0.083 
0.021 
0.021 
0.021 
0.021 
0.021 
0.021 
0.021 
0.021H 

H"H 

F‘H 

F'H 

H
N 

N1a.r 

n = k7 1.000 

67-105 
0 

_ 

h2 0.737 
2 8 0.1h0 
8 1 0.018 

10 2 0.035 
16 1 0.018 
90 1 0.018 
300E 1. 0.018 

16000 1 0.018 

57 1.000 

67-107 
0 26 0.839 
2 2 0.065 

1h 1 0.032 
an 1 0.032 

50000 1 0.032 

31 1.000 

67-109 
0 26 0.867 
n 1 0.033 . 

32 1 0.033 
2500 1 0.033 
250w 1 0.033 

30 1.000 

67-111 
0 22 0.815 
1 1 0.037 
2 1 0.037 
h 1 0.037 

ho 1 0.037 
hooc 1 0.037 

27 1.000 

67-113 
0 17 0.515 
2 h 0.121 
n 1 0.030 
6 1 0.030 
8 1 0.030 

30 1 0.030 
3h 1 0.030 
150 1 0.030 
190 1 0.030 
8800 1 0.030 

3 5000 1 0.030 
12 0001 1 0.030 

33 1.71.000 

67-115 
0 1h 0.667 
1 1 0.0h8 
2 2 0.095 
6 1 0.oh8 

17 1 o.0h8 
k2 1 0.0h8 

3h0c 1 o.0h8 

21 1.000 

68-102 ' 

0 22 0.629 
1 h 0.11h 
2 2 0.057 
3 2 0.057 
6 1 0.029 

18 1 0.029 
19 1 0.029 
53 1 0.029 
5h 1 0.029 

35 1.000 

68-108 
*0 27 0.771 
2 2 0.057 
h 1 0.029 
6 1 0.029 
7 1 0.029 
15 2 0-05? 
2h 1 0.029 

35 1.000 
68-112 

05 16 0.533 
2 1 0.133 
h 2 0.067 
5 1 0.033 
6 1 0.033 
9 1 0.033 

13 1 0.033 
1h 1 0.033 
72 1 0.033 
90 1 0.033 
3500 1 0.033 

30 1.000 

69-110 
7” 0 58 0.806 

1 6 0.083 
2 2 0.028 
3 1 0.01h 
h 1 0.01% 
6 1 0.01h 
8 1 0.01h 

10 1 0.01h 
.h8 1 0.01h 
____________________ 

72 1.000 

Th-10h 
0 20 0.667 
1 1 0.033 
2 1 0.033 
3 1 0.033 
6 1 0.033 
9 1 0.033 

10 1 0.033 
13 1 0.033 
21 1 0.033 
31 1 0.033 
53 1 0.033 

~30 1.000 

75-101 
0 25 0.781 
1 h 0.125 

27 1 0.031 
39 1 0.031 
210L 1 0.031 

32 1.000 

755106 
8 0.667 

1 1 0.083 
3 2 0.167 

16 1 0.083 

12 1.000 

75-107 
0 16 0.516 
1 1 0.032 
2 1 0.032 
5 1 0.032 
7 1 01032" 
10 1 0.032 
n3 1 0.032 
76 1 0.032 
83 1 0.032 
100 1 0.032 
110 2 0.065 
180 1 0.032 
190 1 0.032 
310E 1 0.032 
h30c 1 0.032 

31 1.000 

Note: The letter E indicates fecal c01iform 
concentration. 
The letters beside.the concentrations give 
the locatibn 0f the station, where C, E, G, 
L and T represent the vicinity of Cleveland, 
Erie, Grand River, Long Point and Toledo 
respectively. 
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Table 61. Conditional Frequency Distribution f(Rf/Rt),fbf Fecal Colifofms. " 
Rf, ‘é1véz1"Tota1 Coiiforlnsv, Rt. B2594 19671 §.;.1_d- 1968 Data 

M 
Huidher Number A Number 

Rt Rte R€”Rr Rt Rt Rf Rt"“r Rt Rt Rf Rt"Rf Rt 

0 o 112 118 9 o 3 h [ho,5o) 0 
_ 

6 12 
1 1 h 1 2 8 1 
2 . 1 h 1 

no 1 10 o 8 8 16 2 
15 1 

1 o 25 29 11 o 1 2 k2 1 
2 h 1 1 . 

lso,1oo) Io.1o.). h 9 
2 Q 17 21 12 o 6 8 [1o,2o) 1 

’ 

1 2 2 1 l20.30) 12 

2 2 8 1 l3o,ho) o 
[ho,5o) o 

3 o 8 11 13 o 1 1 l5o,6o) 2 
2 1 
6 1 1h 2 1 2 [1oo,5oo) Io,25) 1 9 
1o 1 6 1 ' l25.S0) — h ‘ 

- (50,100) 3 
h o 12 15 15 7 1 1 » [1oo,15o) 1 

2 2 
3 1 16 o h 7 1500,1000) lo,5o) 2 6 

2 1 150,100) 1 
5 o 10 13 13 1 l1oo,2oo) A1 

2 2 1h 1 [2oo,3oo) 1 
3 1 [3oo.hoo) 1 

17 9 1 1 * 

6 o 5 8 l1ooo,5ooo)1 3ho 1 2 
1 1 18 2 1 2 too 1 
h 1 8 1 A 

5 1 [5ooo,1o ooo) hoo 1 3 
[2o,3o) o 8 13 880 1 

7 o 1 2 3 5 ooo 1 
1 1 h 1 
2 1 52 1 I10 ooo,25 ooo) 250 1 3 
8 1 1 6oo 1 

[3o,ho) 0 h 12 3 580 1 
8 0 T 2 2 

h 1 u 2 51 ooo 12 ooo 1 1 
6 1 
1o 1 
1h 1 
18 1 

columns 3,_7 and 11 give the nnmber of stetions with total coliform concentration equei 
to Rt and fecal coliform concentration equal to Rf. 
C9;gns h;'8 and 12 give the number of stations with total coliform concentration equal 
to 

A
. 

[a,b indicgtes that the concentration is 32 and <b. 
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Table 62. Sfimxnfy of Fejcal Coliform Concentrations at Stations for which Both 
Total and Fecal C01'1fbrxi:'§ Were Measured 

K 

Mean for zone Number 111 zdne Zoiie iox1es 1 to 1} 

Cruise Date 1 2 3 is 1 2 
ABAHHI;

5 

07103 June g9;29,,. 0.17 1.23 »7.00"3fi.00 2h 13 5 
V1 68,92,120,h00 0 3% 

67105 Ju1y 10-19 
‘ 0.36"1.00 2.50 28 1h 7 h 16,90,300,1600 0 10 

67107 Ju1y 31-Agg..10 0.18 0.00 h.67 hh.00 22 h 3 1 5000 0 ha 

67109 Aug. 21-30 0.00 0.00 1.33 32.00 16 8 3 1 250,260 '0 32 

67111 Sept. 11-17 2.563 0.50 2.00 -- 16 8 1 0 0,000 0 ho 
(0.07)* (15)* 

67113 Oct. 2-9 0.17 1.25 13.20 3h.00 12 8 5 1 15o,880,3500 0 52 
. 

12 000 

67115 
I 

Oct. 2h-30 0.18 1.h0 1h.67 17.00 11 5 3 1 sho 0 k2 

68102 May 17-22 0.11 1.09 12.00 53.50 19 11 2 2 ' 0 5h 

68108 July 29-Aug. 3 0.00. 1.25 6.h3 15.00 13 12 7 1 0 2h 

68112 Nov. 5-10 0.h0 7.29 -- 72.00 15 7 0 1 0 72 

69110 Oct. 15-20 ..0.13 0.1h .1.29 =h.00 h5 1h "7 1 . 0,2,8,10;h8 .1, *6 

* Station with a reca1-co11£6§h166ncentrat1qn of no has beefi exé1£&éa.. 
Note: Zones aife those determined by ~1nc1us1o"n_of an sta.ti‘ons for which total co11f¢11'1i1

V 

conc.entr9.tion wa,_s _mea_sured. See Table 58. 
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Table 63. Sumary of Total Coliform Concentrations at Stations for Which Both 
Total and Fecal Coliforms Were Measured 

hilfiean :6} zone Number in zone Zone Zones 1 to h 

Cruise 1 2 3 h 1 2 3 .h 5 iM1n. M... 

i270.330.600,8300 0 160 I-“‘ 67103‘ 1:17 “19.92 ~56;h0 2h 13 

67105 0.1h h.29 15.h3 36.25 28 1h 7 h 300,500,8o0,11 000 0 us

3 67107 0.50 9.50 3h.33 100.00 22 h 1 6300 0 100 

67109 0.hL 6.00 36.33 220.00 16 8 3 1 750,22 000 0 220 

67111 0.38 6.88 35.00 —— 16 8 1 0 900,1o00 0 35 
(0.h0)* (15)*

_ 

67113 0.17 h.50 28.h0 180.00 12 8 5 1 500,6000,12 000 0 180 
51 000 

67115 0.27 h.00 38.00 70.00 11 5 3 1 2600 0 70 

68102 0.63 7.h6 35.50 79.50 19 11 2 2 79,80 0 80 

68108 1.h6 1h.00 hh.29 260.00 13 12 7 1 0 260 

68112 1.h0 12.86 —— 150.00 15 7 0 1 0 150 ' 

69110 l2.0h 423.50 »63.57 7130.00 . us 1h 7 1 210,h80,520, 1 130 
. 

* 5ho,770 

* Station with a fecal colifotm concentration of hfi has Seen 516108605 
Note: Zones are those determined hy inclusion of a1l_stations fof which total 

colifoih concentration was measured. See Table 58.



Table 6h. Ratio of Fecal Coliform Concentration to Total Coliform 
Concentiation ' 

All stations Common stations Ratio 

Mean Mean Mean 
' total total fecal 

Cruise Zone (1) 
‘ 

0 (2) (3) n (3)/(1) (3)/(2) 

67103 1 1.16 113 1.71 0.17 2h 0.15 0.10 
2 19.68 37 19.92 1.23 13 0.06 0.06 
3 61.20 10 56.b0 7.00 5 0.11 0.12 

67105 1 0.21 97 0.1h 0.36 28 1.71 2.57 
2 3.81 ha h.29 1.00 1b 0.26 0.23 
3 1h.86 1h 15.h3 1.h3 ' 7 0.10 0.09 - 

67107 1 0.36 70 0.50 0.18 22 0.50 0.36 
2 6.hh 23 9.50 0.00 _ h 0 . 0 
3 3h.33 3 3h.33 h.67 3 0.1h 0.1h 

67109 1 0.52 71 0.hh 0.00 16 0 0 
' 2 6.h1 17 6.00 0.00 8 0 0 

3 37.00 6 36.33 1.33 3 0.0h 0.0h 

67111 1 0.33 76 0.h0 0.07 15 0.21 0.17* 
2 6.29 17 6.88 0.50 8 0.08 0.07 

67113 1 0.18 57 0.17 0.17 12 0.9h 1.00 
2 h.22 27 h.50 1.25 8 0.30 0.28 
3 33.33 6 28.h0 13.20 5 0.h0 0.h6 

67115 1 0.33 h8 0.27 0.18 11 0.55 0.67 
2 6.50 18 

. 
h.00 1.h0 . 5 0.22 0.35 

3 h0.00 6 38.00 1h.67 3 0.37 30.39 

68102 1 0.hh b3 0.63 0.11 19 0.25 "0.17 
2 7.1h 1h 7.u5 1.09 11 0.15 0.15 
3 h3.33 3 35.50 12.00 2 0.28 0.3h 

68108 1 1.52 27 1.h6 0.00 13 0 0 
2 13.23 22 1h.00 1.25 12 0.09 0.09 
3 h3.h2 12 hh.29 6,h3 7 0.15 0.15 

68112 1 0.98 ho 1.h0 0.h0 15 0.h1 0.29 
2 1h.67 9 12.86 7.29 7 0.50 0.57 
3 hh.00 2 — _ 0 a - 

69110 1 3.02 H6 3.07 1.02 us 0.3% 0.33 
2 23.50 in 23.50 1.00 1h 0.0h 0.0h 
3 63.57 7 63.572 2.00 7 0.03 0.03 

* Station with a recaiieoiifnrn concentration of no has been excluded. 
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Table 65. Turbidity and Total California by Zone Using Only Stations at 
which Both Turbidity and Total Coliform Vere Measured 

Zones 
Meegx for zone Number in zdne 1 to 1% 

Variable Cruise 1 2 3 A 1 ’2 3 h Min. Mex. 

Turbiditf "68102 01.20 2.0h 2.27 6.00 h3 12 
A 

3 2 0.1 9.2 
68108 0.33 0.h6 0.51 0.20 27 22 11 1 0.1 1.8 
68109 0.65 0.65 — — 23 5 0 0 0.0 3.0 
68112 1.7h 3.29 2.35 12.00 no 9 2 1 0.2 12.0 

Total 
' 

68102 o.uz_. 7.17 143.33 79.50 1.3 12 3 2 0 80 
coliforms 68108 1.52 13.23 hh.82 260.00 21' 22 11 1 0 260 

68109 2.83 u8.50 - - 23' h 0 0 0 110 
68112 0.98 1h.67 hh.00 150.00 no 9 2 1 0 150 

Total munbet of_cominon s’;tations'”ar.re 60, 61, 27 arid 52 for cruises 102, 
108, 109 and 112 compared with 62, 62, 28 and 52 for total co1_iforn§._
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Figure 63. The o_bse_r_yed frequency djs_g-_1'bution and the fitted Poisson and negative binomial frequency 
d'ism‘bu:ions, 196§ total coliform data. -
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Figure 64. Contours of constant relative likelihood R(p,k) = c, c = 0.01, 0.05, 0.50, 0.90 and 0.99, for 
1),]: panmeters of the negative‘ binomial dist:-ibu_t'io'n and total coliform data for cruises 
102, 108, 109 and 112 of 1968. 
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Figure 6511.. Relative ma'ximu'm 1i'k'el'ihoo,d functions of P, ,R,7,A,(’p), for p 1; paggmeter qf I-,h'e_ 
negative binomial distribution and total 'colif0'r'm data for 102, 108, 
109 and 112 of 1968.

i 

1.00 - 1-00 - 

- CRUISE 102 7 CRUISE 108 
0.80 - o_.a_o — 

3? 059 _ ,; 0.60- 1 — 1 — 
‘I 0.40 - '1 0.40- 

0.20 - 0.20 - 

0 r '1’ 
1 f 1 m 1' f 1 1 1 1 O 

. I I, 1, 
0.10 0.14 0.13 0.22 0.26 0.30 0.34 0. .3 0.40 0.57 0.74 

k k 

100- 1.00- . .. . . 

- cnurse 109 _ 112 

060- 080- ' 

A -60- A . 

is 
0 

:5 
060-4 

E 
‘ E 1 

It 040- I 0.40- 
—1 

‘ — 

0.2.0‘ 0.20- 
" 1 

0‘ 0 1 _1_ 1 1,--1-——1 1-W1 "1 1 1 1 

» 0.10 0.27 0.44 0.62 0.10 0.14 0.13 022 0.26 0.30 0.34 
I; k 

Figure 65b. Relative maximum likelihood functions for k, Rm(k), for lg 13. 9f 
the negative‘ hinomigl dfstribution and total éolifdfin dzita for 103, 
108, 109 rind 112 of 19.68. - 
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Figure 67. Observed frequency distributions for total coliform concentration (R) or logeR shown on two scales.
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Figure 67. Continued
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Zone 1, the zone with lowest coliform counts. 
is indicated by dots (o1).,Zon‘es 2.fo 5 are 
indicated by the numbers 2 to 5, and counts 
increase from zone 2 to 5 

Figure 69. Zones of Lake Erie based on total coliform concentrations, by cruise, from 1966 to 1970. 
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Figure 69. Continued 
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Figure _69,_ Continued 
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increase from zone 2 to 5 

Figure 69. Continued 
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Figure 70. Examples of zone ;2 ch_a,ra,c1;eristic of 
‘the épfihg and peak totgl colifpnn 
distributions. 

Figure 71. Zones 3. 4 and 5 based oh the total coliform concen- 
tfations plotted together for all 1967 cruiscs. 
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(N1APTER'7 

Sampling Strategy for Future ata Collection 
by A_.,H. Eleshaamwl 

fNTRODUCTION' 

The water quality of a lake or a large body of water can 
onky be estimated by sampling. Many agencies concerned with water 
’quality~such as the Canada Centre for Inland Waters conduct several 
sampling surveys each year; A survey starts by determining a sampling 
strategy which specifies (i) the parameters to be measured, (ii) the 
number of sampling stations, (iii) the locations of the stations, and 
(iv) for each station, the depths at which water samples are to be 
collected. 

The accuracy of the results obtained by the survey is 

influenced: by several factors. iThe ‘first, "and probably the most 
important, is the choice of the number of stations and of their loca- 
tions. This is particularly true if the limnological variables show-a 
very high degree of spatial variability over the lake. The inappro- 
priate choice of the locations of the stations will produce data 
which will not give an adequate description of the condition of the 
lake and probabky will produce a biased picture and, hence, lead to 
incorrect results. Therefore, it is of the utmost importance to use 
all the aNailable information about the spatial ‘variability of the 
lake in designing future surveys. 

The second factor is the length of time required to conduct 
the survey. This factor is important, since the limnological 
properties of lwater are influenced by a number of environmental 
variables such as wind, rain and runoff,.and the majority of these



variables cannot be controlled or.predicted, especially for a long 
period of time. Hence, it is appropriate to minimize the effects of 
these variables by shortening the time needed to complete the survey. 
It is evidently clear that the effect of this factor is in conflict 
"with that of the first factor, i.e., the larger the number of stations 
and the longer the distances between them, the longer the time 
required for completing the survey. 

The accuracy of the survey is pinfluenced by many‘ other 
important factors which can be summarized as the care and consistency 
with which the water samples are collected, the sample analysis is 
performed, and the results are recorded. The effects of these factors 
will not be considered in this chapter. 

To develop a strategy for sampling, the objectives of the 
survey should be precisely specified. These objectives and the 
monetary and practical constraints can be incorporated into a mathema- 
tical expression which specifies the number of stations that need to 
be sampled, and their locations in the lake. 

In this chapter, the question is investigated concerning how 
to use past information about the spatial and temporal variabilities 
of limnological data to plan a strategy for future data collection 
when the aim is to estimate the areal weighted mean value of.a single 
limnological variable. The results presented here are intended simply 
as a preliminary discussion‘ of the problem of “survey ‘design with 
emphasis on some general principles. 'Two_types of representation of 
the spatial pattern are assumed: the first regards the lake as a set 
of discrete "homogeneous" zones and the second assumes that the values 
taken by the limnological variable can be regarded as a realization of 
a continuous random variable with a mean which can be expressed as a 
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continuous function (surface) of the position of the sampling 
stations. The multivariate generalization of this problem is very 
difficult, requiring joint statistical and limnological research and a 
better data base than that available for Lake Erie. Hence, this case 
is not considered here. 

The statistical approaches are illustrated and discussed 
using data on coliform counts, temperature and chlorophyll a. The 
next section presents a hpothetical example to illustrate the princi- 
ples of sampling design. To be specific, it is assumed. that" the 
interest ‘is the estimation of the mean bacteria of a lake; the 
discussion, however, is valid for any other variable. 

EXAMLE T0 ILLUSTRATE THE PRINCIPLES OF SAMPLING 

Suppose that the objective of the survey is to obtain an 
estimate of the number of bacteria, u, per unit volume. The usual 
procedures are to collect a number of water samples and then to 
estimate u by calculating the arithmetic or the geometric mean of the 
data. It is important to remember_ that the adequacy of such an 
averaging process depends upon where the water samples were 
collected. To illustrate this point, consider as an example an 
idealized lake shaped like a box of length 2, width W and depth D, 
with uniform vertical distribution of bacteria. Assume further that 
the number of bacteria per unit volume, the density, follow the linear 
relationship: 

u£=a+B£ O$2.<L (7-.1)



where ug is the density of bacteria at a point 2 units from the end 
of-the lake taken as the origin for all distances and a and B are 
‘unknown constants. Integrating 7.1 over the lake and dividing by the 
lake volume gives 

11 = <1 + BL/2 (7.2) 

Suppose that n samples were taken from this lake at distan- 
ces £1, £2...£h, and assume further that the random errors —are 

disregarded completely. Under these conditions this sampling strategy 
gives H11, H22---ugh as the. observed bacterial. counts. When 
the mean E = (uzl +'u + ... + uhl)/n is used to estimate u, using 22 
Equation 7.1 the bias is 

_ —_ L ‘ 
. 5 B-I1-lJ—B(g-£)

3 

The value of B represents the bias which occurs in estimating u as the 
result of using this particular sampling design. The bias is zero 
when 8 = O; which implies that the lake is completely homogeneous or 
the sampling design is constructed such that E'=,L/2. The maximum 
positive bias occurs when £1 = 12 = ... = 2n = 0 and is 55/2, Where- 
as the maximum negative bias occurs when 21 = 22 =‘... = 2n = L and 
is —BL/2. This shows that the locations of the sampling stations play 
a very important role in obtaining an unbiased estimate for u when the 
lake has a'very high degree of heterogeneity. 

The condition I = L/2 is not sufficient to obtain a good 

sampling design, as it is possible to take all the water samples at 

the point L/2 to produce an unbiased estimate for u. Obviously, there 
is a need for another criterion, which can be obtained by assuming



that the values 112' are not observed exactly, but are subject to 
random errors with mean 0 and variance 02. To be more specific, 
suppose that it is not possible to observe pm but C2 is observed, 
where. C1 = 

11,,’ 
+ £2 and 5,’ is a random variable with a mean 0. 

and variance 02. Under these assumptions Equation 7.1 can be rewrit- 
ten as 

C, = a + as + e, (7.3) 

Given Cgl, Cg2...C2n, the values“ Q and B can be estimated, for 
example, by regression. Let a and B be the estimates of a and B. The 
value of L1 is then estimated by :1, where 1.:= :1 + “BL/2. It can be 
easiky shown that the variance of u (where a and B are estimated by 
regression) is 

A 62 (% - £)2 var (u) = {-—— 1 + } (7.h) n S 2'
. 

7 2 1 n 
. 2 where s 2'. = E Z (11 - E) ‘. Equation 7.1: gives the precision of 

estimating u_. 
if-_‘111e larger the value of var (11), the smaller the. 

precision; then it is clear that the maximum precision is obtained 
when %-— I = 0 and szl # O. In fact, to maximize the precision, it is 
necessany to choose the design which makes s22 as large as p0Ssible 
and-% —-E as small as possible. This is achieved by taking only two 
values for £1, namely 0 and L, and allocating half of the sample to 
each end of the lake. 

This example shows that an appropriate sampling strategy can 
be chosen for estimating the bacterial density of a lake when some 
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information is available on the spatial variability of bacterial 
(:ounts,—. a subject which is consideredvin the next section. 

SAMPLING STRAEEGY WHEN THE LAKE IS DIVIDED INTO ZONES 

Suppose that using historical data the lake is divided into 
K homogeneous zones by, for example, the method in El-Shaarawi _e_t 

a_l_. (1981). Assume further that the objective of the survey is to 
estimate the areal weighted bacterial density of the lake. Under the. 
assumption of homogeneity the number of bacteria rjvi in the jth 
sample (3 

=1 l,2...ni) from the ith zone (i = l,2...I<) has the 
Poisson distribution 

-11. r.. 
_ 1 A _J1/I-1 - e J 

with mean pi. The parameter ui represents the true but unknown 

bacterialdensity in the ith zone and is estimated byfi whereflri is 
the‘ arithmetic mean of rli, r2i...rn:-L. Let n be the 1‘i11,/nber of 

_stations ‘to be sampled during the survey. Then the areal mean density 
is 

K K’ 

Airi/121 Ai 

where Ai is the area of the ith zone. The variance of is estimated 

by 

321 = ( E A??L/ni)/( § Ai)2 (7-5) 
i=1 1 1 i=1 
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The optimal allocation of the n stations to the K zones is obtained by 
choosing n1, n2...nk , which minimizes var (?;)) subject to the 
condition that n1 + n2 + ...nk = n. It is easy to show that the 
values of ni are given by 

ni = n(Ai?i)/iii A£?i (1 = 1,2...k) (7.6) 

‘This formula shows that the number of stations allocated to the ith 
zone is proportional to the area of the zone nmltiplied by the mean 
bacterial density of that zone. It should be noted that when ri are 
approximateky equal, the allocation is approximateky proportional to 
the area of the zone. Substituting the value of %_ 

from 7.6 into 7.5 
gives the estimate of the minimum value of the variance of r was 

K K 
S22 = ( Z Airi)/n 2 A1 (7.7) 

i=1 i=1 

To determine the confidence interval for the bacterial density when 
the optimal allocation is used, it is usually assumed that 'rw is 
normal, which is justified using the Central limit theorem with vari- 
ance given by 7.7. Hence the number of stations n that need to be 
sampled to detect a pre—specified difference, 3 = (rm - u), between 
the estimated density rm and the true but unknown density p of the 
lake can be determined. For example, the value of n is 

2 
K —- K

2 n :_(1.96) ( Z Airi/ X Ai)/d 7.8 
i=1 i=1 ' 

for detecting the difference d using the 5% significance level. 
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APPLICATIONS ' 

The data discussed in El-Shaarawi a_l. (1981) are used to 
illustrate the procedures given by El-Shaarawi and Esterby (1981). 

Th_ese data consist of coliform counts which were obtained by the 
membrane filtration technique, using M. Endo broth (Difco) with 35°C 

incubation for 234 h. The bacteriological analysis was performed on 

water samples collected i_n 19.68 at a number of stations in Lake Erie 
(1) May 17 to 21+, (11) July 29 to 

August 3, (iii) August 31 totseptember 3, and (iv) November 14 to 10. 

It was shown in El-Shaarawi _§. (1981) that the bacterial counts in 

during the following four cruises: 

the lake had a very high degree of spatial heterogeneity and hence the 

lake was divided into a number of homogeneous zones (see Figure 14 in 
El-Shaarawi _e_t E” 1981).'_ In this section, the results of the 

previous study (El—Shaaraw-i Q E” 1981) are used for (i) optimally 

allocating the stations to the zones, assuming‘ the same. number’ of: . 

stations as that used") in the l968 survey; and (ii) determiniflg the 

number of stations that must be sampled and their distribution over 

the lake to -obtain exactly the same efficiency as that obtained using 
the 1968 design.

8 

number of stations used in 1968 is an indication of the ‘amount of 
The difference between this and the ,correspo'nd"ing 

resources saved adopting the optimal allocation method, which, of 

course, could have been accomplished if prior information about the 

bacterial variability of the lake had been available before. the 1968 

surveys were conducted . 

Table 68 gives the arithmetic mean, ‘Ia, and the areal 

weighted mean, '17:” , of the bacterial density in columns 2 and 3, 

respectively. The variance actually achieved this design for rm is 

obtained using Equation 7.5 and is given in column 1:. The c.()rres— 

ponding estimate for the variance, when the optimal allocation is" 
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used, is calculated from Equation 7.7 and is given in column 5. The 
ratio of the optimal variance to the actual variance gives the effici- 
enqy of the 1968 design, which is shown in column 6. This shows that 
the minimum efficiency is 0.387, which occurs during the May 17 to 2% 
cruise, while the naximum efficiency of 0.720 occurs during the July 
20 to August 3 cruise. Another way of discussing the efficiency is to 
determine how many stations must be sampled when the optial alloca- 
tion is used to obtain the same variance as that obtained using the 
1968 design. This can be done by setting the variance S22 of'TL in 
Equation 7.7 equal to the actual observed variance and solving for the 
value of n for each zone. Column 8 of Table 66 gives these values, 
denoted by E, which can be compared with the actual number of stations 
n used in 1968 as given in column 7. 

When the number of stations is specified, formuha 7.6 is 
used to determine the number of stations that should.be allocated to 
each zone. Assume first that the number of stations to be sampled is 
equal to that used in 1968, and hence this allows the comparison 
between the optimal allocation and the actual allocation. Secondly, 
assume that the number of stations to be used gives the same effi- 
ciency as that of 1968. The results of these calculations using the 
zones given in the study by El—Shaarawi is ai. (1981) are given in 
Table 67. Columns headed by n give the 1968 allocations, while 
columns headed by E give the optimal allocation, and the columns 
headed by 5 present the allocation which is of the same efficiency as 
the 1968 design. Generalky, Table 67 shows that the optimal design 
reduces the number of stations in the first zone and increases the 
number of stations in the zones with high bacterial densities. This

A can be seen by comparing the values of n with those of n. 
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Table 68 and Figure 83 give the number of stations that must 
be sampled to detect a pre-specified relative difference d/1:) at the 

5% significance level. These show that the number of stations 

declines very rapidly with increasing d/r; and also that the May 17-.274 

cruise displayed a pattern similar to that of the July 20 to August 3 

cruise, whereas the other two cruises are similar. From the figure or 
the table, it can be seen that 25 stations would be enough to detect a 

relative difference of 0.15 for any of the four time periods 

considered, but this number would besmaller for some of-thevdatesr . 

The application of the methods to the 1968 data of Lake Erie 

showed that the design used was not efficient. This is due to the 

high degree of the spatial variability in the lake, and hence more 

stations should be allotted to areas with large variabilities. 

Furthermore, if the efficiency of the future design has to be the same 

as that of 1968, a great reduction in the number of stations to be 

sampled is possible. .Also, the question of specifying the number of 

stations needed to detect a specific relative difference is addressed, 

and it is found that it is possible to use only 25 stations and still V 

be capable of detecting a relative difference equal to 0.15. 

GEIERALIZATION 

This section gives a generalization of the problem of sam- 

pling design when the lake is divided into K homogeneous zones. There 

are two aspects involved in this generalization. The first is that 

the distribution of the variable of interest is unknown and the second 

is that there is a cost associated with the data collection. Suppose 

that using historical data it is possible to obtain an estimate of the 

standard deviation in each zone and let these be s1,s2...sK. 

Furthermore, suppose that the object is to estimate the areal weighted 

242



mean of the_ limnological variable. Then any sample design_ which 
allocates n1 stations to the first zone, n2 stations to the secéna 
zones.. and nK stations to the nth zone will result in a particular 
estimate for the areal weighted mean xw. This estimate is given by 

-§—§ X = ( A X )/ A 
. 

(7.9) w 1:1 i 1 i=1 i 

where §1 is the mean of ni observations from the ith zone (ié1,2,..K). 
Assume further that visiting a sampling station in the ith zone will 
result in a cost ci(i=1,2...K). This means that it is assumed that 
the cost of obtaining an observation is the same for sampling stations 
within a particular zone, but the cost differs from zone to zone. 
Hence under this assumption the total cost of conducting the data 
collection is 

Ca: (nlcl + nzcz + ... + nKcK) (7.10) 

The estimated variance of §m is 

2 = ’ = s . var (xm) 
K K 

:1 A: (Si/ni)/(igl 
A1)2 (7.11)

? 

,/

1 

Assuming _that the total cost is constant and .the total number of 
. sampling stations is also constant, that is 

use +nK 
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the problem is how to estimate n1 (1 = 1.2-3-K) Whi¢h mifiimizes 7-11 
subject to the conditions given by 7.10 and 7.12. The solution can be A 

obtained numerically. ‘However, if the condition 7.12 is disregarded, 
then the value of n1 is given as 

CA1-si 
n ‘ 9 1 (ZA1s1) /ci 

(1 = 1,2...K) (7.13) 

which shows that the number of stations allocated to the ith zone 
increases with increasing the standard deviation, the area of the zone 
and with decreasing cost. Substituting "n1 in 7.11 yields the 
minimum value of the variance under condition 7.10. The optimal 
variance can then be used ’to obtain an estimate of the number of 
stations that must be sampled with a pre-specified precision as given 
in the previous section. 

SAMLING STRATEGY HEEN THE CONCETRAIION IS A CONTINUOUS FUNCTION 

In this case it is assumed that the values of the 1imno1og1- 
cal variable y can be represented as a continuous function of two. 

coordinates x1 and x2 which specify the position of the sampling 
station in the lake (X1 is the longitude and X2 is the latitude); 
i.e., 

y = f(x1, X2) + e 
I 

(7-14) 

whens E is the assumed form of the function (surface) and e is a 

random variable with mean 0 and variance 02. E1-Shaarawi and Esterby 
(1981) used a quadratic surface to represent some limnological 
variables, i.e., 
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2 2 f(X1.X2) = do + a1X1 + a2X2 + a12X1X2 + <!11X1 + <122x,2 = '23 

(7.15) 

where_g is the vector of the unknown parameters d1, d2, Q12, all and 
azz and 3 is the vector with the elements 1, X1, X2, X1 X2, X21 and 
x22. Let g be the estimated value of_g and S2 be the estimated value 
of 02 from historical data. Under these conditions it is the objec- 
tive to use model 7.15 and the estimate of the parameters to determine 
an appropriate strategy for estimating the areal weighted mean of the 
limnological variable, which is given by 

5; =' If f(x1,x2)dx1dxz/ ffdx1dx2 V 

(7.16) 
Q Q ' i 

where Q represents the surface area of the lake. Substituting expres- 
sion 7.15 in 7.16 and integrating yields the estimate iuas a function" 

of g. 

Any sample design will result in sampling at a number of 
locations and will lead to the estimate g* of g. The variance of if 

. is a function of the values of x1 and x2 and hence the variance of 

5“ will also be a-function of x1 and x2. Then for a fixed value of n 
the:position of X1 and X2 which minimizes the variance of §u)has to be 
determined numerically by computer. 

APPLICATIONS 

Because the computer program for performing the analysis 
described in the previous section is still in the developmental stage, 
a simple empirical approach is used to study the effect of the choice 
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of the sampling design on estimating the areal weighted mean of the 
lake. This is done by assuming that an existing sampling pattern 
represents the f"true" population and hence the estimated vector Q is 
taken as the “true” vector of the. population parameters, Then ~a 

‘number of sampling designs are generated from this population. For 
example, the first design is obtained by taking every second consecu- 
tive station, so that the sample design in this case represents half 
the population. The second design is obtained by taking every third 
consecutive station and so on for other designs. Figure 84 shows the 
variance of §w for temperature against the number of sampling stations 
when the cruises of 1968 and 1977 are taken as the true population. 
The date of each cruise is shown on the corresponding variance curve. 
The figure shows that the variance decreases substantially for designs 
with the number of stations less than 20. The degree of decrease in 
the variance is very slight after 20 stations. This suggests that 
between 20 and. 25, stations are adequate for estimating the areal 
weighted mean of temperature. The same conclusion is reached Eor 
chlorophyll a where the res_ul.ts of doing the previous analysis are 
shown in Figure 85. Furthermore, Figure .86 gives the percentage 
deviation of the areal weighted mean yw from the "true" areal weighted 
mean (i.e., mean based on all stations sampled during the cruise) for 
chlorophyll a, 

‘ This shows that the magnitude’ of the percentage 
deviation does not exceed 7.5% when a design with 25 sampling stations 
is used to monitor the lake. 
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Table 66. Mean, weighted Mean, Vaxigpce, Efficiency, and the Nunber of stations 
for Each C'rui_se

‘ 

Vs.riAa.r1><>:e‘ 119,- of stations 
‘V331 "95-$h'—‘7'°‘3. Efificiency 

Daté mean, ?a mea.n_, an Actual Optiml Acthél Estilgated 
. . 

4 V —"’— 

May 17=2h 6.5“1WW “>6.8£8 '. 0.1239 0.0h80 0.387 62 2h.02 
July 29eAug.3 13.771 11.712 0.1888 0.1362 0.720 61 hh.o0 
Aug.31sSépta3 5.500 6.010 ' 0.2801 0.1382 0.h91 28. 13.80 
Nov.ha10 5.000 3.730 0.0526 0.0305 . 0.580 55 32.00 

‘Table 67. Opting; Allocation of Sampling Stations to Lake E1"ie_ 

May 17 to 21¢ July 29 to Aug. 3 _t0¥Sept.'§ kov. 1: to ]_._0 

A"Wfi6.’8r No. of ‘No. or No. or 
'sta.tions stations . stations sta"tio'n‘s 

Megn A _ Mega _ _ Megn —-—;——:- Mégn . ,‘_'
' 

Zone i’ n n n r n n n r n n n r 
‘ n ' 

1 0.566 M3 20.h6 7.92 0.750 2h _h.h 1.318 22 12.0A6.0A 0.306 36 17.6 10.2 
II 7.833 13 11.16 h.32 9.688 19 30.50 22.0 13.600 5 10.8 S.h 5.700 10 12.0 7.0 

III §_§.5.00 1: 22.914 8.8.8 255000 10 11.00 7.9 38._00'0_" 1 5.2 2.6 17.1’-£0 T 19.5 11.11 
IV 72.667 2 7.hh 2.88 h8.500 8 13.h0 9.7 hh.000 2 5.9 3 h 
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Table 63- Relative Devi§tion'and the Corresponding Sample Size 
Vhich Is Capable of Detecting Differences at 5% 
Significance Level 

May 17 to 2h‘ 
_ 
Ju1y 20-Aug. 3 Aug. 31-sept. 3 Nov. h—1o 

_d/E, 1. n .3 ._ Eli _._--2.. .”1.d/E n ,dlE_1__._n 
0.001 11h 325 0.001 319 102 0.002 1h8 635 0.002 6h h2h 
0.003 V 18 581 0.002 79 776 0.003 3? 158 0.005 16 106 
0.00h 12 703 0.00h 12 761 0.005 16 515 0.008 7 158 
0.006 7 1&5 0.009 3 191 0.007 9 289 0.011 b 026 
0.007 h 573 0.013 1 n18 0.008 5 9&5 0.013 2 577 
0.015 1 1h3 0.017 797 0.017 1 L86 0.027 éhh 
0.022 508 0.026 35h 0.025 660 0.0ho 286 
0.029 285 0.03h 199 0.033 371 0.05h 161 
0.0hh 127 0.0h3 127 0.050 165 0.080 71 
0.058 71 0.051 88 0.067 93 0.107 ho 
0.073 hs 0.060 65 0.083 59 0.13h 25 

’ 0.088 31 0.068 50 0.100 h1 
0.102 23 0.077 39 0.116 30 
0.117 18 0.085 32 0.133 23 
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APPEIHMX 

Examination of Linear Regression Models 
by Residual Analysis 

INTRODUCTION 

In this appendix the adequacy of linear regression models is 

examined. The approach used is based on the analyses of residuals 

which are the differences between the observed values and their 
corresponding estimated values. Several functions of residuals are 

presented and their uses in detecting ‘the inadequacy of regression'~ 

models are explained. 

LINEAR REGRESSION MODES 

Let y be the column vector (y1,y2...yn) of n random variables 
which is generated from the linear model 

y;= Ag +‘§ (A-1) 

where A is a matrix of order (n x k) and of full rank k,_g is a vector 
of k unknown parameters and n5 is a vector of n unobservable 
independents normally distributed random variables with mean _g. and 
variance 02. It is well known that the best unbiased linear estiate 
(BLUE) of 9 is 

IQ» = (A'A)‘1 A'y (Aa.2)



where for any matrix B, the matrices B‘ and B‘1 represent the 
transpose of B and the inverse of B (when it exists), respeétivexy. 
The estimated value of X_is 

i,= A6 
’ 

(A-3) 

using the relation-As2, Equation A23 can be rewritten as 

§_ = px 
A 

H 

r 

(A-)4) 

where p = A(A'A)'1A' is the projection matrix. The matrix P .is 

idempotant (i.e., P2 = P) and it has rank k. The vector of residuals 
is 

-x.- i 
(I - P)x_ - 

' (A-5) 
|w 

u
u 

where I is the unit matrix. The residual sum of squares is 

s = Rig 
X'(I - P)x 

The variance o2 is estimated by 

32 = S/(n-k) 
‘ 

(A-7) 
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SOME PROPERTIES OF RESIDUALS 

The sufficiency of Q and 32 for the estimation of the parameters pg 
2 indicates that the vector of residuals contains all the and 6 

i_nforma.tion for the examination ‘of the adequacy of model A-.1 

especially the dist'ributiona;l assumption of _§. Hence, it is 
appropriate to’ investigate the relationship "between "Since "I 

-‘ P and k ‘are orthogonal, we have 

3 = (I - P); 
_ 

(A-3) 

and 
33 = §'(I — P); (A-9) 

From A-8 the elements of 3 can be expressed as n 1-inear combinations 

of the elements of 5. However, since I — P is not of full but of 

rank (n - k), these linear combinations are not unique.- Under the 

assumptions of _g we have 

E(_1_R_) =. g (A,-—10) 

var‘ (3) = (I - P) 02 
. 

V 

(A-ll) 

and the distribution of 3 is multivariate normal with mean and 
variance covariance matrixj given by ‘A-10 and A—1l, respectively. "I'hi_s 

‘shows that the:--‘elements of §_~are correlated and this correlation is 

solely ‘a function of the des'ig'n'matrix A. Under certain conditions on 
the elements of A and for large values of n and small values of k, the 
correlation between the elements of B is very small and can be 
dis'rega;rded_, i.e. the elements of P are set to zero in A-11. Hence



3/0 is taken as approximately normal with mean _g and variance- 
covariance matrix I. 

As an example, consider the model 

fx=l9+£ 

where l_is a unit vector and 9 is the mean of X, In_this case k = 1 
and P = 1 l'/n. Hence the off—diagonal elements of P are all equal to 
l/n, so that for large n the correlation between the elements of §;can 
be disregarded. 

Another approach that is useful especially for moderate and 
small values of'n is to transform 3 into a set of (n—k) orthogonal 
residuals. A formula by -Jacobi (smirnov, -196h, p. 130) gives a 
convenient method for doing this. 

JACOBI'S FORMULA 

Let Q = x'Qx be a quadratic form and set 5 = Cg. Define the 
A 
square matrix Ck as the natrix which consists of the first k rows 
and k columns of C, Mk is the matrix which- is. formed from Ck 
replacing the last column of Ck by _§k where'_§k is the vector of 
length k and -its elements are the first k components of Z. Let 

A0 0, A1 = all, Ak = fckl (k = 2...n)

X 5-4 I _ Z1’ Xk = IMKU (k = 2,3...n) 
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where Ak and Xk are the determinants of Ck and Xk, respec- 

tively. If the rank of the I_l'!3.‘bI'iX C equals r and the determinants A1, 

A2,,.Ar are non-vanishing, then Jacobi's formula is

2 
r_"_1;_ Q=£'C=ZAA _ k=1 1: k-1 

where the linear forms (k = l,2...r) are linearly independent. 

Applications of Jacobi's formula give the following set 

vi = {vi - 2;2i_1‘}/ /1 + g_'i(Ail___Vl Ai_.l)‘1 1i (1 = k_+1, k+2.‘.-.n')

A 

of orthogonalized residuals, where _Qi is the least squares estimatebof 
using only the first i observations, §'i is the ith row of A, and 

A1 is the matrix of the first i rows of A. 

The normality of can then be tested by testing the 
norn‘;g,14ity of wi. If (n-kg) is Large, then the observed frequency 
hiistograin of wi can be tested for normality using the conventional 
x? method. If (”n—k) is small, graphical methods such as P — P plot 
or Q — Q plot are _adequate for detecting the departure from 
ho'r_ma,-iityv. For testing that E[€i] = O and Var[ei] =' 02, the 
following two methods are‘ used: (1) the cumu-lative "residual CUSUM and 
(ii) the cumulative squared residual CUSUMS. In the following the use 
of these methods is described. 
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THE CUSUM TEST 

The test statistics are defined as 

t .

1 
ct = 3 Z wj t = k+l...n (A-12) 

J=k+1 

under the null hypothesis 

H: E(ei) = o 1 = l,2...n 

the set of random variables Ck+1, Ck+2...Cn are approximately 
distributed as nultivariate normal with mean_Q. The elements of the 
variance—covariance matrix of Ct (t = k+1...n) are given by 

= 1. t = k+lc-on 
and 

cov(Ct,Ct+r) = t-k 

Brown, Durbin and Evans (1975) showed the critical values CaCt) of 
Ct are determined by 

— 0 o. t-k '=' ' Ca(t) —ha /n-k +z.ha 7m t1g+1...n 

where ha is the root of the equation

2 
1 — <I>(3ha) + «><na) e—2*‘ *1 = «/2 

where ¢(h.,) = I 
ha fll —x2/ 
_w -75? e ax 
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TEE CUSUHS TEST 

A related test procedure is suggested by Brown, Dufbin and 
Evans’ (1975) for testing the constancy of the variances of 

e1,e2,.,en which is given by 

CSt s swt/swn t = k+l...n 

where 

r 7 

sw = 2 w§ j:k+1 

under the null hypothesis we have 

critical values CSa(t) are used to assess the significance of 
departufes of the CSt's from their expected values simultaneously. 
These critical values are given by Durbin (1969). 
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