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: SECTION, 1 

. Inhvdudzbh 

_OBJECTIVE _ 

_ 

Regression analysis is one of the oldest statistical tools_used in 
the field of hydrology.. Its main applications have been in the study of the 
relationship between two or more hydrologic variables and thelinvestigation 
of dependence between the successive values of a series of hydrologic data; 
For example, in hydrology we are frequently concerned with the dependence of 
a given variable, Y, on one or more independent variables, X1, X2 ...Xn, so 
that we may predict the value of Y when the values X1, X2 ...Xn are known. 

p 

~ In spite of its frequent use in hydrology, a great deal of confusion 
appears to exist in its application. Regression analysis.techniques and; 
correlation analysis techniques are generally discussed together. The 
distinctions between regression and correlation must therefore be recognized 
in order to successfully apply and interpret either of the methods. These_ 
distinctions are very marked, but are frequently not emphasized because of 
the similarity of the computation procedures. 

I

I 

In a discussion of the hydrologic application of regression analysis, 
I therefore, the distinction between regression and correlation analysis must 
first-be made clear and an object.of this paper is to point out these dis- 
tinctions. The primary object,-however, is to describe the application of 
regression analysis in-hydrology and to point out its limitations. lReference 
is made periodically to correlation analysis to compare it with regression‘ 
analysis and to describe how it can be used and interpreted when used 
.together with regression analysis. 

BASIC‘ASSUMPTIONS 

There are several requirements or assumptions on_which the regression 
method is based. In most analyses these are as follows (Hahn and Shapins, 
1966):

A 

.1) the principal requirement of the regression method is that the 
‘deviations of the dependent variable about the regression_line 
be normally distributed with the same variance for each value of 
the independent variable. The assumption of normality is

A required in establishing confidence limits and in conducting 
tests of significance, but not in obtaining the least squares 
fit itself. In contrast, for linear correlation the assumptions 
are made that the data_are drawn from a bivariate or multivariate 
normal distribution, 

v.2) observations from which the regression is developed are statis- 
tically independent,



‘these assumptions will become evident;’ 

3) -the independent variables are measured (or are known) without 
error, * « 

4) a correct form of the model has been chosen, and 

5) the data are typical, that is, they represent a random_sample.ofb- 
the situations concerning which one wishes to generalize. 

, 
It should be noted that these assumptions are not completely restricav 

tive, that is, the analysis can be made on data which do not completely. 
comply with the assumptions. With experience in the use of regression 
analysis the procedures for recognizing and correcting for departures from 

" 

SEcnoI4_I 

Linear Regw_ 2'0}: 

SIMPLE LINEAR REGRESSION 

In a simple linear regression, a straight-line relationship between 
two variables, one independent and the other dependent, is assumed._ The 
dependent variable is the one whose values are distributedvat random about’ 
the regression line; so that its expected value is some function of th 
observed value of the independent variable. ~ 

The general equation is of the form:» 

Ex(Y) = A0 4’ A1 X 

"that is, the expected value of each value of-Y is a linear function of the 
corresponding value of X. 

A0 and A1 are the regression co-efficients with the intercept Y = A0 A 

and the slope of the line A1. There will be one equation for the regression 
of_X upon Y and another for Y upon X. - V- 

MULTIPLE LINEAR'REGRESSION ‘ 

I 

'

, 

_ 

In a statistical treatment of a complex model of three or more 
variables, a multiple regression analysis is used. In this analysis, one 
variable is considered to be dependent and the remainder are independent. 

In the general case of a linear relationship between the mean value 
of the dependent variable Y and independent variables X1, Xe, .,....Xk; the 
equation takes the form Y = A0 + A1X1 + A2X2 *.A3X3 ....: AkXk-



The parameter A0 is the intercept; the parameter A1 is the multiple 
.regression co-efficient of Y on X1 when the effect of all other variables 
is not considered; the parameter A2 is the multiple regression co—efficient 
of Y on X2 when the effect of all other variables is not considered. 

One of the most commonly used mathematical analysis for the multiple 
linear regression is the method of least squares. This method and other 
methods of analysis are discussed in detail in Section 4. 

SECTION 3 

Non—line¢r Regresszbn 

SIMPLE NON-LINEAR REGRESSION 

In Section 2 a straight line equation is used to describe the rela- 
tionship between two variables even when the relationship is more complex 
than the straight line can portray. When it is important to know the exact 
form of the relationship it often becomes necessary to express the relation- 
ship by means of a non-straight or curvilinear line. There is practically 
no limit to the different types of curves which are possible and which can 
be described by mathematical equations. Examples of some equations which 
are useful in statistical analysis and their corresponding curve shapes (on 
an arithmetic scale) are shown in Figure l. The curves shown in Figures 1(a), 
(d) and (e) illustrate that the curves may have a negative or positive slope 
depending on the sign of the constants in the mathematical equations. 

At this point the use of transformation of variables should be 
,mentioned and perhaps strongly emphasized because of their frequent appli- 
cation in hydrology; There are a number of advantages which may be obtaine 
from transformations (Riggs, 1960): 

1)’ a simple linear relationship is obtained among the transformed 
variables, 

2) the margina1.distributions of the transformed variables approach 
more closely to the normal distribution than do those of the 
untransformed variables, and ' 

3) the variation of the points along the regression line is more 
homogeneous (that is, the variance is stabilized). 

These advantages may or may not all occur in a given transformation; 

H” _ 

For example, the function Y = axb is linearized by the_equation 
log Y ; log a + b log X; Y = a + bx + ex? is linearized by the equation



(0) _Y=.a+bX 
9 

(d) Log Y’='. a-+bX
— 

. Y = I/’(a+bX:)v

~ 
(e) v=.a+b 

~ ~

~ 
(b) Y 5 a {bX~+cX2 

Log Y = a—+~bX+cX2

~ 
(c) v=a+bx+¢x 3 ALogY='a+,bX+c)V(z+'dX . 2

- 

L.ogY = a +_b;(_I'o*gX)+.c.(!ogX)§ 
;_d‘(|o=g_x) (g) 

*Lb”gY= a4}b‘lb~g‘XfCA(|o{jX)".’: 

Figure 1. Curves illustra-ting differérit types of functions; .

4 

LoAg.Y = a: 
A 

_’

-



§_:_%nfl = a + 2bXo + c[(x - xo)]; etc. Yevdjevich (1965) has shown that ' O 
the following additional equations may be transformed into linear form: 

beax 1) Y 

2) Y = 4 +i:b/X 

3) Y = X/(a + bX)n 

4) Y=a/(b+cx‘) 
5)) Y =‘c + befix 

A 

6) Y = c + axb 

7) Y = c + 2%; 
_3£__ 
a+bX 

9) Y_= d + cX + beax 

8) Y = c + 

10) Y = dcx baX 

decx + beax '11) Y 

'12) Y eax (d cos.bX + c sin bX) 

in which a,b,c,d and e are constants and X and Y are variables between which’ 
a relationship is being sought. In hydrology, the logarithmic transformation 
is used more frequently than the others. 1 

Functions which cannot be readily transformed to a linear relatione 
ship or fitted linearly to the data-may be developed in the form of a power 
series. When the higher order terms of the power series are neglected the 
power series are reduced to a polynomial regression as follows: 

Y = A0 + A1X + AZXZ + . . . . .. Amxm 

.in which A0, A1 .... Am are-co-efficients which must be evaluated in the 
analysis and m the order of the variable X of the last term. (m is selected 
so as to minimiie the sum of squares of departure from the line. It should be small to keep the analysis simple and to leave enough degrees of freedom, 
N=m, for making.a reliable estimate of the standard deviation; 

A 
The polynomial thus selected from curvilinear regression may be . 

analysed in_two ways (Riggs, 1960): 4' 

1) ‘the parameters are computed by the least squares method directly; 
(this involves the solution of m'+ 1 equations), ' 

2) the values of X, X2, X3 ... are treated as the variables u, v" 
z and a-multiple linear regression procedure is used to determine the parameters. .

,
I



MULTIPLE NON-LINEAR.REGRESSI0N 

_ 

In this analysis the curvilinear relationship between a dependent 
variable and two or more independent variables is determined. The analytical 
method, the least squares fitting of the regression function,-is similar to 
that used for multiple.1inear regression. The equations used for determining 
the regression co-efficients, however, are more complicated, and determination 
of parameters becomes more difficult as more complex functions are used and 
as the number of variables increases. The analytical method is usually not 
practical without the use of a digital computer to carry out the voluminous 
amount of computational work. 

i

' 

_ 

In contrast, the coaxial graphical method of regression analysis, 
which is described in Section 4, has been widely used in hydrology. _Simi1- ” 

arily, other graphical techniques can be used (Sharp et al., 1960); however, 
use of such techniques is generally laborious and reliable statistical 
inferences become difficult to make. 

sscnou 4i
i 

Methods 6f Analysis 

CURVE FITTING AND ESTIMATION OF PARAMETERS 

Graphical: The most common application of graphical regression 
analysis is in the case of the simple linear regression. The data are 
plotted on graph paper and a line of best fit-is estimated by eye and.drawn 
through the points. From this regression line, the colefficients A0 and A1 
are obtained. .. 

If a regression line is non—linear on arithmetic graph paper, it may 
be linearized by plotting the data on semi—log or logalog graph paper." In’

K 

this manner the variables are transformed automatically. However, a graphical 
analysis of the transformed variety should be approached with a certain 
amount of caution. ‘The data plotted on semi-log or log-log graph paper may 
appear to have very little scatter, but this is not necessarily true because 
graph paper has a tendency to make relatively large deviations,appear to be’ 
minimal.

' 

In the case of the multi-linear regression, the analysis becomes 
more complex. The graphical analysis is commonly done by the coaxial 
graphical method. Yevdjevich (1965) illustrates an analysis of this nature 
in relating basin recharge as the dependent variable to the-antecedent 
precipitation, rainfall amount, etc., as the independent variables. 

Graphical analysis is frequently used in hydrology for reasons 
expressed by Lyons and Cavadias in their discussion of the paper by Solomon 
(1966). Some of these reasons are:



l) graphical relationships are visible and thus can be more easily 
understood, 

2) little or no knowledge of statistical methods is necessary in 
applying graphical techniques, 

3) graphical techniques do not require the large number of manual 
computations necessary for analytical methods, 

4) graphical regression curves can take any reasonable shape that 
can be drawn, whereas the analytical methods must assume a shape 
for the curves at the outset. 

Analytical: Analytical methods, however, do have advantages over 
the graphical method and, by the use of electronic computers, the otherwise 
tedious computations are easily performed. 

The most commonly used analytical method is the least squares linear 
regression analysis. This analysis, as outlined by Neville and Kennedy (1964) 
for the simple linear regression, is based on the hypothesis; if Y is a 
linear function of an independent variable X, the most probable position of 
a line Y = A0 + Alx is such that the sum of squares of deviations of all 
points (Xi, Yi) from the line is a minimum. The deviations are measured in 
the direction of the Y—axis. ‘

' 

The general form of analysis is as follows: 

Assume n pairs of observations. Applying the general equation Y = A0 + A1X, 
— the problem is to find the values of A0 and A1 for the line of "best fit". 
For a point, XiYi, on the line we have; Yi 5 (A0 + A1Xi) = 0. However, if ' 

there is error in the measurement, there will be a residual Ei and the 
equation becomes; Y1 — (A0 + Alxi) = E1. Thus, for n observations we have 
npequations; 

Y, -' (A0 + Alxl) = E1 

"Y2 - (A0 + Alxz) I [11 N 

I I I 

I I I 

Yn ‘ (A0 + Alxn) = En 

The sum of the residuals is defined as P = ZEi2 or 
I] 

P =_Z1 [Y1 — (A0 + A1xi)]2 
.1: 

J '_The hypothesis is satisfied when the sum of the squares of residuals 
is a minimum, that is, when P 15 a minimum. This occurs when



m _ . , 
1 

m 
_ 

‘ 

.
A 

or ‘X1 KY1: (A0 + A1X_i)] =0. and 2, xi [Y1-— (A0 + A1~xi.)] :0 
1= i=1 . 

By removing the subscripts, we get the normal equations;. 

. {Y = NAO .+ Alfx
I 

Zxy = AOZX + A1‘Zx2 

Thus, by solying the normal equations for AA and A1, we obtain: 

A0 = 2x? Xv 
- Ex ZXY 

nZx2 — (Xx)?- 

A1 =nZxY —_ZX EY 
nzxz — (2:02 

And finally, by substituting these values into the general equation we getgy 
i 

Z2<.?.ZY;,-,ZYZXY' + nzxx 
- ZXZY 

Y = nZX2 -' (Ex)? nfxz — (§x)2
X 

The more complex models such as multiple linear, nonalinear and 
multiple non—linear regressions are analysed in a similar fashion. If the 
model contains n variables, we obtain n normal equations similar to the 
equations which were derived for the simple linear regression model. 
Equations for multiple linear regressions of up to six variables_are shown 
by Solomon (1966), ‘ 

" 
‘

V 

Another analytical method occasionally used for the analysis of 
parameters in a regression model is the Maximum Likelihood Method. .By this 
'method, the value of a parameter is determined to-make the probability-of 
obtaining the observed outcome as high as possible. In mathematical terms 
it is stated as, 3 log p(X)/Bu = 0, where p(X) is probability density and 
u is a statistical parameter. The use of this method is rather infrequent 
due to its complexity. \ 

MEASURES OF ASSOCIATION 

The most commonly used statistical parameter for measuring the" 
degree of association of two linearly dependent variables is the correlation 
co—efficient which is mathematically defined as fo11ows:;. 

r = {mi Mi), V 

X(_‘AXi“)2' Z(AYi)2 

fxiri - NR? 
.01‘ I‘ = 

sx 5Y



where sx and sY are the standard deviations of Xi and Yi'respectively, 
AXi é Xi — X and AYi = Yi a Y. If there is no linear relationship between 
variables, then r 0. If there is a functional linear relationship, then 
r :1. - 

V 

In Section 2, the regression co-efficients are defined,‘ The co- 
efficient A1 may be expressed in terms of the correlation co-efficient r and 
the standard deviations sx and sy in the following manner. 

Aly S r(sY/sx) for regression Y versus X. For regression X versus Y 
the equation becomes; 

A1x = r(SX/SY) 

From these equations we obtain the co-efficient of determination; 

D = = AIXAIY 

The co-efficient of determination is a measure of the difference between the 
variance of the observed values Y1 and the variance of the values determined 
for given values of X1 by the use of the linear regression line. As D 
increases, the difference between the variance of observed values and the 
variance of the determined values decreases. 

Another measure of association is the standard deviation of residuals 
which is expressed mathematically as follows: -

’ 

D. 
_ 

,2 (M92 
SY;= i=1’, = sy V1 - r2

n 

‘Ari = Y1 - Y 

where Yi is the observed value and Y is the value determined by the regression 
line for a given X = Xi. 

4
‘ 

The unbiased standard deviation of residuals is given as: 

SY V1 — r2 

.Since §y is the spread of points around the regression line, a large value 
of §y indicates that the spread is large. 

Inva multiple linear regression, the degree of correlation of a 
dependent variable to two or more externally independent variables can be 
measured by the use of variations of the previously described parameters. 
The multiple correlation co-efficient takes the form



whefe §ei 1S the standard deviation of estimated values, 51 is the standard‘ 
deviation of actual values of X1 and S1 is the standard deviation of-residuals. 

2 
The co¥efficient of multiple determination D1 then becomes equal to 

R1 _
. 

The unbiased standard deviation of residuals takes the form 

§1= ~ 
where §1 is the unbiased and S1 is the biased standard deviation of residuals 
and m denotes the number of/parameters in the regression model. 

STATISTICAL INFERENCE 

Because the regression lines and the degrees of association are 
measured by parameters, the reliability of these estimated parameters is 
important. This reliability is measured by the procedures commonly referred 
to as_confidence limits and tests of significance. * 

The confidence interval is that interval around the estimated 
parameter within which a given percentage of parameters of a large number of 
samples is expected to be found. This given percentage is referred to asi 
the level of confidence. For example, the confidence limit at the 95 percent 
level means that, out of 100 samples of equal size, it is expected that 95. 
values of a parameter would be inside that interval. 

’
T 

If the estimated parameter falls inside the confidence limits, it 
may be significant or non-significant depending on the problem. If it-falls 
outside, it may be considered as non-significant or significant depending on 
the problem. The limits in hydrology are generally chosen at between 80 
and 95 percent either by convention or by judgment. 

The computation of confidence limits will first be illustrated for 
the case of simple linear regression defined by Y = A0 + AIX. The variance 
of an estimate enables us to form confidence limits of the estimate. ‘In 
considering the variance about a regression line, the deviations are taken 
from the line instead of from the mean. Thus the variance of Y, estimated 
by the regression line, is the sum of squares of deviations divided by the 
number of degrees of freedom, v, available for calculating the regression 
line: 

2 - Z512 sy v 

in which E1 = Y1 - (A0 + Alxi). For n observations there are n —V2 degrees of 
freedom_(§ince two constraints determine the regression line: the centroidal 
point (X,Y) and either slope A1 or intercept A0). Hence, 

2 = E512 SY n-2 

10 
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The variance of the mean value of Y, that is, Y, is given by 

and confidence limits are written for Y for some desired level of significance 
of t and for the appropriate number gf degrees of freedom. Thus the true 
value-of 7 lies within the interval Y 1 tsy. 

_.7.«xe 

V A To obtain a closer estimate of the confidence limits, the limits for 
1‘ Y1 corresponding to aAspecific_value of Xi can be calculated. To do this we_ 

need the variance of Y1 (denoted by Y). The limits are for the mean estimated 
value for Yi, that is,Y§. The variance of this mean value is: 

. . _ 
' 2 

5?. 2 = 5Y2 %- + LXI 1 Z‘(X _ X32 

The confidence interval for the mean estimated value of Y} is then 

Y; i tSYi 

In predicting the confidence interval of a single estimated value fi, the 
variance of.a single value is used as follows: 

s&.2 =9YZ[1+i*""—‘& _EO¢] 
1 D Z(X _ x)2 

The confidence interval then becomes 

Y i tsyi 

The variance of the slope, A1, can be shown to be 
syz

I 

sA12 = 
§(X-X)§ 

' The confidence band for the slope is therefore represented.by a double fan- 
shaped area with slopes of A1 i tsA1 and apex_(X, Y). The effect of the 
slope confidence bands is that the confidence area of the regression now 
becomes bounded by smooth curves asymptotic to the confidence interval of 
the slope near the ends of the range of the observations. This is graph- 
ically illustrated in Figure 2. 

To define the regression line by use of the intercept A0, we must find the variance of A0 as a particular case of the variance of any mean estimated value Yi, In this case, Xi = O and the variance of A0 is given by 
. 1 X2 
‘SAO2 ‘ 5Y2 [T Zcx - $02] 

When the theoretical value, A0, of the slope A1 is known, a t—test 
1 W

11
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Figure 2. Confidence limits illustrating the confidence area of the mean and the 
individual points fbr simple linear regression; 

may be used to determine whether there is a significant difference between 
A0 and the value of A1 given by the regression line; The test‘is applied to 

1 
. 

- 

s . V .. . 

[A1—A<1>I.'~ The, sta‘.jn’d_ard- devviiat-ion of |A1:Ac1n] is‘ equal to the standard deviation 
‘ of All sA1{ because A? is free from error;- Thus 

' 

d d 

A‘ - AV 
L1. 3] 

t = ———-— 
5A1 

and if the calculated t is greater than that-tabulated fer the required level 
of significance then we conclude there is a significant difference between ,’ 

A? and A1. A similar test can be applied to the intercept A0 in which 

A0 - Aol‘
V 

’°=|—?‘°' 
A0

12



~ 
In the case of multiple linear regression, expressed as 

)’ :‘Ao + Alxl + AZXZ + ... Akxk 

in which A0 is a constant and A1, A2 ... Ak are partial regression cog 
efficients, the confidence limits can be established in a manner similar to 
‘that described for simple linear regression. -In the analysis, the partial 
regression coéefficients_are used together with the standard deviations of 

T the partial regression co—efficients, 5A1, 5A2, etc. The tests of signi- 
ficance of the regression co—efficients are 

t = §X— for the first regression co—efficient 
I

. 

A . 

t = §3—- for the second, etc. 
A2 

The number of degrees'of freedom for this case is v'= nekal. This test 
.effective1y tests to see if the selected independent variables significantly. 
influence the variable Y; If the regression equation is found not to be 
statistically significant, then the regression equation must be revised. 

To test if the regression co?efficient,VA1, significantly differs from 
a known theoretical value, Ao, the t test is applied: ‘ ' 

l“J' ' A9? __._..L_ 
5A 

.t‘= 

The nullghypothesis is rejected if t for some required level of significance 
is larger than the critical tabulated value for n-k—l degrees of freedom; 

‘The test to determine if the multiple regression as a whole is 
5?ati§tl§ally significant is done by comparison of the variance contributedV by the regression and the error variance sY2. This is done by means of the" F-test.‘ For example,‘for k=2, that is, three co¢efficients are used ‘ 

i

' 

(Ao,“A1_and A2), the sum of the squares of deviations, Zcz, in Y accounted 
by the regression'1s ’ 

' 
' 

-‘ ' 

Zc-2 = A1Z(Y-Y)(X1- in + 22) 

Therefore,
1 

= Zcz/k F . 

SY2 

with the number of degrees of freedom v=k=2 for the numerator, and v2 ; n?k-1 = n-3 for the denominator. If the computed F is greater than the value 
,tabu1ated, then the hypothesis that all the true partial regression co- 
'efficients are equal to zero is rejected.

i

13



.The analytical method for simple curvilinear and multiple curvilinear 
regression is similar to that used for linear regression." The_equations 
used become relatively more complicated and use of digital computers is 
usually made in their analysis. ' 

SECTION 5 ‘i 

In conclusion a number of general items can be summarized. In the 
regression analysis the following basic procedure of analysis may be used: 
the data must first be selected and'examined;‘ On the basis of*physica1 
consideration and/or convention a regression model is established: Either 
graphical or analytical methods can then be used in fitting the curve and 
estimating the parameters of the association. Calculation of the regression 
co-efficients, correlation co-efficients; etc. may be made to determine the 
degree of association of the variables and finally, significance tests may. 
be made to determine the reliability of the analysis. 

' 
'

' 

Hydrologic data rarely, if ever, completely meet the requirements 
or assumptions on which the regression method is based, Its main difference 
from correlation analysis should again be emphasized; the regression method 
does not require that the variables be normally distributed as does.the ‘ 

correlation method. Although the correlation co-efficient has been shown to 
be a measure of association between variables, it may not be a reliable 
measure ifvat least one variable_does not conform to a normal distribution. 
Limited confidence should be_placed on t-tests and.co-efficients of deter- 
mination and correlation until the absence of skewnes__s __in the'da-ta.~i's. 
established (Sharp and others, 1960). Hydrologists sometimes tend to 
evaluate results‘of regression analysis as if they were correlation analysis. 
The regression problem must be recognized if an appropriate interpretation of 
the analysis is to be made. 

‘ * 

A number of other precautions must be observed in the application of 
the regression method: A

’ 

l) indexes are often used to describe quantitatively one-or more 
variables of a regression model. Selection of indexes is 
difficult; they must accurately reflect the effects, no two 
should_describe the same thing, and a variable or any_p0fti0n 
thereof should not appear on both sides of the equation. 
Several different indexes are often tried in the analysis. 

2) a variable that seems unimportant over a limited_range of 
variation may be very important over a broader range.

14



3) 

4) 

5) 

6) 

7) 

3) 

9) 

i 

10) 

11) 

(if many variables are used in the analysis spurious statistical 
significance (due to chance) may result. The variables should 
therefore be carefully scrutiniied on the basis of physical 
considerations. 

4 

~
' 

highly correlated variables should not both be used in the 
regression equation. Only the variable which has a true effect , 
on the dependent variable should be used. ' '

o 

-omissions of important variables from the model (that is,. 
variables for which no data are available) may result in biased 
estimates of the terms included in the model." Such emissions 
can sometimes be detected by examination of the calculated 
residual values and then closer examination of those'actua1 
values which differ the most from the predicted. 

a correct form of the regression model must be selected. Linear” 
models are relatively_simple and should be used whenever possible. 
When a linear model-is found inadequate a more complex model 
Ashould be tried. An F test can be used to evaluate if use of a 
more complex model results in significant improvement over the 
simpler model. It is often also useful to plot each independent 
(variable against the dependent variable and from these determine_ 
if the relationship should be linear or non-linear._ It should 
'be noted, however, that inclusion of too many variables in a 
multiple regression analysis often leads to_difficu1ty in the 
physical interpretation of the results and is often not good 
practice. ‘ 

although it was assumed that_the deviations of the dependent 
variable about the regression line are normally distributed 
‘with constant variance, the F—test for significance and the‘ 
t—tests for setting confidence limits are frequently insensitive 
to slight deviations from these_assumptions. The normality 
assumption may be examined by plotting the calculated residuals 
on normal probability paper. ‘ 

'

~ 

if the observations from which_the regression is developed are 
"not statistically independent, use may be made of "dummy variables" 
in the model to account for the different items or other idena 
tifiable variables which affect the dependent variable but which 
cannot be expressed on a quantitative scale. 

errors in the measurement of independent variables are usually 
ignored if they are slight. Appreciable errors, however, may 
disqualify the use of the regression method. 

‘although there can be no linear re1ationship’among the independent 
variables (such as one variable being a multiple of another),‘ 
non-linear relationship (such as X1, and X12) may be used in 
complex models. 

the number of observations must.exceed the number of constants 
in the regression model. At least 10 more data points than
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unknown coeefficients-should be fised.to assure a satisfactory 
number of degrees of freedom for the estimation of the standard 
“error of the regression. >_ 

i‘ '
" 

Granhical.endYanaiyticai regression ana1yses.ere among the most 
useful statistical tools in hydrology.‘ The use of the digital computer 
‘considerab1y’reduces the work of the ana1ytica1_anfi1ysis making it possible 

V-toiinclude vaxiables which would otherwise go unnoticed; _The analytical 
‘analysis must be done with care and with the_he1p of graphical plots, 
otherwise it is possible to get nonsense correlations or to draw unwarranted 
inferences from the data.

16



APPENDIX- A 1 

lixamples of Regression’ Analysts in Hydrology 

‘Regression analysis is a valuable tool in many kinds of studies. 
The analyses-have been used in studying streamflow, forecasting water supplies 
from snowmelt, estimating flood peaks, detecting changes in streamflow 
resulting from changes in the use and treatment of land, and in solving many 
other types of operational problems. Some examp1es of regression analysis 
with which the authors are familiar are described below in greater detail. 

. Examples of simple regression analysis (two variables) are as follows; 

1) 

2) 

.3)" 

4) 

runoff related to precipitation for a drainage basin, 

discharge related to stage for a particular cross-section of a 
stream, 

suspended sediment discharge related to water discharge for a 
particular cross—section of a stream," ' s ' 

snowmelt related to radiation. 
' In the case of multiple regression analysis, a more complex model 

is used. The dependent variable is related to two or more independent 
variables, 

1) 

2) 

3) 

4) 

These examples are only a few of the many that are found in literature. 

Examples of multiple regression analysis are as follows: 

surface runoff related to precipitation, antecedent precipitation, 
groundwater in storage, temperature, percentage of watershed in 
row crops, percentage in pasture and terraces (Sharp et al., 
1960), ' 

evaporation related to temperature, wind velocity and humidity, 

suspended sediment discharge related to water discharge, basin 
condition (availability of sediment) and time in days since the 
preceding peak flow, 

basin recharge related to antecedent precipitation, week of year, 
storm duration and storm precipitation.
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7 
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