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Introduction 
 

Magnetotelluric geophysical exploration comprises the measurement of time-varying fluctuations of 

the natural electric and magnetic fields of the Earth (Cagniard, 1953; Tikhonov, 1950).  Data from 

multiple sites spanning a survey area are analyzed in the frequency domain and used to map the spatial 

variation of the subsurface electrical properties (i.e. the resistivity). In the frequency domain a skin 

effect controls the depth of investigation and for simple layered earth structure (1-D) signals with 

longer periods (or lower frequencies) penetrate to deeper layers than shorter periods (or higher 

frequency) signals.  If a broad range of frequencies at each site are measured then the variation of 

resistivity with depth can be determined.  

 

Enhanced electrical conductivity (the inverse of resistivity) in the crust is often linked to the presence 

and mobility of charges within a variety of material: aqueous fluids within porous strata (e.g., Glover 

and Vine, 1995; Hyndman et al., 1993), graphite, interconnected grains of metallic oxides, and 

sulphides, (e.g., Jones and Craven, 1990; Katsube and Mareschal, 1993; Li et al., 2003). Laboratory 

studies have indicated there are several sources of enhanced electrical conductivity in the mantle, 

including graphite, hydrogen, partial melt, water, and temperature variation (e.g., Constable, 2006; 

Ducea and Park, 2000; Hirth et al., 2000; Jones, 1999; Karato, 1990; Korja, 2007; Selway, 2013; 

Yoshino et al., 2008). The spatial variation of the resistivity can also be used to infer processes that 

have led to the formation and subsequent modification of a region (e.g., Evans et al., 2011; Ferguson 

et al., 2012; Spratt et al., 2009).  

 

Much has been written about the Superior Province and therefore only a cursory summary will be 

presented here. It largely consists of rocks formed between 2.8 and 2.7 Ga (Hoffman, 1989) ago. The 

recent study area is largely focussed on the Abitibi Subprovince whose characteristic polycyclic 

volcanic stratigraphy is overlain by a sequence of turbiditic sedimentary material and synorogenic 

clastic rocks. The Abitibi is thought to be a remnant of a larger Neoarchean granite–greenstone terrain 

that underwent rapid crustal growth during the Neoarchean (Card, 1990; Percival et al., 2004) .  

Several periods of granitic intrusion and folding and faulting also characterize the Abitibi Subprovince 

(Card and Poulsen, 1998). The study area also includes the Pontiac Subprovince, an Archean 

metasedimentary (and plutonic) terrane separated from the Abitibi to the north by the Cadillac Larder–

Lake Fault Zone (CLLFZ) (see Figure 1). The boundary of the Abitbi subprovince with the Grenville 
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Province  to the south is marked by the Grenville Front Tectonic Zone (GFTZ) (Card and Ciesielski, 

1986).  

 

The magnetotelluric data used in this study are described in detail in Boerner et al. (2000) and 

Adenunji et al. (2014) who have redone the 2D modelling in the region. This report is focussed on 

generating new 3-D maps of the spatial variations, and compares the result with previous models for 

the area. 

 

Figure 1: Simplified geotectonic map of the study area. Sub-units of the Superior and Grenville Provinces are labeled. GF = 

Grenville Front, OBG = Ottawa Bonnechere Graben; CMBBZ = Central Metasedimentary Belt Boundary Zone. Modified 

after Adetunji et al. (2014). 

Data Selection 

Full impedance tensor data was available at 129 sites, while vertical field transfer function data of 

varying quality was available at 97 sites. The data that was collected contains periods ranging from 

0.0026 s to 1820 s. Inversion of a large number of sites across a broad frequency band requires a 
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significant amount of computer memory, and so the first step in the inversion process is data selection. 

A preliminary model and dataset was built using all 129 sites, and the data sensitivity matrix was 

calculated for a half-space model with a resistivity of 10000 Ω-m. Using the sensitivity matrix in 

combination with visual inspection of the data, 24 sites were removed from the dataset. Sites were 

removed on the basis that they were generally within a few kilometers of other sites, and as such had 

very similar data and overlapping ranges of sensitivity. Next, the periods to be inverted were selected. 

The data tended to be have higher associated errors at the lowest and highest periods, and were 

therefore excluded. A total of 14 periods were selected between 0.01042 s and 1365 s, with 2 or 3 

periods per decade. Finally, while the majority of the sites include transfer function data, we were 

forced to exclude it from the inversion due to computational restrictions. 

3-D Modelling 

Data was inverted using the WSINV3DMT modelling code (Siripunvaraporn et al., 2005). The code 

uses the Occam approach which seeks a model with minimum structure and appropriate fit to the 

provided data. Orienting the mesh and data with geological structure is useful when the diagonal 

components of the impedance tensor are not being inverted (Kiyan et al., 2014). Nonetheless, in order 

to simplify interpretation, the mesh and data azimuths were set to 0˚ and all impedance components 

were included in the inversion. The diagonal (Zxx and Zyy) components tend to have higher associated 

errors than the off-diagonal components, and so are typically down-weighted in the inversion process. 

This down-weighting takes the form of increasing the associated errors. If the errors are increased by a 

large factor, the inversion process practically ignores the diagonal components d this has been shown 

in synthetic studies by Kiyan et al. (2014) to lead to erroneous results. In order to strike a compromise 

between being able to match all the data without overfitting to noise, the errors associated with the 

diagonal components were increased by a factor of 10, and an error floor of 7.5% was applied to all 

components.   
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Figure 2: Initial model used for inversion. '+' signs indicate site locations. White dashed lines indicate positions of the depth 

slices shown in Figure 3. The solid rectangle indicates the bounds of model resulting from the focused inversion. 

The inversion process attempts to find the best fitting model while also minimizing the difference 

between successive iterations and the starting model. It has been found that when starting with a half-

space model the inversion tends to converge to a local minimum in terms of RMS misfit within a few 

iterations (typically 3 to 5). In most cases however, the RMS of the best fitting model among these 

iterations is unsatisfactory. It has been found that superior results may be attained by taking the best 

fitting model among the initial iterations, and restarting the inversion using it as the starting model. 

Note that some caution should be exercised when doing this. A starting model with geologically 

impossible features will tend to generate further iterations with impossible features, albeit with a lower 

RMS misfit.  

Beginning with a half-space model (Figure 2), the inversion was run for 3 iterations. The best fitting 

model among these was then set as the starting model, and another 3 iterations were run. This process 

was repeated a total of 7 times, eventually reaching a model whose response fits the data with an RMS 

of 2.136. 

Figure 3 shows a collection of depth slices, and Figure 4 shows west-east and south-north slices 

(profiles shown in Figure 2). The top 10-20 km of the model is generally resistive, with values 

exceeding 10000 Ω-m. In most parts of the model, there is a transition at around 10-15 km from the 

resistive upper crust to more conductive layers which persist down to mantle depths. Beyond these 
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large scale features, the model is marked by a number of small, isolated conductors at depths less than 

10 km. While the range of periods included in the inversion should be sufficient to resolve some 

structure at depths shallower than 10 km, the discontinuity of the shallow conductors in the vertical 

direction suggests that more mesh is required between 5 and 10 km. At depths greater than 20 km, the 

model is spotted with several conductors, some of which connect with conductors at greater depth (C2, 

C5), and others which terminate within a few layers (C1, C3, C4).   

 

Figure 3: Plan views of the model at various depths. 

In general the MT method is better at resolving conductors than resistors (Smith and Booker, 1988).  It 

is often difficult to interpret whether or not a resistor is present in a model because the data requires it, 

or simply because of the choice of regularization combined with lack of sensitivity to that region. To 
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attempt to quantify the relative uncertainty associated with different features of the final model, the 

resolution matrix for the model was calculated following a method similar to that given in Grayver, 

(2013). Starting with the sensitivity matrix J, a data-weighted sensitivity matrix is calculated via 

 J̅ = W𝑑J ∈ ℂ𝑁𝑑×𝑁𝑚 (1) 

where W𝑑 is a diagonal matrix whose diagonal elements correspond to the inverse of the data errors. 

The sensitivity matrix is an Nd×Nm matrix, where Nd and Nm are the number of data and model 

parameters, respectively. Note that for the inversion code used here, the real and imaginary parts of the 

impedance data are considered separately, and so we re-write the weighted sensitivity matrix as: 

 
Ĵ = (

𝑅𝑒{J̅}

𝐼𝑚{J̅}
) = (

W𝑑 𝟎
𝟎 W𝑑

) (
𝑅𝑒{J}

𝐼𝑚{J}
) ∈ ℝ2𝑁𝑑×𝑁𝑚 (2) 

To calculate the resolution matrix, the right singular vectors of Ĵ are required. The singular value 

decomposition (SVD) of Ĵ is be written as: 

 
Ĵ = 𝐔𝚺𝐕𝑇 = (U𝑟 U0) (

S𝑟 𝟎
𝟎 𝟎

) (
𝐕r

T

𝐕0
T) (3) 

where the columns of 𝐔 and 𝐕 are comprised of the left and right singular vectors of Ĵ, respectively, 

and 𝚺 is a diagonal matrix whose elements are the singular values of Ĵ. The resolution matrix is then 

calculated as: 

 R = 𝐕r𝐕r
T (4) 

The resolution matrix describes how well each model parameter (i.e. cell) is resolved. Ideally it is an 

identity matrix, representing that each parameter is perfectly resolved. However due to the fact that the 

inversion problem is underdetermined, in addition to the smoothing that occurs in Occam style 

inversions, each model parameter results from an averaging process with other nearby parameters 

(Alumbaugh and Newman, 2000). Each row of the resolution matrix represents a single model 

parameter, and the elements of that row indicate the weight each other parameter had in the averaging 

process. As the model resolution matrix is 𝑁𝑚 × 𝑁𝑚, in most cases for 3-D inversions it is infeasible 

to store the full matrix. Therefore, only the diagonal of R was calculated and stored. The resulting 

vector represents the weight each model parameter has in determining its own value, or in other words, 

the resolution of each individual model parameter.   

Figure 4c and d show the same sections of the model as Figure 4a and b, but with the transparency of 

the model set to reflect the resolution of each parameter relative to the average cell resolution. Note 

that as cells with large volumes (e.g. those cells within the model padding) tend to have inflated 
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sensitivity values, and therefore resolution values. To counter this, the resolution of each model 

parameter was scaled by its volume. Cells which are completely opaque are said to be reasonably well 

resolved, while those that are completely transparent are poorly resolved. Consistent with the physics 

of the magnetotelluric method, the centers of all conductors have good resolution. The large regions of 

connected conductors (e.g. C2a, C2b, and C2c) also seem to be well resolved. The resistive areas 

which break up the conductive regions (R1, R2, and R3) are not well resolved, and so it is difficult to 

say whether or not there is in fact a resistive gap between the conductors. 

 

 

Figure 4: a) South-north and b) west-east depth slices with positions as indicated by the dashed lines in Figure 2. c) and d) 

show the same slices as a) and b), respectively, but with the transparency of the model cells set relative to its corresponding 

value in the model resolution matrix. 
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Data Fit 

As was mentioned earlier, the RMS misfit of the model is 2.13. The RMS misfit of each of the 

components that were inverted are given in Table 1. The overall RMS at each site is shown in Figure 

5. A number of sites near the center of the model have a higher than average RMS. The highest misfit 

is found at site g90010, with an RMS of 5.7. Figure 6 shows a set of determinant average apparent 

resistivity pseudo-sections at 4 periods. These sections were generated by calculating the apparent 

resistivity at a number of periods for each site, and then applying a natural nearest neighbor 

interpolation scheme (Sibson, 1981) The general trend of these sections is matched by the generated 

model, namely higher resistivities at lower periods (shallower depths), moving to lower conductivity 

with increasing periods (i.e. depth). Overall, apparent resistivity pseudo-sections generated using the 

model response (Figure 7) match well with those generated using the raw data. One feature of these 

data pseudo-sections that is not recovered in the model nor the response pseudo-sections is the 

resistive feature near the center of the model (‘R’ in Figure 6). Note that the anomalously high 

apparent resistivity is due to the data at site g90010 (data for this and other sites are shown in Figure 8, 

9, and 10), which explains the poor data fit at that site. 

Table 1: RMS misfit for each data component 

Component Base Error Multiplier RMS Misfit 

ZXXR 10 1.5 

ZXXI 10 1.87 

ZXYR 1 2.21 

ZXYI 1 2.67 

ZYXR 1 2.21 

ZYXI 1 2.61 

ZYYR 10 1.88 

ZYYI 10 2.27 
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Figure 5: Top – RMS misfit for each site that was used in the inversion. Bottom – Map of the sites, where the size of each 

circle indicates the relative data misfit at each site. The site with the largest RMS (g90010) is indicated by the arrow. 
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Figure 6: Determinant average apparent resistivity sections generated using the data at periods of a) 0.028 s, b) 0.889 s, c) 

42.67 s, and d) 455.1 s. Values are interpolated between sites using the natural nearest neighbor interpolation scheme 

(Sibson, 1981).  

 

Figure 7: Determinant average apparent resistivity pseudo-sections generated using the model response at periods of a) 

0.028 s, b) 0.889 s, c) 42.67 s, and d) 455.1 s. 
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Figure 8: Data and response plots for the ZXY data components. Note the anomalously high values and poor fit for site 

g90010. Y-axis values are scaled by the square root of the periods. Data points that were used in the inversion are outlined 

in black. 

 

Figure 9: Data and response plots for ZXXR and ZYYR components. Amplitude values have been scaled by the square root 

of the period. 
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Figure 10: Data and response plots of apparent resistivity and phase. Apparent resistivity data is shown in a log10 scale 
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Focused Inversion 

The large-scale features at crustal depths in the model presented above are fairly pronounced. The 

model suggests a highly resistive crust from 0-10 km depth for the western part of the model, with a 

sudden increase in the thickness of the resistive feature beginning at the part of the model which 

corresponds with the boundary between the Southern and Pontiac sub-provinces. However, as was 

discussed in the previous sections, the resolution at depths shallower than 10 km is very poor due to a 

combination of the mesh and periods used in inversion. Therefore, to resolve features within the 0-30 

km range, a second model was generated using a much finer mesh, focusing on the central corridor of 

stations (white box in Figure 2) and using periods ranging from 300 to 0.1 Hz. The resulting model 

had an RMS of 2.56. The model presented in the previous sections, and the smaller scale model will 

hereafter be referred to as models A and B, respectively.  

 Figure 11 shows coincident west-east cross-sections of the two models along the dashed line and 

constrained within the white box indicated in Figure 2. There are some obvious similarities and 

differences between the models that highlight one of the problems with inversions, namely that of non-

uniqueness. The upper-most section of conductor C5 has been imaged in roughly the same location in 

both models, considering the difference in mesh size. Conductor C4, however, is located 20-30 km 

further east in model B. These differences suggest that in general, the small scale structures above 10 

km depth in both models should be considered carefully. There are also similarities and differences in 

the larger scale structures within the models. The biggest difference pertains to the lateral continuity of 

conductor C5. The resolution of the cells beneath conductor C4 in model A is noticeably lower than 

that of the surrounding cells. As a result, it is difficult to say whether or not the resistive zone 

separating C4 from C5, as well as the gap between western and eastern portions of C5 are real. Model 

B brings this further into question. While there is still a zone of higher resistivity separating C4 and 

C5, the gap separating the western and eastern sections of C5 itself has vanished. 
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Figure 11: West-east sections of model A (top) and B (bottom) along the horizontal dashed line within the white box in 

Figure 2. 

Rather than comparing the south-north sections of models A and B, Figure 12 shows slices from each 

model taken by interpolating the models between the sites along the south-north profile (see Figure 13 

for the path taken). The path taken is very close to the south-north taken by the slice in Figure 3a, and 

some of the same features are visible in Figure 12. As was the case with the west-east sections, there 

are similarities and differences between this slice of models A and B. It is encouraging to see that 

conductor C2b is visible in both models in nearly the exact same locations. The greater resolution at 

shallow depths afforded by the focused model seems to agree with what is seen in model A, namely 

that the there is a thinning of the resistive portion of the crust in the vicinity of C2b. The models do 

disagree on whether or not the upper and lower portions of C2b are in fact connected. Both models 

have a slightly conductive feature further to the north, however they disagree as to its exact location. 

In model A, C2a occurs ~40 km north of C2b, while in model B this distance is nearly 100 km. 

Another similarity between the models as shown in these slices is the structure at depths less than 20 

km. While the exact resistivity values vary, both models show features R1 and R2 as having similar 
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geometry, and having resistivities greater than 10000 Ω-m. Furthermore, they both agree on the 

increased thickness of R1 to both the south and north of C2b. 

 

Figure 12: Slices from models A (top) and B (bottom) through a south-north profile of stations. The plots are aligned such 

that the lateral positions correspond to the same locations. 

Comparison with 2-D results 

Adetunji et al. (2014) examined and inverted apparent resistivity and phase data from 40 MT stations 

from the Lithoprobe and POLARIS projects along a 650 km long profile through the Abitibi-Grenville 

provinces. The Lithoprobe sites form part of the dataset used in this study. Figure 13 shows a map of 
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the region, with the site locations used in the 2-D inversion (black triangles and pentagons) and the 

overlapping sites in the 3-D survey (grey diamonds). The sites along the dashed white line also 

represent the path taken by the slices in Figure 12. 

 

 

Figure 13: Simplified geotectonic map of the study area showing the location of the MT sites. Black triangles and pentagons 

represent MT sites from the Lithoprobe and POLARIS projects, respectively. Grey diamonds represent a subset of the sites 

used in this study. White dashed line indicates the path of the slice from the 3-D model given in Figure 12 and 13. Red 

dotted line indicates the path of the Niblett-Bostick section shown in Figure 15. Modified after Adetunji et al. (2014). 
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Figure 14 shows a comparison of the crustal and lithospheric resistivity models from the 2-D inversion 

of Adetunji et al. (2014) and a compilation of the 3-D models generated for this study. Note that the 2-

D model in Figure 14 has been truncated at the south-east end to match the 3-D model. At first glance, 

the models are remarkably similar. Both models have resistive upper crusts with thickness ranging 

from 10 to 20 km and resistivities greater than 10000 Ω-m (R1a and R1b), exhibit generally increasing 

conductivity with increasing depth, and have conductive anomalies with resistivities of ~10 Ω-m 

between 60-130 km depth (C2c). Furthermore, both models have conductive features in the lower 

crust (C2b), extending approximately 40 km to the south-east and abruptly transitioning into resistive 

feature (R1b). While the labelled features are found in some form in both models, the locations of 

most of the features is different between the 2-D and 3-D inversions. In the 3-D model C2b and C2c 

occur near a latitude of 48˚, which corresponds to the boundary between the Abitibi and Pontiac sub-

provinces, whereas the similar features found in the 2-D models are found close to 47˚ latitude at the 

boundary between the Pontiac sub-province and the beginning of the Central Gneiss Belt (CGB). This 

boundary is also known as the Grenville Front (GF). Both models show resistive features (R2), 

denoted in Adetunji et al. (2014) as a ‘modified Archean lithosphere’. In the 2-D model, this feature 

begins 50 km depth directly to the south of the GF, and dips further to the south-east for ~300 km (not 

shown). A similar feature is evident in the 3-D model, however it begins ~50 km north-east of the GF 

and terminates within ~100 km, although this likely has more to do with the lack of sites (and 

therefore lack of sensitivity) to the south of the GF than the data itself. As with most of the deeper 

resistive features in the 3-D model, feature R2 is not well resolved according to the calculated 

resolution matrix. 
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Figure 14: Crustal and lithospheric models from the 3-D (left) and 2-D (right) inversions. The slices of the 3-D model are the 

same as those shown in Figure 12, while the 2-D model is that presented in Adetunji et al. (2014). Transparency in the 3-D 

model indicates areas with lower than average resolution. 

A sensitivity test was performed over the uppermost portion of conductor C2c in order to help 

determine if it is required by the data. Using the focused 3-D model, a block with a resistivity of 10000 

Ω-m was placed over C2c at depths between 5 and 15 km, and the forward model was calculated. 

Overall, the RMS increased by only 0.24 (going from an RMS of 2.56 to 2.8), however, the RMS for 

sites in the immediate vicinity of C2c increased by an average of 0.92. The increase in RMS misfit at 

these sites suggests that some sort of conductive feature is likely required near the boundaries between 

the Abitibi, Pontiac, and Southern sub-provinces.  

A closer look at the data in the form of a Niblett-Bostick transform of the determinant average 

resistivities is shown in Figure 15. The plot shows an interpolated slice through the Niblett-Bostick 

transformed determinant-average data along a similar profile taken in Figure 14. In order to limit the 

amount of interpolation, the slice was taken moving between each site along the profile. The 

difference in the paths taken by the profiles is for the most part negligible; however, there is a slight 

shift to the west near the center of the Niblett-Bostick profile which means the portion of the plot near 

latitude 47˚ will coincide with the boundary between the Southern and Pontiac rather than the GF. 
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Figure 15: Interpolated slice through Niblett-Bostick transformed of the determinant average resistivities data along the sites 

nearest to the profile indicated by the dashed line Figure 13. Dots indicate available data points. 

As in the 2-D and 3-D models, the transformed data indicates a generally resistive crust to depths of at 

least 20 km. However, it also shows three regions with increased conductivity at depths less than 20 

km. Two of these regions coincide with bounds of feature C2c as seen in the 3-D model, around the 

northern portion of the boundaries between the Abitibi and Pontiac sub-provinces. The third region 

coincides with the southeastern edge of boundary between the Southern and Pontiac. This seems to 

suggest that most of the conductivity seen in the models at crustal depths is due to conductors within 

or at the boundaries of the Southern and Pontiac, as well near the southern edge of the Abitibi sub-

province. 
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Appendix 

 

 

Plan view of the focused model (Model B) at various depths. 
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Station locations for the Abitibi-Grenville survey 

 

 


