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Foreword 

In 1990 the Economic Council of Canada released Good Jobs. Bad Jobs, a Statement on 
employment in the service economy. The motivation for that publication was the rapid 
growth of services and the need to know more about its implications for the well-being of 
Canadians. 

Good Jobs. Bad Jobs has attracted a great deal of attention since its release. Its analysis 
of the economic role of services and the nature of employment in a service economy has 
pointed to a number of fundamental changes in the operation of the labour market, and in 
the content of work and how it is organized. It also underlined the point that many of our 
traditional approaches no longer "fit"; policies need to be reshaped in order to support job 
creation and maximize the contribution of Canada's human resources in the changing 
environment. 

This volume presents the details of the Council's research on employment and the serv­ 
ice economy. It considers the topics highlighted in Good Jobs. Bad Jobs in much more depth 
and with the benefit of an additional year of analysis. The first part of this report is concerned 
with the nature of service industries, how they are changing, and their growing linkages to 
the goods sector. The second part addresses a set of trends that are redefining the labour 
market as employment becomes increasingly concentrated in service industries: the problems 
certain groups are experiencing in adjusting to the changing industrial structure, the 
proliferation of nonstandard jobs, the growth of work with high skill content, the increasing 
importance of training and education, and the polarization of earnings. In the third part, 
the recommendations put forward by the Council in Good Jobs. Bad Jobs are reproduced. 

The research assembled in Employment in the Service Economy is the product of a number 
of studies undertaken both by the Economic Council staff and outside researchers (the 
authors of individual chapters are identified at the back of the report). The results are a 
comprehensive and up-to-date picture of the Canadian labour market and suggest the 
dominant trends that are likely to shape employment and earnings as we approach the next 
century. 

The research team, led by Gordon Betcherman, was supported by an Advisory Committee 
consisting of three Council members and five outside experts. I would like to thank the 
committee, and particularly Diane Bellemare who chaired it, for its contribution to our 
research. 

Judith Maxwell 
Chairman 

ix 



READER'S NOTE 

The reader should note that various conventional 
symbols similar to those used by Statistics Canada have 
been used in the tables: 

figures not available 
figures not appropriate or not applicable 
amount too small to be expressed 

- nil or zero 

Details may not add up to totals because of rounding. 



1 Introduction 

The industrial makeup of the Canadian economy has 
undergone a dramatic transformation within the space of 
just two generations. As recently as the 1950s, the goods­ 
producing industries - natural resources, manufacturing, and 
construction - accounted for the major share of production 
and employment Canada's economic profile in the 1990s, 
however, can no longer be accurately sketched out by farms, 
forests, and factories. While the goods sector is still crucial, 
service activities have become fundamental to the Canadian 
economy. 

Given the magnitude of the changes in the economic 
structure, surprisingly little attention has been paid to the 
rapid growth of services and its implications for the nature 
of economic activity and public policy. Even into the 1980s, 
the diverse group of industries which comprise the service 
sector remained underresearched by economists and often 
overlooked by policymakers. Now this is finally changing: 
the federal government has sponsored a major research 
initiative on Canada's service industries and a number of 
studies have been undertaken by provincial governments.' 
As well, service-sector analysis is gathering momentum in 
other advanced industrial countries and in international 
organizations. As we begin to learn more about the service 
economy, it is apparent that both conventional economic 
concepts and measures, and traditional policy approaches 
require some refashioning. 

The Economic Council of Canada's research on the 
growth of services has focused, in particular, on the changes 
in employment that have occurred along with the transfor­ 
mation of the industrial structure. And nowhere has the shift 
from goods to services been more striking than in the labour 
market. While the share of employment in the service sector 
increased gradually in the first half of this century, the pace 
of the transition has been rapid over the past three decades. 
In the 1950s, most Canadian workers were employed in the . 
goods sector; today, over 70 per cent work in service 
industries (Chart 1-1). Over the past 40 years nearly 90 per 
cent of net employment creation in Canada has taken place 
in the service sector. 

This concentration of job growth in services and the 
attendant shift in the sectoral composition of employment 

Chart 1-1 

Employment Share of the Goods and Service 
Sectors, Canada, Selected Years, 1946-89' 
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*Population 14 years and over for 1946, 1951, and 1961. 
**Population 15 years and over for 1971, 1981, and 1989. 
1 Includes Newfoundland from 1951 onward. 
SOURCE Estimates by the Economic Council of Canada, based on 

data from Statistics Canada. the Labour Force Survey. 

has engendered a number of important debates. Why has 
employment in the services expanded so rapidly? Are there 
limits to the growth of services? Is it possible that, in a 
country like Canada, virtually every worker will eventually 
be employed in the service industries? Does the growth of 
services lead to more and more "good" jobs or, alternatively, 
more "bad" ones? What are the effects of the shift to serv­ 
ices on the skill content of jobs? What are the implications 
for human-resource development? Is the growth of services 
likely to make the location of jobs more "footloose," thereby 
reducing urban-rural and interregional disparities? What are 
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the implications of the growth of services for compensa­ 
tion levels and the distribution of earnings? 

Given the importance of questions such as these, the 
Economic Council has undertaken a wide range of studies 
on employment in a service economy. These studies and 
their policy implications were summarized in a Council 
Statement, Good Jobs, Bad Jobs.2 In the present report we 
present the details of the research highlighted in that State­ 
ment 

The report is organized into three parts. Part A is con­ 
cerned with the nature of the service economy. We begin 
in Chapter 2 by looking at conceptual issues associated with 
services, the factors which have traditionally distinguished 
service activity from the production of goods, and how 
innovations in technology and industrial organization are 
altering these orthodox distinctions. Our focus then turns 
to the service sector itself. That sector - as it has been 
defined - includes a very heterogeneous group of industries, 
thus tending to preclude useful analysis on a sector-wide 
basis. Consequently, we have developed a typology for 
services which organizes the sector into three subsectors - 
dynamic, traditional, and nonmarket services. After 
presenting this model, selected characteristics of these three 
subsectors are discussed, including technology, trade, the 
geographic location of employment, and industrial organi­ 
zation. 

Chapter 3 focuses on explanations for the rapid expan­ 
sion of the service sector. We begin by considering the four 
most common hypotheses, which are based on consumer 
demand, productivity growth, contracting-out, and 
intermediate demand. We then offer a different perspective 
by looking at the growth of services through that sector's 
relationship with the goods sector. Two related exercises 
were undertaken. The first was a series of policy simula­ 
tions, using a model designed to offer an overall view of 
the intersectoral relationship. The second employed input­ 
output data to quantify the transactions between individual 
goods and service industries. 

After examining the service sector, we tum in Part B to 
the specific focus of our research, employment in a service 
economy. Chapter 4 documents the shift from goods to 
services and details the employment growth in the three 
service subsectors. Canadian trends are then compared with 
those of other DECO countries. The remainder of the 
chapter investigates the implications of the rapid growth of 
services for labour adjustment. 

One dimension of the emerging employment structure 
that has attracted a great deal of attention in recent years 

has been the increase in "nonstandard" employment - jobs 
that depart from the traditional full-time, essentially 
permanent arrangement The implications of this trend have 
been subject to differing interpretations. In Chapter 5, we 
examine the issue of nonstandard employment in Canada. 
After reviewing existing research in Europe and the United 
States, we consider the four major types of nonstandard 
employment in Canada: part-time, short-term, temporary 
help, and "own-account" self-employment. We then assess 
various explanations for the rapid growth of these work 
forms. Finally, policy issues associated with the increase 
in nonstandard employment are discussed. 

The focus of Chapter 6 is on the skill content of jobs. 
There has been considerable debate surrounding the skill 
implications of the shift to a service-dominated, high­ 
technology economy. Some observers have argued that the 
overall effect is to upgrade the aggregate skill level of the 
job structure, while others argue that downgrading is the 
result. Empirical research has done little to resolve this 
disagreement, in no small part because of methodological 
difficulties associated with the conceptualization and 
measurement of the skill content of work. We have carried 
out three different types of quantitative analysis. The first 
considers longitudinal trends in the composition of the 
occupational structure, looking in particular at the impact 
of the growth of services. The second is based on measures 
from the national occupational classification system, which 
estimates the training and education requirements and the 
nature of the skills and responsibilities associated with each 
occupation. In the third study, we have put together a new 
perspective on skills using data from two surveys of 
workers. 

The emergence of a high-technology, service economy 
has heightened awareness of the importance of education 
and training. In Canada, as in all industrialized countries, 
the objective of building a competent, flexible, and techni­ 
cally skilled work force is gathering momentum among 
policymakers. Chapter 7 addresses two sets of issues asso­ 
ciated with human-resource development. The first is con­ 
cerned with the relationship between human capital and 
employment outcomes. We begin with an analysis of how 
the relationship has changed over time. We then examine 
how the transition from school to work, and adjustments to 
changes in employment differ according to educational 
attainment. The second considers Canada's capacity for 
developing human resources, with a particular focus on the 
training infrastructure in this country. The objective is to 
assess the opportunities for skill-formation outside the 
formal education sector. We review the evidence regarding 
training within Canadian industry, and then consider the 



recent activities of the federal government and selected 
provincial governments in providing opportunities for 
human-resource development. 

The distribution of earnings represents one of the most 
controversial issues associated with the emergence of a 
service economy. Studies carried out in the United States 
indicate that incomes in that country have become more 
polarized over the past few decades. In Canada, this topic 
has not been researched to the same extent, and the findings 
have been less conclusive than those in the United States. 
Chapter 8 reports the results of a major Economic Council 
study of income distribution trends. After documenting the 
existence of a "declining middle," or a polarization of 
earnings since the 196Os, we consider the role of various 
factors that may have altered the earnings distribution. We 
conclude the chapter by examining whether earnings 
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polarization is likely to be a durable trend or a transitory 
phenomenon of the period. 

The third part of this report, Chapter 9, presents conclu­ 
sions and policy implications. This chapter is reproduced 
from Good Jobs, Bad Jobs and puts forth the argument that 
public policy has not kept up with the changing labour 
market. As a consequence, many of our traditional insti­ 
tutions and policy approaches require some refitting. To 
offer a direction for the future, we identify and discuss 
three general and mutually reinforcing principles that the 
Council believes must be at the centre of any strategy to 
achieve high employment and to maximize the contribution 
of human resources in a service economy: 1) to strengthen 
the commitment to the development of human resources; 
2) to promote economic security for workers; and 3) to 
recognize the role of services in economic growth. 
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2 The Service Sector 

The purpose of Chapters 2 and 3 is to set the scene for the 
analysis of labour market issues that are the main subject 
of this report. This chapter provides an overview of the 
changing nature of service activity; in doing so, it dispels 
many myths about service industries. Canadians often per­ 
ceive the service sector as consisting of the cashier in the 
local supermarket, the sales clerk in the department store, 
the barber, and the dry-cleaner. What is not clearly under­ 
stood is that a relatively large and rapidly growing part of 
the service sector does not deal with final consumers at all, 
but instead with business; that service sector firms employ 
a large majority of Canadian workers; that the service sec­ 
tor accounts for over half the output and value-added in the 
economy; and that many of the industries that make up the 
service sector are undergoing rapid technological change 
and productivity growth. 

In this chapter, we contrast the traditional view of the 
service sector with a currently evolving one that recognizes 
the many organizational changes and the new technologies 
that are transforming it In a number of important respects, 
the traditional distinctions between goods and services no 
longer hold as services increasingly acquire many charac­ 
teristics traditionally associated with goods, and goods 
production acquires some service-like qualities. This 
"convergence" of goods and services, together with some 
of the conceptual and measurement issues that it raises, is 
treated in the first section of this chapter. Given the large 
size and considerable diversity of the service sector, we have 
developed a descriptive and analytical typology of service 
industries, which is presented in the second section. It 
organizes the sector into three subsectors: dynamic services, 
traditional services, and nonmarket services. This typology 
is largely based on a consideration of four dimensions of 
the service sector - technology, trade, location, and firm 
size. The third section is a detailed examination of the 
service sector in relation to these four dimensions. The final 
section is a summary that outlines how general perceptions 
regarding the service sector need to be modified to reflect 
the very fundamental changes in the service sector. 

The Concept of "Services"! 

"Services" have been subject to rather strange treatment 
by economists in the past. In fact, it was not until the turn 

of the century that most services were included in official 
measures of economic output. Even then, however, the 
particular characteristics of service production were not 
defmed. Indeed, services were regarded as merely a residual 
activity, after "primary" output (agriculture, fishing, for­ 
estry, and mining) and "secondary" output (manufacturing 
and construction) were accounted for. Sometimes services 
were referred to as "tertiary" output, 2 but this nomenclature 
had no special significance. It is only in the past decade or 
two that economists and statisticians have begun to ana­ 
lyse the special features of service production vis-à-vis 
goods production (i.e., output from the primary and sec­ 
ondary sectors). 

Economists have tried to identify characteristics which 
distinguish "services" from "goods." In the conventional 
view, a "good" is defined as a physical object which, once 
produced, is transferable between the producer and the 
consumer. An essential feature of goods production is a 
clear separation between the process of production and the 
ultimate consumption. On the other hand, a "service" is 
traditionally defined as a change in the condition of an 
economic unit resulting from the activity of another unit; 
consumption cannot be separated from production. Services 
are consumed as they are produced and so service con­ 
sumption and production are aspects of the same process.' 

These definitions have led to the following conventional 
distinctions between goods and services: 1) tangibility vs. 
intangibility; 2) no direct contact vs. direct contact between 
the producer and consumer; 3) transferability vs. nontrans­ 
ferability; and 4) storability vs. nonstorability. Given these 
characteristics, it is not surprising that services have been 
viewed as difficult to measure, at least in contrast to goods.' 
Among the many measurement problems are difficulties 
associated with decomposing the current valuations of 
services into their "price" and "quantity" components. 
Moreover, price indices for services are difficult to con­ 
struct and ambiguous, which makes economic comparisons 
over time - including those related to the measurement of 
productivity - complex and confused. (These issues are 
examined in greater detail in Chapter 3.) A less well-known 
measurement issue is the fact that the nonstorability of 
services makes the conventional concept of "excess supply" 
(or demand) inoperable." This has implications for the tra­ 
ditional economic price-adjustment process and for the 
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measurement apparatus (new and unfilled orders, produc­ 
tive capacity, and inventories) which underlies business­ 
cycle analysis," In the fmal analysis, the key conceptual and 
measurement issue is not so much how services differ from 
goods, but that the perception of services, and the develop­ 
ment of measures, economic theory, and policy relating to 
services, are still at an early stage. 

Convergence between 
Goods and Services 

While we believe that goods and services can still be 
usefully distinguished, a rigid distinction is likely to be less 
and less tenable in the future. In addition, innovations in 
technology and industrial organization are changing the 
nature of both goods and services to the point where the 
borderline between the two is becoming increasingly 
blurred. Indeed, when we turn to labour market develop­ 
ments in Part B, it will be evident that a number of important 
trends are affecting both the goods and the service sectors. 

First, it should be recognized that what is officially clas­ 
sified as a "good" or as a "service" is mainly a reflection 
of the particular final form in which an economic transac­ 
tion occurs. The production of any commodity increasingly 
incorporates both services and goods; a great deal of 
service-type activity is embodied in the value-added of 
goods production while some goods activity is typicaIIy 
inherent in the value-added of service production. There is 
also an increasing tendency to "bundle" goods and serv­ 
ices into an integrated package that is contributing to the 
convergence process; for example, tying training and 
maintenance contracts into equipment sales. Second, goods 
production is not always characterized by the conventional 
features noted above. For example, in manufacturing and 
construction, it is not unusual for production to be custom­ 
ized, which often involves direct contact between the pro­ 
ducer and consumer. This trend towards more user-oriented 
goods production is being reinforced by organizational and 
technological innovations associated with the "just-in-time" 
method of operation. Third, just as goods production is 
taking on service-like characteristics, services are becoming 
more like goods in some respects. Like goods producers, 
service producers purchase other services as intermediate 
inputs into their own production; these service inputs may 
then be processed further or could even be transferred, just 
like tangible goods. It is also possible to fmd examples of 
services being subject to "delivery lags," a phenomenon 
conventionally associated with goods production. 

Many of the changes in the nature of service activity are 
being driven by innovations in computer and telecommu- 

nications technology. The outputs of many business and 
information services - for example, computer software, 
consultants' reports, audio-visual presentations - can be put 
in physical form and stored for future use. Advances in 
telecommunications mean that a growing number of serv­ 
ices no longer require direct contact between the producer 
and the consumer. And many personal services, such as fast 
food and banking, can be provided in standardized form, 
with characteristics normally associated with goods pro­ 
duction. 

The changing nature of services is becoming recognized 
in business accounting theory and practice. It is no longer 
true that service inputs must be immediately expensed and 
that service outputs must be immediately treated as revenue. 
The latest business accounting standards permit cost defer­ 
ment for some service inputs, and do riot automatically treat 
service output as revenue until certairl specified conditions 
are satisfied. This, in effect, means th~t the accounting rules 
associated with the concepts of inventory accumulation and 
decumulation are coming to be applied to services as well 
as to goods. In addition, it is becoming more common to 
recognize the "capital investment" nature of business ac­ 
tivities related to "intangible" services like research and 
development, training, employer health expenditures, and 
even advertising and marketing. 

A Typology of the 
Service Industries 

As we have noted, the service sector includes a wide 
range of diverse industries. In order to create a meaningful 
structure for the conceptual, descriptive, and analytical work 
underlying this report, we have organized the service sector 
into three subsectors, each of which has its own distinctive 
characteristics and employment patterns (see box). These 
are the dynamic services and traditional services - which 
together make up commercial services - and nonmarket 
services. Wherever possible, statistics (including tables and 
charts) have been organized according to this typology. 
However, in some cases the data do not permit this. 

Dynamic Services 

The dynamic-service subsector includes four major in­ 
dustry divisions; two are distribution industries (transpor­ 
tation, communications, and utilities; and wholesale trade) 
and two are producer-service industries (fmance, insurance, 
and real estate; and business services). There are a number 
of characteristics that make these industries "dynamic." 
They are high-value-added industries that, for the most part, 
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Education services 
Schools, colleges, and universities 
Libraries, museums, and archives 

Health services 
Hospitals 
Doctors and dentists 
Medical laboratories 

Finance, insurance, and real estate 
Banks and trust companies 
Credit unions and mortgage companies 
Insurance companies 
Investment dealers 
Real estate operators 

Business services 
Employment agencies 
Advertising services 
Architectural, scientific, engineering, and computing services 
Legal services 
Management consulting 

The Structure of the Service Sector* 

Dynamic Services 

Traditional Services 

Nonmarket Services 

·This classification scheme is organized according to Statistics Canada's Standard Industrial Classification (1980). 

Transportation, communications, and utilities 
Air, rail, and water transport 
Ground transportation 
Pipelines 
Storage and warehousing 
Broadcasting - radio, television, cable 
Telephone systems 
Postal and courier services 
Utilities - electricity, gas, water, and sewage systems 

Wholesale trade 

Retail trade 
Food stores 
Drug stores and liquor stores 
Shoe and clothing stores 
Furniture, appliances, furnishings, and stereo stores 
Car dealers, gas stations, and auto repair shops 
Department stores 
Jewellery stores and photographic stores 

Accommodation, food, and beverages 
Hotels, motels, and tourist courts 
Camping grounds and travel trailer parks 

have become more and more involved in globally compet­ 
itive markets. They are also being more traded interna­ 
tionally and they are becoming increasingly critical 
ingredients in the production and distribution of goods, a 
point we return to in Chapter 3. 

Traditional Services 

The traditional-service subsector consists of retail trade; 
accommodation, food, and beverages; amusement and 

Restaurants 
Amusement and recreation 
Motion picture, audio and video production and distribution 
Motion picture exhibition 
Sports and recreation clubs and services 
Bowling alleys and billiard parlours 

Personal services 
Barber and beauty shops 
Laundries and cleaners 
Funeral services 

Social services 
Daycare, meal services, and crisis centres 
Psychologists and social workers 
Religious organizations 

Public administration 

recreation; and personal services," These industries are 
"traditional" in the sense that they represent the old "Main 
Street" variety of services. It would be a mistake, however, 
not to recognize the changes that are taking place within 
this subsector. Most notable, perhaps, is the emergence of 
megacorporations - in the fast-food industry, for example - 
and their progressive application of mass-production 
technologies, inventory systems, and marketing techniques. 
In retailing, commercial innovations such as self-service and 
automated at-home buying have been developed and are 
increasingly being adopted. Nevertheless, the traditional 
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services remain, on balance, relatively insulated from the 
trends towards globalization and international competi­ 
tiveness that are driving the goods sector and the dynamic­ 
service subsector. Much of the traditional-service subsector 
still tends to operate in local, or at most national, markets; 
its value-added tends to be lower than for dynamic serv­ 
ices; there is less emphasis on productivity growth; and the 
importance of technological change is less pronounced. 

Nonmarket Services 

The third subsector - nonmarket services - includes 
education, health, social services, and public administration. 
While competition has traditionally not been a significant 
factor in this subsector, non market services are extremely 
relevant to economic competitiveness, for two reasons. First, 
the efficiency with which these services are produced will 
affect the level of public financing that is needed. And 
second, non market services provide inputs into the activity 
of all private-sector firms. Those inputs include, for exam­ 
ple, infrastructure (such as transportation systems), educa­ 
tion and health services (which have an important bearing 
on the quality of the work force), and regulatory services. 
The nature of the nonmarket-service sector has been 
changing in recent years. The role of competition has been 
growing as the pressures for deregulation and privatization 
increase, and renewed attention is being focused on 
changing management practices. Productivity growth and 
technological change are also becoming increasingly im­ 
portant to the nonmarket sector. Education and health 
services are encountering the need to change as a result of 
factors relating to costs and demographics. These changes 
reflect the growing awareness of the public sector's role in 
overall competitiveness and the fiscal pressures associated 
with the drive to reduce the public debt. 

Four Dimensions of the 
Service Sector 

The typology described above provides a brief summary 
of the major characteristics that distinguish the many in­ 
dustries that form the service sector. This section elaborates 
upon that theme, providing detailed information on the 
service sector with respect to four dimensions - technol­ 
ogy, trade, location, and firm size. These four dimensions 
are now shaping the labour market, affecting skills and 
employment - including the location of that employment 
and the nature of workers' attachment to the labour market. 

Technology 

In the past few decades, the Canadian economy has been 
transformed by technological change. While computer- 

based technologies first appeared in the 1960s, they did not 
begin to penetrate industries widely until the development 
of the microchip in the 1970s. Since then, technological 
change within the computer industry has resulted in expo­ 
nential growth in its capabilities that has led to these tech­ 
nologies being adopted with remarkable rapidity through­ 
out the economy. In this section, we identify the extent to 
which the service sector has participated in the process of 
technological change and also differences among the 
industries that make up the service sector, and make obser­ 
vations about the extent to which the spread of computer­ 
based technological change and the growth of services are 
linked. 

Three types of indicators are used to assess technologi­ 
cal change in the various service industries. The first set of 
indicators is spending on machinery and equipment. This 
is the broadest measure, since it includes expenditures not 
only on office machines, telecommunications equipment, 
and professional and scientific equipment, but also on items 
such as furniture and transportation equipment. Given the 
wide range of capital goods included in the definition of 
machinery and equipment, indicators based on this measure 
can be considered only as a proxy for investment in high 
technology. The next set of indicator - narrower in its 
focus - is the extent to which industries have been involved 
in the introduction of computer-based technologies. The 
third indicator, narrower still, is spending on R&D by 
industries. It focuses more on the producers of new tech­ 
nology than on the wider universe of its users, though 
technology adoption often involves some R&D spending. 

As seen in Table 2-1, the average annual growth of in­ 
vestment in machinery and equipment in the service sector 
over the period 1966-88, at 6.4 per cent, was higher than 
that in the goods sector, which was 3.7 per cent. As a result, 
the share of total machinery and equipment capital stock 
accounted for by the service sector increased substantially 
over the period, from 40.8 to 55.3 per cent. Unfortunately, 
the data cannot be disaggregated to correspond to the 
standard service-sector typology used throughout this 
report; particularly troublesome is the fact that business 
services are included in "other services" along with a range 
of traditional services. However, the industry detail that is 
available shows significant differences across the service 
industries. In particular, the "other services" and finance, 
insurance, and real estate industries showed very strong 
average annual growth in investment in machinery and 
equipment capital stock between 1966 and 1988. And while 
the average annual rates of growth shown by the remaining 
service industries were lower in comparison, they still 
exceeded the average rate shown by the goods sector. By 
1988, the share of total machinery and equipment capital 
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Table 2-1 

Average Annual Growth in Machinery and Equipment Capital Stock, 1966-88, and Share of 
Total Machinery and Equipment Capital Stock, Selected Years, 1961-88, by Industry, Canada 

Average Share of total 
annual growth, 

1966-88 1961 1971 1981 1988 

(Per cent) (Per cent) 
Service sector 6.4 40.8 43.5 48.8 55.3 
Transportation, communications, and utilities 5.4 28.6 28.5 29.3 29.4 
Finance, insurance, and real estate 11.4 0.6 1.0 1.3 2.9 
Wholesale and retail trade 4.6 5.3 4.9 4.6 4.7 
Education, health, and social services 5.1 1.6 3.0 2.3 2.5 
Public administration 6.8 3.1 3.2 3.7 4.6 
Other services 1 13.2 1.6 3.0 7.6 11.2 

Goods sector 3.7 59.2 56.5 51.2 44.7 

Total 5.0 100.0 100.0 100.0 100.0 

Includes business services; accommodation, food, and beverages; amusement and recreation; and personal services. 
SOURCE Estimates by the Economic Council of Canada, based on data from Statistics Canada. 

stock accounted for by "other services" reached 11.2 per 
cent after starting from a level of 1.6 per cent in 1961. By 
far the largest part of the increase in the service sector's 
share of machinery and equipment capital stock was 
accounted for by the "other services" industry; of the 
remainder, almost half was due to increases in finance, in­ 
surance, and real estate. 

Table 2-2 shows the machinery and equipment share of 
total investment in the goods and service sectors and in the 
service industries from the 1960s to the 1980s. The goods 
sector experienced relatively little change; the service sec­ 
tor, on the other hand, showed a large increase. Large rela­ 
tive increases were shown by education, health, and social 
services; finance, insurance, and real estate; and public 

Table 2-2 

Machinery and Equipment Investment as a Share of Total Investment, 
by Industry, Canada, 1960s, 1970s, and 1980s; and 1988 

Annual average 

1960s 1970s 1980s 1988 

(Per cent) 
Service sector 23.1 33.3 41.8 45.2 
Transportation, communications, and utilities 33.2 42.4 47.2 51.7 
Finance, insurance, and real estate 11.4 12.3 18.9 22.9 
Wholesale and retail trade 48.5 58.4 63.4 65.1 
Education, health, and social services 12.4 20.9 27.8 28.5 
Public administration 7.0 11.0 18.0 21.5 
Other services 1 58.1 72.9 82.5 84.3 

Goods sector 56.0 58.5 52.9 59.7 

1 Includes business services; accommodation, food, and beverages; amusement and recreation; and personal services. 
SOURCE Estimates by the Economic Council of Canada, based on data from Statistics Canada. 
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administration; all three of which started from low bases 
in the 196Os. The "other services" industry stands out as 
allocating a very large proportion (84 per cent) of total 
investment to machinery and equipment in 1988, with high 
levels also being recorded by transportation, communica­ 
tions, and utilities, and wholesale and retail trade. 

The value of machinery and equipment capital stock per 
employee in constant (1981) dollars in 1966 and 1988 for 
the goods and service sectors is shown in Table 2-3. The 
capital-intensiveness of the transportation, communications, 
and utilities industry is particularly striking, exceeding even 
the value of machinery and equipment per employee in the 
goods sector by a factor of two-and-a-half to one in 1988. 
Wholesale and retail trade and education, health, and social 
services, on the other hand, have very low levels of ma­ 
chinery and equipment per employee. In terms of change 
over time, again the "other services" and the finance, in­ 
surance, and real estate industries show the strongest per­ 
formances, with the former showing an average annual 
growth rate of 8.1 per cent and the latter 7.3 per cent for 
the period 1966-88. 

Table 2-3 

Expenditure on Machinery and Equipment per 
Employee, 1966 and 1988, and Average Annual 
Growth Rate, 1966-88, by Industry, Canada 

Average 
annual 

growth rate, 
1966 1988 1966-88 

(1981 dollars) (Per cent) 
Service sector 8,390 16,307 3.1 
Transportation, 
communications, 
and utilities 36,422 83,246 3.8 

Finance, insurance, 
and real estate 2,168 10,131 7.3 

Wholesale and retail 
trade 3,779 5,604 1.8 

Education, health, 
and social services 2,330 3,177 1.4 

Public administration 6,335 14,518 3.8 
Other services 1 2,491 13,706 8.1 

Goods sector 17,213 32,149 2.9 

1 Includes business services; accommodation, food, and beverages; 
amusement and recreation; and personal services. 

SOURCE Estimates by the Economic Council of Canada, based on data 
from Statistics Canada. 

Together these indicators draw a picture of a service 
sector that has been actively involved in the introduction 
of new machinery and equipment since the 196Os. Two sets 
of service industries in particular had very high rates of 
growth in investment in machinery and equipment - 
finance, insurance, and real estate and "other services." 
While the available data on business investment do not 
allow more detailed disaggregation of the latter industry 
category, the evidence on the introduction of computer­ 
based technologies and on R&D suggests that much of the 
growth in investment in machinery and equipment by "other 
services" consists, in fact, of investment by the business­ 
service industry. 

The second set of indicators focuses on more explicit in­ 
dicators of technological change in services. Information 
on the introduction of computer-based technologies by the 
service industries in the 1980s is drawn from two special 
surveys, the first conducted by the Economic Council of 
Canada in 1985, and the second conducted by Statistics 
Canada in 1989.8 

Table 2-4 shows the performance of a number of service 
industries on two measures of technological intensity based 
on the Council's survey. Since public administration was 
excluded from the sample, the table focuses on the adoption 
of computer-based technological change in the dynamic­ 
and traditional-service subsectors in the period 1980-85. The 
first measure of technological intensity is the percentage 
of establishments in each industry reporting the introduction 
of computer-based technologies between 1980 and 1985. 
The dynamic-service subsector, at 79.8 per cent, exceeded 
the all-industry average of 75.5 per cent. The traditional­ 
service sub sector, at 67.6 per cent, was below the average 
for all industries, while the performance of the goods sector 
was about average. Very high levels of innovation were 
shown by establishments in four dynamic-service industries 
- wholesale trade; communications and utilities; business 
services; and finance, insurance, and real estate. The second 
measure of technological intensity is the percentage of 
employees in each establishment working with computers 
in 1985. Again, the dynamic-service subsector, at an 
establishment mean of 22.7 per cent of all employees, was 
well above the all-industry average, and the same four 
dynamic-service industries ranked high. The traditional­ 
service subsector was also above average; this is because 
of the relatively strong performance of the retail trade 
industry which saw the spread of new technologies such 
as point-of-sale (POS) equipment in the early 1980s. The 
goods sector, on the other hand, ranked below the all­ 
industry average in terms of this measure. 

Statistics Canada's 1989 survey of the diffusion of 
computer-based technologies in the service sector also finds 



Table 2-4 

Adoption of Computer-Based Technology, by 
Service Industry, Canada, 1980-85 

Proportion of 
establishments 
introducing 

computer -based 
technologies, 

1980-85 

Proportion of 
employees 

working with 
computers 

(establishment 
mean),1985 

(Per cent) 

Dynamic services 79.8 22.7 
Transportation and 
storage 60.0 16.8 

Communications and 
utilities 87.5 23.4 

Wholesale trade 91.1 22.6 
Finance, insurance, 
and real estate 79.2 25.2 

Business services 81.7 2303 

Traditional services 67.6 18.2 
Retail trade 74.4 25.3 
Accommodation, 
food, and beverages 60.7 12.6 

Other traditional 
serv ices 1 63.0 11.0 

Goods sector 76.1 13.4 

All industries- 75.5 16.1 

1 Includes amusement and recreation, and personal services. 
2 Includes nonmarket services except public administration. 
SOURCB Based on the Working with Technology Survey, Economic 

Council of Canada, 1985. 

that establishments in communications, wholesale trade, 
finance and insurance, and business services were most 
likely to have introduced computer-based technologies. 
Accommodation, food, and beverage industries and retail 
trade usually had the lowest incidence of computer­ 
technology use. In terms of technologies with general ap­ 
plications in all industries, the more established office au­ 
tomation technologies such as personal computers, on-line 
terminals, and mini-computers have been widely adopted 
in the service industries. The next phase of computer-based 
technological change is expected to emphasize technolo­ 
gies that are oriented to networking, such as local area net­ 
works, facsimile, private electronic mail, and electronic data 
interchange. 

The Statistics Canada survey also found that some in­ 
dustries have high levels of adoption of industry-specific 
technologies. For example, use of electronic funds transfer 
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(EFT) is 18 per cent overall and is expected to increase to 
27 per cent by 1992. Finance and insurance industries are 
the dominant users, reporting employment by 41 per cent 
of establishments. Within this industry, the deposit­ 
accepting institutions indicate use by 50 per cent of estab­ 
lishments, and this is expected to grow to almost 70 per cent 
by 1992. As the deposit-accepting institutions must have 
the capability to perform EFT in order for other industries 
to adopt it, adoption by these institutions will play an im­ 
portant role in setting the pace at which other industries may 
employ it,? Another example is POS terminals, employed 
predominantly in the retail industry, where 47 per cent of 
establishments included in the survey reported their use in 
1989, and in the accommodation, food, and beverages in­ 
dustry, where the figure is 43 per cent.'? 

Table 2-5 shows expenditures on R&D as a proportion 
of sales for 1979, 1983, and 1987. In its analysis of R&D 
activity, Statistics Canada focuses on current R&D spending 

Table 2-5 

Current Intramural R&D Expenditures as a 
Proportion of Performing Company Sales 
(Revenues), by Industry, Canada, 
1979, 1983, and 1987 

1979 1983 1987 

(Per cent) 

Dynamic services 
Transportation, communica­ 
tions, and utilities 

Wholesale trade 
Finance, insurance, and real 
estate 

Business services 

0.5 0.5 0.6 
0.4 0.8 1.1 

1.5 0.6 0.9 
6.8 9.1 11.3 

OJ 0.1 
Traditional services 

Retail trade 

Nonmarket services 
Education, health, and 
social services 34.0 

All other services 0.9 4.0 0.8 

Goods sector 
Agriculture; fishing and 
trapping; logging and forestry 

Manufacturing and mining 
8.0 
103 

5.5 
1.5 

11.0 
0.8 

All industries 0.8 1.4 1.2 

SOURCB Estimates by the Economic Council of Canada, based on data 
from Statistics Canada. 
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and excludes capital expenditures, since the latter consists 
of investments in land, buildings, and major items of R&D 
equipment and so can fluctuate widely from year to year. 
To the extent permitted by the data, R&D/sales ratios are 
shown for industries grouped according to the dynamic-, 
traditional-, and nonmarket-service categories. 

With the exceptions of business services and health and 
social services, no striking, consistent trends emerge from 
Table 2-5. Within the dynamic-service subsector, the 
transportation, communications, and utilities industry shows 
no real change in the R&D/sales ratio from 1979 to 1987; 
wholesale trade shows a small increase, after starting from 
a very small base; and the finance, insurance, and real estate 
industry shows a decrease, with some recovery by 1987. 
Very little detail is available for traditional and nonmarket 
services, though the ratio of 4.0 per cent for "other services" 
suggests that the all-industry average of 1.4 per cent may 
be exceeded in at least parts of the service sector not in­ 
cluded in dynamic services. 

What is striking, however, is the very high R&D/sales 
ratios shown by business-service and health- and social­ 
service industries. Within business services, very strong 
performances are shown by the engineering- and scientific­ 
service industry and by the computer-service industry. 
Much of that R&D activity is for the use of the R&D per­ 
forming companies in those industries. However, part of 
that activity also represents R&D conducted on behalf of 
other companies that have contracted for those services. 
Unfortunately, the data do not show the magnitude of such 
interindustry flows of R&D funding. Nevertheless, they do 
strongly suggest that the business-service industry makes 
an important contribution to innovation in other parts of the 
economy; indeed, it has been argued that producer services 
(business services and finance, insurance, and real estate), 
by playing a major role in investment, innovation, and 
technological change, playa strategic role in the economy." 
The high ratio of R&D to revenues for the health- and 
social-service industry, on the other hand, reflects the spe­ 
cial role of that part of the non market sector in medical 
research. Governments provide a major part of the funding 
for that research which is associated with high social rates 
of return.P 

Together, these indicators draw a picture of the substan­ 
tial technological change that is under way in the service 
sector. The dynamic services - in particular, business 
services and finance, insurance, and real estate - have 
shown a growing orientation to investment in machinery 
and equipment, and the amount of capital per worker within 
these industries has increased. Furthermore, the results of 
the surveys of the diffusion of computer-based technological 

change in the service sector suggest quite strongly that an 
important part of that growth in investment in machinery 
and equipment consists of computer technology, both of a 
generic nature and with industry-specific applications. 

The picture drawn by these indicators, however, is a 
sketchy one at best, for it fails to reflect the full extent of 
the transformation of the service sector. To do that we must 
step back and take a broader view of services within the 
economic system as a whole and of technological change 
and its impacts. 

Technologies such as "telematics" - interrelated compu­ 
ter and telecommunications technologies - are transforming 
both the nature of service activities and the contribution they 
make to economic growth. Indeed, as noted previously, 
technological change is rendering some of the convention­ 
ally held views on the distinctive features of service activ­ 
ity less relevant. For example, information-based services 
are increasingly transferable through digital telecommuni­ 
cations systems, and some services - software systems and 
expert systems, for example - are now storable. Conse­ 
quently, as we have noted, direct contact between the 
service producer and consumer is no longer necessary for 
a growing number of service transactions. 

Technological change, particularly telematics, has also 
generated new types of information-based service activities. 
Computers have created the potential for the collection and 
analysis of huge amounts of complex information quickly 
and cheaply. At the same time, revolutionary progress in 
telecommunications has made it possible to link physically 
separate units through information-transmission systems. 
This ability to process and communicate vast amounts of 
information quickly has become recognized as a valuable 
business management tool which has generated a demand 
for even greater quantities of information. 

The process of innovation in the service sector has 
received very little discussion in the literature. Statistics on 
R&D, such as those presented in Table 2-5, are used as a 
standard indicator of the technological orientation of in­ 
dustries. However, they capture only a small part of that 
orientation since much innovation takes place outside a 
formal R&D setting. And, given the invisible nature of 
much service output and the central role played by the 
organization of service production, it might be expected that 
the nature of service-sector R&D and technological change 
would differ intrinsically from that of goods industries. 

Some pioneering work by Barras argues that the process 
of innovation in services is the reverse of the standard 
innovation model identified as prevailing in the sectors 



which produce the capital goods embodying the new tech­ 
nology." In the standard model, innovation progresses from 
product innovation through radical process innovation to 
more incremental process innovation, as the new producer 
goods industries move from takeoff through growth to 
maturity. Barras contends that in the adopting industries 
such as services, the progression is in the opposite direction, 
with early applications of the new technology producing 
incremental process innovations designed to reduce costs 
and improve efficiency, followed by more radical process 
innovation which improves product quality, and finally by 
product innovations which create completely new types of 
services. 

To offer one example, in the mid-1960s and early 1970s, 
securities trading houses faced the physically overwhelming 
task of handling the 10 to 12 million shares which were 
being transferred daily. Once this was mastered through 
automated trading, they found that they also had the capacity 
to introduce a variety of new products such as cash 
management accounts tailored to customers' needs. As 
automation spread internationally and as world financial 
markets became increasingly integrated, countries began 
changing their trading rules to maintain national competi­ 
tiveness and large industrial companies increasingly became 
directly involved in placing their own securities on world 
markets. This linkage of financial markets internationally 
has changed the very nature of international competition." 

Two related sets of factors play key roles in the process 
of computer-based technological change in services. The 
first is the evolution of computer technology itself, which, 
according to many observers, is still in its early stages. IS 
The second is the telematics infrastructure that links sup­ 
pliers of information products with business and personal 
users." As these technologies continue to evolve both 
technically and in their penetration into business and home 
markets, their range of potential applications will widen, 
leading to growth in the size of the market for information 
products. Given this view of innovation in services, the real 
explosion of new types of services and of new types of 
service employment is still to come. 

The nature and scale of service activity in the late 
20th century are entangled, then, in the growth of informa­ 
tion demand, of information-processing technologies, of 
suppliers of information products, and of the physical 
infrastructure that allows the transmission of information. 
Canada, along with other developed countries, is witnessing 
a major transformation of its economic structure - a trans­ 
formation mediated through computer and telecommuni­ 
cations technologies. Underlying this transformation are 
fundamental changes in production methods, organizational 
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and network structures, and product characteristics. One 
important aspect of this has been growing linkages between 
the customers for new information products and the sup­ 
pliers of those products. As will be shown in Chapter 3 of 
this report, that demand originates largely in the goods 
sector, which fuels the growth of information suppliers in 
the service sector, particularly in the dynamic-service 
subsector. Indeed, that the successful exploitation of this 
synergy between goods and dynamic services is a key to 
growth in the emerging economy is one of the principal 
conclusions of our research. 

Trade in Services 

This discussion of trade in services has two purposes. 
First, it will describe the nature of service trade. Analysis 
of the available data leads to the conclusion that the content 
of service trade has been undergoing substantial change in 
recent years; the trend of those changes could have impor­ 
tant implications for the size and nature of service trade in 
the future. The second purpose, which reflects the princi­ 
pal focus of this report, is to identify the employment im­ 
plications of trade in services. 

At the outset, some mention should be made of the prob­ 
lems associated with measuring service trade. The view that 
services are non-tradeable, with the corollary that demand 
for services is generated purely by domestic service demand, 
has been both reinforced by, and reflected in, the official 
data on trade in services. For a number of reasons, those 
data fail to capture the full extent of service trade. 

The measurement of trade in services is more complex 
than the measurement of trade in goods. Services, as intan­ 
gibles, are not subject to the border measures of tariffs and 
quotas applied to goods trade. Also, trade in services often 
takes place within multinational corporations and the 
monetary value placed on that trade reflects the internal 
pricing practices of those companies. The bundling of 
services together with goods in a single package, identified 
earlier in this chapter, represents another measurement 
problem; in the context of an analysis of trade, the value of 
services such as installation and training can be difficult to 
distinguish from the value of goods which are exported. And 
finally, since much of the new trade in services is transferred 
electronically, it tends to be invisible, and so has not been 
fully captured in the official statistics on trade in services." 

In the balance of international payments accounts there 
are five broad categories of service trade: travel; freight and 
shipping; business services; government transactions; and 
"other services." All of these services enter into interna­ 
tional commerce via direct cross-border trade. No attempt 
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is made in these data to measure the volume of services 
that are exported or imported indirectly in a form embodied 
in some physical output. Furthermore, since for many 
services a foreign direct investment is necessary for the 
conduct of business abroad, revenues, generated when 
branches in foreign countries do business with the nationals 
of that country, are considered part of investment income 
and do not enter into international trade statistics. Only 
when service producers located in one country provide 
services for consumption in another country does interna­ 
tional trade in services take place. Therefore, for some in­ 
dustries, notably banking, Ùle data do not adequately dis­ 
tinguish between service trade and investment activity, and 
trade in banking services is not included in the data on trade 
in services." 

The value of Canadian service trade has increased sub­ 
stantiall y in recent decades - in the period 1961-88 service 
exports grew from $1.3 to $20 million, and service imports 
grew from $1.7 to $26 million. Nevertheless, that growth 
has still been less than the increases shown by merchan­ 
dise imports and exports. As a result, service exports and 
imports as a percentage of total exports and imports have 
been falling (fable 2-6). The signing of the Canada-U.S. 
Auto Pact in 1965, however, led to significant growth in 

Table 2-7 

Table 2-6 

Service Exports and Imports as a Proportion of 
Total and Non-Auto-Pact Exports and Imports, 
Canada, Selected Years, 1961-88 

1961 1971 1981 1988 

(Per cent) 

Service exports 
Total exports 17.9 16.0 12.8 12.7 
Non-auto-pact exports 17.9 19.9 14.9 16.5 

Service imports 
Total imports 23.3 21.6 17.1 16.9 
Non-auto-pact imports 23.3 27.3 20.7 21.4 

SqURCE Based on J. J. McRae, "An exploratory analysis of Canada's 
international transactions in service commodities," paper 
prepared for the Economic Council of Canada, November 
1989; and data from Statistics Canada, Cat 67-00 1. 

the volume of cross-border trade in auto parts and vehicles, 
in a sense inflating the volume of merchandise trade. When 
service trade is compared to that part of Canada's interna­ 
tional trade which excludes transactions relating to the Auto 
Pact, a slightly different picture emerges. Service trade is 

Service Exports and Imports of Major OECD Countries, 1984 

Service exports 
as a proportion 

Exports Imports Balance of total exports 

(Millions of US $) (Per cent) 
United States 53,687 53,890 -203 24.6 
Japan 23,386 35,364 -11,978 13.8 
West Germany 32,521 37,842 -5,321 19.0 
France 51,277 42,685 8,592 55.1 
United Kingdom 28,436 23,456 4,980 30.2 
Italy 19,554 15,161 4,393 26.6 
Canada 10,856 14,253 -3,397 12.5 
Austria 7,243 4,408 2,835 46.1 
Belgium-Luxembourg 13,007 10,926 2,081 25.1 
Denmark 7,304 7,127 177 45.9 
Netherlands 14,501 13,998 503 22.1 
Norway 6,961 7,026 -65 36.9 
Portugal 1,731 1,239 492 33.5 
Spain 12,631 5,105 7,526 53.7 
Sweden 6,920 6,095 825 23.6 
Australia 3,796 6,363 -2,567 15.5 

Total 293,811 284,938 8,873 25.4 

SOURCB Based on McRae, "An exploratory analysis of Canada's international transactions in service commodities." 



still only a fraction of total trade in 1988, but it rises from 
a ratio of 17 per cent of all imports to a ratio of more than 
one fifth of non-auto-pact imports. The increase is slightly 
smaller for service exports, increasing in 1988 from 13 per 
cent of all exports to 17 per cent of non-auto-pact exports. 

Compared to other major OECD countries, Canada's 
service trade performance is not outstanding (Table 2-7). 
Canada ranked 10th out of 16 countries in terms of service 
export volume in 1984, well behind the four leading coun­ 
tries, which were the United States, France, West Germany, 
and the United Kingdom. Further, Canada ranked last when 
the value of service exports was taken as a percentage of 
total exports. When the balance of service trade is consid­ 
ered, Canada again turned in a relatively weak performance. 
The Canadian deficit on service trade was the third largest 
in 1984, after Japan and West Germany. Ten countries, on 
the other hand, reported surpluses on their international 
service-sector account, with the largest shown by France, 
Spain, the United Kingdom, and Italy. 

Table 2-8 shows the content of Canadian service trade 
between 1961 and 1989. In 1961, international travel, and 
freight and shipping, which together represent the "tradi­ 
tional" categories of service trade, accounted for 76 per cent 
of service exports and for 70 per cent of service imports. 
In 1989, their share, while still dominant, had fallen con­ 
siderably. Government transactions, which refer to military 
and diplomatic activities of the provincial and federal 
governments not included elsewhere in the balance of pay­ 
ments, decreased as a percentage of service trade between 
1961 and 1989. Trade in "other services" remained only a 
very small proportion of service trade. (The "other serv­ 
ices" category includes items such as wages and dues 
payable to international unions, expenditures by Canadian 
students abroad and by foreign students in Canada, recrea­ 
tional and cultural transactions, and the earnings of com­ 
muters and migrant workers.) 

Very striking, however, is the surge in the relative im­ 
portance of trade in business services on both the import 
and export side. The share of business services in service 
exports more than doubled over the period, increasing from 
14 to 33 per cent Business services accounted for a larger 
share of service imports over the period. 

The composition of the Canadian trade in business 
services in 1969 and 1988 is shown in Table 2-9. In 1969, 
close to half of all business-service exports consisted of 
commissions earned by wholesale merchants and brokers 
on merchandise trade, transportation-related services, and 
tooling and other automotive charges. Some important 
changes took place, however, in the structure of business- 
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Table 2-8 

Distribution of Service Exports and 
Imports by Service-Trade Category, 
Canada, Selected Years, 1961-89 

1961 1971 1981 1989 

(Per cent) 
Service exports 

Travel 37.7 36.8 30.2 34.6 
Freight and shipping 38.1 34.9 34.5 26.2 
Business services 14.3 19.1 29.2 33.5 
Government 
transactions 7.0 5.2 3.6 3.3 

Other services 2.7 4.0 2.6 2.4 

Total 100.0 100.0 100.0 100.0 

Service imports 
Travel 37.0 34.3 30.7 38.5 
Freight and shipping 32.8 28.3 24.3 17.1 
Business services 22.3 30.5 37.2 38.3 
Government 
transactions 7.3 5.0 6.0 4.7 

Other services 0.6 1.9 1.7 1.4 

Total 100.0 100.0 100.0 100.0 

SOURCE Based on McRae, "An exploratory analysis of Canada's 
international transactions in service commodities"; and data 
from Statistics Canada, Cat. 67-001. 

service exports over the period: while the shares of service 
exports accounted for by commissions and by transportation­ 
related services were still relatively large in 1988 compared 
to the other business-service export categories, they were 
nevertheless substantially smaller than their 1969 shares. 
R&D exports grew considerably over the period. 

Changes in the composition of business service imports 
are also evident. In 1969, the largest shares of business 
service imports consisted of royalties, patents, and trade­ 
marks; the residual "other" category; and tooling and other 
automotive charges. In 1988, insurance and royalties, pat­ 
ents, and trademarks represented the largest categories of 
business-service imports, but management and administra­ 
tive services, and R&D have also become important. 

A comparison of the export/import balance in 1969 and 
1988 leads to the following observations. The share of R&D 
services in both exports and imports grew substantially over 
the period, particularly on the export side, as did commu­ 
nications services. Canada's export performance in con­ 
sulting and other professional services was also strong, 
while the share of imports represented by these services 
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Table 2-9 

Exports and Imports of Selected Business Servkes,' by Type of Service, Canada, 1969 and 1988 

Proportion of Proportion of 

Exports, Imports, Exports, Imports, 
1969 1969 1988 1988 

(Per cent) 
Consulting and other professional services 7.3 9.0 10.3 5.2 
Transportation-related services 14.9 7.1 10.9 8.3 
Management and administrative services 6.6 10.1 6.8 11.2 
R&D 3.1 5.3 11.5 8.5 
Commissions 22.4 7.5 11.1 5.6 
Royalties, patents, and trademarks 0.7 12.5 1.6 12.6 
Films and broadcasting 1.7 3.9 0.3 1.9 
Advertising and promotional services 2.3 2.8 0.9 1.4 
Insurance 9.3 7.6 10.6 14.3 
Other fmancial services 0.0 0.0 5.8 6.9 
Computer services 0.0 0.0 3.5 1.6 
Equipment rentals 10.7 6.3 3.5 3.0 
Franchises and similar rights 0.0 0.8 0.3 
Communications 1.0 1.3 6.4 4.5 
Refming and processing services 0.0 1.5 
Tooling and other automotive charges 11.0 12.4 11.4 7.4 
Other 8.9 13.3 3.8 7.4 

Total 100.0 100.0 100.0 100.0 

Services here correspond to National Account entries and are therefore not strictly comparable to industry categories shown in the box on p. 9. 
SOURCE Based on McRae, "An exploratory analysis of Canada's international transactions in service commodities"; and data from Statistics Canada, 

Cat. 67-203. 

decreased. On the other hand, the trade deficit on royalties, 
patents, and trademarks was large in both 1969 and 1988; 
the deficit on management and administrative services in­ 
creased; and insurance services showed a strong increase 
in imports. 

Among Canada's trading partners, the United States 
predominates. Nearly 70 per cent of the value of business­ 
service imports in 1986 originated in the United States, 
which was the almost exclusive source of imports of tooling 
and other automotive charges, computer services, R&D, 
advertising and promotional services, and management and 
administrative services. On the other hand, for communi­ 
cations services, other fmancial services, and consulting and 
other professional services, the European Economic Com­ 
munity and other foreign countries were the major sources 
in 1986. 

Business-service exports show a less concentrated pat­ 
tern of trade. In 1986,56 per cent of the value of Canadian 
business-service exports had the United States as their 
destination; in contrast, 77 per cent of Canadian merchan- 

dise exports went to the United States. In particular, a very 
high proportion of consulting and other professional 
services and of communications services were exported to 
non-U.S. destinations. 

Differences between business-service imports and exports 
are also apparent when the main vehicles of trade are ex­ 
amined. Intracorporate transactions are much larger in 
relative terms for imports, while for exports, arm's-length 
transactions predominate. To a large extent, the pattern and 
content of Canadian business-service imports reflects the 
relative importance of U.S. foreign direct investment in 
Canada; intracorporate charges for imports into Canada of 
tooling and other automotive services, R&D, management 
and administrative services, and royalties, patents, and 
trademarks are especially notable. The predominance of 
arm's-length transactions on the export side, especially 
when those exports are directed to countries other than the 
United States, suggests that Canadian business-service 
exporters, especially in the fields of communications, re­ 
fining and processing services, equipment rentals, and 
consulting and other professional services, are achieving a 



certain degree of success in international competition, 
independently of intracorporate ties. Further, Canadian­ 
controlled companies accounted for two thirds of the exports 
of business services in 1986, while business-service imports 
were accounted for primarily by foreign-controlled - 
especially U.S.-controlled - establishments. However, just 
over one third of business-service imports - a considerable 
amount - were accounted for by Canadian-controlled 
firms." 

Employment Implications of 
Service Exports 

Because information on the amount of service-sector 
employment that is directly involved in international trade 
is simply not available, we have adopted a new approach. 
Our estimates are based on an indirect analysis of export­ 
dependent service trade; hence, they should be considered 
only as an approximation of the actual magnitudes involved. 
First, we focus on the direct export of services, that is, 
services that are exported via a communications network 
or by the temporary movement of suppliers or customers. 
The second part of our discussion takes a broader view of 
service trade to include indirect-service exports; that is, 
services embodied in goods that are exported. 

The information for the estimation of service-sector jobs 
which are dependent on direct-service exports was taken 
from Harris and Cox.20 They developed an input-output 
model using data for 1981 to determine the share of industry 
output accounted for by each of final demand, intermediate 
demand, and exports. Since they used input-output data 
from Statistics Canada, the analysis refers to all business 
activities in the economy, and excludes all government­ 
fmanced activities. 

The direct-export share for each of the 15 service indus­ 
tries in 1988 included in the Harris-Cox model is shown in 
Table 2-10. To calculate the amount of export-dependent 
employment in each industry, that export share of output 
was also taken to represent the proportion of employment 
in each of those industries that is dependent on exports. 
When applied to employment data for 1988, this method­ 
ology yields an estimate of 250,000 service-sector jobs that 
were dependent on exports, which represented only 3.6 per 
cent of all service-sector jobs. However, as was shown 
above, some important differences exist within the service 
sector, notably between industries in the dynamic-service 
subsector and in the traditional-service groups. On the 
whole, the dynamic-service subsector is much more export­ 
oriented than is the traditional-service subsector; indeed, the 
typology of the service sector discussed at the beginning 
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of this chapter is based in part on the extent to which 
industries in the two groups are oriented to exports. When 
applied to the employment data for 1988, it is found that 
close to 230,000 jobs in dynamic services - almost 9 per 
cent of all jobs in that subsector - were dependent upon 
direct-service exports. 

However, Harris and Cox estimate that the magnitude of 
indirect-service exports - that is, of services embodied in 
exported goods as a result of intermediate-demand trans­ 
actions - is about 50 per cent greater than that of direct­ 
service exports." If the effects of both direct-and indirect­ 
service exports on employment are considered, then the total 
employment effect of service trade is more significant. 

Table 2-10 

Exports as a Proportion of Output and 
Export-Dependent Employment in the 
Service Sector, Canada, 1988 

Export 
proportion 
of output 

Export­ 
dependent 
employment 

(Per cent) 
Dynamic services 8.7 227,935 
Transportation 

Air 5.0 2,985 
Rail 31.9 24,483 
Truck 21.2 24,405 

Other transportation 
and storage 20.3 42,444 

Communications 2.2 4,892 
Electric power 11.8 10,308 
Other utilities 0.9 1,155 
Wholesale trade 11.8 64,850 
Finance, insurance, and 
real estate! 1.1 7,031 
Business services 8.7 45,382 

Traditional and nonmarket 
services2 0.5 21,766 
Retail trade 0.3 3,753 
Accommodation, food, 
and beverages 102 

Amusement and recreation 0.2 318 
Personal services 0.7 2,264 
Health and education 0.8 15,329 

Total services 3.6 249,701 

I Excludes banking. 
2 Nonmarket services excludes social services and public adminis­ 

tration. 
SOURCE Based on McRae, "An exploratory analysis of Canada's 

international transactions in service commodities." 
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Furthermore, as is shown later in this report, it is the 
dynamic-service industries that are most closely linked to 
the goods sector. Therefore, most of those indirect-service 
exports will involve the dynamic services, and more than 
20 per cent of the jobs in the dynamic services may be 
dependent on exports. 

It is clear that in terms of direct trade, services form only 
a small component of overall trade. However, for some parts 
of the service sector, trade in services is significant, and 
technological change and the lowering of barriers to market 
access internationally may work to further increase the 
relative importance of trade in selected services in the 
future. Indeed, interest in service trade has been growing 
internationally, which is perhaps best reflected in the high 
priority given to service trade discussions in the current 
Uruguay Round of GATT negotiations. The interest is 
growing in Canada also; detailed research on Canadian 
service trade was conducted recently as part of the federal 
government's larger study of services. 

To a large extent, the structure of Canadian service im­ 
ports reflects patterns of foreign direct investment in Canada 
and the resulting content and magnitude of intracorporate 
service transfers. Thus Canada shows a tendency to import 
R&D and management and administrative services. How­ 
ever, while Canada's weak performance respecting trade 
in services compared to a number of OECD countries partly 
reflects the relative magnitude of foreign direct investment 
in Canada, it also reflects a relatively weak performance 
on the service-export side. The trends in service trade in 
Canada (especially given the context of the Canada-U.S. 
Free-Trade Agreement) and other countries suggest that, 
increasingly, domestic-service companies can expect to 
encounter foreign competition at home. As service markets 
become increasingly global, domestic-service producers - 
whether they engage directly in service trade or not - will 
need to be internationally competitive. 

There are some positive signs on the export side. Partic­ 
ularly strong performances have been shown in recent years 
by consulting and professional services and communica­ 
tions. Arm's-length transactions by Canadian-controlled 
firms predominate and markets in a range of countries 
outside the United States are increasingly being tapped, 
demonstrating that many Canadian service firms can com­ 
pete globally. 

At the same time, much of the service trade takes place 
indirectly through the export of goods. The interdependence 
of goods and service producers is a major theme of this 
report. One of the implications of that interdependence is 
that, whether through direct participation in service exports, 

through the meeting of foreign competition at home, or 
through the contribution made to goods which are exported 
Or which compete with imported goods, services clearly 
playa role in the competitiveness of the Canadian economy. 

Location of Services 

Service activities have always had an affinity for urban 
locations. Historically, service producers tended to locate 
close to their customers since service transactions relied 
heavily on direct contact between customers and suppliers. 
Minimum market-size requirements varied across the 
service sector, however, so that some services were found 
only in larger urban centres. Most villages, for example, 
contained a general store, while larger towns and cities 
would contain many retail outlets, perhaps a hospital to 
serve the regional population, and lawyers' offices. Serv­ 
ices, therefore, were distributed throughout the urban hier­ 
archy according to their market-size requirements. 

While computer-based technological change has had a 
number of major impacts on the service sector, two are of 
particular relevance here. First, the computer allows the 
processing of vast amounts of information quickly and 
relatively cheaply, and its importance as a business 
management tool is rapidly growing. The demand for, and 
supply of, that information has grown exponentially. One 
outcome has been rapid growth in the size of the business­ 
service industry. Second, computer-based technological 
change has relaxed some of the constraints that previously 
tied many service producers to their customers. No longer 
must information be exchanged on a face-ta-face basis - 
information is now storable and transferable and its value 
is often enhanced in the process. 

The conjunction of these two outcomes - the growth in 
business services and the relaxation of some of the market! 
location constraints - has led some observers to argue that 
an important part of the new growth in jobs could become 
"footloose" in terms of location and so could decentralize 
away from metropolitan areas to peripheral locations. 
Business services, in particular, have attracted attention as 
a potential tool for stimulating growth in regions where 
economic development is lagging, for four reasons." First, 
the business-service industry has shown strong output and 
employment growth in recent years. Second, many of the 
jobs generated in business services are considered to be 
"good" jobs in that their average skill levels and earnings 
tend to be high. Third, the growth of these services in 
interregional and international trade makes them a potential 
engine of growth. And, fourth, business services playa very 
strategic role in investment, innovation, and technological 
change; by being a locus of competitive advantage, they 



may contribute to spatial variations in economic develop­ 
ment 

However, rather than being footloose, the dynamic­ 
service industries in general, and the business services and 
finance, insurance, and real estate industries in particular, 
show a strong tendency to locate in large metropolitan areas. 
In 1981, this tendency was most pronounced for computer 
services, personnel and executive-search services, adver­ 
tising agencies, management consultants, architects and 
urban designers, and engineering and scientific services," 
Business represents by far the main class of customer for 
each of these industries. Legal and accounting services also 
showed a tendency to concentrate in large metropolitan 
areas, but that tendency was less pronounced, in part be­ 
cause [mal consumers form a significant portion of their 
customer base. 

The trend towards metropolitan concentration of key 
service-sector industries continued to 1986. Table 2-11 
shows the extent to which Canadian cities and towns have 
more of a given industry's labour force than would be ex­ 
pected given their share of the national labour force. An 
index of greater than 100 indicates that the industry's 
workers are disproportionately located in the city; an index 
of less than 100 shows the extent to which that industry is 
underrepresented. Indexes are shown in the table for cities 
and towns of various sizes in all regions of the country. 

Clearly, the dynamic-service industries are not spatially 
indifferent. Note, for example, the very high index for 
finance, insurance, and real estate in Toronto, and for busi­ 
ness services in Calgary, Toronto, Ottawa-Hull, Vancouver, 
and Montreal. This pronounced concentration, which has 
been observed in other countries as well, suggests that the 
dynamic services respond strongly to very particular 
locational requirements. 

Similar patterns are found when the analysis is based on 
occupations rather than industries (Table 2-12). In fact, the 
tendency for highly skilled occupations to be found in large 
metropolitan areas is even more pronounced. This reflects 
the fact that, in addition to the concentration of dynamic 
services in those locations, employment in the goods sector 
also shows a strong tendency towards occupational differ­ 
entiation across locations; management and administrative, 
technical, and office occupations tend to be concentrated 
in large metropolitan areas, while goods occupations asso­ 
ciated with resource extraction and traditional processing 
tend to be found in smaller urban centres." 

The following picture therefore emerges. Dynamic 
services and the head (or divisional) offices of goods­ 
producing firms tend to locate in the largest urban areas." 
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Also, while activities in the primary sector and traditional 
manufacturing industries are more commonly found in 
peripheral regions and in smaller urban centres, medium 
and high-value-added manufacturing tend to be located in 
large urban centres and in central regions." This tendency 
to locate disproportionately in the larger urban centres is 
paralleled by the highly skilled occupations - the manage­ 
rial and administrative, and professional groups. 

There are several reasons for this urban concentration. 
All of these activities need to have access to information, 
and they also need to have face-to-face contact. The con­ 
tention that new telecommunications technologies will 
relax the constraint on location imposed by the need for 
information suppliers and users to exchange information 
directly is valid for a significant portion of information 
exchanges, but usually only where routine information is 
involved. The-type of information which is exchanged in 
the process of complex decision making at high levels in 
the management hierarchy, on the other hand, has thus far 
proved less amenable to indirect personal contact. The 
end result, therefore, has been somewhat perverse - the 
computer-based technologies, rather than stimulating the 
decentralization of management functions, have increased 
the ability of head offices to exert control over routine 
functions from a distance." 

That is not to say that the tendency towards concentra­ 
tion of information-intensive functions will not change in 
coming decades. In many respects, computer-based tech­ 
nological change is still in its early phases. New advances 
in telecommunications technologies that will allow visual 
contact in distance communications, such as improvements 
in video-conferencing, may well act to reduce or eliminate 
the need for direct personal contact Socio-cultural innova­ 
tions that encourage new working arrangements on a wide 
scale may reduce or eliminate the need for most people to 
commute to jobs in large central office complexes. And 
growing diseconomies associated with very large metro­ 
politan areas - congestion, soaring housing costs, crime, 
lack of office space, and the very high costs of office space 
that is available - may act as a stimulus to many businesses 
and workers to seek more attractive locations in smaller 
urban areas and in peripheral locations. 

The high degree of locational correspondence between 
firms in the dynamic-service sector and the central offices 
of goods-producing firms reflects not only their common 
need for information, but also the fact that they show very 
close industrial linkages. Most goods industries are heavily 
dependent on the inputs of dynamic-service firms for the 
production of goods, as will be seen in Chapter 3. At the 
same time, dynamic services need the demand which 

L____ _ 
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originates in the goods sector. Typically, head offices act 
as the central control unit for their branch plants. As a 
consequence, those branch plants - which are usually dis­ 
persed geographically - have less need for the direct local 
acquisition of many dynamic services since they are often 
provided through head offices." Branch plants, therefore, 
create less demand for services produced locally, while head 
offices create firm-wide demand in central locations for 
dynamic services. 

A third factor encouraging the concentration of dynamic 
services and other information-based activities in large 
urban areas is access to skilled labour. The shift to services 
has been accompanied by substantial growth in the work­ 
force share of highly skilled occupations with high educa­ 
tional requirements in financial, business, and nonmarket 
services, and low-skilled occupations in traditional services 
(see Chapter 6). And while large metropolitan areas are not 
the exclusive source of highly skilled labour, they are a large 
source. The importance of skilled labour to some industries, 
however, also provides skilled workers with some leverage 
regarding the location of employment. For example, medical 
and educational occupations tend to be found in middle­ 
sized urban areas in both central and peripheral locations," 
In fact, regional centres based on specialized research skills 
often develop in association with universities, industrial 
research centres, or other specialized facilities. 

It would appear, therefore, that the effect of the growth 
of dynamic services and other information-based activities 
on the location of employment is spatial segmentation in 
the labour market, on several scales - between large 
metropolitan regions and smaller urban areas, between 
urban locations and rural areas, and between central and 
peripheral regions. Some observers have argued that for 
most countries, the largest metropolitan area will act as the 
national information centre, and that the urban hierarchy 
of information centres will extend to the international scale 
where a few "world-cities" will dominate the global infor­ 
mation economy." Differentiation throughout the national 
economy in terms of the "information-intensiveness" of 
different locations will translate into spatial variations in 
occupational mix, skill levels, and earnings. In Canada, 
there are distinct regional variations in the distribution of 
very large metropolitan areas. Based on the size of the 
largest urban centres and the shape of the urban hierarchy, 
the overall position of the Atlantic provinces could be 
viewed as being not as strong in relative terms as that of 
central Canada and the western provinces, though Halifax 
continues to be a regional centre of some importance. 

It is likely, therefore, that the locational characteristics 
of service-sector industries and of information-based 
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occupations will have implications for regional development 
in Canada. To an important extent, these issues reflect the 
interaction of computer and telecommunications technolo­ 
gies, on the one hand, and industry supplier-customer rela­ 
tionships, on the other. In fact, many observers have stressed 
the critical part played in regional performance by these 
technologies, stressing their role as "enablers" in the eco­ 
nomic development process." The research reported here 
leads to similar conclusions. 

Firm Size 

The last dimension that we examine in this chapter is the 
structure of the service sector in terms of firm size. Although 
it may be expected that firm size will have an important 
bearing on such things as employment and output growth, 
and technological change, our primary interest is in looking 
at firm size as it relates to the main theme of this report, 
namely, the changing nature of employment in the service 
economy. In this section we compare the finn sizes of the 
goods and service sectors to determine whether small firms 
are particularly characteristic of the service sector. 

Table 2-13 shows the distribution of employment growth 
between 1978 and 1986 in the goods and service sectors 
across the three firm-size categories. Since medium-sized 
(20-99 employees) and large firms (100 or more employees) 
in the goods sector actually contracted over the period, all 
net growth in that sector occurred in the small-firm category 
(less than 20 employees). In the service sector, on the other 
hand, 32 per cent of the job growth took place in firms with 
100 or more employees, and 58 per cent of the growth took 
place in small firms with less than 20 employees. Thus small 
firms have played an important role in employment growth 
overall, more so in the goods sector than in the service 
sector. The contribution of the goods sector to total 
employment growth, however, was relatively small, since 
service-sector firms accounted for 93 per cent of the net job 
growth in Canada between 1978 and 1986. 

Another way to compare the finn-size structure of the 
goods and service sectors is to examine the two sectors over 
time (Table 2-14). In 1978, 18 per cent of total employment 
was found in small firms with less than 20 employees; by 
1986, the small-fum share of employment had risen to 
27 per cent. And, in each of 1978, 1984, and 1986, the dif­ 
ferences between the goods sector and the service sector in 
terms of the share of employment found in small firms were 
actually very small, contrary to the popular notion that small 
firms dominate the service sector more than the goods 
sector. Furthermore, in both sectors, the share of employ­ 
ment found in large firms of more than 100 employees fell, 

- -~ --- -------------------- 
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Table 2-13 

Distribution or Employment! Growth in the 
Goods and Service Sectors by Firm Size, 
Canada, 1978-86 

Firm size 
(number of employees) 

Less 100 or 
than 20 20-99 more Total 

(Per cent) 

Service sector 57.8 9.9 32.3 100.0 

Goods sectorê 400.4 -3.2 -296.7 100.0 

Total 74.6 9.5 15.9 100.0 

Defined as the number of "average labour units" calcula!ed for a 
business as its total annual payroll divided by the average wages in 
its industry and province. 

2 Finns with 20 or more employees experienced employment 
contractions. 

SOURCE Estimates by the Economic Council of Canada, based on 
Statistics Canada, unpublished LEAP data. 

while the share found in medium-sized firms of 20-99 em­ 
ployees remained relatively stable. 

These data on employment by firm size are based on the 
concept of the "average labour unit" per firm developed by 
Statistics Canada." They are calculated by taking firm 
payroll and dividing it by the average wage in the industry 
and province where the payroll is earned. They are thus an 
artificial construction rather than an enumeration of the 
actual number of employees in each firm. The average 
labour unit is used here because actual employee counts are 
not available for historical periods. Table 2-15, however, 
provides the most recent information available on employ­ 
ment by firm size and industry. It is based on a count of 
the actual number of paid employees in each firm. Because 
the data-set underlying Table 2-15 is based on a different 
definition of employment, comparisons with the previous 
tables should not be made. 

The purpose of Table 2-15 is to show differences across 
the various industries within the service sector. The share 
of employment accounted for by small firms varied con­ 
siderably from industry to industry within that sector in 
1989. The largest percentage of employment found in small 
firms was shown by the traditional services. There is a great 
deal of variation, however, within dynamic services. Small 
firms were least characteristic of transportation, communi­ 
cations, and utilities, and also represented a smaller share 
of employment in finance, insurance, and real estate com- 

pared to other dynamic services and to traditional services. 
In contrast, roughly one third of employment in business 
services and wholesale trade in 1989 was in firms with 
fewer than 20 employees. The firm-size structure of 
nonmarket services clearly stands out as being very differ­ 
ent from the rest of the service sector; small firms account 
for only 2 per cent of employment in education, for 17 per 
cent of employment in health and social services, and for 
less than 1 per cent of employment in public administration. 

This short overview of firm size points to the conclusion 
that small firms are not much more characteristic of the 
service sector than they are of the goods sector. However, 
the small-firm phenomenon is important because it has ac­ 
counted for by far the largest proportion of new jobs in 
recent years. Since most employment growth has taken 
place in the service sector, it follows that job creation by 
small service-sector flrms has been the predominant source 
of new jobs in Canada. Data presented by Birch" for the 
United States, Sweden, the United Kingdom, and Canada 
also show that, with the exception of Sweden, where most 
job growth has taken place in very large firms, small firms 

Table 2-14 

Distribution of Employment! in the 
Goods and Service Sectors by Firm Size, 
Canada, 1978, 1984, and 1986 

Firm size 
(number of employees) 

Less 
than 20 

100 or 
20-99 more Total 

(Per cent) 

Goods sector 
1978 14.8 17.0 68.2 100.0 
1984 20.2 100.0 
1986 25.4 16.4 58.2 100.0 

Service sector 
1978 19.2 15.0 65.8 100.0 
1984 24.8 100.0 
1986 26.6 14.0 59.3 100.0 

Total 
1978 17.8 15.6 66.5 100.0 
1984 24.0 14.6 61.4 100.0 
1986 26.5 14.7 58.9 100.0 

Defined as the number of "average labour units" calcula!ed for a 
business as its total annual payroll divided by the average wages in 
its industry and province. 

SOURCE Estimates by the Economic Council of Canada, based on 
Statistics Canada, unpublished LEAP data. 
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Distribution of Employment' by Firm Size, Canada, First Half of 1989 

Firm size (number of employees) 

Less 1000r 
than 20 20-49 50-99 more Total 

(Per cent) 
Service sector 23.6 9.9 6.6 60.1 100.0 

Dynamic services 23.4 11.1 7.8 57.7 100.0 
Transportation, communications, and utilities 12.1 5.7 4.5 77.6 100.0 
Wholesale trade 31.5 17.3 9.9 41.3 100.0 
Finance, insurance, and real estate 21.9 10.0 6.7 61.3 100.0 
Business services 33.9 14.3 11.7 40.1 100.0 

Traditional services 36.7 15.6 8.3 39.4 100.0 
Retail trade 40.4 12.2 6.2 41.3 100.0 

Accommodation, food, and beverages 34.8 21.9 12.8 30.5 100.0 
Amusement and recreation 32.0 14.8 9.2 44.0 100.0 

Personal services 57.7 15.9 6.9 19.7 100.0 

Nonmarket services 7.4 3.3 3.8 85.5 100.0 
Health and social services 17.0 6.4 7.1 69.6 100.0 
Education 2.2 1.9 2.1 93.8 100.0 
Public administration 0.2 0.5 1.2 98.1 100.0 

Goods sector 18.5 11.4 9.7 60.4 100.0 

Total 22.3 10.3 7.4 60.0 100.0 

An employee is defined as any person drawing pay for services rendered or for paid absences and for whom the employer is required 10 complete a 
Revenue Canada T -4 Supplementary form. 

SOURCE Estimates by the Economic Council of Canada, based on data from Statistics Canada, Survey of Employment, Payroll, and Hours (SEPH). 

have been the predominant source of new jobs in recent 
years. Therefore, the Canadian trends resemble those found 
in similar countries. 

According to Birch, one of the important characteristics 
of small firms is their orientation towards innovation. 
Another characteristic of the small-firm phenomenon is its 
volatility - a large number of new firms appear each year, 
some grow rapidly while others decline, and a large number 
go out of business. In Birch's view, a strong small-firm 
sector and a vibrant economy are characterized by both a 
strong orientation to innovation and high levels of volatility, 
features that are characteristic of the Canadian service sec­ 
tor. 

Conclusion 

In many respects the term "service sector" is an anach­ 
ronism. The service sector is clearly composed of a large 

number of diverse industries that behave in quite different 
ways. And many of the traditionally held views on the 
service sector - that services are neither tradeable nor stor­ 
able, and that service transactions require direct contact 
between the customer and the supplier - are no longer valid. 

Our analysis identifies a few of the differences among 
the industries that make up the service sector and highlights 
some of the characteristics that distinguish the dynamic­ 
service industries from the traditional-service industries and 
how those in turn differ from the nonmarket-service indus­ 
tries. The dynamic-service subsector, in particular, showed 
a strong orientation to investment in the 1980s, with an 
important part of that investment consisting of the intro­ 
duction of computer-based technologies. And while the 
direct involvement of dynamic services in Canada's inter­ 
national trade is still small, the content of service trade has 
been undergoing important changes, which are reflected in 
an expanding role for business-service and communica­ 
tions transactions across borders. It may be expected that 
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dynamic-service industries - and service trade in general­ 
will grow in the future, in part as a result of new opportu­ 
nities made possible through technological change. 

The dynamic-service subsector differs from the two other 
service subsectors in another important respect. The 
dynamic services, particularly business services, and fi­ 
nance, insurance, and real estate, show a marked tendency 
to locate in the larger metropolitan areas. That tendency 
parallels a similar locational pattern for office functions 
in the goods sector, and so, at least for the present, rein- 

forces current rural-urban and regional differences in job 
opportunities. 

Small firms appear to be no more characteristic of the 
service sector than of the goods sector; in both cases, em­ 
ployment growth in the 1980s has taken place primarily in 
small firms. And while small firms may be a source of 
economic vibrancy, they also offer a wide range of jobs, 
both good jobs - well-paid and highly skilled - and bad 
jobs, poorly paid, low-skilled, and with weak: attachment 
to the labour market. 



3 Sectoral Interdependencies and the Growth in Service Employment 

In this chapter we will consider various explanations of why 
the shift to services is taking place. The first section con­ 
siders a number of explanations found in the literature. 
These fall into four major groups, which are: 1) changes in 
the composition of final demand; 2) sectoral differences in 
productivity growth; 3) contracting-out; and 4) changes in 
the nature of intermediate demand for services. Ultimately, 
although each appears to have played some role in the shift 
to services, none provides a comprehensive explanation. 

In the second section of this chapter, therefore, we present 
a series of analyses whose aim is to examine and shed fur­ 
ther light on the causes of service-sector employment 
growth. We begin by reviewing the "manufacturing mat­ 
ters" debate, a discourse that has occupied an important 
place in the recent literature, especially in the United States. 
At its most fundamental level, this debate is over which of 
the two sectors - goods or services - plays the pivotal role 
in generating growth in the U.S. economy. The remainder 
of this section consists of an analysis of the relationship in 
the Canadian economy between the goods and service sec­ 
tors. What is the nature of that relationship? Has it changed 
over time? What can be learned about the dynamic pro­ 
cesses behind the growth of services by looking at these 
sectoral interactions? 

Our research consisted of two related projects. The first 
was a series of policy simulations using a sectoral econo­ 
metric model that was specially designed to give an overall 
view of the relationship between the goods and the service 
sectors and of the impacts of aggregate spending patterns 
on employment and output growth in the sectors. However, 
because the model deals with the sectors at the aggregate 
level, and because it works with gross domestic product 
(that is, value-added outputs), it cannot treat linkages that 
occur at the level of individual goods and service industries. 
Therefore we undertook a complementary research ptoject 
that used input-output data to analyse the nature of demand 
and supply relationships between industries in Canada. The 
results of our research highlight the significant differences 
among the various service subsectors. We find, for example, 
that production in the goods sector and the dynamic-service 
subsector is highly interdependent. Because of the rela­ 
tionships between demand, output, and employment, goods­ 
production growth stimulates service-production growth. 
But equally important, goods producers depend on the 

service industries for many of their intermediate inputs. 
However, the growth in the traditional-service subsectors 
is attributable to the more common explanations such as 
productivity growth and final demand effects. 

The third section discusses the prospects for service­ 
sector growth in Canada, and the final section summarizes 
the major conclusions of the research reported in this 
chapter. 

The Shift to Services: 
Some Common Explanations 

The shift to services has attracted a fair amount of atten­ 
tion in the literature from analysts attempting to identify 
its causes. As early as 1940, Colin Clark argued that a high 
propensity to consume services was an important explana­ 
tion for the relatively fast growth of employment in the 
service sector.' In the late 1960s, William Baumol's 
"Macroeconomics of unbalanced growth" and Victor Fuchs' 
The Service Economy addressed the topic.' Recently, ana­ 
lysts have expressed concern about the relative decrease in 
the size of the goods sector,' a topic that has become the 
subject of the "manufacturing matters" debate. 

Among the explanations for the shift in employment to 
the service sector, four predominate: first, that consumer 
demand for services has increased faster than for goods; 
second, that labour-productivity growth has been slower in 
services than in goods; third, that goods producers now are 
simply contracting out for services that were formerly per­ 
formed in-house; and fourth, that there has been strong 
growth in the intermediate demand for services as inputs 
to the production process. 

Consumer Demand 

Proponents of this explanation argue that as incomes rise, 
consumers tend to spend proportionately more on services 
than on goods. To test this argument, we used Statistics 
Canada's National Income and Expenditure Accounts data 
to calculate personal expenditures on goods and on services 
for the period 1971-86. We found that, contrary to expec­ 
tations, approximately $0.44 of every additional dollar in 
disposable income was spent on goods and about $0.32 was 
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spent on services.' Based on the estimated equations, the 
income elasticities of demand for goods and for services at 
the midpoint of the consumption expenditure curves were 
calculated. For goods, the elasticity was 0.93; for services, 
it was 0.88. After allowing for statistical noise, the two 
estimates may be taken as approximately equal. Admittedly, 
consumption function analysis is a rich and controversial 
field of economic research and there is no agreement on 
the definitive estimates of the income elasticity of demand 
for goods and services. However, other attempts to verify 
the income elasticity argument also have met with little 
success.' For example, Grubel and Walker analyse con­ 
sumer expenditures on nine types of services in 1974 and 
1984, and conclude that "the income elasticity of demand 
for services is not high; on average it is about one. If this 
generalization is correct and holds in the future, consumer 
spending on services may be expected not to provide much 
stimulus for demand and output even if Canadian incomes 
on average continue to rise."? All this evidence suggests that 
there are sufficient grounds to be doubtful about the income 
elasticity argument. 

Another method of testing the service-demand hypothesis 
is to examine the distribution of total final expenditures. A 
complete analysis of trends in final expenditures patterns 
must take account not only of personal expenditures on 
goods and services, but also of government current expen­ 
ditures on goods and services, government investment, 
business investment, exports of goods and services, and 
imports of goods and services. 

Table 3-1 

The results of such an analysis is presented in Table 3-1. 
Between 1971 and 1988, the share of total domestic 
expenditures accounted for by personal consumption of 
services increased from about 22.3 per cent in 1971 to 
25.5 per cent in 1988. However, government current ex­ 
penditures (roughly 93 per cent of which consists of serv­ 
ices) decreased over the period from 20.8 per cent of total 
domestic expenditures to 17.8 per cent, while business in­ 
vestment in goods increased from 16.3 per cent of total 
domestic expenditures to 22.1 per cent. Service exports and 
imports showed some small changes but remained relatively 
minor components of total domestic expenditures. Thus the 
small increase in personal expenditures on services as a 
share of total domestic expenditures between 1971 and 1988 
was more than offset by changes in the government and 
business components of total expenditures. Consequently, 
the shares of total domestic expenditures accounted for by 
goods and by services remained essentially stable over the 
period. These results, then, also point to the conclusion that 
shifts in the composition of final demand cannot provide a 
satisfactory explanation for the shift to services. 

Productivity Growth 

A second popular explanation of the shift to services, and 
one that has attracted a great deal of attention in the litera­ 
ture, argues that the rapid postwar growth in service em­ 
ployment is attributable to relatively slow growth in the 
labour productivity of the service industries compared to 

Distribution of Total Final Expenditures on Goods and Services, Canada, 1971, 1981, and 1988 

1971 1981 1988 

(Per cent) 
Total domestic expenditures on goods! 59.2 58.7 59.6 
Total domestic expenditures on services? 40.8 41.3 40.5 
Personal expenditures on goods A 31.0 30.7 30.6 
Personal expenditures on services B 22.3 24.3 25.5 
Government current expenditures on 
goods and services C 20.8 19.3 17.8 

Government investment D 3.9 2.6 2.5 
Total business investment E 16.3 21.9 22.1 
Goods exports F 20.8 23.7 31.2 
Service exports G 3.7 3.5 3.0 
Goods imports H 14.2 21.7 28.3 
Service imports I 4.5 4.5 4.3 

1 Total final expenditures 011 goods = A + (1 - 0) C + D + E + F - H, where 0 is the ratio of government expenditures on services to total government 
current expenditures on goods and services, calculated from the input-output tables. 

2 Total fmal expenditures on services = B + oC + G -J. 
SOURCB Estimates by the Economic Council of Canada, based on data from Statistics Canada. 



goods industries.' We tested this hypothesis using data on 
gross domestic product (1981 dollars) per worker for the 
goods sector and for the three service subsectors for the 
period 1967-89.8 

It should be pointed out that the measurement of output 
is extremely poor for many service industries. Nevertheless, 
economists still use these data to compare the relative pro­ 
ductivity performance of the goods and service sectors. We 
caution, therefore, that the discussion which follows should 
be regarded as indicative rather than conclusive evidence 
(we return to a consideration of some of the problems as­ 
sociated with estimating output and productivity in serv­ 
ices later in this section). 

The labour-productivity growth performances of goods 
and service industries, as currently measured, varied con­ 
siderably from year to year. However, when averaged over 
the whole of the period 1967-89, the goods sector's rate of 
productivity growth, at 1.8 per cent, is superior to that of 
the service sector at 1.4 per cent (Table 3-2). This was due 
to the poor performance of the traditional and nonmarket 
services, where annual labour-productivity growth rates 
averaged 0.7 per cent and -0.2 per cent, respectively. In fact, 
the average annual performance of the dynamic services, 
at 2 per cent, was superior to that of the goods sector. 

When productivity performance is compared with em­ 
ployment growth (see Chapter 4), the productivity argument 
loses ground as a comprehensive explanation of the shift 
to services. While it is true that employment growth has 
been relatively high in the traditional-service subsector, 
where productivity growth has been low, that pattern is not 
characteristic of nonmarket services and dynamic services. 
Since the early 1970s, nonmarket services' share of total 

Table 3-2 

Average Annual Rate of Growth in Output! per 
Employee, Canada, 1967-89 

Service sector 
Dynamic services 
Traditional services 
Nonmarket services 

(Per cent) 
1.4 
2.0 
0.7 
-0.2 

Goods sector 1.8 

Total 1.4 

Gross domestic product (1981 dollars). 
SOURCE Estimates by the Economic Council of Canada, based on data 

from Statistics Canada. 
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employment has stabilized in the range of between 21 and 
23 per cent, despite its poor measured productivity growth 
performance. And despite strong productivity growth in 
dynamic services, that subsector's share of total employ­ 
ment has increased significantly. In other words, there has 
been no consistent trend across the three service subsectors 
concerning employment and productivity growth. 

Perhaps the best-known problem of measurement con­ 
cerns the method used to estimate output in many service 
industries. Sharpe, for example, uses information from 
Statistics Canada to estimate the magnitude of the output 
measurement problem for the goods and service sectors, and 
for individual industries," He finds that Statistics Canada's 
"poor quality" rating of the official data affects 1.6 per cent 
of the output measured in the goods sector, 15.1 per cent 
of output in the commercial component of the service sec­ 
tor, and 9.3 per cent of output in the noncommercial-service 
sector which, being based on input-output data, excludes 
public administration. Further, while labour input is used 
to estimate output in some commercial-service industries 
and even in some goods industries, the use of this measure 
predominates in the noncommercial-service sector, where 
51.6 per cent of the output is measured by labour input and 
depreciation. Overall, Sharpe estimates that 37.2 per cent 
of the output of business services and personal services is 
measured either by labour input or is classified by Statistics 
Canada as being of poor quality. He concludes that the "very 
poor productivity performance in recent years in this sec­ 
tor may thus be linked to productivity measurement prob­ 
lems.?" 

A less-known problem is the price deflators used to de­ 
termine an industry's real output. It is increasingly felt by 
some experts that the deflators used introduce biases into 
the measurement of real output growth, with the result that 
the estimate of labour productivity in the service industries 
is biased downward and the estimate of labour productivity 
in the goods industries is biased upward. In other words, 
rather than invalidating the usefulness of the productivity 
growth comparisons discussed above, analysis of the nature 
of the measurement biases related to price deflation methods 
reinforces our general conclusions that productivity growth 
in the dynamic-service subsector is stronger than in the 
goods sector. 

How are these biases introduced and what is their impact 
on productivity as it is measured in the goods and the serv­ 
ice industries? In order to accurately estimate an industry's 
productivity growth, the theoretically "correct" double­ 
deflation procedures are used to measure the industry's real 
outputs. The double-deflation procedure to measure real 
value-added (or real net output) involves deflating the value 
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of industry's total gross output and total intermediate in­ 
puts, in current prices, by the appropriate price indices. 
Therefore, real value-added (or real net output), which is 
the usual numerator in productivity calculations, is equal 
to real (deflated) gross output minus real (deflated) inter­ 
mediate inputs. 

However, recognition is growing that price deflators (or 
their implicit equivalents) for gross output for many service 
industries are probably biased upward," so estimates of real 
gross output for these industries are too low. This is because 
for many services, appropriate price deflators are not 
available, so growth in those industries' inputs is used to 
simulate growth in their real value-added (or real net out­ 
put). If that output growth is more or less equal to the input 
growth, then the productivity growth measures are biased 
towards zero. Also price deflators do not typically reflect 
improvements in quality. Therefore, when the quality of 
inputs is improved, the industry consuming the input ap­ 
pears to experience a decrease in real costs and a corre­ 
sponding increase in measured real net output relative to 
labour inputs. In other words, productivity growth in user 
industries, according to conventional measurement tech­ 
niques, would be biased upward. Unfortunately, the precise 
magnitude of these measurement biases is not known and 
so the measures of real output cannot be corrected. 

A significant portion of the output of many service in­ 
dustries - notably dynamic services - is consumed by other 
industries, particularly in the goods sector, as intermediate 
inputs. Therefore, given the suspected bias in the deflator 
for gross output in many service industries and the false 
attribution of output growth to industries purchasing higher 
quality inputs from suppliers, it follows that biases are in­ 
troduced into the productivity growth measures for goods 
as well. For services, the likely result is to bias productivity 
growth measures downward; for goods, the result is prob­ 
ably an upward bias, since part of the gain in productivity 
achieved by suppliers of intermediate services is falsely at­ 
tributed to the goods industry purchasing those services as 
inputs." Furthermore, because the magnitude of purchases 
of services by the goods sector as a whole has been in­ 
creasing, it is likely that the extent of the bias for both 
services and goods has been growing in recent years. 

Contracting-Out 

Some economists have argued that the growth of service­ 
sector employment relative to goods-sector employment is 
merely a statistical artifact, reflecting the fact that services 
that were formerly performed within goods-producing firms 
are now increasingly purchased - that is, contracted out - 

from specialists in the service sector. According to this hy­ 
pothesis, the rapid expansion of the service sector - par­ 
ticularly the dynamic services, which tend to be closely 
linked to goods production - represents a replacement of 
part of the value-added and associated employment by 
goods-producing industries. In the final analysis, therefore, 
what is observed is simply a change in how the production 
process is organized rather than any real growth in the share 
of value-added (and growth in output and employment) 
accounted for by services. The extent to which the 
"contracting-out" argument can explain the shift to services 
has been studied in background research done for the 
Council by Postner." That research is summarized here. 

The economic theory underlying the question of 
contracting-out is largely derived from the field of industrial 
organization. A good summary of the basic principles can 
be found in Grubel and Walker" who identify four factors 
encouraging the contracting-out of services by goods­ 
producing firms: 1) the increasing complexity of business 
operations which makes it more difficult to monitor per­ 
fonnance of nonproduction employees (and easier to ob­ 
tain service inputs from outside suppliers); 2) increasing 
specialization and technological change, which makes it 
more profitable to hire service expertise in the market than 
to produce it in-house; 3) the decreasing cost of information 
and communications which makes it less costly to obtain 
services in the market than to produce them within the firm; 
and 4) increasing total employment costs (including non­ 
wage costs), particularly for manufacturing firms, relative 
to those of small service-firms that are less affected by 
constraints such as the regulatory environment and unioni­ 
zation. On the other hand, Grubel and Walker also identify 
economic forces that favour the in-house production of 
services, such as the need to prevent disclosure of firm­ 
specific information, and the ability to provide services that 
may previously have been acquired locally to distant parts 
of the firm, as a result of innovations in communications. 

McFetridge and Smith" recently completed a major 
Canadian study of contracting-out. They find a small but 
significant occurrence of contracting-out of certain services 
that presumably were previously produced in-house; the 
extent, however, is not uniform across the various goods­ 
producing industries and service inputs. Since contracting­ 
out is difficult to measure directly, McFetridge and Smith 
use various indirect techniques based on a number of as­ 
sumptions which may not hold true. As a result, they draw 
their conclusions cautiously and call for further research and 
better data to clarify the issue. 

Some insights into the contracting-out question also can 
be gained from research conducted for the Council by 



Postner and Wesa." They find evidence of above-average 
increases in the outside purchase by goods-producing 
industries of some services, notably communications, fi­ 
nancial services, and business-management services. At the 
same time, however, a number of other producer-service 
inputs grew at a lower-than-average rate, for example, 
wholesale trade and transportation services. But the question 
remains: To what extent do these observed trends reflect 
replacement rather than augmentation of in-house service 
production by goods-producing industries? Postner and 
Wesa use occupational data to help answer that question, 
and again, the evidence is rather mixed. They found that 
contracting-out for the services of accountants, lawyers, and 
communication specialists, for example, did replace in­ 
house production of those services to some extent. But they 
found the opposite trend was true for service specialists such 
as managerial personnel, and professional and technical 
workers, where the trend was towards more in-house em­ 
ployment in goods-producing industries. Other studies have 
produced similar results.'? 

There are a number of shortcomings in the empirical work 
on contracting-out which arise out of a lack of data at the 
appropriate statistical level, and which have been over­ 
looked in the literature reviewed above. For example, the 
theoretical arguments relating to contracting-out place it 
within the context of firm-level transactions; the empirical 
work, however, is largely based on establishment-level 
information. Much of the contracting-out which is at the 
establishment level may in fact represent intrafmn transac­ 
tions and therefore should not be counted. At the same time, 
those transactions occurring between diverse production 
units within conglomerates operating in widely different 
industries probably should be counted as true contracting­ 
out," 

There are two other statistical problems which should be 
mentioned briefly." First, neither research at the level of 
the establishment nor at the level of the firm documents 
in-house service activities of goods producers. It is very 
difficult, then, to identify when contracting-out replaces in­ 
house activities, which is an essential aspect of the 
contracting-out question. Second, there is reason to be 
concerned about the reliability of the measurement of pur­ 
chased service inputs." Ideally, these data should be pro­ 
vided by company head offices and related ancillary units; 
none of the standard statistical surveys, however, are di­ 
rected to these units. 

In response to the deficiencies in the data on contracting­ 
out, Statistics Canada recently conducted an experimental 
survey for the period 1984-87, with projections to 1990.21 
The results indicate increases in the consumption by goods 
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producers of both services produced in-house and 
contracted-out services. They also suggest the value of 
contracting-out as a proportion of all services consumed 
grew moderately over the study period. Even this survey 
has its deficiencies, however. The goods sector and producer 
services were only partially covered in the survey, and the 
period studied is really too limited to establish significant 
trends. It would also be useful if the data collection were 
extended to include information on the extent of 
contracting-out compared to in-house production of goods 
and services by service producers. Hopefully the survey will 
be modified and extended, and improved data on the ques­ 
tion of contracting-out in Canada and its role in service­ 
sector growth will become available. 

Overall, the evidence which is available suggests that 
there is a trend towards increased contracting-out for serv­ 
ices by goods producers, but that activity is too small to 
account for more than a part of the overall shift to services. 
We can conclude from this that: 1) given the growth in 
service-related employment in both service-sector and 
goods-sector firms, the official statistics on employment by 
industry probably underestimate the level of total service 
employment in the economy; 2) since there has been some 
trend towards increased contracting-out of services and 
since that, implicitly at least, partly replaces some service 
activities formerly performed in-house, the official statistics 
would overestimate the rate of growth of service employ­ 
ment overall; and 3) the fact of contracting-out will affect 
observed distribution of employment by industry. For ex­ 
ample, if a wholesale-trade firm or a manufacturing firm 
contracts out to a business-service firm, the economic ac­ 
tivity it generates would be allocated to the business-service 
industry, although, in fact, the activity would be undertaken 
in support of the purchaser. However, the extent to which 
contracting-out would affect the observed industrial dis­ 
tribution of economic activity has not been empirically in­ 
vestigated. 

Intermediate Demand 

Earlier in this chapter we considered the role of shifts in 
the composition of final demand in the growth of the serv­ 
ice sector. Final demand expenditures, however, account 
for only a part of service-sector output; the other part is 
accounted for by intermediate demand: that is, the con­ 
sumption of services by businesses as inputs for the pro­ 
duction of goods and other services. Economists have 
tended to focus on the role of consumer demand in service­ 
sector growth. But consumer demand can explain a signif­ 
icant part of that growth only if it accounts for a large part 
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of the consumption of outputs of service industries - and 
for many service producers, that simply is not the case. For 
many service industries, in fact, intermediate demand is far 
more important than final demand (Table 3-3). For example, 
in 1985, the transportation and the business-service indus­ 
tries each sold more than three quarters of their output to 
other industries as intermediate inputs; final consumers 
accounted for only 17 and 6 per cent, respectively, of their 
output. In fact, with the exception of wholesale trade, each 
of the dynamic-service industries sold at least half of its 
output as intermediate inputs. Only in the cases of com­ 
munications, finance and real estate, and insurance did 
consumers purchase a significant portion of the OUtpUt.22 
On the other hand, final demand, and consumer demand in 
particular, was of much greater relative importance in tra­ 
ditional services." Therefore, while consumer demand for 
services undoubtedly played a role in the growth of tradi­ 
tional services, its impact on dynamic services was small 
in comparison to the impact of intermediate demand. 

Some attention has been paid in the literature to the 
question of the impact of intermediate demand on service- 

Table 3-3 

sector growth. Clearly, since the economy as a whole has 
grown over time, the total demand for services as interme­ 
diate inputs also must have increased, in absolute terms. 
Therefore, the focus of the intermediate demand argument 
must be changes in the relative demand by individual pro­ 
ducers for services as intermediate inputs; specifically, that 
more service inputs are required today to produce one unit 
of output than in the past. 

To test this hypothesis, we used input-output data to trace 
industry inputs and outputs over the period 1971-85. Two 
indicators were developed: first, the proportion of all inter­ 
mediate inputs that consisted of services; and second, the 
ratio of total service inputs (including services produced in­ 
house and purchased services) to gross output. Of a total 
of 28 goods-producing industries, only two - mining, and 
crude petroleum and natural gas - showed any significant 
increase in the ratio of service inputs to total intermediate 
inputs over time (Chart 3-1). While some goods-producing 
industries showed minor increases over the period 
1971-85 in the ratio of service input to gross output, most 
showed a decrease over 1981-85 (Chart 3-2). Nor does there 

Distribution of Service Industry Output' According to Intermediate and Final Demand, Canada, 1985 

Output sold as 

Final demand 

Intermediate Consumer Total 
input expenditures Other demand 

(Per cent) 
Dynamic services 

Transportation 77.3 17.3 5.4 100.0 
Pipeline transport 58.8 0.9 40.3 100.0 
Storage 76.8 17.6 5.6 100.0 
Communications 57.4 34.4 8.2 100.0 
Utilities 50.8 7.2 42.0 100.0 
Wholesale trade 47.2 2.9 50.0 100.0 
Finance and real estate 51.2 40.7 8.1 100.0 
Insurance 51.2 41.3 7.5 100.0 
Business services 81.1 5.6 13.3 100.0 

Traditional services 
Retail trade 12.9 5.5 81.6 100.0 
Accommodation, food, and beverages 16.4 83.7 100.0 
Amusement and recreation 24.6 75.4 100.0 
Personal services 49.4 30.0 20.7 100.0 
Other services- 52.8 26.6 20.6 100.0 

Gross domestic product (1981 dollars). 
2 Includes equipment and vehicle rental, and photographic, repair, and building services. 
SOUReR Estimates by the Economic Council of Canada, based on input-output data from Statistics Canada. 



Chart 3-1 

Total Service Input as a Proportion of 
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Canada, 1971, 1981, and 1985 

Agriculture 

Fishing and trapping 

Logging and forestry 

D 1971 
EJ 1981 
.1985 

Mining 

Crude petroleum and gas 

Quarry and sand pits 

Food 

Beverages 

Tobacco 

Rubber 

Plastics 

Leather 

Textiles 

CloÛlÎng 

Wood 

Furniture and fixtures 

Paper and allied industries 

Printing and publishing 

Primary metals 

Fabricated metals 

Machinery 

Transportation equipment 

Electrical goods 

Nonmetallic minerals 

Refined petroleum and coal 

Chemicals 

Oilier manufacturing 

Construction 

0% 

SOURCR Estimates by the Economic Council of Canada, based on data 
from Statistics Canada. 

100 60 40 80 20 

Chart 3-2 

Sectoral Interdependencies 37 

Total Service Input as a Proportion of 
Gross Output, by Goods Industry, 
Canada, 1971, 1981, and 1985 

Agriculture 

Fishing and trapping 

Logging and forestry 

SOURCR Estimates by the Economic Council of Canada, based on data 
from Statistics Canada. 

D 1971 
EJ 1981 
.1985 

Mining 

Crude petroleum and gas 

Quarry and sand pits 

Food 

Beverages 

Tobacco 

Rubber 

Plastics 

Leather 

Textiles 

Clothing 

Wood 

Fumiture and fixtures 

Paper and allied industries 

Printing and publishing 

Primary metals 

Fabricated metals 

Machinery 

Transportation equipment 

Electrical goods 

Nonmetallic minerals 

Refined petroleum and coal 

Chemicals 

Oilier manufacturing 

Construction 

0% 50 20 30 10 40 



38 Employment in the Service Economy 

appear to have been any significant trend towards growing 
service consumption on the part of the service industries 
themselves. Of a total of 18 service-producing industries, 
none showed any increase in the ratio of service input to 
total intermediate input. And few showed any significant 
increases in the ratio of service input to gross output be­ 
tween 1981 and 1985 except for storage and communica­ 
tions (Chart 3-3). 

These results suggest that there was not any substantial 
increase in the extent to which services are used as inter- 

Chart 3·3 

Total Service Input as a Proportion of 
Gross Output, by Service Industry, Canada, 
1971,1981, and 1985 
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mediate inputs by individual producers in either the goods 
or the service sectors between 1971 and 1985. The results 
of the analysis of contracting-out, though, suggest that some 
shift may have occurred in the source of those services; that 
is, slightly more services are being acquired from outside 
the firm today than previously. 

Summary 

A review of some of the explanations of the shift to 
services leads to rather ambiguous conclusions. All four 
explanations - a shift in the composition of final demand, 
differences in goods- and service-sector productivity 
growth, contracting-out, and changes in the level of inter­ 
mediate demand for services - appear to account for a part 
of the overall growth of the service sector, but the individual 
contribution of each appears to be small relative to the 
magnitude of the shift. Furthermore, rigorous testing of the 
hypotheses is seriously constrained by the lack of appro­ 
priate data, an indication of the inadequacy with which 
services have been treated by economists and policymakers 
alike. This point is taken up again in the final chapter of 
this report. 

The Interdependence of 
Goods and Services 

Another weakness in the research on the shift to services 
is that it often focuses on only the direct impact of each 
factor. However, the real world is rarely quite so simple . 
In fact, growth in the size of the economy, along with the 
increasing complexity of the production process, have 
worked to increase both the number of actors and the 
number of transactions in the economy. As a result, the in­ 
direct effects of economic interactions have now assumed 
significant importance. To adequately address the question 
of the causes of the shift to services, therefore, it is neces­ 
sary to take account of how the economic system functions 
as a whole. It is to this that we now turn. 

The "Manufacturing Matters" Debate 

For the past few years, policy analysts and economists 
in the United States have debated whether an economy can 
thrive without a large manufacturing base. Popularly termed 
the "manufacturing matters" debate, some argue that in the 
future only services will be necessary for a vibrant economy, 
others argue that the most important source of growth and 
wealth will be the manufacturing sector, and still others 



argue that both manufacturing and service activities will be 
necessary. 

Those who subscribe to the view that only services will 
matter in future argue that the most highly developed 
economies naturally evolve towards what has been termed 
the "post-industrial society."> Taken to the extreme, this 
view implies that, just as the balance of employment shifted 
from agriculture to manufacturing in the decades following 
the industrial revolution, so will modem economies see a 
shift out of manufacturing and into services. The logical 
conclusion is that, eventually, the service sector will be the 
primary generator of wealth in the economy. Whether the 
evolution to a post-industrial society involves a shift in the 
industrial structure of employment, or output, or both, is 
rarely specified. 

Those that argue that, on the contrary, manufacturing will 
remain the most vital component of a national economy, 
claim that because it is the locus of R&D acti vity, it gener­ 
ates by far the greater part of exports and provides high­ 
wage jobs." They also argue that because the manufactur­ 
ing sector is the source of an important part of the demand 
for inputs from other sectors, manufacturing is the primary 
generator of economic activity. 

The third argument is that increasing complexity in the 
production process, accompanied by changes in the orga­ 
nizational structure of production, has resulted in the 
lengthening of the chain of linkages between economic 
activities." Services form a vital part of those linkages and 
therefore both manufacturing and services, particularly 
producer services, are vital components of the economy. 
At the same time, because manufacturing does matter, the 
shift to services cannot continue indefinitely to the point 
where goods production disappears altogether; the presence 
of both a strong manufacturing sector and a strong service 
sector is necessary for an economy to thrive. 

Our results indicate that manufacturing, and goods pro­ 
ducers more generally, play a key role in generating 
production in both the goods and the service sectors. They 
also highlight the fact that goods producers are highly de­ 
pendent on services as large and important sources of 
intermediate inputs. Consequently, the quality (and cost) 
of those service inputs will have a critical impact on the 
competitiveness of the goods sector, and that competitive­ 
ness will ultimately determine whether the goods sector 
grows. The main conclusion of our analysis, therefore, is 
that the two sectors are mutually interdependent, and the 
vitality of one will affect the vitality of the other. To our 
knowledge, the current study is the first attempt to meas­ 
ure the strength of the linkages between the two sectors in 
a Canadian context. 
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Policy Simulations of a 
Sectoral Econometric Model 

In order to gain an overall view of the relationship be­ 
tween the goods and the service sectors, we undertook a 
series of policy simulations using an econometric model 
specially designed by Curtis and Murthy for this purpose." 
The model is unique in that it is decomposed into three 
interrelated sectors, which reflect the typology outlined in 
Chapter 2. The three sectors are: goods (primary industries, 
manufacturing, and construction); commercial services 
(dynamic and traditional services); and nonmarket services 
(health, education, and public administration). The model 
focuses on the relationship between economic growth and 
the demand for goods and services, and in tum their rela­ 
tionship to sectoral output and employment levels. Aggre­ 
gate supply is derived from the goods sector, commercial 
services, and non market services; and aggregate demand 
is disaggregated according to final expenditures on goods 
and services. 

The model builds upon explanations of the shift to serv­ 
ices found in the literature, incorporating contemporary 
macroeconomic theory. The structure of output (supply) is 
explained primarily by the pattern of aggregate expenditures 
(demand). Aggregate expenditures are driven and structured 
by the effects of income, wealth, relative prices, interest 
rates, and government expenditures. Employment is defined 
by sectoral employment equations and is explained by 
sectoral output, capital stock, and wage rates. Most impor­ 
tantly, all these aspects of the structure of the aggregate 
economy are reconciled in a consistent dynamic-model 
framework. The model is based on quarterly data, seasonally 
adjusted when appropriate, from National Income and 
Expenditure Accounts and other data supplied by Statistics 
Canada, for the period 1967-86. 

The Simulations and Their Results 

Before discussing the simulation analysis, a few intro­ 
ductory remarks are appropriate. First, a variety of 
simulations based on changes of varying magnitude to dif­ 
ferent parameters could be useful for understanding the 
historical development of the goods and service sectors; in 
this section, we present three possible simulations, referring 
interested readers to the detailed background study for a 
discussion of alternate specifications. Second, it should be 
emphasized from the outset that the analysis reported here 
was specifically designed to focus on the interactions 

"­ between the three sectors, it is not intended to provide 
lessons for macroeconomic policymaking." 

The purpose of the simulation analysis was to increase 
our understanding of the dynamics underlying the shift of 
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output and employment to the service sector observed in 
Canada in 1967-86. The results offer interesting insights 
into the dynamics of the interactions between the goods 
sector, commercial services, and nonmarket services. They 
show the differences in the responses of the sectors to 
various policy measures, and how those differences affect 
the process of structural change and the performance of the 
aggregate economy. 

We begin with the observation that, over the study period, 
the service sector as a whole grew faster than the goods 
sector. We then ask the question: How different would that 
pattern be if changes were made to selected parameters in 
the model such that the level of economic activity of the 
goods sector was boosted relative to that of services? To 
help answer that question, a number of simulations were 
performed, three of which are reported here. 

The first simulation consisted of a set of changes that 
either stimulated goods production directly or that were 
more favourable to the goods sector than to services, in 
relative terms. As in model simulation generally, each of 
the changes that was introduced was arbitrarily imposed in 
the sense that the values of selected model parameters that 
were determined on the basis of historical experience were 
replaced with new, hypothetical values, determined by the 
researcher. In each case, those imposed values were differ­ 
ent enough from the actual experience to cause a discern­ 
ible change in outcome, but were not so different as to cause 
an unrealistic departure from the historical experience. 
Specifically, the policy package in this simulation involved 
making three changes: 

1 Personal income taxes were lowered slightly on an 
annual basis over the study period. That involved changing 
two tax parameters in the model. The result was that the 
ratio of "direct tax on persons and other transfers from 
persons to gross national product" was lowered; for exam­ 
ple, from 14.6 per cent (actual) to 14.1 per cent (hypothe­ 
tical) in 1972, and from 18 per cent (actual) to 15 per cent 
(hypothetical) in 1986. As a consequence, personal dispos­ 
able income increased. From the estimated equations of 
consumption of goods and services, we know that people 
spent slightly more of their additional income on goods than 
on services - in the model, the marginal propensity to 
consume goods was 0.44, while the marginal propensity to 
consume services was 0.32. Therefore, an increase in dis­ 
posable income would stimulate the final demand for goods 
more than for services. 

2 A portion of government current expenditures over the 
period 1971-86 was reallocated to government expenditures 
on capital. Government current expenditures consist of 

outlays for goods and services by the federal, provincial, 
and local governments. In contrast to the capital expendi­ 
tures component which consists of spending on buildings, 
machinery, and equipment, a relatively large portion of the 
money for government current expenditures (about 93 per 
cent) was spent on services. In the hypothetical scenario, 
government current expenditures was set at 92 per cent of 
its historical value; the other 8 per cent was reallocated to 
the government capital expenditures account. 

3 The last policy change in this first simulation involved 
lowering the interest rate. Interest rates in Canada have been 
high by historical standards since 1979. In keeping with the 
desire to simulate plausible scenarios, high interest rates 
were lowered for each year by between 1 and 2 percentage 
points for the period 1979-84 when interest rates peaked. 
Because actual interest rates fell below 10 per cent in 1985 
and 1986, the decreases for these years were less than 
1 percentage point. In the model, these interest-rate reduc­ 
tions would stimulate the demand for goods while having 
little direct impact on the demand for services, for two 
reasons. First, since the cost of capital would decrease, 
capital investment would increase; second, lower interest 
rates would, by reducing the cost of debt financing, stimu­ 
late the demand for consumer durables - many of which 
are "big-ticket" items - relatively more than the demand 
for services which, though increasingly purchased on credit, 
are often relatively less expensive. 

An additional feature of the policy package should be 
highlighted. Since governments are concerned with the size 
of the deficit, in order to make the simulation as realistic 
as possible, the policy changes were designed so as to cause 
little difference between the size of the federal deficit in 
the simulated economy compared to the actual economy. 
The decrease in government revenues resulting from the 
reduction in the personal tax rate was balanced by the re­ 
duced interest rate, which led to a decrease in the amount 
of interest paid by governments on the public debt and to a 
widening of the tax base through stimulation of the economy 
as a whole. 

The results of this simulation are summarized in Table 
3-4. Total output, employment, and personal disposable 
income were higher in the hypothetical scenario than in the 
actual economy throughout the period 1971-86 and the 
unemployment rate was lower. Furthermore, output and 
employment levels in each of the goods and commercial­ 
service sectors also were higher in the simulated case. The 
levels of output and employment in nonmarket services, 
however, did not change. That is because they are deter­ 
mined in the model by the level of total government ex­ 
penditures, which remained the same in the simulated case 
as in the actual case. 



The higher levels of economic activity in the goods and 
commercial-service sectors are to be expected, given the 
expansionary impact of the reduction in personal income 
taxes and interest rates. However, as explained earlier, the 
reduced personal income tax and interest rates, along with 
the reallocation of a portion of government expenditures 
away from services to goods, also should have had a dis­ 
proportionately larger expansionary impact on the goods 
sector relative to commercial services and nonmarket 
services. In 1986 the goods sector's share of employment 
did increase, but only from 29 per cent in 1986 in the actual 
case to 30 per cent in the simulated case; the share of 
commercial services decreased by 0.6 percentage points; 
and the balance of the reduction in share was accounted 
for by nonmarket services. In terms of output, the share of 
the goods sector increased by 0.9 percentage points while 
the decreases accounted for by commercial services and 
nonmarket services were 0.3 and 0.7 percentage points, 
respectively. Clearly, despite the stimulation given to the 
goods sector, the actual gains shown by that sector in the 
hypothetical case were very small in relative terms. 

Because this simulation involved changes to three dif­ 
ferent model parameters, identifying the impact of anyone 
of those changes on its own is difficult. In particular, the 
impact of the direct stimulation of the goods sector com­ 
pared to services is not easily differentiated from the effects 
of the expansionary economic climate generally. The second 
simulation, therefore, is a subset of the first. It focuses on 
the impact of one of the changes described above, namely, 
the transfer of 8 per cent of the historical value of govern­ 
ment current expenditures to government capital expendi­ 
tures. That change affected the level of spending on goods 
directly, representing an increase of $6 billion in spending 
on goods in 1986 and, equally important, a decrease of 
$6 billion in spending on services. 

The results of the second simulation are summarized in 
Table 3-4. What is immediately striking is how similar these 
results are to those of the first simulation. Notably, total 
output and personal disposable income were higher in the 
hypothetical scenario than in the actual economy through­ 
out the period, the unemployment rate was lower, and em­ 
ployment levels were slightly elevated. The goods sector's 
share of employment increased, but by only 0.7 percent­ 
age points; the share of employment accounted for by 
commercial services decreased by 0.5 percentage points; 
and the remainder of the decrease was accounted for by 
nonmarket services. Similarly, small differences are ap­ 
parent when the output shares are compared. Again, despite 
the stimulation given to the goods sector at the expense of 
the service sector, the relative sizes of the two sectors 
changed very little. 
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The results of the first two simulations can be explained 
as follows. The level of goods output was increased directly 
by a shift in government spending from services to goods; 
it was also increased indirectly by the increase in personal 
disposable income resulting from the tax reduction and by 
the increase in the attractiveness of spending on consumer 
durables due to the reduction in the interest rate. Together, 
these led to a larger relative increase in the direct demand 
for goods compared to services. But, in the model, a 
complementarity exists between goods and commercial 
services in consumption and production. Goods expendi­ 
tures commonly involve the purchase of a package that in­ 
cludes the good itself along with services such as delivery, 
financing, and repairs. Therefore, in addition to the initial 
effect of stimulating aggregate demand, higher levels of 
goods production and consumption also had the indirect 
effect of stimulating the production of services. Expendi­ 
tures on many services, by contrast, usually involve con­ 
sumption of the service only - for example, the purchase 
of legal services, dry-cleaning services, and entertainment 
- and tend to have relatively small indirect effects on goods 
consumption. Furthermore, when goods output increased, 
total employment also increased. As a result, national in­ 
come and personal disposable income increased as well, 
which also caused the demand for both goods and services 
to increase. In other words, because of linkages among 
output, employment, income, and expenditures, it was not 
possible for the goods sector to grow significantly at the 
expense of the service sector. 

The first two simulations were designed to stimulate 
goods-producing activity. The results suggest that that 
stimulation does indeed lead to growth in the level of eco­ 
nomic activity - not only in the goods sector, but also in 
commercial services - with relatively small impacts on the 
nonmarket sector. The third simulation (see Table 3-4) ap­ 
proaches the question of the impact on the structure of the 
economy of shifts in the sectoral allocation of expenditures 
from the opposite direction, and poses the question: Would 
stimulation of the service sector at the expense of the goods 
sector lead to similar growth in the overall level of economic 
activity and in employment and output levels in both the 
service and the goods sectors? In the model, personal con­ 
sumption of goods and services is behaviourally determined 
by two separate equations which take into account real 
disposable income, real net financial wealth, relative sector 
prices, and nominal interest rates. In this simulation, 10 per 
cent of the actual historical values of personal expenditures 
on goods in each year from 1971 to 1986 was taken away 
from goods and added to personal expenditures on services. 

Employment in commercial services showed some small 
gains, but the size of those increases was insignificant and 
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not nearly enough to offset the employment decrease in the 
goods sector. By 1986, commercial services' share of total 
employment in the simulated economy was 1.9 percentage 
points higher than in the actual economy, and the goods 
sector's share was 2 percentage points lower. However, that 
gain in commercial services' share of employment was won 
at the cost of a weaker economy overall, as reflected in 
lower total employment, lower total output, and lower per­ 
sonal disposable income compared to the actual economy 
in 1971-86. 

The simulation analyses reported here point to the fol­ 
lowing conclusions. First, direct stimulation of the goods 
sector at the expense of the service sector leads to growth 
in the level of economic activity in both the goods and the 
service sectors. And while the share of output and employ­ 
ment accounted for by the goods sector did increase, the 
increase was very small because of the resulting growth in 
the service sector. Second, direct stimulation of the service 
sector at the expense of the goods sector did not have indi­ 
rect growth effects; on the contrary, the resulting decrease 
in the level of total employment was larger than the gains 
experienced by the service sectors. Consequently, the 
service sector's share of employment did increase, but the 
overall level of economic activity decreased. These results 
suggest that there are fundamental differences in the roles 
played by the goods and the service sectors in the economy. 

The sectoral model that forms the basis for the simula­ 
tion analysis provides a useful picture of how aggregate 
spending patterns affect the distribution of employment and 
output across the sectors. However, a complete accounting 
of how the goods and service sectors relate is more complex 
because final demand represents only one component of 
total demand for services. The other important component 
is intermediate demand; that is, demand by other industries 
for goods and services as inputs to the production process. 
The fact that the econometric model that formed the basis 
for the simulation exercises contains only three broad sec­ 
tors means that it cannot provide insights into how demand 
and supply linkages at the level of individual industries 
contribute to output growth in different industrial sectors. 
Accordingly, we used input-output data in the next stage 
of our analysis to define the role played by intermediate 
demand. 

Interindustry Transactions 

Before we describe the input-output analysis, some 
comments on the data should be noted. While the simula­ 
tion results reported above are based on National Income 
and Expenditure Accounts data and include goods, com- 

mercial services, and nonmarket services, an analysis of 
interindustry transactions requires information at the 
industry level on sources of inputs and the allocation of 
outputs. Statistics Canada's input-output tables provide this 
information. They trace interindustry transactions, but only 
in the private sector. The input-output analysis which fol­ 
lows, then, includes all business activities in the goods and 
commercial-service sectors, but excludes all government­ 
financed activities in the economy. The analysis, which 
focuses on the period 1971-85, is based on the "medium" 
(M) aggregation in the input-output tables which provides 
raw data for 50 industries and 100 commodities. 

A Sectoral Input-Output Analysis 

Industrial interdependence is a fact of life in a developed 
economy. To illustrate this using the example of the agri­ 
culture industry, the total output of agriculture in 1985 was 
$23,301 million (1981 dollars). From this gross output, 
$4,615 million worth was used by agriculture itself as 
intermediate inputs, $9,977 million was used by the food­ 
processing industry, $56.1 million by the beverage industry, 
$201 million by the tobacco products industry, and 
$34.3 million by wholesale trade, with the remaining 
$8,418 million going to other industries as intermediate 
inputs and to final demand. Thus a large proportion of the 
output of one industry becomes inputs for other industries. 

Although input-output data point to the importance of 
interindustry transactions, they do not automatically provide 
a systematic evaluation of the details of that interdepend­ 
ence. For example, when the food-processing industry 
produces a given amount of output, it purchases services 
from service industries, and commodities from the agricul­ 
ture, fishing and trapping, forestry, and refined petroleum 
and coal products industries. Those industries, in tum, also 
require other goods and services as inputs to fill the orders 
of the food-processing industry. The process involves many 
transactions which together are considered as taking place 
within a single "production pass," that is, all of the inter­ 
mediate demand flows arising out of an increase in pro­ 
duction in a given industry are treated as taking place within 
a single unit of time (Figure 3-1). This is different from the 
concept of the "long-run multiplier," which requires suc­ 
cessive rounds of consumer spending before the total mul­ 
tiplier effect is realized. Raw input-output data show only 
the direct supply and demand linkages between industries. 
In order to measure the total output effect of production in 
a given industry, both the direct and the indirect effects - 
that is, the requirements of supplying industries for inputs 
to produce their output - must be taken into account, which 
requires more sophisticated treatment of the raw data. 
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Figure 3-1 

Partial Illustration of the Types of Intermediate Transactions Involved in 
Production, Food-Processing Industry, Canada, 19851 

(1981 dollars) 

Agriculture sold to other goods and services Transportation sold to other goods and services 
I 

Agriculture Transportation Other goods and Food sold to Other goods and 
services sold to agriculture services sold to 
agriculture transportation 

Fishing sold to other goods and services $9,977 million 
I sold to food 

Fishing $185.9 million 
Other goods and sold to food 
services sold to 
fishing 

$611.7 million Food sold to 
sold to food transportation 

Food 
Food sold to fishing 

Plastics sold to other goods and services Utilities sold to other goods and services 
Food sold to $190.1 million 
plastics sold to food 

Plastics Utilities 
Other goods and $254.2 million Other goods and 
services sold to sold to food services sold to 
plastics • utilities 

Paper sold to other goods and services Wholesale sold to other goods and services 

Food sold to $731.2 million 
paper sold to food 

Paper Wholesale trade 
Other goods and $587.5 million Food sold to 

Other goods and 
services sold to services sold to sold to food wholesale paper I wholesale 

Chemicals sold to other goods and services Finance sold to other goods and services 

Food sold to $214.4 million 
chemicals sold to food 

Chemicals Finance 
Other goods and $371.7 million Other goods and 
services sold to sold to food services sold to 
chemicals Food sold to finance I finance 

1 The figure is partial in that only transactions involving direct suppliers and direct customers are shown. Those suppliers in tum purchase other inputs 
and sell to other customers. 

SOURCE Estimates by the Economic Council of Canada, based on data from Statistics Canada. 
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Input-output analysis has been used extensively to 
evaluate the impacts of changes in final demand on the 
economy since the pioneering work of Leontief." For ex­ 
ample, economists have calculated the direct and indirect 
effects on domestic industry outputs of a given increase in 
consumer spending on durable goods and of a given increase 
in domestic exports." While these analyses do take into 
account the interdependence of economic activities, they 
focus on the ultimate impact of final demand shifts on the 
economy rather than on the details of sectoral inter­ 
dependencies (and of the linkages between individual in­ 
dustries) that playa role in shaping that impact. Defining 
such intermediate input-output transactions is central to the 
analysis of this chapter. The only work that addresses this 
issue extensively is that of Miyazawa." The research in this 
section uses Miyazawa's technique, adapted for Canadian 
input-output data, for an analysis of industrial interde­ 
pendence as the basis of a definition of intermediate input­ 
output transactions. A detailed description of the method­ 
ology is found in Appendix A. 

The analysis treats the goods and the service sectors 
separately and calculates the "propagation effects" of each, 
based on the internal interactions of each of the goods and 
service industries." For the goods sector, the internal in­ 
teractions come from each goods industry's need to pur­ 
chase other goods as intermediate inputs. For example, for 
each goods industry to produce one dollar's worth of out­ 
put, it has to buy goods from other industries as inputs to 
meet its production requirements. Those other industries, 
in turn, also require goods as intermediate inputs to meet 
their production requirements. The cumulative effect of a 
one-dollar increase in output in each goods industry, 
therefore, is much greater in magnitude than the initial 
increase in output since each industry must meet not only 
the requirement to increase its own output by one dollar, 
but also the input needs of other industries as well. When 
combined with information on each goods industry's 
requirement for service inputs to produce one unit of output, 
the sectoral input-output analysis estimates the total demand 
of the goods sector for services, or the "stimulative power" 
of the goods sector on service production. The same tech­ 
nique is used to calculate the stimulative power of the 
service sector on goods production. (The analysis of 
stimulative power was conducted for the period 1971-85; 
for descriptive convenience, however, the discussion of the 
analytical results refers only to 1985.) 

Analytical Results - Stimulative power is first calcu­ 
lated for each industry and then summed to give aggregate 
information at the sectoral level. The matrix showing the 
stimulative power of each goods industry on each service 

industry in 1985 is shown in Table A-I. Table A-2 shows 
the stimulative power of each service industry on each 
goods industry (see Appendix A).33 

Chart 3-4 shows the stimulative power of each goods in­ 
dustry on the service sector as a whole. For example, in 
1985, one dollar of agricultural output generated $0.13 
worth of demand for services, one dollar of output in the 
fishing industry generated $0.09 worth of demand for 
services, and so on. Overall, the crude petroleum and natural 
gas industry had very strong stimulative power on the 

Chart 3-4 

Stimulative Power of Goods Industries on 
Service-Sector Output,' Canada, 1985 
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service sector, as did all of the primary industries, with the 
exception of fishing and trapping. The manufacturing in­ 
dustries also stimulated production in the service industries, 
although on the whole their stimulative power was less than 
that of the primary industries. Among the manufacturing 
industries with the strongest stimulative power on the 
service sector were refined petroleum and coal products, 
wood products, paper and allied industries, and the chemical 
industry. 

The stimulative power of the individual service indus­ 
tries on the goods sector as a whole is shown in Chart 3-5. 
When compared to Chart 3-4, it is immediately clear that 
the stimulative power of the service industries on the goods 
sector is less than that of the goods industries on the serv­ 
ice sector, which is consistent with the simulation results 
reported earlier. Only in the cases of the accommodation, 
food, and beverages industry and the transportation indus- 

Chart 3-5 

Stimulative Power of Service Industries on 
Goods-Sector Output,' Canada, 1985 
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try does stimulative power match the levels seen for the 
goods industries. 

The concept of stimulative power also can be examined 
from the perspective of the stimulated industries, giving a 
picture of the "sensitivity" of individual industries to output 
in either the goods or the service sector. The sensitivity of 
the service industries to output increases in the goods sector 
is shown in Chart 3-6. For example, one dollar of output in 
each of the goods-producing industries summed over the 
whole of the goods sector generated a total demand of $0.96 
for finance and real estate services and of $0.85 for whole­ 
sale trade services. Six service industries, which together 
make up the bulk of dynamic services, were particularly 
dependent on demand from the goods industries for their 
output: finance and real estate, wholesale trade, utilities, 
business services, transportation, and communications. 
Together, these industries accounted for 56 per cent of gross 

Chart 3-6 

Sensitivity of Service Industries to 
Goods-Sector Output,' Canada, 1985 
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domestic product in the service sector in 1988 and 36 per 
cent of gross domestic product in the economy as a whole. 
When considered along with the proportion of output in the 
other service industries that was dependent on intermediate 
demand originating in the goods sector, the role played by 
goods production in generating service-sector activity is 
substantial. 

dustries, on the whole, are less sensitive to demand for their 
output generated by the service sector. Those which are 
most sensitive to service-sector demand are construction, 
refined petroleum and coal, food, and printing and pub­ 
lishing. 

The discussion so far has focused on the nature of 
interindustry transactions across sectoral boundaries. 
However, industries are also involved in intrasectoral input­ 
output relationships. What is the stimulative power of a 

Chart 3-7 shows the sensitivity of each goods-producing 
industry to service-sector output in 1985.34 The goods in- 

Chart 3-7 Chart 3-8 
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All Other Goods Industries, Canada, 1985 
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sector's industries on that sector's output? Overall, goods 
industries generate substantially more demand for goods 
output than service industries do for service output. In 1985, 
for example, in 20 of the goods industries studied, one 
dollar's worth of output generated at least $0.25 worth of 
demand in the rest of the goods sector (Chart 3-8). In con­ 
trast, only four of the service industries generated an 
intrasectoral demand of similar magnitude (Chart 3-9). 

These results further highlight the complexity of pro­ 
duction in the modern Canadian economy. Today, goods 
producers require a broad variety of inputs to support the 
production process. This, it could be argued, reflects two 
complementary trends. First, goods producers have become 
increasingly specialized, at least at the plant level, reduc­ 
ing the in-house production of inputs so as to increase 
efficiency and quality. Second, technological change has 
increased the complexity of products themselves; new 
materials, the introduction of microchips, and innovations 
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in product capabilities in order to meet a widely differenti­ 
ated consumer base are examples of technological changes 
that have radically altered the nature of the output for many 
goods producers. The microwave oven is as different from 
the gas stove of 30 years ago as a compact-disc system is 
from a gramophone. Goods producers require both goods 
and service inputs; the producers of each of those inputs in 
turn need goods and service inputs, and so on down the 
chain of production. At the sectoral level, the implications 
of high levels of industrial interdependence are that the 
goods industries need the outputs of service producers as 
inputs while the service industries need the demand for their 
inputs that arises from the goods sector (Figure 3-2). 

Comparison over Time - The results of the sectoral 
input-output analysis for 1985 lead to the conclusion that 
the stimulative power of goods industries on the service 
sector is greater than that of service industries on the goods 
sector. That raises the question: Has the stimulative power 
of goods on services changed over time? To answer that 
question we will review the time series of the empirical 
results. 

Chart 3-10 shows the stimulative power of goods indus­ 
tries on the service sector for 1971 and 1981_35 Of a total 
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Chart 3-10 

Stimulative Power of Goods Industries on 
Service-Sector Output,' Canada, 1971 and 1981 
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of 28 goods industries, 24 had higher stimulative power in 
1981 than in 1971. This suggests that the stimulative power 
of goods production on service production did grow over 
time, though the magnitude of stimulus given to individual 
service industries may have changed. 

What causes the change in stimulative power over time? 
The stimulative power of the goods sector is determined 
by 1) the matrix of demand for intermediate goods inputs 
required to produce one unit of output in each goods in­ 
dustry, and 2) the corresponding matrix of demand for in­ 
termediate service inputs to produce that output. The shape 
of these matrices is determined by the structure of produc­ 
tion in the goods industries. Comparing matrices over time 
is difficult since there is no systematic way to aggregate 
changes in individual components. Nevertheless, the matrix 
of service inputs for the goods industries reveals no large 
or systematic changes in the magnitude of service input 
required by individual goods producers. 

However, the total demand for service inputs by goods 
producers has increased as a result of the interaction of three 
factors: 1) goods producers require many intermediate 
goods inputs to meet their production requirements; 2) each 
goods industry, in tum, also requires intermediate service 
inputs; and 3) total output levels in the goods sector as a 
whole have increased. Those higher production volumes in 
the goods sector naturally feed back to stimulate corre­ 
sponding increases in the volume of production by service 
suppliers. In other words, while it may be that no one goods 
industry has increased its "service inputs per unit of output" 
ratio, the fact that goods industries purchase many inputs 
from other goods industries means that total demand for 
service inputs has grown as output levels in the goods sec­ 
tor have increased. If, on the other hand, goods industries 
needed only services as intermediate inputs, the overall level 
of demand for intermediate services would not be very 
large, since there would be no secondary stimulatory effect. 
Further, it should be noted that the increase in the 
stimulative power of the goods industries on services be­ 
tween 1971 and 1981 was not strictly a necessary condition 
for the goods sector to drive service activity; the key point 
is that the stimulative power of goods on services was 
always higher than services on goods. As long as output 
levels in the goods industries grew over time, the service 
industries grew automatically, because of the stimulative 
power effect. 

The sensitivity of service producers to output in the goods 
sector through time is shown in Chart 3-11. The bulk of 
the traditional services - retail trade; accommodation, food, 
and beverages; amusement and recreation; and personal 
services - showed either no change in the extent to which 
changes in the level of output in the goods sector feed 
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through the system to stimulate (or reduce) their output 
levels, or a decrease in their sensitivity to changes in the 
level of goods output. The dynamic services, on the other 
hand - most notably business services, communications, 
utilities, and finance and real estate - showed increases in 
the extent to which their output levels depended on output 
in the goods sector. 

As we will detail in Chapter 4, the dynamic services have 
experienced strong output and employment growth in recent 
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years. This analysis of stimulative power and sensitivity also 
shows that there has been a simultaneous strengthening of 
linkages between dynamic services and the goods sector. 
These results, then, further reinforce the conclusion that 
growth in national output and the existence of intermedi­ 
ate demand linkages have together contributed significantly 
to the shift to services. 

Differences in labour productivity levels have also played 
a role in determining the distribution of economic activity 
across the goods and service sectors. Throughout the period 
1966-89, the level of gross domestic product per worker 
was always lower in the service sector as a whole than in 
the goods sector (Table 3-5). Therefore, even if output in 
both sectors were to expand by equal amounts, more jobs 
would be created in services than in goods. However, note 
that the aggregate service-sector productivity level masks 
differences among the three service subsectors. In fact, real 
domestic product per worker was higher in the dynamic­ 
service subsector than in the goods sector throughout the 
study period; the non market services occupied the middle 
ground; and the traditional-service subsector showed the 
lowest levels. However, the trend was for output per worker 
to increase in traditional services and decrease slightly in 
nonmarket services over the period. 

These differences in both productivity levels and the 
stimulative power effect have combined to shape the 
sectoral distribution of employment and output in the 
following ways. First, dynamic-service output has grown 
rapidly because it is most sensitive to output growth in the 
goods sector, and goods-sector output growth has induced 

Table 3-5 

Output' per Employee, by Sector, 
Canada, 1966, 1981, and 1989 

Output per employee 

1966 1981 1989 

Service sector 
Dynamic services 
Traditional services 
Nonmarket services 

(Thousands of 1981 dollars) 
21.8 27.2 29.8 
32.2 42.8 50.9 
14.0 14.8 16.1 
24.5 24.3 23.3 

Goods sector 27.2 40.9 32.9 

Total 24.0 33.0 29.1 

Gross domestic product. 
SOURCE Estimates by the Economic Council of Canada, based on data 

from Statistics Canada. 
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employment growth in the dynamic-service subsector, 
despite that subsector's strong productivity performance, 
because of intermediate linkage effects. Second, the 
stimulative power of the goods sector on traditional serv­ 
ices, though lower than on dynamic services, nevertheless 
induces some output growth. The lower productivity level 
of the traditional services, however, meant that the increase 
in output necessary for one job to be created in that sector 
was smaller than was the case for the goods sector. There­ 
fore, when output in those services grew, employment in­ 
creased relatively faster than employment in goods. 

Medium-Term Prospects 

What of the medium-term future? Will the shift to serv­ 
ices continue? In order to gain some insight into the growth 
of the sectors in the medium term, we carried out projections 
using the sectoral econometric model described earlier in 
this chapter. The projection is based on all of the exogenous 
assumptions of the base-case projection of Legacies, the 
Economic Council of Canada's 26th Annual Review." 
Specifically, the projected economy sees an average annual 
rate of growth of 2.7 per cent in real gross domestic product 
and of 1.5 per cent in total employment between 1989 and 
1993. 

Table 3-6 summarizes the results of the projection that 
bear on the sectoral shift. Because goods-sector output is 
expected to grow only moderately - at an average of 1.5 per 
cent annually - between 1989 and 1993, and because the 
growth rate in real gross domestic product per worker in 
that sector will be 1.6 per cent per annum, employment 
growth in the goods sector is expected to be nil. However, 
output growth in the goods sector stimulates output growth 
in commercial services, and since the rate of growth in real 
domestic product per worker in commercial services will 
be lower than the rate of growth in output, employment in 
commercial services is expected to grow. Last, since labour 
productivity growth in non market services is expected to 
be negligible, its rate of employment growth will almost 
match the projected rate of real output growth. 

The historical trends, then, are likely to continue in the 
medium term. The employment share of the goods sector 
is projected to decline from 29 per cent in 1988 to 27 per 
cent in 1993; the commercial services' share will increase 
from 49 to 51 per cent in 1993; and the employment share 
of non market services, which had already started to decline 
in the early 1980s, will continue to decrease slightly. 

The econometric model used to produce both the 
simulations and the projection was designed to focus on 

Table 3-6 

Growth in Gross Domestic Product! and 
Employment, by Sector, Canada, 1972-88 and 
Projected 1989-93 

Average annual 
rate of growth 

1972-88 1989-93 

(Per cent) 

Real gross domestic product 
Goods sector 
Commercial services­ 
Norunarket services 

2.7 
5.4 
2.3 

1.5 
3.8 
2.2 

Employment 
Goods sector 
Commercial services­ 
Norunarket services 

1.1 
3.3 
2.9 

0.0 
2.2 
2.0 

Real gross domestic product 
per employee 
Goods sector 
Commercial services­ 
Norunarket services 

1.6 
2.1 
-0.5 

1.6 
1.5 
0.2 

1 In 1981 dollars. 
2 Includes traditional and dynamic services. 
SOURCE Estimates by the Economic Council of Canada, based on data 

from Statistics Canada. 

the relationships between the major sectors of Canadian 
industry, so it uses data at the aggregate sectoral level. 
However, one of our major objectives in this chapter is to 
look at the differences between the dynamic and traditional 
services. Accordingly, the model projections were supple­ 
mented with additional analysis at the sub-sector level using 
information on employment trends to provide slightly more 
disaggregated projections of employment shares. That 
analysis finds that the dynamic-service subsector's share 
of employment in the commercial-service sector is expected 
to decrease slightly from 47.3 per cent in 1988 to 46.6 per 
cent in 1993; the share of commercial services accounted 
for by the traditional-service subsector will increase ac­ 
cordingly from 52.7 to 53.4 per cent. While these changes 
may appear to be very small, the projection period is, it 
should be remembered, very short. Furthermore, these 
changes accord well with what would be expected given 
the relationship between interdependency and differences 
in sectoral productivity growth discussed in the subsection 
"Comparison over Time"; because productivity levels are 
higher in the dynamic services than in traditional services, 
the employment growth in commercial services that is 



induced by the moderate increase in goods output shifts 
slightly to traditional services. 

Conclusion 

The shift to services is an empirical phenomenon that has 
involved rapid and large-scale growth in the share of out­ 
put and employment accounted for by the service industries. 
The reasons for the shift have been little understood. The 
causes that are usually cited, such as the composition of 
final demand and productivity differentials, have indeed 
played a role in the shift. But these only partially explain 
the phenomenon. The main thesis of this chapter is that 
industrial linkages are playing a very important role in that 
shift, a factor to which very little attention has been paid in 
the literature. 

The importance of industrial interdependence for under­ 
standing the shift to services is borne out by the analyses 
of the relationships between goods and services at the 
sectoral level and at the level of individual industries. We 
found that the goods industries are the source of a substan­ 
tial part of the demand for the output of the service indus­ 
tries, and likewise, the service industries are the source of 
a substantial part of the inputs required by goods producers. 
It is this mutual dependency, in conjunction with differences 
in productivity levels across the two sectors, that explains 
why the shift to services has occurred. 

Our research revealed that output growth in the goods 
sector leads to output growth in the service sector, for two 
reasons. First, economic growth causes both incomes and 
the demand for goods and services to grow. To meet that 
demand, producers in the goods and the service sectors 
increase their output. To produce that output, goods pro­ 
ducers require a large number of intermediate inputs from 
other goods producers and from service producers, and 
those producers, in turn, also require other goods and serv­ 
ice inputs. Because the stimulative power of goods pro­ 
duction on services is higher than that of service production 
on goods, more service production is generated by the in­ 
crease in goods output than if service output increased. 

Differences in productivity levels across the two sectors 
also playa role. Within the service sector, it is the dynamic 
services that are most sensitive to output levels in the goods 
sector. Therefore, because of the stimulative power of goods 
on dynamic services, these have experienced high relative 
rates of employment growth despite high productivity levels 
and high rates of productivity growth. The traditional 
services, on the other hand, are less sensitive to output levels 
in the goods sector. But they too have experienced high rates 
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of employment growth, in part because of their low pro­ 
ductivity levels and low rates of productivity growth, and 
in part because they are more sensitive to changes in final 
demand than dynamic services. 

The results of the analysis of industrial interdependency 
also bear on the "manufacturing matters" debate. Our 
analysis suggests that manufacturing does indeed matter. 
However, in Canada the resource industries matter a great 
deal as well; in fact, the stimulative power of the resource 
industries on the service sector is greater than that of 
manufacturing. 

What conclusions can be drawn from our analysis of 
sectoral interdependencies? On the one hand, a significant 
part of service-sector growth derives from growth in the 
level of economic activity in the resource and manufactur­ 
ing industries; on the other hand, services, and especially 
dynamic services, by providing many important inputs for 
the production of goods, are key factors in the performance 
of the goods industries. Therefore, the quality of those 
services and the quality of the linkages between goods and 
service producers play a critical role in determining the 
competitiveness of goods producers. That competitiveness, 
in tum, determines the output performance of the goods 
sector, and so the circle continues. Viewed in this light, it 
is clear that neither the goods sector nor the service sector 
is of less intrinsic value in relative terms. Rather, the two 
sectors work in unison as partners in the process of pro­ 
duction. 

In summary, in order to understand why the shift to 
services has occurred, it is necessary to take a broad view 
of the Canadian economy as a complex system composed 
of many closely linked economic actors. No single factor 
can explain the change in industrial structure that has taken 
place in the last three or four decades; rather, the explanation 
lies in the conjunction of many factors that affect the eco­ 
nomic system simultaneously. 

These conclusions have important implications for in­ 
dustrial policy. If it fails to recognize and build upon the 
complementary contributions of goods and services to 
economic growth, then it cannot be fully effective in pur­ 
suing the goal of economic development. Since the shift to 
services has not been completely understood, it is likely that 
the treatment of the service sector within the context of 
industrial policy in general has been less than adequate. The 
research reported in this chapter, therefore, should contrib­ 
ute to identifying some of the first steps that are necessary 
to integrate services into industrial policy and build upon 
the contribution they make to economic growth. 
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4 The Shift to Services and Labour Adjustment 

Having looked at the service sector in the preceding two 
chapters - its composition, the characteristics of its indus­ 
tries, and the dynamics of its growth - we now turn in Part B 
of our report to employment in a service economy. This 
chapter raises the curtain on our employment analysis by 
considering the implications of the sectoral shift for the 
Canadian labour market. We begin by documenting the shift 
itself: the rapid growth of service employment, both in ab­ 
solute and relative terms, and how the Canadian experience 
compares with that of other OECD countries. 

We then examine various ways that the labour market is 
adjusting to the sectoral shift. It is well known that a great 
deal of adjustment occurs continuously in the labour mar­ 
ket as jobs are created and eliminated, and individuals enter 
and leave the work force. In the past three decades, one 
context for this "churning" has been an employment struc­ 
ture tilting rapidly towards services. We ask how this has 
affected labour market adjustment at both the aggregate and 
individual levels. At the aggregate level, we look at the 
impact of the shift to services on the overall level of unem­ 
ployment; within this broader question, we go on to con­ 
sider the hypothesis that cyclical fluctuations are reduced 
in a service economy. For individuals, employment is in­ 
creasingly concentrated in the service sector; the chapter 
concludes, then, with an analysis of how well Canadian 
workers are adjusting to this changing industrial structure. 

The Shift to Services 

The growth of the service sector in Canada has been a 
remarkable phenomenon. By 1989, services accounted for 
almost 65 per cent of the measured domestic output in this 
country, and the service sector employed well over twice 
as many Canadians as did the goods sector. And our pro­ 
jections suggest that the relative importance of services will 
continue to increase in the medium term (see Chapter 3). 

Looking at it from a historical perspective, the dominance 
of service industries is the result of a structural transforma­ 
tion that has been under way for much of this century. In 
terms of employment, 40 per cent of Canadian workers held 
jobs in the service sector in 1946; by 1989 that share had 
increased to 71 per cent. On the other hand, the goods sec- 

tor's share of total employment decreased over this period 
from 60 to 29 per cent. 

Tables 4-1 and 4-2 detail the sectoral trends over the pe­ 
riod 1967-89 in output and employment, organized ac­ 
cording to the typology of service industries presented in 
Chapter 2. We will look first at output, always keeping in 
mind the problems regarding the measurement of output in 
some service industries, which probably lead to an overall 
underestimation (see Chapter 3). The service sector showed 
strong growth over the period - the average annual rate of 
increase over these years in the real domestic product of 
services was 4.7 per cent, compared to 2.7 per cent for 
goods (see Table 4-1). 

Output growth was particularly strong in the dynamic­ 
service subsector which had an average annual growth rate 
of 5.3 per cent. Business services experienced the fastest 
expansion by a considerable margin; in fact, all of the dy­ 
namic services recorded output growth rates that were well 
above average. And even the performance of the traditional 
and nonmarket services has been higher than that of the 
goods sector in terms of real domestic product growth since 
1967. 

As a result, the proportion of overall economic output 
accounted for by the service sector increased from 54.8 per 
cent in 1967 to 64.2 per cent in 1989, and the goods sec­ 
tor's share declined from 45.2 to 35.8 per cent The dynamic 
services' share grew nearly 10 percentage points over the 
period, reaching 36 per cent by 1989; indeed, output in dy­ 
namic services now exceeds output in goods. 

The increase in the importance of services over the past 
two decades has been even more dramatic in terms of em­ 
ployment. Overall, the average annual rate of employment 
growth in the service sector in 1967-89 was over three times 
the rate experienced by the goods sector (see Table 4-2). 
While dynamic services stood out with respect to output 
expansion, the three service subsectors had relatively simi­ 
lar job-creation performances, with annual growth rates 
around 3 per cent. Here too, however, business services had 
by far the fastest rate of increase of any industry, with av­ 
erage annual employment gains of 7.3 per cent. Rapid gains 
were also recorded in "other traditional services," which 
includes accommodation, food and beverages; amusement 
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Table 4-1 relative size of the service sector was distributed fairly 
evenly among dynamic, traditional, and non market serv­ 
ices, with each currently including slightly less than one 
quarter of overall employment. 

Output Growth, 1967-89, and Output Share, 
1967 and 1989, by Industry, Canada 

Real GDP (output) 

Average 
annual rate Share of total Table 4-2 
of growth, 
1967-89 1967 1989 Employment Growth, 1967-89, and Employment 

(Per cent) Share, 1967 and 1989, by Industry, Canada 

Service sector! 4.7 54.8 64.2 Average Share of 
annual rate of total 

Dynamic services 5.3 26.6 36.0 employment employment 
Transportation, growth, 
communications, 1967-89 1967 1989 
and utilities 5.2 8.7 11.4 

Wholesale trade 5.4 4.5 6.2 (Per cent) 
Finance, insurance, Service sector! 3.2 60.1 71.0 
and real estate 4.8 11.9 14.8 

Business services 7.9 1.6 3.7 Dynamic services 3.2 19.8 23.4 

Traditional services? 
Transportation, 

3.4 8.4 11.1 communications, 
Retail trade 6.4 and utilities 1.7 9.3 7.7 
Accommodation Wholesale trade 2.7 4.3 4.5 
food, and beverages 2.2 Finance, insurance, 

Amusement and and real estate 3.7 4.2 5.9 
recreation 0.9 Business services 7.3 1.9 5.3 

Personal services 1.5 
Traditional services 2.8 21.3 22.6 

Nonmarket services 3.1 19.8 16.0 Retail trade 2.7 12.3 13.0 
Health and social Other traditional 
services 4.1 5.1 5.2 services- 4.2 7.1 9.6 

Education 2.4 7.1 4.8 Accommodation, 
Public administration 2.9 7.6 6.0 food, and 

beverages 5.9 
Goods sector 2.7 45.2 35.8 Amusement and 

recreation 1.2 
Total 3.8 100.0 100.0 Personal services 2.5 

Other services (equipment and vehicle rental; photographic, repair, 
Nonmarket services 3.3 19.0 22.7 and building services) is excluded from the traditional-service 

Health and social subtotal but included in the service-sector total. 
2 The data do not allow comparisons between industries within the services 3.8 7.1 9.4 

traditional-service subsector in 1967. Education 3.2 5.7 6.5 
SOURCE Estimates by the Economic Council of Canada, based on data Public administration 2.9 6.2 6.8 

from Statistics Canada. 
Goods sector 0.9 39.9 29.0 

Total 2.4 100.0 100.0 

and recreation; personal services; education, health, and 1 Excludes other services. 
2 Accommodation, food, and beverages; amusement and recreation; 

social services; and finance, insurance, and real estate. and personal services are grouped together because data are not 
available to measure employment for these industries individually 

With these growth rates, the share of total employment before 1974. The annual average growth rate shown is for 1974-89. 

accounted for by the service sector increased from 60 per SOURCE Estimates by the Economic Council of Canada, based on data 
from Statistics Canada. 

cent in 1967 to 71 per cent in 1989. The increase in the 



An International Comparison 

All the major industrialized nations have experienced a 
shift to services since World War II. But there are marked 
variations in the pace and nature of that shift as a result of 
differences in national public policies and areas of com­ 
parative advantage. Chart 4-1 shows the distribution of jobs 
between the goods and service sectors in a number of OECD 
countries in the early 1960s, 1973, and 1984. In all the 
countries, the service sector's share increased substantially 
over the period. In 1984, that share was highest in the United 
States, which already had a dominant share of service sec­ 
tor compared to goods sector employment in 1960. In terms 
of the timing and the magnitude of the sectoral transition, 
the Canadian experience most closely resembles that of the 
United States. 

The share of employment found in services in the United 
Kingdom and Sweden also was high in 1984, after starting 
from a much lower base (just under 50 per cent of all jobs) 
in the early 1960s. Compared to the other countries, the 

Chart 4-1 
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proportion of employment in services is lower in West 
Germany and Japan, reflecting the strength of the goods 
sectors in these countries; nevertheless, in both, the major­ 
ity of workers were employed in services by the mid-1980s. 
A moderate position was held by France in all three years. 

Table 4-3 considers international trends in the structure 
of employment within the service sector in selected years 
from 1960 to 1984. There are some similarities in all the 
countries. For example, nonmarket services was the largest 
service subsector in most countries by 1984 (Japan was a 
prominent exception). In every case, including Canada but 
excepting West Germany, dynamic services accounted for 
about 20 per cent (or slightly more) of total employment 
by that time. On the other hand, there were also some im­ 
portant differences in the structure of service employment 
among these countries. In the United States, as in Canada, 
service-sector employment is distributed fairly evenly 
across the dynamic, traditional, and nonmarket services. In 
Sweden, nonmarket services clearly dominate, accounting 
for over one third of total employment. They are also 

Goods and Service Sectors' Share or Total Employment, Selected OECD Countries,' 
Early 1960s, 1973, and 1984 

100% 
c::JGoods Services 

75 

West 
Germany France Japan Canada Sweden 

United 
Kingdom 

United 
States 

1 The data were manipulated to fit Elfring' s classification scheme. 
SOURCS Estimates by the Economic Council of Canada, based on Tom Elfring, Service Sector Employmen: in Advanced &OfWmUS (Aldershot: 

Avebury, 1988); and data from Statistics Canada, the Labour Force Survey. 
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Table 4-3 

Distribution of Employment by Sector, Selected OECD Countries, 
Early 196Os, 1973, 1982, and 1984; and Canada, 1984 

Service subsectors 

Goods Dynamic Traditional Nonmarket Service 
Year sector services services services sector Total 

(per cent) 
France 1962 55.9 12.6 15.6 16.0 44.1 100.0 

1973 48.7 16.1 16.0 19.2 51.3 100.0 
1982 41.3 18.5 16.4 23.8 58.7 100.0 
1984 39.6 18.9 16.5 25.0 60.4 100.0 

West Germany 1961 61.4 13.4 14.9 10.3 38.6 100.0 
1973 53.9 14.8 15.0 16.3 46.1 100.0 
1982 47.9 15.7 15.7 20.7 52.1 100.0 
1984 46.8 15.6 16.1 21.4 53.2 100.0 

Japan 1960 62.5 12.9 16.4 8.2 37.5 100.0 
1973 50.9 19.1 19.5 10.5 49.1 100.0 
1982 43.9 21.9 21.9 12.4 56.1 100.0 
1984 42.9 22.0 22.2 12.9 57.1 100.0 

Sweden 1963 52.3 14.6 16.8 16.3 47.7 100.0 
1973 42.3 16.4 15.1 26.2 57.7 100.0 
1982 34.7 17.6 13.2 34.5 65.3 100.0 
1984 33.7 18.0 13.3 35.0 66.3 100.0 

United Kingdom 1960 51.2 14.2 18.7 15.8 48.8 100.0 
1973 44.6 16.5 18.0 20.8 55.4 100.0 
1982 37.0 18.8 19.8 24.4 63.0 100.0 
1984 35.2 19.3 20.8 24.8 64.8 100.0 

United States 1960 38.9 17.0 22.9 21.2 61.1 100.0 
1973 33.6 18.8 22.2 25.3 66.4 100.0 
1982 28.9 21.4 23.2 26.4 71.1 100.0 
1984 28.2 22.2 23.7 25.9 71.8 100.0 

Canada 1984 30.0 22.2 24.7 23.1 70.0 100.0 

SOURCB Estimates by the Economic Council of Canada, based on Elfring, Service Sector Employmelll; and data from Statistics Canada, the Labour 
Force Survey. 

relatively dominant in West Germany. In Japan, on the other 
hand, there are stronger traditional- and dynamic-service 
subsectors. 

At a more disaggregated industry level, there is also 
consistency among the high-growth industries. The 
strongest growth is shown by finance, insurance, real es­ 
tate, and business services. These industries, which are 
commonly referred to as "producer services," are an im- 

portant part of the dynamic-service subsector. The contri­ 
bution of producer services to employment growth has been 
particularly notable in the United States and Japan. Impor­ 
tant increases in employment were also characteristic of 
social services, notably in Sweden. However, the job­ 
creation role of these industries - which include health, 
education, and social services, and public administration - 
has been levelling off in most countries in recent years, 
largely because of cutbacks in public expenditures.' 

~------------------------------------~-----------------~~~ - 



Aggregate Implications of the 
Shift to Services 

The shift to services has important implications for the 
process of matching people and jobs in the labour market. 
As the economic structure is transformed, individuals must 
adjust to changes in the location of business activity, the 
form of employment, and the skill profile required, for ex­ 
ample. Before considering the individual adjustment pro­ 
cess, we will look briefly at the implications of this adjust­ 
ment as it is manifested at the aggregate level. Has the shift 
to services helped or hindered adjustment in the labour 
market? Has it created additional unemployment pressures? 
Has it affected the impact of business-cycle fluctuations on 
employment? 

Sectoral Shifts and the 
Aggregate Unemployment Rate 

The implications of the sectoral shift for the aggregate 
unemployment rate has been an important question in the 
economics literature. There are two conflicting positions on 
this issue. One argues that the rapid growth of services has 
reduced unemployment levels by absorbing workers re­ 
leased from declining goods industries. The other argues 
that the sectoral shift has been a source of structural un­ 
employment because of adjustment problems resulting from 
mismatches between the requirements of firms in the ex­ 
panding service industries and the skills of workers dis­ 
placed from the goods sector. 

As we will see, it is very difficult to resolve this debate 
empirically; ultimately the impact of the sectoral transition 
on the level of unemployment remains unclear. Certainly, 
as we will document later in this chapter, the service sector 
has played a role in absorbing workers displaced from goods 
industries. At the same time, however, some major trends 
are consistent with the hypothesis that structural changes 
in the economy have created adjustment problems and, as 
such, have been a source of some unemployment For ex­ 
ample, the aggregate unemployment rate has ratcheted up­ 
wards over the past four decades - the period corresponding 
with the shift from goods to services. Looking more closely 
at the 1970s and 1980s, it appears that structural unem­ 
ployment has been an important component of the overall 
picture. Indeed, this was the conclusion drawn by the Eco­ 
nomic Council in its analysis of unemployment trends un­ 
dertaken for Back to Basics, the 25th Annual Review, in 
1988.2 Citing rises in the "natural rate of unemployment," 
the incidence of vacancies at a given level of unemploy­ 
ment, and the long-term unemployment rate, the Council 
argued that the persistence of relatively high jobless rates 
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over this period has stemmed from structural factors which 
have resulted in growing mismatches between labour de­ 
mand and supply. 

While mismatching may have been an important element 
of the Canadian unemployment experience of the past two 
decades, there have been a number of other structural de­ 
velopments over this period about whose role there is no 
consensus. These include commodity shocks, and changes 
in the demographic composition of the work force, tech­ 
nology, and the product-demand mix. Disentangling the 
effects of these closely interrelated factors has been a major 
problem for researchers. 

There have been attempts to systematically estimate the 
impact of the shift to services on the aggregate unemploy­ 
ment rate. For example, Lilien in the United States and 
Samson in Canada have concluded that the uneven growth 
among sectors has indeed created adjustment problems 
which have led to additional unemployment.' These stud­ 
ies used an index of employment dispersion across indus­ 
tries to estimate the degree of growth imbalance, and hence 
the magnitude of the sectoral shift.' Using econometric 
techniques, they then estimated the empirical relationship 
between this index and the unemployment rate. Recently, 
however, employment-dispersion measures - and the con­ 
clusions that have resulted from them - have been criticized 
on the grounds that they are influenced significantly by a 
range of factors with the result that changes in the index 
cannot be attributed to industry-structure shifts alone. For 
example, some Canadian studies now suggest that the 
employment-dispersion measure has, in fact, captured 
cyclical developments and energy-price trends which have 
had a greater impact on the unemployment rate than the 
sectoral shift itself.5 

The Growth of Services and 
Business-Cycle Fluctuations" 

The question of whether the rapid growth of services has 
affected aggregate employment and unemployment patterns 
by altering business cycles and their impact on the labour 
market has also been addressed by some economists. One 
proposition often put forward in this context is that cyclical 
fluctuations are moderated as services become more 
dominant in the economy. According to this argument, some 
characteristics of service activity - such as the nonstorability 
of services, which precludes the possibility of inventory 
buildup; the essential nature of some services which are 
largely unaffected by income fluctuations; the relative in­ 
sulation of the public and quasi-public sectors from cyclical 
pressures; and the labour-intensive production processes in 
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many of these service industries - in fact promote a rela­ 
tively stable, noncyclical pattern of overall employment. 
Indeed, research in the United States suggests that the 
growing importance of services has reduced the length and 
depth of recessions and their impact on employment levels 
in that country.' 

In order to examine the Canadian experience, we analysed 
the pattern of employment behaviour during the three most 
recent periods of recession and recovery in this country- 
1974-75,1979-80, and 1981-82 (Table 44).8 That analysis 
reveals considerable differences between the goods and 
service sectors. All of the industries in the goods sector, 
except construction in 1974-75, suffered job declines during 
each of the recessionary periods. The service sector, on the 

Table 4-4 

Changes in Employment between Business Cycle 
Peaks and Troughs, by Industry, Canada, 
1970s and 1980s 

Changes in employment during 

1974Q1- 1979Q4- 1981Q2- 
1975Q1 1980Q2 1982Q4 

(Thousands ) 
Nonagricultural goods 
sector -112 -28 -464 
Other primary -12 6 -65 
Manufacturing -117 -11 -316 
Construction 17 -23 -83 

Service sector 249 93 -92 
Commercial services 168 49 -143 
Transportation, 
communications, 
and utilities 43 -3 -30 

Wholesale and 
retail trade 26 -19 -62 
Finance, insurance, 
and real estate 17 57 -11 

Business and 
personal! 82 14 -40 

Education, health. and 
social services 43 19 43 

Public administration 37 25 8 

All industries 137 65 -556 

1 Includes business services, accommodation, food, and beverages, 
amusement and recreation, and personal services. 

SOURCE Estimates by the Economic Council of Canada, based on data 
from Statistics Canada. 

other hand, experienced employment losses only in the se­ 
vere recession of 1981-82. In the other two periods, service 
employment not only increased, but in fact the gains in that 
sector also more than offset the declines in the goods sector; 
as a result, aggregate employment rose during those earlier 
downturns. 

During the two earlier recessions, among the service in­ 
dustries only wholesale and retail trade in 1979-80 experi­ 
enced employment losses of any significance. In the 
1981-82 recession, however, each of the commercial-service 
industries registered job declines, although in relative terms 
the employment losses were still much smaller than those 
suffered by goods industries. During that downturn, the only 
employment buffer was provided by the nonmarket serv­ 
ices; nevertheless, the gains in this subsector were not 
enough to offset the massive job losses in the rest of the 
economy. 

In addition to having a generally moderating influence 
on employment levels during recessions, service industries 
have accounted for a disproportionate share of the em­ 
ployment growth which took place in the ensuing recovery 
and expansion periods. After the recessions of 1974-75, 
1979-80, and 1981-82, the service sector's share of the net 
job creation was 77 per cent, 78.9 per cent, and 76.1 per 
cent, respectively. In the recoveries after the first and third 
periods, commercial services played a particularly major 
role, with over 55 per cent of the subsequent employment 
growth occurring in these industries. On the other hand, in 
the short recovery following the 1979-80 downturn, com­ 
mercial services were less important (47.7 per cent of the 
new jobs) and nonmarket services provided a relatively 
significant impetus to growth (accounting for 31.2 per cent 
of new jobs). 

The data suggest that aggregate cyclical trends over the 
past 15 years have affected the sectors differently, with 
services moderating the employment impacts of recessions. 
According to our research, this reflects differences in the 
output and expenditure patterns of the goods and service 
sectors. Most notably, during recessions output levels (from 
which employment levels are derived) have tended to de­ 
cline in nonagricultural goods industries, but much less so 
in service industries. In each of the three downturns since 
the mid-1970s, the production of goods (excluding agri­ 
culture) decreased in real terms; in contrast, service-sector 
output increased during the two earlier periods and declined 
slightly during the severe 1981-82 recession (Table 4-5). 
An important factor underlying the more stable output in 
the service sector appears to have been the income inelas­ 
ticity of consumer demand for services relative to goods. 
During the three recessions we examined, consumer 



expenditures on services increased and those on goods were 
less favourable, particularly in the case of durable goods 
where there were decreases in each of the last two periods 
(Table 4-6). 

It should be noted that the impact of the service sector 
on cyclical fluctuations may be changing as a result of cur­ 
rent developments; for example, while the nonmarket­ 
service subsector has represented a major countercyclical 
force in the labour market in the past, public finance pres­ 
sures and changing views about the role of government may 
render the employment buffer provided by these services 
less effective. As well, transformations taking place within 
commercial services appear to be making these industries 

Table 4-5 

Changes in Real GDP during Recessions, by 
Industry, Canada, 1970s and 1980s 

Average quarterly change 

1974Q2- 1980Ql- 1981Q3- 
1975Q2 198OQ2 1982Q4 

(Per cent) 
Agriculture 2.410 2.446 0.858 

Nonagricultural goods 
sector -2.320 -2.151 -2.177 
Other primary -5.005 -1.555 -0.462 
Manufacturing -2.182 -2.906 -3.429 
Construction 1.120 -0.660 -0.555 

Service sector 0.822 0.732 -0.621 
Commercial services 0.772 0.744 -0.867 

Transportation, 
communications, 
and utilities 0.754 -0.230 -0.967 

Wholesale and 
retail trade -0.264 0.326 -1.200 

Finance, insurance, 
and real estate 0.495 1.075 -0.526 

Business services 1.363 2.776 -0.390 
Personal services' 0.809 1.216 0.439 

Education, health, and 
social services 0.990 0.694 0.338 

Public administration 1.522 0.705 0.724 

All industries -0.624 -0.622 -0.989 

Includes accommodation, food, and beverages, amusement and 
recreation, and personal services. 

SOURCE Estimates by the Economic Council of Canada, based on data 
from Statistics Canada. 
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Table 4-6 

Changes in Real Consumer and Government 
Expenditures during Recessions, Canada, 
1970s and 1980s 

Average quarterly change 

1974Q2- 1980Ql- 1981Q3- 
1975Q2 1980Q2 1982Q4 

(per cent) 

Consumer expenditures 0.784 0.267 -0.574 
Durable goods 0.522 -2.563 -2.560 
Nondurable goods 0.346 0.701 -0.453 
Services 1.234 1.420 0.087 

Government expenditures 
Goods and services 1.766 1.473 0.933 

All sectors 1.046 0.576 -0.178 

SOURCE Estimates by the Economic Council of Canada, based on data 
from Statistics Canada. 

less immune to the effects of the business cycle; most no­ 
table in this regard are the growing linkages between the 
service and goods sectors, which we documented in Chap­ 
ter 3. 

The Labour Adjustment of 
Individuals and the 
Shift to Services 

Underlying the aggregate labour market statistics, of 
course, are the experiences of individual workers. In this 
section, we consider the question of how well Canadians 
are adjusting to this new employment structure, where job 
opportunities are now so heavily concentrated in the service 
sector. Our analysis begins with patterns of job separation 
and then goes on to examine re-employment. With respect 
to the latter, we will look at what happens to workers who 
lose or leave their employment. Who fmds a second job? 
How long are the periods between jobs? What kinds of new 
positions do the job finders obtain? 

Patterns of Job Separation 

Although the magnitude and patterns of job separations 
determine the extent of labour adjustment required, there 
have been relatively few detailed studies of separations in 
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Canada, largely because of shortcomings in the data. How­ 
ever, a new administrative data base, recently developed 
by Statistics Canada with assistance from the Economic 
Council, provides a source for estimating separations in the 
Canadian labour market. This longitudinal file was built on 
the basis of the Record of Employment (ROE) form that 
employers are required to file for employees who have an 
interruption of earnings. The following brief discussion of 
separations is based on an analysis by Picot and Baldwin 
that uses the ROE administrative file over the period 
1978-87.9 

The ROE file reinforces the contention that there is a great 
deal of movement in the Canadian labour market. Of the 
12.2 million people who held jobs at some time during 
1986, for example, over 4.5 million experienced a separa­ 
tion of some kind. This churning is also evident from the 
perspective of jobs, rather than workers - in 1986, there 
were 6.1 million separations from 16.1 million "person­ 
jobs" (i.e., people employed in a firm at any time during 
the year).'? 

Table 4-7 presents job separation rates in 1986 by indus­ 
try and according to the nature of the separation. Regarding 
the latter, two distinctions are drawn: first, between per­ 
manent and temporary separations, and second, by the rea­ 
son for separation. In the case of permanent separations, 
the ROEs have been organized into three categories: "quits," 
"layoffs," and "other" (including discharge, contract ter- 

mination, return to school, maternity leave, and early re­ 
tirement). For temporary separations, where "quits" gener­ 
ally do not represent a relevant category, a simple distinction 
is made between "layoffs" and "nonlayoffs" (which also 
includes work-sharing, apprenticeship training, and labour 
disputes). 

Our particular interest is in the sectoral differences in 
separation patterns. The high incidence of layoffs in goods, 
which accounted for almost two thirds of the layoffs regis­ 
tered in 1986, was the major difference here. Both perma­ 
nent and temporary layoffs were particularly frequent in the 
primary industries and construction, reflecting the volatile 
and seasonal nature of these industries. In the service sector, 
the highest separation rates were in traditional services. In 
fact, the incidence of quits in these industries was the 
highest of all the industries; as we will see in Chapter 8, 
the traditional services are a low-wage subsector which, 
according to Picot and Baldwin, underlies the high quit rate. 
Nonmarket services had the lowest incidence of separations, 
while distributive and information services - the dynamic 
subsector - were in the middle position. 

Postseparation Experience 

What happens to the roughly one third of individuals in 
the work force that separate from jobs in a given year? Our 
analysis of the individual adjustment process is based on 

Table 4·7 

Job Separation Rates,' by Industry Group, Canada, 1986 

Permanent Temporary 
Total 

Quits Layoffs Other Total Layoffs Nonlayoffs Total separations 

(Per cent) 
Primary industries 6.1 17.3 6.0 29.4 20.1 6.3 25.2 54.6 
Manufacturing 8.0 6.2 6.4 20.8 13.2 8.4 19.9 40.7 
Construction 6.1 26.8 5.4 38.4 22.9 5.7 27.4 65.8 
Distributive services- 6.6 5.3 5.9 17.9 6.7 5.2 11.5 29.4 
Information services' 8.2 4.9 6.3 19.4 3.5 5.5 8.8 28.2 
Traditional services 12.3 6.0 9.0 27.3 4.9 6.8 11.4 38.7 
Nonmarket services 2.8 2.1 5.5 10.4 6.3 9.4 15.2 25.6 

All industries 7.7 6.9 6.8 21.3 9.6 8.3 17.0 38.3 

1 Number of separations as a percentage of total "person-jobs" (number of persons employed by a firm at any time during 1986). 
2 Includes transportation, communications, and utilities; and wholesale trade. 
3 Includes finance, insurance, and real estate; and business services. 
SOURCE Estimates by the Economic Council of Canada, based on Garnett Picot and John Baldwin, "Patterns of quits and layoffs in the Canadian 

economy," Canadian Economic Observer (October 1990). 



data from the Labour Market Activity Survey (LMAS) for 
1986-87, which permits us to track the employment history 
of individuals. We will focus on those workers who sepa­ 
rated from jobs sometime in 1986 and observe their 
postseparation experiences through the end of 1987.11 

Re-employment and Sectoral Mobility 

When workers separate from their jobs, they typically try 
first to find another one within the same industry or in a 
related one, where they have experience and where they 

Table 4-8 

Profile of Job Finders: Distribution by 
Sectoral Movement, Canada, 1986-871 

Same New 
sector sector Total 

(Per cent) 

All job fmders 76.7 23.3 100.0 
From goods sector 61.8 38.2 100.0 
From service sector 82.8 17.2 100.0 

Reason for separation 
Quit personal 75.8 24.2 100.0 
Quit nonpersonal 78.3 21.7 100.0 
Involuntary 74.0 26.0 100.0 

Age 
16-19 77.8 22.2 100.0 
20-24 76.1 23.9 100.0 
25-34 75.5 24.5 100.0 
35-44 75.5 24.5 100.0 
45-54 81.6 18.4 100.0 
55-64 79.9 20.1 100.0 

Sex 
Males 72.0 28.0 100.0 
Females 82.5 17.5 100.0 

Region 
Atlantic 74.6 25.4 100.0 
Quebec 78.7 21.3 100.0 
Ontario 77.4 22.6 100.0 
Prairies 76.5 23.5 100.0 
British Columbia 78.2 21.8 100.0 

1 Based on a sample of workers who separated from a job in 1986 and 
found another one before the end of 1987. 

SOURCE Estimates by the Economic Council of Canada, based on 
Statistics Canada. the Labour Market Activity Survey. 
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are likely to have appropriate skills and good information 
about job vacancies. However, with new employment op­ 
portunities concentrated in the service sector, people los­ 
ing or leaving jobs in goods industries often have to change 
sectors to find another position. Indeed, of the LMAS re­ 
spondents who separated from goods-sector jobs and who 
did become re-employed, nearly 40 per cent found their next 
job in services (Table 4-8). On the other hand, only 17.2 per 
cent of respondents leaving or losing jobs in services 
changed sectors in order to get another position. 

Table 4-8 offers a comparison of the characteristics of 
workers who changed sectors and those who did not. 
Overall, there were only minor differences in the profiles. 
Those who had quit their jobs were slightly more likely to 
stay in the same sectors than those who had been laid off. 
On the other hand, older workers and females had higher­ 
than-average incidences of remaining in the same sector; 
in the case of women, this is due to a strong employment 
concentration in services, while for older workers it reflects 
their immobility. 

Labour Force Status of Job Separators 

Obviously, general labour market conditions have a major 
impact on the adjustment process. They affect the incidence 
and nature of separations; they also significantly influence 
the likelihood of finding another job." At any given point 
in time, however, the adjustment experience can vary 
considerably among different types of workers. As our 
analysis of the period 1986-87 indicates, some people 
appear to be very mobile, while others find the adjustment 
very difficult. 

Of those individuals who had separated from their em­ 
ployment in 1986, 78.6 per cent had found another job be­ 
fore the end of 1987 (Table 4-9),13 Of the remaining 21.4 per 
cent, roughly three quarters (15.7 per cent) reported that, 
for various reasons, they did not wish to be re-employed; 
over 5 per cent of the 1986 job separators, then, wanted to 
find new work but had been unable to by the end of 1987.14 

According to the LMAS data, the likelihood of finding 
re-employment varies considerably among different groups. 
Significant differences existed according to the type of 
separation. Note that we have categorized the reasons for 
separation into four classes: quit for personal reasons (e.g., 
illness, residence change, retirement); quit for nonpersonal 
reasons (e.g., job dissatisfaction, return to school, found a 
new job); involuntary layoff (permanent or temporary); and 
a miscellaneous category. 
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Table 4·9 

Profile of Job Separators: Distribution by 
Postseparation Status, Canada, 1986.871 

Did not fmd 
another job2 

Fmmd 
another Job Job not 
job wanted wanted Total 

(Per cent) 

All job separators 78.6 5.6 15.7 100.0 
From goods sector 75.7 7.5 16.8 100.0 
From service sector 79.9 4.9 15.3 100.0 

Reason for separation 
Quit personal 68.7 4.3 27.0 100.0 
Quit nonpersonal 88.4 2.1 9.5 100.0 
Involuntary 76.0 9.6 14.5 100.0 
Other 84.6 4.4 11.1 100.0 

Age 
16-19 82.1 2.5 15.4 100.0 
20-24 86.8 3.4 9.8 100.0 
25-34 82.1 6.6 11.4 100.0 
35-44 79.2 7.8 13.0 100.0 
45-54 68.5 10.0 21.5 100.0 
55-64 36.3 9.4 54.3 100.0 

Sex 
Males 82.9 5.4 11.7 100.0 
Females 73.9 5.9 20.2 100.0 

Region 
Atlantic 77.2 5.8 17.0 100.0 
Quebec 81.0 4.7 14.3 100.0 
Ontario 79.7 4.6 15.7 100.0 
Prairies 78.7 6.3 15.0 100.0 
British Columbia 76.7 6.7 16.7 100.0 

1 Based on a sample of workers who separated from a job in 1986. 
2 Labourforce status in the last week of 1987. 
SOURCE Estimates by the Economic Council of Canada, based on 

Statistics Canada, the Labour Market Activity Survey. 

As Table 4-9 indicates, individuals who quit for non­ 
personal reasons had the highest re-employment rate 
(88,4 per cent), while those who quit for personal reasons 
had the lowest (68.7 per cent). A closer examination, how­ 
ever, reveals that the laid-off group had the most serious 
re-employment problems after separation. While a very high 
proportion of those who quit for personal reasons and had 
not found re-employment did not want another job, the same 
was not true for laid-off individuals. Of the workers who 
had lost their jobs because of a layoff in 1986,9.5 per cent 

wanted to find new work but still had not succeeded by the 
end of 1987. Considering that the majority of these layoffs 
originated in the goods sector, the adjustment difficulties 
faced by these workers are likely to be considerable. 

Clearly, re-employment prospects diminished with age 
(see Table 4-9). This was particularly true for those between 
55 and 64 years of age, only slightly more than one third 
of whom had found re-employment by the end of 1987. 
Note that the majority of respondents in this group reported 
that they did not want to find other work; however, on the 
basis of existing research on older workers, it seems prob­ 
able that a significant proportion of these individuals left 
the work force because they were discouraged about their 
chances. IS While the 45-54 age group did report a much 
higher incidence of re-employment, 10 per cent were still 
involuntarily unemployed at the end of 1987, at least one 
year after separating from their jobs. 

Concerning gender and the original sector of employ­ 
ment, males were more likely than females to have found 
re-employment (82.9 per cent versus 73.9 per cent); how­ 
ever, this difference was accounted for by a much higher 
proportion of women than men withdrawing from the labour 
force (i.e., not wanting another job). 

Of particular interest for this study is a comparison of 
the experiences of workers according to the sector from 
which they separated (see Table 4-9). The re-employment 
rate was slightly higher for those losing or leaving jobs in 
the service sector (79.9 per cent) relative to those separating 
from employment in the goods sector (75.7 per cent); at the 
same time, the incidence of involuntary unemployment was 
greater in the latter group (7.5 per cent versus 4.9 per cent). 

Duration of Joblessness 

Another important dimension of the adjustment process 
is the amount of time workers spend between jobs 
(Table 4-10). According to the duration data for those in 
the LMAS sample who found re-employment, experiences 
varied widely: while 43.2 per cent were without work for 
just four weeks or less, 21.9 per cent were jobless for be­ 
tween 27 and 52 weeks and 6.5 per cent did not get a an­ 
other job for at least 53 weeks. 

The reason for the original separation was one important 
determinant of duration of joblessness. Workers who left 
their jobs (quit, nonpersonal) tended to get new positions 
much more quickly than those who lost their jobs (through 
layoff); 76.1 per cent of the former were without work for 
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Table 4-10 

Profile of Job Finders: Distribution by Duration of Joblessness, Canada, 1986-871 

Weeks of joblessness 

4 or less 5-26 27-52 53 or more Total 

(Per cent) 
All job fmders 43.2 28.4 21.9 6.5 100.0 

Reason for separation 
Quit personal 16.4 28.8 44.5 10.4 100.0 
Quit nonpersonal 76.1 15.5 5.9 2.5 100.0 
Involuntary 29.6 39.9 23.0 7.5 100.0 

Age 
16-19 33.1 25.7 34.6 6.6 100.0 
20-24 42.0 28.5 24.2 5.4 100.0 
25-34 50.3 28.5 15.7 5.5 100.0 
35-44 48.8 30.2 12.5 8.4 100.0 
45-54 39.0 30.3 21.2 9.5 100.0 
55-64 36.7 32.3 21.3 9.7 100.0 

Sex 
Males 44.8 28.2 21.8 5.1 100.0 
Females 41.2 28.7 21.9 8.2 100.0 

Region 
Atlantic 38.1 29.3 25.2 7.4 100.0 
Quebec 39.2 30.2 24.0 6.7 100.0 
Ontario 46.4 25.6 22.3 5.8 100.0 
Prairies 46.5 28.7 18.6 6.2 100.0 
British Columbia 47.4 28.0 18.3 6.2 100.0 

Sectoral movement 
Goods to goods 43.7 27.4 22.8 6.1 100.0 
Goods to services 36.7 30.1 26.0 7.3 100.0 
Services to services 44.9 28.1 20.4 6.6 100.0 
Services to goods 40.3 30.0 23.7 6.1 100.0 

Based on a sample of workers who separated from a job in 1986 and found another one before the end of 1987. 
SOURCB Estimates by the Economic Council of Canada, based on Statistics Canada, the Labour Market Activity Survey. 

four weeks or less, while the corresponding figure for the 
latter was just 29.6 per cent. About 30 per cent of the job 
losers had at least 27 weeks of joblessness, compared to less 
than 10 per cent of job leavers. Overall, the mean duration 
without work was twice as long for involuntary than for 
voluntary job changers (22 weeks versus 11 weeks). 

Prime-aged workers (25-34 and 35-44 years of age) 
tended to experience shorter periods between jobs than ei­ 
ther younger or older individuals (see Table 4-10). The 

differences in duration of joblessness between the sexes 
were not significant. In terms of region, the jobless period 
was generally shorter for workers separating from jobs in 
Ontario and the West than in the Atlantic provinces and 
Quebec (where unemployment rates were higher). Finally, 
in comparison to workers who changed sectors to find new 
positions, those who found jobs within the sector where they 
had previously been employed were more likely to have 
short spells of unemployment (4 weeks or less) and slightly 
less likely to have long ones (at least 27 weeks). 
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Wages and Job Change 

Obviously, an important consideration in the labour­ 
adjustment process involves the impact of re-employment 
on job quality. We examined this issue by comparing the 
pre- and postseparation (hourly) wages of job changers. 
According to this analysis, the majority were better off in 
their new jobs, with 58.1 per cent reporting higher wages. 
Note, however, that a significant minority (33.5 per cent) 
experienced wage decreases (Table 4-11). 

Wage outcomes tended to vary significantly in different 
situations. Certainly the reason for the initial separation is 
an important factor. Those who quit their initial positions 
were much more likely to find higher-paying subsequent 
jobs than those who had been laid off. Two thirds of the 
former registered wage increases compared to one half of 
the latter; at the same time, laid-off workers had a higher 
incidence of wage loss (40.6 per cent versus 26.7 per cent). 

Age also appears to be a significant variable. The prob­ 
ability of a job change leading to a higher wage decreased 
with each age category, beginning with 63.4 per cent among 
workers aged 16-19 years and falling to 48.3 per cent for 
those aged 55-64 (see Table 4-11). At the same time, the 
probability of a cut in pay increased with age; while 27.2 per 
cent of the youngest group reported lower wages in their 
subsequent job, the corresponding figure in the oldest group 
was 40.4 per cent. 

While gender differences were relatively modest, female 
job changers, on average, had slightly more favourable wage 
outcomes than their male counterparts. There were no ma­ 
jor differences across regions, although, unexpectedly, job 
changers in Atlantic Canada had the highest incidences of 
wage gains and the lowest incidences of wage losses. 

Finally, wage outcomes were affected by sectoral ad­ 
justment patterns (see Table 4-11). Wage levels tended to 
be affected most where workers changed sectors, with the 
goods sector being a far more favourable destination than 
the service sector. Job changers moving from goods to 
services were actually more likely to experience wage losses 
than wage gains (48.1 per cent compared to 45.9 per cent); 
from our analysis of separation patterns, we know that lay­ 
offs were important here. In contrast, a shift in the other 
direction was more apt to benefit the job changer than any 
other adjustment pattern: 64.8 per cent of those moving 
from jobs in services to jobs in goods registered wage in­ 
creases, while just 28.4 per cent reported wage cuts. 
Workers who remained in their original sector occupied a 
middle position. 

Table 4-11 

Profile of Job Finders: Distribution by 
Wage Outcome, Cànada, 1986-871 

Wage No Wage 
increase change decrease Total 

(Per cent) 
All job separators 58.1 8.4 33.5 100.0 

Reason for separation 
Quit persona! 59.0 7.8 33.2 100.0 
Quit nonpersona! 66.4 7.0 26.7 100.0 
Involuntary 49.7 9.7 40.6 100.0 

Age 
16-19 63.4 9.4 27.2 100.0 
20-24 59.7 8.2 32.1 100.0 
25-34 57.3 7.8 34.9 100.0 
35-44 55.1 8.0 36.9 100.0 
45-54 50.1 9.0 40.9 100.0 
55-64 48.3 11.3 40.4 100.0 

Sex 
Males 56.2 8.8 35.0 100.0 
Females 60.5 8.0 31.6 100.0 

Region 
Atlantic 59.7 8.4 31.8 100.0 
Quebec 58.3 9.2 32.6 100.0 
Ontario 56.8 10.2 33.0 100.0 
Prairies 58.3 7.1 34.6 100.0 
British Columbia 55.4 7.9 36.7 100.0 

Sectoral movement 
Goods to goods 57.0 11.8 31.2 100.0 
Goods to services 45.9 6.0 48.1 100.0 
Services to services 59.4 8.2 32.5 100.0 
Services to goods 64.8 6.9 28.4 100.0 

Based on a sample of workers who separated from a job in 1986 and 
found another one before the end of 1987. 

SOURCE Estimates by the Economic Council of Canada, based on 
Statistics Canada, the Labour Market Activity Survey. 

Conclusion 

The considerable structural change that has characterized 
the shift to services has had important implications for how 
efficiently people and jobs are matched in the labour mar­ 
ket. In some ways, the rapid growth of services has con­ 
tributed positively to that process. For example, in recent 
decades, the sector has been able to absorb large numbers 



of new work force entrants at a time when the job-creation 
capacity of goods industries has been very limited. As well, 
the growth of services has moderated cyclical fluctuations 
in employment, although there are reasons to suspect that 
this influence may be attenuated somewhat in the future. 

In other ways, however, the unevenness of the sectoral 
pattern of growth and the emerging job structure are prob­ 
lematic. Certainly, many Canadians appear to be very mo­ 
bile, moving into new and often better jobs with evidently 
very little dislocation. Our analysis suggests, however, that 
some groups are experiencing special difficulties. Two stand 

I. 
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out - older workers, and people who have been laid off 
(largely from goods industries). Individuals in these cat­ 
egories have a higher-than-average probability of not find­ 
ing re-employment after separating from jobs; they tend to 
have longer periods of joblessness even when they do find 
new work, and often experience cuts in wages when they 
are re-employed. 

This chapter has introduced our analysis of the labour 
market in a service-dominated economy. It is to the nature 
of that labour market that we tum in the remaining chapters 
of this report. 



5 Nonstandard Employment 

The growth of work arrangements that differ from the 
traditional model of full-year, full-time employment has 
aroused a good deal of interest in recent years. These work 
forms have been variously referred to as "nonstandard" or 
"atypical" employment, "precarious" or "contingent" work, 
and a "flexible" component of the labour force, depending 
on the perspective of the observer. Generally, however, they 
are understood to encompass part-time, short-term and 
contract jobs, certain types of self-employment, and work 
within the temporary-help industry. 

These employment forms are attracting attention in in­ 
dustrialized economies because in recent years they have 
grown more rapidly than more standard types of employ­ 
ment. In Canada, nonstandard employment has been a major 
source of job creation during the past decade, while in some 
European countries it has accounted for virtually all new 
employment growth. This development poses a challenge 
to policymakers who have continued to design labour 
market policies around a traditional concept of what con­ 
stitutes the employment norm. 

Nonstandard employment has also aroused a certain 
amount of controversy because of differing interpretations 
regarding the implications of its growth. From one per­ 
spective, the increasing prevalence of these arrangements 
is seen as a response to legitimate needs of both business 
and labour for more flexible forms of work.' Nonstandard 
employment forms offer employers a means to realize cost 
savings and an enhanced capacity to adjust their work forces 
rapidly to changing market conditions. This augments the 
efficiency and competitiveness of individual businesses and, 
by extension, of Canadian industry as a whole. At the same 
time, the availability of part-time and short-term jobs is 
perceived as meeting a need in certain segments of the la­ 
bour force - most notably, students, and parents of small 
children - for work that falls outside the rigid boundaries 
of traditional full-time, full-year employment. 

There is also a sceptical view that focuses on the inferior 
compensation, security, and career advancement opportu­ 
nities that typically characterize nonstandard employment. 
Some equate the new labour market flexibility with labour 
market insecurity and view many varieties of nonstandard 
work as arrangements that transfer business-related risk 
from the firm to the worker.' There are concerns that these 

employment forms may, in fact, be giving rise to a new 
type of dual labour market consisting of one sector with 
workers in relatively secure jobs, with adequate compen­ 
sation, and access to benefits and training and promotion 
opportunities; and another composed of marginalized 
"contingent" workers in nonstandard jobs with none of these 
attributes.' Sceptics also point to the evidence that signifi­ 
cant numbers of nonstandard employees are involuntary in 
the sense that they would prefer more permanent, full-time 
jobs. 

This chapter considers the phenomenon of nonstandard 
employment in Canada. We begin with a review of research 
that has been undertaken in other countries. We then focus 
on the Canadian experience, analysing part-time employ­ 
ment, short-term work, temporary-help agency work, and 
"own-account" self-employment. For each of these non­ 
standard work forms, we examine statistical trends and 
details on the nature of the employment and the work force. 
We conclude the chapter with a discussion of the growth 
of nonstandard employment in the aggregate, the factors 
underlying its expanding labour market share, and the policy 
issues that are being raised by its proliferation. 

Nonstandard Employment in the 
United States and Europe 

Although nonstandard employment has not been exten­ 
sively analysed in Canada,' a number of empirical studies 
have been undertaken in other industrialized countries. In 
considering the results of this research, it is important to 
recognize that there is no broadly accepted convention as 
to what precise work forms should be included under the 
rubric "nonstandard employment." Despite this absence of 
consensus as to exact defmitions (due in large part to dif­ 
ferences in data availability across countries), recent studies 
generally estimate that the incidence of nonstandard work 
has been rising and that these employment forms now ac­ 
count for between one quarter and slightly over one third 
of total employment in the major industrialized countries. 

In the United States, discussion of nonstandard work has 
focused on the notion of "contingency," emphasizing the 
conditional and transitory nature of the employment rela­ 
tionship, which is usually dependent on the employer's need 
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for labour. In terms of theory, researchers in that country 
have tended to argue that contingent workers should be 
identified primarily on the basis of the absence of any long­ 
term (implicit or explicit) affiliation with an employer.' 

In practice, analysis in the United States has been affected 
by the lack of data that distinguishes between temporary 
and penn anent (or indefinite) employment. The operational 
definition of "contingent employment" has thus become any 
arrangement which differs from full-time, permanent, wage 
and salary employment, and includes part-time work, 
temporary work, employee-leasing, self-employment, 
contracting-out, and home-based work." 

In an international study, Hakim defined the "flexible 
work force" in the United States as those people with some 
employment experience in a given year who worked less 
than full time and year round; in 1985, that was 41 per cent 
of the total American work force.' A recent study by Belous 
yielded similar results using a different methodology," In 
this analysis, the "contingent work force" was defmed to 
include four categories of workers: part-timers, the self­ 
employed, temporary-help agency workers, and those em­ 
ployed in the business-service industry." Belous estimates 
that between 25 and 30 per cent of the U.S. labour force 
could be described as "contingent" in 1988, accounting for 
between 33 and 55 per cent of new jobs created between 
1980 and 1988. 

In comparison to that of the United States, European re­ 
search on nonstandard employment has benefited from the 
greater availability of data on temporary (and fixed-term) 
work. Hakim was able to include in the section of her work 
dealing with the "flexible work force" in the European 
Community those who described their jobs as temporary, 
in addition to part-time workers and the self-employed. She 
found that 33 per cent of the total EC work force in 1985 
was in one of these employment forms.'? 

In a study of nonstandard employment in West Germany, 
Büchtemann and Quack include in their defmition part-time 
work, self-employment, fixed-term employment contracts, 
and temporary-agency work." They estimate that non­ 
standard employment was 35 per cent of total employment 
in 1987. Büchtemann and Quack note that this proportion 
has expanded continuously since the beginning of the 19808. 
They also observe that in Germany, nonstandard employ­ 
ment growth has occurred almost entirely at the expense 
of standard employment forms: between the early 19708 and 
the mid-1980s, the number of full-time jobs dropped by 
about one million while the number of part-time jobs rose 
by approximately the same number. 

Nonstandard Employment in Canada 

We focus here on four categories of nonstandard em­ 
ployment: part-time, short-term and temporary, work within 
the temporary-help industry, and "own-account" self­ 
employment Part-time employment is defmed as positions 
for which the usual hours of work are less than 30 per week. 
We define short-term work as a job lasting six months or 
less, while a temporary job is one where a permanent at­ 
tachment was never intended. Employment within the 
temporary-help industry is work with agencies that, for a 
fee, supply workers to employers on a temporary basis. The 
own-account self-employed are self-employed persons who 
do not themselves have employees. 

It is important to recognize that in Canada, as in the 
United States and a number of other countries, labour force 
data still do not permit accurate estimates of all nonstandard 
work forms, While excellent data are available on part-time 
workers and, to a lesser extent, the own-account self­ 
employed, less are available on short-term, particularly 
temporary employment 

Part-Time Employment 

Magnitude and Growth 

Part-time employment is the largest of the nonstandard 
employment forms. In 1989, there were 1.9 million part­ 
time workers in Canada, accounting for 15.1 per cent of total 
employment As in most industrialized economies, the in­ 
cidence of part-time work in Canada has grown since World 
War II (Chart 5-1). During the 1950s and 1960s, the rate 
of increase was rapid, with the part-time share of total em­ 
ployment rising from 3.8 per cent in 1953 to 12.3 per cent 
by 1970. After slowing down in the 1970s, the incidence 
of part-time work started to accelerate in the first half of 
the 1980s (from 13 per cent of total employment in 1980 
to a peak of 15.5 per cent in 1985).12 

Between 1980 and 1989, the number of part-time workers 
increased by almost 500,000; this represents over one 
quarter of the net employment creation in Canada during 
the decade (Table 5-1). About one third of this growth in 
part-time jobs was "involuntary"; that is, the workers would 
have preferred to work full time. 

Employment and Worker Characteristics 

Part-time employment is overwhelmingly a service-sector 
phenomenon; in 1989, virtually 90 per cent of all part-time 



Chart 5-1 

Part-Time Employment as a Proportion of 
Total Employment, Canada, 1953-891 
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A series break occurred in 1975. Before 1975, part time was defined 
as less than 35 hours work per week. From 1975 on, it is defined as 
less than 30 hours per week. 

SOURCB Estimates by the Economic Council of Canada, based on data 
from Statistics Canada. 

Table 5-1 

Net Employment Growth, by Employment 
Status, Canada, 1980-89 

Distribution 
of total 

Increase increase 

(Thousands ) (Per cent) 

Part-time employment 497 27.9 
Voluntary 322 18.1 
Involuntary 175 9.8 

Full-time employment 1,282 72.1 

Total employment 1,779 100.0 

SOURCB Estimates by the Economic Council of Canada, based on 
Statistics Canada, the Labour Force Survey. 

workers were employed in this sector (Table 5-2). Within 
the service sector, by far the largest concentration of part­ 
time jobs is in traditional services, which accounts for 
slightly less than one half of total part-time employment in 
Canada. 

Incidence rates by industry offer another view of the as­ 
sociation between part-time employment and the service 
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Table 5-2 

Distribution and Incidence of Part-Time 
Employment by Industry Group, Canada, 1989 

Part-time employment 

Distribution 

Share of total 
industry 

employment 

(Per cent) 

Goods sector 
Primary industries 
Manufacturing 
Construction 

11.2 
4.2 
4.4 
2.5 

5.9 
11.2 
4.0 
6.2 

Service sector 
Dynamic services 
Traditional services 
Nonmarket services 

88.9 18.9 
14.0 9.1 
49.4 29.8 
25.5 17.0 

100.0 15.1 All industries 

SOURCE Estimates by the Economic Council of Canada, based on 
Statistics Canada, the Labour Force Survey, unpublished data. 

sector, particularly the traditional-service subsector (Ta­ 
ble 5-2). In 1989, 18.9 per cent of service-sector workers 
were employed part-time; in the goods sector, on the other 
hand, the corresponding figure was 5.9 per cent The inci­ 
dence rate was especially high in traditional services where 
the part-time share of total employment in the subsector was 
29.8 per cent. Part-time work was prevalent throughout the 
traditional subsector, with incidence rates of 32.8 per cent 
in personal services, 32.4 per cent in accommodation, food, 
and beverages, 30.9 per cent in amusement and recreation, 
and 29.1 per cent in retail trade. 

Given the industrial distribution, it is not surprising that 
part-time employment is concentrated in the clerical, sales, 
and service occupations; together these three groups ac­ 
counted for 65.3 per cent of all part-time workers in 1989. 
The highest incidence rates were in service and sales occu­ 
pations where the part-time share of total employment was 
30.5 and 25.1 per cent, respectively. It is interesting to note 
that there was a relatively high incidence of part-time work 
among managers and other professionals as well (11 per 
cent). 

As Table 5-3 indicates, there is also a strong relationship 
between part-time work and firm size. Data from the Labour 
Market Activity Survey job file indicates that part-time jobs 
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Table 5-3 

Distribution of Part-Time and Full-Time 
Paid Jobs by Firm Size, Canada, 1987 

Distribution of 

Part-time 
paid jobs 

Full-time 
paid jobs 

(Per cent) 
Number of employees 

19 or less 37.2 25.7 
20 to 99 16.1 18.4 
100 to 499 12.5 15.3 
500 or more 34.2 40.6 

Total 100.0 100.0 

SOURCE Estimates by the Economic Council of Canada, based on 
Statistics Canada, the Labour Market Activity Survey, 
unpublished data. 

are considerably more likely to exist in very small organi­ 
zations than are full-time jobs, and significantly less likely 
to be in large ones. In 1987,37.2 per cent of all part-time 
jobs were in firms with less than 20 employees, compared 
with just 25.7 per cent of full-time jobs. On the other hand, 
while firms with at least 500 workers accounted for 40.6 per 
cent of full-time jobs, these large organizations accounted 
for only 34.2 per cent of total part-time jobs. 

In 1989, women and people under 25 accounted for nearly 
90 per cent of the total part-time labour foree. Over 70 per 
eent of part-time workers in Canada are women. Currently, 
working women are roughly three times more likely to be 
employed part-time than are men; the part-time incidence 
rate in 1989 was 24.5 per cent for females, compared to 
7.7 per cent for males. Note, however, that the part-time 
share of total employment has increased more for men than 
for women over the past decade; in 1979, for example, the 
incidence rates were 23.3 per cent and 5.7 per cent for 
women and men, respectively. 

The conventional explanation for the high incidence of 
part-time employment among women is that it enables them 
to combine work and childrearing. And there is a strong 
correlation between part-time work and the presence of 
children. For instance, in married-couple families, part-time 
work is the dominant mode of employment for women with 
children below the age of 18: in 1986,61 per cent of em­ 
ployed women in this category worked part time or part 
year." Among employed married women with children 
under the age of five, the proportion rises to 73 per eent. 

However, the pattern of female part-time work indicates 
that there are also other factors at play. For instance, single 
as well as married women are significantly more likely than 
men with the same marital status to work part time. Fur­ 
thermore, women between the ages of 25 and 44 - the group 
with the heaviest overall childrearing responsibilities - are 
less likely than either younger or older women to work part 
time. Additional research is needed, then, to clarify the 
reasons for the high incidence of part-time employment 
among women, which are more complex than has been 
supposed. 

In terms of age, in 1989, 42.2 per cent of part-time 
workers were between the ages of 15 and 24. Among young 
workers, part-time employment is strongly associated with 
student status; as well, within the 15-24 age group, women 
are significantly more likely than men to work part time. 
The part-time incidence rate is much higher for young 
workers than for the other age categories; in 1989,33.6 per 
cent of the employed work force aged between 15 and 
24 held part-time jobs, while the corresponding shares for 
the 25-44 and 45 and over age groups were 9.8 and 12.8 per 
cent, respectively (Chart 5-2). Comparing the 1989 inci­ 
dence rates by age group with the 1979 rates, we can see 
that the part-time share of total employment grew by far 
the most in the young-worker category; however, relative 
increases were also recorded in the other two age classes. 

Labour Force Attachment 

The majority of part-time workers cannot be considered 
"casual" labour market participants. According to data from 

Chart 5-2 

Part-Time Employment as a Proportion of 
Total Employment, by Age Group, Canada, 
1979 and 1989 
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SOURCE Statistics Canada, the Labour Force Survey. 



the Labour Market Activity Survey, for example, 70 per 
cent worked year round (50 to 52 weeks) in 1986; by 
comparison, 81 per cent of full-time paid workers worked 
at least 50 weeks that year. 

Further evidence of a significant labour market attach­ 
ment on the part of most part-time workers comes from the 
data on "involuntary" part-time employment. This invol­ 
untary component, which consists of part-time workers who 
would have preferred full-time jobs, represents an increas­ 
ingly important aspect of the part-time phenomenon. In 
1989, 420,000 part-time employees were classified as 
"involuntary. " 

Traditionally, involuntary part-time employment has 
followed a distinct cyclical pattern; as Chart 5-3 indicates, 
its share has tended to rise fairly quickly during and im­ 
mediately after recessions and then to subside once the ex­ 
pansion is well established. However, the general upward 
slope evident in Chart 5-3 also reveals a secular increase 
during the past 15 years in the incidence of involuntary part­ 
time work. It is noteworthy that, at a given level of labour 
market tightness, the voluntary part-timers' share has risen 
over this period. For example, comparing 1975, 1980, and 
1989 - when the annual unemployment rate was between 
6.9 and 7.5 per cent - the proportion of part-time work that 
was involuntary rose from 11 to 17.6 per cent in 1980 and 
22.2 per cent in 1989. In fact, over one third of the part­ 
time employment growth during the 1980s was involuntary; 
overall, almost 10 per cent of all jobs created between 1980 

Chart 5-3 
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and 1989 were classified as "involuntary part-time" (see 
Table 5-1). 

Job Stability and Compensation 

One issue that has been the subject of some debate is the 
stability of part-time work. By a considerable degree, part­ 
time workers are more likely to be employed in short-term 
jobs than are full-time workers. Furthermore, the proportion 
of part-time workers with short tenure has increased ap­ 
preciably during the past decade and that of full-time 
workers has changed only marginally; according to Labour 
Foree Survey data, the share of the part-time work force 
with less than three-months' job tenure rose from 17.2 to 
22.1 per cent between 1978 and 1989, while the corre­ 
sponding rise for full-time workers was from 8.6 per cent 
in 1978 to 9.2 per cent in 1989. Although part-time em­ 
ployment does tend to be more short-term than full-time 
work, it should be noted that a substantial segment of the 
part-time work force is employed in relatively long-term 
jobs. In 1988, 55 per cent of part-time workers aged 
25 years and over reported that they had been in their job 
for at least two years. 

The pattern of hours worked also represents an impor­ 
tant dimension of job stability. In 1986, three quarters of 
part-time workers usually worked the same number of hours 
each month; however, this is significantly lower than the 
corresponding figure for full-time workers (94 per cent)." 
Among part-time workers with variable hours, 51 per cent 
said that they had an "on-call" arrangement with their em­ 
ployer. The typical part-time employment pattern is to work 
a few days each week: in 1986,92 per cent of the part-time 
work force reported that they worked four weeks per month, 
with the most typical workweek consisting of two or three 
days. In that year, part-time employees worked an average 
of 18 hours per week, with the most frequently reported 
work schedule having between 12 and 24 hours a week. 

Generally, compensation for part-time workers is signi­ 
ficantly inferior to that for full-time workers. According to 
the Labour Market Activity Survey, average hourly earn­ 
ings in 1987 for part-time jobs were slightly less than three 
quarters of those reported by full-time workers." As well, 
access to fringe benefits is much lower; for example, only 
about Il per cent of part-time jobs in 1987 had work-related 
pension plans (compared to 46 per cent of full-time jobs)." 

There are several reasons for this. First, part-time em­ 
ployment patterns are concentrated in firms, industries, and 
occupations that tend to have low levels of compensation. 
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As we have seen, part-time jobs are disproportionately lo­ 
cated in small firms, which generally pay less than larger 
companies: in 1987, for example, according to data from 
the Labour Market Activity Survey, average hourly earnings 
in organizations with fewer than 20 employees were $8.45, 
compared with $12.97 in firms employing 500 or more. 
Similarly, about one half of the part-time work force is 
employed in the traditional-service subsector, which is by 
far the lowest-paid of all the major industry groups: average 
hourly wages in traditional services in 1987 were less than 
two thirds of the all-industry standard. Finally, nearly two 
thirds of all part-time workers are in service, sales, or 
clerical positions; jobs in these groups are among the 
lowest-paid of all occupational groups, with average hourly 
earnings in 1987 of only 67 per cent, 79 per cent, and 85 per 
cent of the national average, respectively. 

Although part-time employment is concentrated in rela­ 
tively poorly paid segments of the labour market, this does 
not completely explain the low compensation levels. Within 
industries, occupations, and firm-size categories, part-time 
hourly earnings are generally lower than those of compa­ 
rable full-time workers. Significant hourly-wage differen­ 
tials exist between part-time and full-time jobs in all major 
industry sectors (Table 5-4). Mean part-time earnings in 
1987 ranged from 63 per cent (sales occupations) to 92 per 
cent (professional occupations) of full-time levels. And part­ 
time jobs in firms of all sizes are paid less than their full­ 
time counterparts; as Chart 5-4 shows, this differential is 
greatest in large organizations. 

The composition of the part-time labour force itself un­ 
doubtedly has some bearing on these lower earnings. As 
we have noted, over 40 per cent of part-time workers are 
between the ages of 15 and 24, lack work experience, and 
often have lower levels of educational attainment than 
prime-aged workers. This is reflected in their wages; on 
average, young part-time workers earn 60 per cent of the 
hourly wages of part-time workers aged over 25. (It is worth 
noting, however, that young part-timers also earn consid­ 
erably less than young full-time workers.) Furthermore, over 
70 per cent of part-time workers are women, and many 
studies of women's earnings have identified a male-female 
earnings gap even after controlling for such factors as oc­ 
cupational and industrial distribution, education, and work 
experience. 

In addition to age and gender composition, another factor 
to consider in explaining the inferior part-time compensa­ 
tion is the low incidence of unionization in this segment of 
the work force. In 1986, union membership rates were 
20.8 per cent for part-time employees and 37.6 per cent for 
full-time workers.'? It is well known that unionized workers 

Table 5·4 

Part- Time Paid Jobs: Average Hourly Earnings 
and Earnings Relative to Full- Time Earnings, by 
Industry Group, Canada, 1987 

Average hourly earnings! 

Part-time as a 
Part-time proportion of 
paid jobs full-time paid jobs 

(Dollars) (Per cent) 

Goods sector 9.56 80.0 
Primary industries 9.02 79.6 
Manufacturing 9.26 77.2 
Construction 10.57 86.2 

Service sector 8.41 73.6 
Dynamic services 9.74 77.8 
Traditional services 6.02 75.7 
Nonmarket services 11.47 85.6 

All indus tries 8.54 73.7 

Wages and salaries only. 
SOURCE Estimates by the Economic Council of Canada, based on 

Statistics Canada, the Labour Market Activity Survey, 
unpublished data. 
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generally earn more than their non unionized counterparts. 
Indeed, the union wage premium appears to be very signi­ 
ficant within the part-time population, where, according to 
the Labour Market Activity Survey, nonunionized part-time 
jobs were paid just 63 per cent of the wages paid to 
unionized part-time jobs. As well, consistent with the fact 
that wage differentials of all types tend to be reduced in 
unionized industries, the gap between part-time and full­ 
time earnings was significantly smaller in the unionized 
sector. Among unionized jobs, part-time wages were 89 per 
cent of full-time wages, while the corresponding proportion 
for nonunionized jobs was only 74 per cent. 

Short-Term and Temporary Employment 

Magnitude and Growth 

As we have already noted, research on short-term em­ 
ployment in Canada is constrained by inadequate data. Most 
notably, information on fixed-term or temporary employ­ 
ment (outside of temporary-help agency work) is lacking. 
However, one source of such data is the Labour Market 
Activity Survey, in which respondents separating from jobs 
were asked why their employment had ended. According 
to this survey, of the 4.8 million paid jobs that were termi­ 
nated in 1987, 11.3 per cent were identified as having been 
terminated because they were temporary positions." 

Without a great deal of information on temporary jobs, 
most of our analysis on short-term employment has been 
based on job duration and job tenure statistics. While these 
data can be used to sketch out the incidence of short-term 
employment, they cannot distinguish between those jobs 
that are explicitly temporary in nature and those that ter­ 
minate in a short period of time for other reasons. 

In our analysis, a "short-term" job has been defined as 
one which lasts for no more than six months. To identify 
short-term employment, then, information on completed job 
duration is required. The most recent comprehensive source 
of such data is the Labour Market Activity Survey which 
we used to analyse job duration patterns in 1987. In order 
to calculate the share of employment that was short-term, 
we focused on those paid jobs that existed in the first 
26 weeks of that year." Of the 12.9 million jobs reported 
during that period, 1.7 million (or 13.1 per cent) were 
identified as short-term (i.e., with a completed duration of 
no more than 26 weeks). 

While the LMAS affords a "snapshot" view, there is no 
time series of completed job spells. In order to track the 
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incidence of short-term employment over time, we used 
ongoing job tenure data from the Labour Force Survey 
(which are available from 1975 on). In the past, researchers 
have used information on job tenure as a proxy measure 
for completed job duration; in fact, making some assump­ 
tions, the percentage of those employed at a given point in 
time with less than three months' tenure corresponds to the 
proportion of workers in jobs with an eventual duration of 
no more than six months." 

According to our analysis of the LFS job tenure data, 
there was a modest increase in the incidence of short-term 
employment during the second half of the 1980s. In the 
period 1975-84, the proportion of workers reporting on­ 
going job tenure of less than three months remained rela­ 
tively stable, fluctuating between 8.6 per cent in 1982 and 
10.2 per cent in 1979 and 1981. This figure increased 
somewhat after 1985, reaching a peak of 11.6 per cent in 
1987 before retreating slightly to 11.2 per cent in 1989. 

Employment and Worker Characteristics 

Turning now to the nature of temporary and short-term 
employment," we have already noted that 11.3 per cent of 
all paid jobs that ended in 1987 were temporary jobs. 
Overall, there was very little difference between the sectors, 
with temporary jobs accounting for 11.8 per cent of all 
goods-sector employment terminating in 1987, compared 
to 11.1 per cent for the service sector. Within these sectors, 
temporary employment was most significant in non market 
services and construction, where it accounted for 21.6 and 
19.6 per cent of all job terminations, respectively.P 

The incidence of short-term employment (lasting 
26 weeks or less) was slightly higher in the goods sector 
than in the service sector (Table 5-5). At the industry-group 
level, the highest rates were reported in construction, pri­ 
mary industries, and traditional services. Short-term em­ 
ployment also appears to be related to firm size; the inci­ 
dence rate was greatest in firms with less than 20 employees 
(20.6 per cent of paid jobs) and it declined in each succes­ 
sive size-category, accounting for only 7.5 per cent in firms 
with 500 employees or more. Finally, part-time jobs were 
particularly likely to be of short duration: 17.6 per cent of 
part-time employment terminated within six months com­ 
pared to 12 per cent of full-time jobs. 

The job tenure data from the Labour Force Survey paint 
a similar picture of short-term employment In 1989, when 
11.2 per cent of the employed work force reported ongoing 
tenure of less than three months, the highest rates were in 
construction (17.5 per cent), traditional services (16.4 per 
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Table 5-5 

Incidence and Distribution of Short-Term Paid 
Jobs! by Industry Group, Canada, 1987 

Short-term paid jobs 

Proportion of 
all paid jobs in 
each industry Distribution 

(Per cent) 
Goods sector 15.7 33.1 
Primary industries 22.4 6.9 
Manufacturing 10.5 14.6 
Construction 28.0 11.6 

Service sector 12.1 66.9 
Dynamic services 9.5 15.9 
Traditional services 17.7 33.8 
Nonmarket services 8.8 17.3 

All industries 13.1 100.0 

Duration of less than 26 weeks, based on all paid jobs reported in the 
first six months of 1987. 

SOURCE Calculations by the Economic Council of Canada, based on 
Statistics Canada, the Labour Market Activity Survey, 
unpublished data. 

cent), and primary industries excluding agriculture (14.6 per 
cent). The LFS data also show a strong association between 
short-term and part-time work; in 1989, 22.1 per cent of 
part-time employees reported job tenure of less than three 
months while the corresponding figure for full-time em­ 
ployees was just 9.2 per cent. 

The incidence of temporary employment is relatively 
neutral between sexes and across age groups. The propor­ 
tion of jobs terminating in 1987 that were temporary was 
11.1 per cent among males and 11.6 per cent among fe­ 
males. By age, the highest rates were in the 35-44 and 45- 
54 age groups with older workers (55 years and over) and 
younger workers (16-24 years) reporting below-average 
incidence levels. 

On the other hand, the predominant characteristic of 
short-term employees is their youth. Well over one half 
(59 per cent) of the jobs lasting six months or less in the 
LMAS sample were held by workers between the ages of 
16 and 24. As Chart 5-5 shows, the incidence of short-term 
employment among this group was almost three times as 
high as that for any other age category. According to the 
LFS data, 27.4 per cent of the 15-24 age group were in 

Chart 5-5 
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short-tenure jobs in 1989, compared to just 7.4 per cent for 
those 25 years and over. According to both the LFS and 
the LMAS, women are slightly more likely than males to 
be in short-term jobs: in the LMAS, the 1987 short-term 
incidence rate was 13.2 per cent for women and 12.9 per 
cent for men, while the corresponding figures for the LFS 
in 1989 were 12.3 per cent and 10.3 per cent. 

Compensation 

Compensation levels for temporary and short-term em­ 
ployees are usually lower than those of other workers. The 
mean hourly wages earned in temporary jobs terminating 
in 1987 were 90.6 per cent of those earned in non temporary 
jobs. The differential was considerably larger for short-term 
jobs: average hourly earnings for short-term jobs were 
65.4 per cent of those in positions lasting more than six 
months. 

The wage gap, specifically for short-term workers, is due 
partly to the fact that these employees, like those who work 
part-time, are often employed in sectors of the labour mar­ 
ket - notably traditional services and small firms - that are 
associated with low pay. But, again similar to part-time jobs, 
wages and salaries for short-term employees are generally 
lower than for other workers in the same broad industry 
and occupational groups. In many respects this is not 



surprising: short-term workers, by definition, lack signifi­ 
cant firm-specific experience or skills; they have no 
seniority; they are less likely to be unionized; and they are 
disproportionately young and thus have lower levels of 
education and labour force experience. 

In addition, short-term workers often do not have access 
to a broad range of employment benefits. For instance, many 
employers routinely exclude such employees from most 
nonstatutory benefits, or require a minimum period of 
service (typically, several months) before extending cov­ 
erage. With respect to pensions, virtually no short-term 
workers get benefit entitlements, as even those who are 
covered fall short of the usual two-year minimum service 
requirement for vesting of pension credits. Some worker 
benefits guaranteed by employment standards legislation 
also have minimum-service periods for eligibility. In some 
cases these are quite short - for instance, between 15 and 
90 days for statutory holiday pay, depending on the juris­ 
diction - while at the other extreme, most jurisdictions re­ 
quire twelve months' continuous service as a condition of 
eligibility for maternity leave. Many short-term workers are 
also effectively excluded from some public benefit plans 
due to minimum requirements regarding employment du­ 
ration (for example, Unemployment Insurance) or annual 
earnings (for example, the Canada/Quebec Pension Plans). 

Temporary-Help Agency Work 

Employment and Worker Characteristics 

Employment in the temporary-help industry has increased 
almost two-and-a-half times in the 1980s to reach about 
82,000 in 1989.23 Over one half of temporary-help workers 
are in clerical occupations, compared with just 18 per cent 
of all workers." However, the proportion in professional, 
transport, and general labour positions has increased in re­ 
cent years. Those industries with the highest incidence of 
temporary-help workers relative to total employment are 
government and finance, insurance, and real estate, while 
manufacturing is the single largest industry client of 
temporary-help services. These three industry groups 
account for over half of all temporary-help placements." 

Employers generally make use of temporary agencies 
either because of changes in worker availability or because 
of fluctuations in workload that are unplanned, short, or of 
uncertain duration. A 1987 survey found that the main rea­ 
sons companies brought in temporary office workers were 
to replace employees who were ill or on holidays (28 per 
cent), to handle an unexpected overload of work (23 per 
cent), or to assist with a special project (13 per cent)." 
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About three quarters of the temporary-help agency work 
force are female. As well, they are more likely than the la­ 
bour force at large to be young and single: 35 per cent are 
between the ages of 16 and 24 (compared with 25 per cent 
of other workers) and 45 per cent are single (compared with 
30 per cent of other workers). Temporary-help agency 
employees are also relatively well educated: 54 per cent 
have some postsecondary education (compared with 
roughly 40 per cent of all Canadian workers)." 

Two separate surveys of temporary-help employees have 
found that a substantial minority - 36 per cent in 1984 and 
41 per cent in 1987 - were engaged in this type of work 
because they could not find full-time employment 28 This 
fmding is reinforced by comments of industry executives 
that attracting and retaining qualified employees becomes 
very difficult in fields with low unemployment rates. Of 
those workers who are voluntarily employed by temporary­ 
help agencies, the most important reasons for choosing this 
kind of work are to obtain variety and challenge and to 
permit attendance at an educational institution," 

Compensation 

While temporary-help wages vary substantially according 
to local labour market conditions, they are generally below 
those for full-time salaried workers in the same occupational 
groups." In 1986, for instance, the mean hourly wage for 
temporary-help clerical employees was 83 per cent of the 
average wage for all clerical workers." For specific cleri­ 
cal occupations, temporary-help wages ranged from 70 per 
cent of equivalent hourly wages for permanent receptionists, 
to 88 per cent in the case of office-machine operators." In 
only two occupational groups - systems analysts and 
domestics and nannies - did temporary-help wages exceed 
those of permanent workers." 

Own-Account Self-Employment 

Magnitude and Growth 

The final nonstandard group we analysed is the "own­ 
account" self-employed (OASE) - that is, self-employed 
individuals who do not themselves have employees." In 
1989 this group represented 54 per cent of all self-employed 
persons. Unlike the self-employed with paid help who are 
usually incorporated, about 90 per cent of the OASE 
population do not have incorporated businesses." 

In the period since the mid-1970s, self-employment has 
increased relatively rapidly in Canada. The own-account 
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group has followed this larger trend: between 1975 and 
1989, OASE rose faster than employment as a whole, in­ 
creasing its share of total employment from 6.2 to 7.2 per 
cent; it accounted for 10 per cent of the job growth during 
these years." 

Employment and Worker Characteristics 

Table 5-6 presents data on the incidence of own-account 
self-employment by industry group for 1975 and 1989. The 
OASE share of total employment in 1989 was slightly 
higher in the goods (9 per cent) than in the service sector 
(6.5 per cent); over the period 1975-89, however, these rates 
converged somewhat as the growth of OASE was more 
rapid in services than in goods. By 1989, almost two thirds 
of the own-account self-employed were in services. 

As one might expect, own-account self-employment is 
particularly important in agriculture, where over two fifths 
of the employed work force fell into this category in 1989. 
While OASE is not nearly as prevalent in any of the other 
major industry groups represented in Table 5-6, this work 
form did account for over 10 per cent of the total employ­ 
ment in construction and traditional services." Traditional 
services accounted for 37 per cent of all own-account self­ 
employment and agriculture 20 per cent. 

In comparison with all classes of paid workers (which 
excludes OASE), the own-account self-employed are sig- 

Table 5-6 

Own-Account Self-Employment as a Share of 
Total Employment, by Industry, Canada, 
1975 and 1989 

1975 1989 

(Per cent) 
Goods sector 9.2 9.0 
Agriculture 44.7 42.1 
Other primary industries 4.6 7.3 
Manufacturing 0.8 1.1 
Construction 8.6 13.0 

Service sector 4.7 6.5 
Traditional services 10.0 10.8 
Dynamic services 3.5 6.7 
Nonmarket services 0.8 1.6 

All industries 6.2 7.2 

SOURCE Estimates by the Economic Council of Canada, based on 
Statistics Canada, the Labour Force Survey, unpublished data. 

Table 5-7 

Distribution of Paid Employees and Own-Account 
Self-Employed by Sex and Age, Canada, 1989 

Paid 
employees 

Own-account 
self-employed 

(Per cent) 
Sex 
Males 53.8 63.4 
Females 46.2 36.5 

Age 
15-24 20.9 10.9 
25-44 55.2 49.4 
45-64 23.0 34.0 
65 and over 0.9 5.7 

Total 100.0 100.0 

SOURCE Estimates by the Economic Council of Canada, based on 
Statistics Canada, the Labour Force Survey, unpublished data. 

nificantly more likely to work in primary, artistic and liter­ 
ary, sales, and service occupations and much less likely to 
be employed in clerical, managerial, processing and fabri­ 
cating, and professional jobs." However, the industrial 
composition of own-account self-employment is changing 
and with it the occupational composition; particularly no­ 
table is the relative decline of OASE in primary occupations. 

The demographic composition of the own-account self­ 
employed is distinctly different from that of other non­ 
standard workers. While young workers and women are 
overrepresented in the part-time, short-term, and temporary­ 
help agency populations, the own-account self-employed 
are disproportionately male and tend to be older than the 
work force at large (Table 5-7). 

The employment patterns of OASE women and men 
differ considerably. Among the women, 40 per cent worked 
part time, and almost two thirds were in traditional services 
in 1989. Among men, on the other hand, own-account self­ 
employment is much more likely to be found in goods­ 
sector industries, particularly agriculture (26 per cent of 
OASE males in 1989) and construction (17 per cent). Only 
11 per cent of own-account self-employed men worked part 
time. 

Just as the kind of work performed by the own-account 
self-employed is changing, however, so too are the charac­ 
teristics of those who perform it. In fact, in the group with 
the highest OASE incidence - men aged 45 and over - there 



was little growth in own-account self-employment in the 
1980s. The greatest proportion of job growth in this em­ 
ployment category occurred among women (58 per cent). 
Among the age groups, the 25-44 group provided over four 
fifths of new recruits to own-account self-employment. 

Employment and Compensation Patterns 

Data collected by Statistics Canada on the self-employed 
suggests that there is a high degree of variability in the hours 
of the own-account self-employed. Within the OASE 
population, more than one quarter usually work less than 
30 hours per week (in comparison to 16.5 per cent of paid 
workers), while at the other end of the scale, nearly one 
third work over 50 hours per week (compared to only 7 per 
cent of paid workers). The hours worked by the full-time, 
own-account self-employed are generally longer than those 
worked by paid employees (44 hours per week in com­ 
parison with 37), while those worked by part-timers are 
usually shorter (11 hours per week rather than 15). 

In contrast with other kinds of nonstandard jobs, the du­ 
ration of own-account self-employment tends to be rela­ 
tively long. In 1986, the average tenure of full-time OASE 
individuals was 10.9 years, compared with 7.5 years for paid 
workers. Similarly, among part-timers, average tenure was 
5.4 years for the own-account self-employed and 3.4 years 
for paid workers. The incidence of short-term work was 
almost identical for both groups: 12.3 per cent of the own­ 
account self-employed and 12 per cent of paid workers re­ 
ported tenure of three months or less in 1986. 

Earnings of the own-account self-employed are lower, in 
most industries and occupations, than those of paid workers: 
in 1985, when mean annual earnings for full-year paid 
workers were $24,300, the corresponding figure for the 
OASE group was just $16,200. The relative disparities are 
even greater for median earnings, reflecting the fact that 
while a minority of the self-employed with high earnings 
raise the overall average, the majority of the own-account 
self-employed have very low incomes. In 1985, the re­ 
spective median earnings for full-year workers were 
$23,200 for paid workers and $11,800 for the own-account 
self-employed. Just over half of the OASE group earned 
less than $10,000, compared with 27 per cent of paid 
workers. The OASE situation stands in sharp contrast to 
that of the self-employed with paid help, who generally earn 
more than paid workers in the same occupations and in­ 
dustries: the 1985 mean and median earnings for the full­ 
year self-employed with paid help were $29,700 and 
$22,900, respectively." 
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Aggregate Nonstandard Employment 

According to our estimates, there were approximately 
3.5 million nonstandard workers in Canada in 1989.40 This 
represented 28 per cent of all employment in that year. 
Taking definitional differences into consideration, the in­ 
cidence of nonstandard employment in this country appears 
to be similar to that of the United States and the European 
Economic Community." 

Chart 5-6 shows a steady increase in the nonstandard 
share of total employment over the past 15 years; the inci­ 
dence rate was 23.7 per cent in 1975,25.4 per cent in 1980, 
and 27.9 per cent in 1985. Overall, nonstandard work forms 
accounted for about 44 per cent of all employment growth 
in the 1980s and 41 per cent of the growth since 1975. 

Chart 5-6 

Nonstandard Employment as a Proportion of 
Total Employment, Canada, 1975-89 
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SOURCE Calculations by the Economic Council of Canada, based on 
Statistics Canada, the Labour Force Survey, unpublished data. 

Employment and Worker Characteristics 

Since it is the only data base for estimating nonstandard 
employment over time, the Labour Force Survey has been 
used as the source for the incidence rates shown in 
Chart 5-6. In order to examine the characteristics of non­ 
standard jobs and the workers who occupy them, however, 
we have based our analysis on the Labour Market Activity 
Survey for 1987. There are two major advantages to this 
data base: first, it provides information on completed job 
spells (for estimating short-term employment), and, second, 
it identifies temporary jobs. According to the LMAS, 
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33.8 per cent of all jobs that existed in the first six months 
of 1987 were nonstandard - part-time, short-term, tempo­ 
rary, and own-account self-employment." 

The incidence and distribution of aggregate nonstandard 
employment by industry group are presented in Table 5-8. 
It is somewhat more prevalent in services, where 36.3 per 
cent of all jobs were nonstandard, compared to 27.7 per cent 
in goods. The relatively high incidence in the service sector 
was due, in large part, to traditional services where virtually 
one half (49.5 per cent) of total jobs were nonstandard; this 
subsector accounted for 38.7 per cent of all nonstandard jobs 
in the economy. Above-average incidence rates were also 
reported in the primary industries and construction, while 
the lowest rate by a considerable margin was in manu­ 
facturing. 

Women are disproportionately represented in the non­ 
standard work force. As Table 5-9 indicates, the majority 
(53.8 per cent) of nonstandard jobs in the first half of 1987 
were occupied by women, despite the fact that females still 
accounted for a minority of total employment. This is due 
to a significant difference in the incidence rates for men 
and women ( 27.9 per cent versus 41.4 per cent). The 
overrepresentation of women is a result of their dominance 
in the part-time labour market recall that over 70 per cent 

Table 5-8 

Distribution and Incidence of AU Nonstandard 
Jobs by Industry, Canada, 19871 

Distribution 

Share of 
all jobs in 

each industry 

(Per cent) 
Goods sector 23.5 27.7 

Primary industries 8.6 45.8 
Manufacturing 7.7 16.1 
Construction 7.2 39.8 

Service sector 76.4 36.3 
Dynamic services 16.3 25.3 
Traditional services 38.7 49.5 
Nonmarket services 21.4 31.5 

All industries 100.0 33.8 

Based 00 all jobs reported in the first six months of 1987. 
SOURce Estimates by the Economic Council of Canada, based on 

Statistics Canada, the Labour Market Activity Survey, 
unpublished data. 

Table 5-9 

Distribution and Incidence of All Nonstandard 
Jobs by Sex and Age, Canada, 19871 

Share of 
all jobs in 

Distribution each group 

(per cent) 
Sex 
Males 46.2 27.9 
Females 53.8 41.4 

Age 
16-24 40.4 54.6 
25-34 23.7 27.7 
35-44 16.9 24.9 
45-54 10.7 25.2 
55-69 8.3 31.5 

Total 100.0 33.8 

Based 00 all jobs reported in the first six months of 1987. 
SOURCB Estimates by the Economic Council of Canada, based on 

Statistics Canada, the Labour Market Activity Survey, 
unpublished data. 

of part-time workers - the largest component of nonstandard 
workers - are female; among full-timers, men outnumber 
women in the temporary, short-term, and self-employment 
categories. 

Young people below the age of 25 constitute the largest 
single age group of nonstandard workers, filling 40.4 per 
cent of all nonstandard jobs (Table 5-9). Over half (54.6 per 
cent) of the jobs ftlled by young workers were nonstandard; 
the incidence rate declines for the prime-aged categories 
and then rises again for workers between 55 and 69 years 
of age. 

Why Is Nonstandard 
Employment Growing? 

As we have seen, the proliferation of nonstandard em­ 
ployment appears to be a fairly widespread phenomenon 
throughout the industrialized economies. Any explanation 
for its growth, therefore, must encompass generalized, rather 
than country-specific, factors. The hypotheses that have 
been advanced can be grouped into three types of candidate 
explanations: supply-side, demand-side, and cyclical. 



Supply-side hypotheses start with the proposition that the 
impetus for the growth in nonstandard employment has 
come from the labour force. They contend that, because of 
changes in the composition of the work force, there is now 
a stronger preference for work forms that differ from the 
traditional full-time, full-year paid arrangement, pointing 
to the increasing labour force participation of females and 
young people, who often have responsibilities outside the 
labour market. It is argued, then, that as the work force in­ 
volvement of women and youth has increased, so too has 
the potential supply of nonstandard employees. 

Demand-side hypotheses focus on the role of employers 
in generating nonstandard jobs. They argue that in the wake 
of the recession of the early 1980s and the subsequent 
heightening of competitive pressures, many firms have 
adopted an employment strategy aimed at maximizing 
flexibility and minimizing costs through the use of part­ 
time, short-term, and temporary labour. This strategy often 
follows a "core-periphery" duality whereby firms maintain 
a basic or "core" labour force of workers with long-term 
employer attachment that is then supplemented by 
"peripheral" nonstandard workers who can be hired or let 
go as needed. 

There are a number of distinct advantages for employers 
in pursuing a strategy involving nonstandard employment: 
surplus labour can be shed rapidly and with minimal ter­ 
mination costs during economic downturns or when labour­ 
saving technology is introduced; the work force can be 
quickly augmented in response to short-term demands; low 
wages and benefit coverage for nonstandard workers allows 
firms to reduce unit labour costs; nonstandard employees 
are often more difficult to organize into unions; and labour 
standards do not always apply to them. While these would 
undoubtedly be seen as advantages for many employers, 
they may be especially attractive to small companies with 
strong cost constraints, and to service-sector firms who are 
unable to store their product and require the flexibility to 
directly respond to market demands. 

Explanations focusing on cyclicality emphasize the role 
of slack labour markets in the expansion of nonstandard 
employment. According to this argument, nonstandard 
jobs - with relatively poor compensation, protection, and 
career prospects - will typically be taken up by many 
workers only when full-time, more permanent positions are 
not available; as a consequence, employers are able to 
successfully pursue a nonstandard employment strategy 
when there is a surplus of labour. Exponents of this view 
point to the relatively rapid growth of some components of 
nonstandard work - especially involuntary part-time work­ 
during periods of recession, and suggest that a dearth of 
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standard employment opportunities may force workers to 
accept "second-best" job opportunities. 

We examined nonstandard employment trends in light of 
these hypotheses. With respect to the supply-side argument, 
we used shift-share analysis to estimate the impact of the 
shifting age and sex composition of the work force on 
nonstandard incidence rates." Aspects of the demand-side 
argument - especially changes in employer strategies - are 
more difficult to capture quantitatively. We can, however, 
use shift-share analysis to estimate the impact of the em­ 
ployment shift towards service industries with a high pro­ 
pensity for nonstandard work forms. Finally, in order to 
consider the cyclicality explanation, we tracked the inci­ 
dence patterns of nonstandard employment relative to la­ 
bour market conditions since 1975. 

Labour Force Composition 

In order to assess the impact of changes in the makeup 
of the labour force on the level of nonstandard employment, 
we calculated hypothetical nonstandard incidence rates for 
1988, holding the age and sex distributions of the employed 
work force constant at their 1975 levels. By comparing the 
hypothetical rates with the observed ones, we can gain some 
insight into the effects of the shifting age and sex structure 
of the labour force. In Table 5-10, we show the results of 
this shift-share analysis for the part-time, short-term, and 
own-account self-employed, as well as for nonstandard 
work in the aggregate. In all cases, our calculations sug­ 
gest that the impact of the changing makeup of the work 
force has been very moderate, with the effects of the shifts 
in the age and sex structure operating in opposite directions. 

We have seen in this chapter that nonstandard employ­ 
ment is most concentrated among women and young peo­ 
ple. Looking first at women, their share of total employment 
increased from 36.4 per cent in 1975 to 43.8 per cent in 
1988. If that share had remained at the 1975 level, ceteris 
paribus, the amount of nonstandard work and its largest 
categories would have been only slightly lower in 1988 than 
it actually was: the 1975-88 increase in the incidence of 
part-time, short-term, and aggregate nonstandard employ­ 
ment would have been 3.5, 1.4, and 3.8 percentage points 
(based on Table 5-10a) instead of the observed 4.8, 1.5, and 
4.8 percentage points. Most of the nonstandard growth, then, 
is not explained by the increasing participation of women 
in the work force over this period. Of greater importance 
was the rising incidence of nonstandard employment among 
both women and men; according to our calculations, the 
incidence rate for all forms of nonstandard work among 
females increased from 31 to 36.1 per cent between 1975 
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Table 5-10 

Industrial Structure 

Shift-Share Analysis of Nonstandard Employment Trends, Canada, 1975 and 1988 (Actual) and 
1988 (Hypothetical) 

Incidence ratel 

Total 
Part-time Short-term Own-account nonstandard 

employment employment self-employment employmenf 

(Per cent) 
1975 10.6 10.0 6.2 23.7 

1988 15.4 11.5 7.4 28.5 

1988 (hypotheticalj' 
a Gender -constant 14.1 11.4 7.6 27.5 
b Age-constant 16.9 12.6 7.5 30.5 
c Sector-constant 14.6 11.4 7.7 28.2 

1 Employment in nonstandard work forms as a proportion of total employment. 
2 Not 8 sum because the overall rate removes the overlap among nonstandard work forms. 
3 Assumes no change between 1975 and 1988 in the composition of employment by gender, age, and industry group. 
SOURCB Estimates by the Economic Council of Canada, based on Statistics Canada, the Labour Force Survey. 

and 1988, while that for males rose from 19.5 to 22.6 per 
cent over the same period. 

To what extent can the growth of nonstandard employ­ 
ment be attributed to the shifting age composition of the 
labour force over the past 15 years? In fact, the shift-share 
analysis suggests that changes in the age structure have 
acted to limit the growth of these work forms. Although 
participation rates for young workers - by far the most likely 
to be nonstandard workers - have risen during the period 
in question, the declining numbers in the 15-24 population 
have led to a reduction in that group's share of the employed 
work force, from 25.6 per cent in 1975 to 19.5 per cent in 
1988. In our hypothetical scenario where the age structure 
remained frozen according to its 1975 makeup, the 1988 
incidence of nonstandard employment and each of its con­ 
stituent elements was actually higher than the observed rates 
(see Table 5-lOb). With an older work force in 1988, then, 
the employed labour force has actually been moving to­ 
wards an age profile with a lower propensity to work in 
nonstandard jobs. The important factor, however, has been 
rising incidence rates in all age groups, and especially the 
youngest and oldest categories: between 1975 and 1988, 
the nonstandard share of total employment increased 13.8 
and 13.6 percentage points for those 15-24 and 65 years and 
over, and 3.9 and 4.7 percentage points for the 25-44 and 
45-64 age groups. 

It has been argued that a significant factor in the growth 
of these work forms has been the shift to service industries 
where production typically cannot be stored, and where la­ 
bour flexibility is therefore required to accommodate fluc­ 
tuations in demand. As we saw in Table 5-8, the incidence 
of nonstandard employment is greater in services than in 
goods, with a particularly high degree of concentration in 
traditional services. Moreover, during the period 1975-88, 
the service-sector share of total employment increased from 
65.8 to 70.9 per cent, with the largest gains in traditional 
services. 

How important have these trends been in the growth of 
nonstandard employment? To consider this question, we 
calculated hypothetical 1988 incidence rates for nonstandard 
employment in the aggregate and for each of its particular 
forms based on the 1975 industrial structure (see 
Table 5-lOc). Our results suggest that the changing com­ 
position of industry has contributed, but only slightly, to 
the growth of nonstandard work. If the structure had re­ 
mained as it was in 1975, the aggregate nonstandard share 
would have been smaller, but only by 0.3 percentage points; 
part-time employment would have been smaller (by 
0.8 percentage points), but the short-term rate would have 
remained the same and the figure for the own-account self- 



employed would have been slightly higher. Again, rising 
incidence rates within each group were more important than 
shifts in relative sizes of the groups: the share of total 
employment in nonstandard jobs increased in the goods 
sector (excluding agriculture), traditional services, dynamic 
services, and nonmarket services by 3.4, 6.0, 5.9, and 
5.2 percentage points, respectively, between 1975 and 1988. 

Labour Market Conditions 

As we have noted, slack labour markets represent a fa­ 
vourable environment for most forms of nonstandard work 
and during the past 15 years, when nonstandard employ­ 
ment has expanded so much, unemployment rates have 
typically been high by historical standards. To what extent, 
then, has the growth of nonstandard jobs been the result of 
prevailing labour market conditions? 

A review of the period 1975-89 indicates that there is 
certainly a cyclical element to nonstandard employment 
trends. The biggest single annual increase in the nonstand­ 
ard incidence rate (1.6 percentage points) occurred between 
1982 and 1983 when the economy was in the depths of a 
recession; in fact, over the 15-year period we have analysed, 
about one half of the overall increase in the incidence of 
nonstandard employment (2.2 of 4.3 percentage points) took 
place between 1982 and 1984. 

On the other hand, however, it is clear that slack labour 
markets cannot explain all of the growth in nonstandard 
employment since the mid-I97Os. The incidence of these 
work forms has continued on an upward trend throughout 
the past 15 ears regardless of labour market conditions (see 
Chart 5-6). In fact, in only two years since 1975 has non­ 
standard employment expanded at a slower rate than total 
employment Moreover, during the postrecession period, the 
incidence of nonstandard work continued to increase, de­ 
spite the fact that the labour market became progressively 
tighter for five consecutive years; as the unemployment rate 
fell from 11.9 per cent in 1983 to 7.8 per cent in 1988, the 
nonstandard share of total employment rose from 26.9 to 
28.5 per cent. 

Chart 5-7 provides a closer look at the role of labour 
market conditions by tracking the relationship over the pe­ 
riod 1975-89 between the national unemployment rate and 
each of the three major nonstandard work forms in turn. 
To interpret these figures, note that the curve moves along 
a path between the lower-left comer (low incidence, low 
unemployment) and the upper-right comer (high incidence, 
high unemployment) where nonstandard employment trends 
are cyclical; between the upper-left (high incidence, low 
unemployment) and the lower-right (low incidence, high 
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unemployment) where trends are countercyclical; and in no 
clear pattern where the cyclical relationship is inde­ 
terminate. 

Chart 5-7 

Incidence of Nonstandard Employment Forms! 
and Unemployment Rate, Canada, 1975-89 
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Looking first at part-time employment (Chart 5-7a), it is 
evident that incidence rates grew significantly in periods 
of major increases in unemployment (1976-78 and, parti­ 
cularly, 1981-83). Part-time employment trends did not 
behave in a cyclical fashion, however, when labour market 
conditions remained unchanged or when they improved; 
during 1979-81 when the unemployment rate was essen­ 
tially constant, there was a major increase in part-time 
employment, while between 1983 and 1989, as unemploy­ 
ment fell, the level of part-time work fluctuated very little. 
Turning now to short-term and own-account self-employed 
workers, Chart 5-7b and c indicate that, compared to part­ 
time workers, there has been less change in the share of 
the employment in these two work forms. (Note that the 
vertical axes in b and c are on a larger scale than a.) 
Moreover, the patterns would imply that there is little rela­ 
tionship between the rate of unemployment and both short­ 
term work and own-account self-employment 

The experience of the past 15 years, then, does not offer 
strong support for the hypothesis that nonstandard em­ 
ployment patterns primarily reflect labour market condi­ 
tions. While nonstandard employment in the aggregate­ 
particularly part-time employment - has displayed some 
cyclical fluctuations, the dominant trend has been a secu­ 
lar upward movement which has been relatively independ­ 
ent of cyclical conditions. 

Policy Issues 

Two findings stand out in our research into nonstandard 
employment First, these work forms constitute a large and 
growing share of employment in Canada, and have ac­ 
counted for a large part of job creation during the past 
decade. Second, nonstandard employment tends to be 
characterized by inferior compensation and job and income 
insecurity: to put it bluntly, many nonstandard jobs are "bad 
jobs." Together these findings point to a troubling conclu­ 
sion: a large number of the jobs being created in today's 
labour market are, on a number of different levels, sub­ 
standard as well as nonstandard. 

At the same time, however, it is important to recognize 
that these modes of employment clearly respond to the 
changing needs of many employers and the preferences of 
certain groups of workers. This suggests that the policy 
debate should not lie in the direction of speciftcally at­ 
tempting to curtail growth in these work forms, but rather 
in considering what steps need to be taken to reduce the 
possibility that workers who fill these jobs do not become 
a new employment underclass. In Chapter 9 of this report, 

we reproduce the policy recommendations designed to im­ 
prove the economic security of nonstandard workers that 
were put forward by the Economic Council of Canada in 
Good Jobs. Bad Jobs. 

An important step must be recognition by policymakers 
that this segment of the labour market should not be neg­ 
lected. Nonstandard jobs and the workers who occupy 
them can no longer automatically be considered "marginal"; 
the reality now is that jobs are no longer exclusively from 
nine to five, five days a week, for a single, long-term em­ 
ployer. In making this observation, it is important to note 
not only the numbers of nonstandard jobs, but also the 
strong labour force attachment of many workers who oc­ 
cupy them. 

Historically, the lack of concern regarding the terms and 
conditions of nonstandard employment has been due largely 
to the perception that most of the individuals in nonstandard 
jobs were "casual" members of the work force. Accordingly, 
employment- standards legislation and benefit plans have 
excluded those deemed to have insufftcient labour force 
attachment. Changes in the labour market in recent decades, 
however, call into question the validity of this distinction. 
Now, most individuals in nonstandard jobs are, in fact, 
committed to the labour force over the longer term. Fur­ 
thermore, it is important to recognize that many people are 
involuntarily in part-time, short-term, or temporary positions 
and would prefer full-time, full-year employment. Signifi­ 
cant numbers of workers, then, have a strong labour force 
attachment, but for various reasons do not have a consistent 
attachment to a particular employer. 

The aspect of nonstandard employment that has been 
explored most thoroughly by policy makers in Canada is 
part-time work. 44 The discussions have typically focused on 
the differences in compensation and economic security 
between part-time and full-time workers. This has raised 
questions about whether governments should act to reduce 
these disparities. Most often, the policy instrument consid­ 
ered for pursuing this objective is to require that part-time 
workers have prorated access to the same employment 
benefits - both employer-sponsored and public - as their 
full-time counterparts. 

In regard to employer-sponsored benefits, this would 
mean that contribution and benefit levels would be estab­ 
lished in relation to the number of hours worked. At present, 
Canadian jurisdictions do not have such requirements in 
their employment-standards legislation, except with respect 
to pension plans. After an active decade of pension reform, 
the majority of the jurisdictions now place part-time workers 
meeting certain standards of attachment (in terms of years 



employed, hours worked, or earnings) on an equal footing 
with full-time employees regarding pension-plan member­ 
ship. 

With respect to benefits legally mandated under 
employment-standards legislation and to public-benefit 
plans, the prorating of benefits would imply certain changes. 
Pay for statutory holidays provides one example. Several 
provinces require that an employee work 15 or more days 
during the 30 calendar days immediately preceding a 
statutory holiday in order to receive holiday pay; conse­ 
quently, part-time employees who work less than four days 
per week (about two thirds of all part-time employees) are 
excluded, while people who work the same number of hours 
spread over a four- or five-day week are covered. In terms 
of public-benefit plans, the major employment-related 
programs - Unemployment Insurance, the Canada/Quebec 
Pension Plans, and Workers' Compensation - provide for 
the inclusion of both full-time and part-time workers; 
however, all three pIans have some criteria that effectively 
exclude some part-timers. For example, in order to qualify 
for unemployment insurance (UI) benefits, workers must 
earn at least 20 per cent of the UI earnings ceiling or work 
15 or more hours per week for the same employer. Ac­ 
cording to our estimates, these conditions exclude over one 
quarter of part-time workers from benefit entitlement two 
fifths work fewer than 15 hours per week, and only a third 
of these have sufficiently high wages to meet the earnings 
requirement 

The policy implications of the growth of the other forms 
of nonstandard work generally have not been addressed in 
Canada. The major concerns, at least for short-term, tem­ 
porary, and temporary-help agency employment, are also 
employment and income security." In some respects, 
however, the issues here are more complex. First, the rela­ 
tive lack of data makes it very difficult to consider many 
policy questions with any degree of certainty. Second, there 
are important differences between part-time work and short­ 
term and temporary employment. Notably, while a sub­ 
stantial minority of part-time jobs are also short-term, most 
part-time workers do become part of their employer's on­ 
going, permanent work force; on the other hand, short-term 
and temporary employees are more often "casual." 

In the final analysis, policy responses to issues raised by 
the proliferation of nonstandard employment must take into 
account a number of competing factors. For example, the 
conventionally held notion of "labour force attachment" is 
changing and there is therefore a need to reconsider who 
should have access to employer-sponsored and public ben­ 
efits. There are also other arguments in favour of policy 
intervention in support of nonstandard workers. One is a 
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straightforward equity consideration - that is, equal com­ 
pensation for work of equal worth; in this regard, the 
overrepresentation of women in the nonstandard work force 
is of particular concern. Another is that better employment­ 
related benefits will reduce the numbers of transfer-payment 
recipients, thus promoting economic security. 

The idea of enhancing the compensation of nonstandard 
workers - by prorating benefits for example - has given rise 
to some areas of concern. The principal one is that the costs 
to employers and to taxpayers would be excessive. Fur­ 
thermore, in the case of employer-sponsored benefits, it is 
argued that higher costs would create a disincentive for 
firms to hire nonstandard workers, which ultimately would 
be to the detriment of certain groups, such as women and 
young people, who are overrepresented in nonstandard 
employment The extent of disemployment would depend 
on the actual magnitude of the incremental costs and on 
whether nonstandard workers confer any particular advan­ 
tages on their employers, such as additional flexibility." 

Conclusion 

In this chapter, we have documented the substantial 
growth in Canada of employment forms that differ from 
the conventional notion of a full-time, relatively permanent 
attachment to a single employer. Nonstandard employment 
now represents about three out of every ten jobs in this 
country and it has accounted for almost one half of the net 
job growth over the past decade. 

This phenomenon, which has occurred in other developed 
countries as well, is driven by the reality that nonstandard 
work forms offer significant advantages to both employers 
and workers. At the same time, however, it has raised a 
number of important questions. What are the characteristics 
of these nonstandard jobs and the workers who occupy 
them? What factors have been behind the rapid growth? 
What are the implications of the proliferation of nonstandard 
jobs for public policy? 

We have found that nonstandard employment is gener­ 
ally concentrated most heavily among young people and 
women. As well, the incidence of these work forms tends 
to be relatively high in traditional services and small firms. 
However, an important conclusion of our research is that 
nonstandard employment has increased over the past 
15 years in virtually all segments of the labour market. And 
while there is a cyclical element to nonstandard employ­ 
ment, particularly part-time work, it has continued to in­ 
crease regardless of labour market conditions. Our analysis 
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suggests that the growth of these employment forms reflects 
fundamental changes in the operation of the labour market 
over this period. 

This would not be so important from a public-policy 
perspective if the quality of nonstandard employment were 
not an issue; unfortunately, a major feature of these jobs is 
their generally inferior compensation and security. As our 

discussion in the final section of this chapter suggests, the 
policy issues that are raised by the expansion of nonstandard 
employment are complex. The challenge for policymakers 
will be to retain the advantages of these work forms while 
improving the inferior conditions that now characterize 
them. Otherwise, the continued growth of nonstandard 
employment will exacerbate the increasing polarization of 
the labour force. 



6 Jobs and Skills in a Service Economy 

As we move increasingly towards a high-technology, 
service-based economy, it is widely agreed that the skill 
content of jobs is undergoing significant transformation. 
However, there is less agreement about the nature of these 
changes. Some observers contend that economic and 
technological progress inevitably upgrades the nature of 
work. Others argue that the prevailing trend is towards 
progressively less-skilled employment structures. The 
debate has been complicated by the conceptual and 
methodological problems involved in measuring skill. The 
methodology traditionally used by economists - essentially 
proxies of skill based on the wages or the educational 
attainment of workers - is particularly limited. 

We begin with a review of the existing literature. This 
literature draws heavily from sociological research, which 
has tended to take a more direct approach to skills analysis 
by measuring the skill content of occupations or jobs, rather 
than the characteristics of those occupying them. We then 
tum to our own analysis of skill trends, which is divided 
into three parts. 

The first part looks at how the occupational structure has 
changed over time. The dominant trend here has been the 
growing relative importance of "white-collar," information­ 
based occupations in both the goods and the service sectors. 
Much of this growth has been in the managerial and ad­ 
ministrative, and professional and technical groups which 
mostly consist of highly skilled occupations. 

The second stage of our research considers the skill con­ 
tent of jobs more directly. We base our analysis on 
"occupational-trait" information which is available from the 
standard occupational classification system. These data 
provide details on such elements as the educational and 
training requirements of occupations and the nature of work. 
We conclude that overall the skill composition of employ­ 
ment was upgraded between 1971 and 1986. 

The third stage of our analysis is based on two surveys 
where individuals were asked about the nature of their work. 
While these surveys do not allow us to directly assess trends 
over time, they do offer a very detailed "snapshot" of job 
content and an extended view of the skill dimension of 
employment. Our analysis underlines the heterogeneity of 

the service sector with respect to job content A large share 
of employment in nonmarket and some dynamic services 
is highly skilled, while lower -skilled jobs are most prevalent 
in the traditional services. These surveys also indicate that 
there is a significant concentration of women in low-skilled 
service employment. 

Literature Review 

There is no consensus as to how the skill content of jobs 
is changing. The classic position - what Spenner has called 
"part of the conventional wisdom of industrialization "1 - is 
that skill requirements increase as economies develop. This 
"postindustrial" view, associated most closely with Daniel 
Bell,2 contends that productivity growth, a product mix with 
higher value-added, and increasingly complex production 
methods that have evolved with technological change and 
economic modernization, eliminate menial physical work 
and place more and more emphasis on high-level technical 
and professional knowledge. This thesis argues that the 
"upgrading" of the employment structure is occurring in two 
ways: first, through progressively higher skill requirements 
for given occupations, and second, through compositional 
shifts whereby employment levels decline in low-skilled 
occupations and increase in high-skilled ones. 

In diametrical opposition to this position, the "down­ 
grading" thesis argues that the predominant effect of 
economic development is to deskill work. ThIs view has 
received a great deal of attention since the appearance of 
Harry Braverman's seminal study, Labor and Monopoly 
Capital, in 1974.3 According to the downgrading argument, 
technological change and modernization may create a small 
core of very highly skilled jobs to design and manage the 
high-technology production systems. However, the 
remaining jobs in the goods sector will involve routine and 
systemized tasks requiring very little discretion, and the bulk 
of employment opportunities will be low-skilled service­ 
sector positions. 

Certainly, the absence of consensus over this issue 
reflects, in no small part, conceptual and methodological 
problems associated with the measurement of skill levels 
and their trends over time. In this regard, there is a range 
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of contentious issues including whether skill resides in the 
worker or the job, what are the appropriate data for 
observing skill levels, and even what dimensions of skill 
need to be considered. 

Mainstream economists have tended to view "skill" as 
residing in individuals. An example of this approach is the 
human capital research of the 1960s and 1970s, represented 
by the work of Mincer, Becker, Schultz, and others," The 
primary focus of this literature has been on training and 
education as an investment with both private and social 
economic returns. Human capital research has focused 
virtually exclusively on the supply side of the labour market; 
it typically has not contemplated the demand side. 
Accordingly, as countries like Canada have increased their 
investment in and stock of human capital, analysis in this 
tradition has supported the thesis that skills are being 
upgraded. 

Researchers outside the mainstream of economics have 
been more likely to study skill trends based on the attributes 
of the job structure rather than the labour force - that is, a 
demand-side orientation. There are a variety of reasons for 
this. First, technological change and economic development 
can affect the content of work independent of how it affects 
the skills that an employee brings to the workplace. Second, 
the skill requirements of the job may dictate the worker's 
investment in human capital rather than the reverse.' 
Finally, a supply-side orientation precludes the possibility 
that workers may be overqualified or underqualified for the 
job they occupy. There may be compelling reasons, then, 
for considering both the occupational structure and job 
content. 

Methodological differences and data shortcomings have 
complicated demand-side analyses of skill trends," Studies 
of the aggregate composition of the job structure - for 
example, those using census occupational data over time - 
have generally found evidence of some upgrading in job 
skills," On the other hand, case studies focusing on trends 
in a particular occupation, firm, or industry have often 
revealed a greater volatility in the skill mix and concluded 
that skills have been downgraded.! 

Ultimately, both the statistical and case-study approaches 
capture only part of the overall story. Trends in skills can 
be affected by shifts in the occupational composition of 
employment, and by changes in the actual content of work 
within occupations. For the most part, aggregate statistical 
analyses, by tracking the occupational profile over time, 
permit researchers to consider the first of these - that is, 
how technological innovation and other changes alter the 
way the work force is divided into occupations of different 

skill levels. They generally do not address changing work 
content, which is really only possible by means of case 
studies; however, case studies are unable to offer insights 
into the aggregate compositional picture. Few analyses use 
both approaches.? 

Traditional approaches to the study of skill have been 
limited to studying the objective knowledge and compe­ 
tencies involved in carrying out the job, focusing on the 
degree of cognitive and physical complexity and the extent 
of formal expertise required. But more recently, analysts 
are beginning to adopt a multidimensional, broader 
approach that incorporates the social context of the job, 
particularly the degree of autonomy and control it involves. 
Generally, the narrower approach where the concept of skill 
is limited to the actual tasks involved has been more likely 
to conclude that economic development is leading to 
upgrading of skills, and the approach that focuses on 
autonomy and control to conclude the opposite. 

To complicate things further, our view of the nature of 
skill is also changing. A number of recent analyses, 
including a series of case studies conducted by the 
Economic Council.l? have documented the growing im­ 
portance of creativity, adaptability, and communication and 
interpersonal abilities as employment becomes concentrated 
in services. Until now, these changes in what constitutes 
skill have not been adequately incorporated into the 
literature on trends in skills. 

Occupational Shifts and Their 
Skill Implications 

In this section, we examine the changes in the occupa­ 
tional mix over time and across industries by looking at 
occupational structures to impute shifts in overall skill 
levels. The drawback of this approach is that it assumes a 
particular degree of skill for each occupational group. As 
we will see later in this chapter, there are more sophisticated 
methodologies to assess intertemporal skill patterns. 

Our focus in this chapter is on the impact of the shift to 
services on jobs and skills. But, as we shall see, the growth 
of services is not the only cause of the occupational changes 
that have been occurring in recent years. In fact, it would 
be more accurate to describe these changes in occupational 
profiles as a growing resemblance, and perhaps ultimately 
a convergence, between the goods and service sectors. 

The most obvious change in these profiles has been the 
growth of "white-collar" and the decline of "blue-collar" 
occupations. I I Chart 6-1 shows that between 1961 and 1986 



Chart 6-1 

Distribution of the Labour Force by 
BIue- and White-Collar Occupations,' 
Canada, Selected Years, 1961-86 

1986 

100% 

75 

Blue-collar 
occupations 

White-collar 
occupations 

50 

25 

o 
1971 1961 1981 

Experienced labour force excluding occcupations not defined or 
stated. 

SOURCB Statistics Canada, Census of Canada. 

there was an increase in the white-collar occupations share 
of the total labour force of about 16 percentage points from 
about one half of the work force in 1961 to two thirds by 
1986. 

When we look at which occupations have contributed 
most to overall employment growth over the period 1971- 
86, the white-collar jobs dominate once again (Table 6-1). 
In 1971-81, total employment increased by nearly 3 million; 
80 per cent of this increase was accounted for by white­ 
collar occupations. In particular, managerial and adminis­ 
trative, clerical, sales, and service occupations accounted 
for almost 60 per cent of the total growth. Most blue-collar 
occupations contributed very little, if anything, to the overall 
employment expansion. 

This pattern of occupational growth became even more 
notable during the 1980s. Four white-collar groups - 
managerial and administrative, medical and health, sales, 
and service occupations - were responsible for almost all 
of the net employment creation between 1981 and 1986; 
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Table 6-1 

Contribution of Occupational Groups to 
Total Employment Change, Canada, 
1971-81 and 1981-86 

Contribution to total 
employment change 

1971-81 1981-86 

(per cent) 

White-collar occupations 78.0 134.5 
Managerial, administrative, 
and related 13.8 34.9 

Natural sciences, engineering, 
and mathematics 5.3 7.2 

Social sciences and related 3.1 903 
Religion -0.8 
Teaching and related 4.1 6.6 
Medicine and health 5.9 15.6 
Artistic, literary, recreational, 
and related 2.0 5.0 

Clerical and related 23.8 6.2 
Sales 9.5 18.6 
Service 11.2 31.0 

Blue-collar occupations 22.1 -34.5 
Farming, horticultural, and 
animal husbandry -0.7 3.8 

Fishing, trapping, and 
related OJ 0.1 
Forestry and logging 0.1 -0.3 
Mining and quarrying 
(including oil and gas fields) 0.4 -3.0 

Processing 3.7 -7.6 
Machining and related 1.8 -7.8 
Product-fabricating, 
assembling, and repairing 5.8 -2.2 

Construction trades 5.3 -11.5 
Transport-equipment operating 3.4 -1.7 
Material-handling and related 0.9 -3.6 
Other crafts and equipment- 
operating 0.9 -0.2 

(Thousands ) 
Total change! 2,985 483 

Excludes occupations not classified and not stated. 
SOURCB Estimates by the Economic Council of Canada, based on data 

from Statistics Canada. 

managerial and administrative alone accounted for one out 
of every three new jobs. As Table 6-1 shows, the only 
deviation from the trend involved clerical occupations 
whose contribution to employment growth fell from 24 per 
cent between 1971-81 to 6 per cent over 1981-86. Note that 



92 Employment in the Service Economy 

the white-collar occupational groups, 86 per cent were 
employed in service industries in 1986 (Chart 6-2). On the 
other hand, more than two thirds of blue-collar workers 
were employed in the goods sector; note, however, that one 
blue-collar group, transportation equipment operators, was 
predominantly employed in transportation, a service 
industry. 

in this latter period, the decline among the blue-collar oc­ 
cupations tended to be even more notable than it had been 
in the earlier decade. 

Occupational Trends by Sector 

Traditionally, white-collar occupations have characterized 
service-industry employment while blue-collar work has 
been concentrated in the goods sector. Of the workers in 

Chart 6-2 

While white-collar and blue-collar employment are still 
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evidence that the occupational profiles of the sectors are 
becoming more similar, that growth in both goods and 
services is now concentrated among white-collar occupa­ 
tions. The declining importance of blue-collar employment 
was evident in both sectors over the period 1971-86, while 
the occupational profile shifted towards white-collar jobs 
- specifically in the managerial and administrative, and 
professional and technical categories - in both goods and 
services (Table 6-2). Undoubtedly, technological change 
has been a major factor underlying the increasing concen­ 
tration of goods-sector growth in white-collar employment 
and the resulting convergence between the sectors in terms 
of occupational profiles. As earlier research by the 
Economic Council has demonstrated, technical innovations 
are reducing the demand in goods industries for direct pro­ 
duction labour and increasing the requirements for a range 
of professional, technical, and other white-collar workers.P 

Educational and Skill Implications 

What do these changes in the occupational structure tell 
us about skill trends? In considering this question, we have 
adopted a classification system sometimes followed by 
labour market analysts which organizes broad occupational 
groups into three skill levels.P In this categorization, 
managerial and administrative, and professional and 
technical occupations are considered "high-skilled"; 

Table 6-2 
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clerical, sales, and blue-collar occupations are "medium­ 
skilled"; and service occupations are "low-skilled." 

In Table 6-3, employment has been broken down into 
these three categories for the period 1971-86. While the 
figures in this table can only provide very general insight, 
they do suggest that shifts in occupational composition have 
resulted in upgrading of the overall skill profile. Looking 
at the total economy first, the share of high-skilled occupa­ 
tions in total employment increased nearly 7 percentage 
points over the IS-year period. The low-skilled group also 
increased its proportion; however, the gain here was much 
smaller. Most of the loss was in the medium-skilled group, 
which experienced a decline in its share of employment of 
over 7 percentage points. 

Table 6- 3 indicates that, in both the goods and service 
sectors, high-skilled occupations experienced significant 
gains while the low-skilled and, especially, the medium­ 
skilled categories declined. The figures in this table also 
demonstrate the heterogeneity of the service sector's 
employment structure. The nonmarket and dynamic services 
have relatively highly skilled occupational profiles; note that 
in the nonmarket services, the majority of jobs have been 
classified as high-skilled, and in the dynamic services vir­ 
tually all of the employment is either in that or the medium­ 
skilled category. On the other hand, low-skilled employment 
is by far most heavily concentrated in traditional services 
with very few jobs classified as high-skilled. 

Change in Occupational Mix, Goods and Service Sectors, Canada, 1971 and 1986 

Goods sector Service sector 

1971 1986 Change 1971 1986 Change 

(Percentage (percentage 
(Per cent) points) (Per cent) points) 

23.4 28.0 +4.6 81.6 85.4 +3.8 
3.4 7.1 +3.7 5.9 9.5 +3.6 
4.4 6.0 +1.6 20.7 22.1 +1.4 
15.6 14.9 -0.7 55.0 53.8 -1.2 

76.7 72.1 -4.6 18.5 14.7 -3.8 

100.0 100.0 100.0 100.0 

White-collar occupations 
Managerial and administrative 
Professional and technical 
Clerical, sales, and service 

Blue-collar occupations 

1 Excludes occupations not classified and not stated. 
SOURCB Statistics Canada, Census of Canada, unpublished data. 
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Table 6·3 

Distribution of Employment According to Occupational Skill Level by Sector, 
Canada, 1971, 1981, and 1986 

High -skilled occupations 1 Medium-skilled occupations? Low-skilled occupations- 

1971 1981 1986 1971 1981 1986 1971 1981 1986 

(Per cent) 
Goods sector 7.7 11.5 13.1 90.6 87.1 85.6 1.7 1.5 1.4 

Service sector 26.2 29.4 31.6 55.6 53.8 51.0 18.2 16.8 17.4 
Dynamic services 16.3 22.6 25.5 79.4 73.7 70.5 4.3 3.7 4.0 
Traditional services 4.5 6.7 7.5 64.0 61.6 59.1 31.4 31.6 33.4 
Nonmarket services 53.4 57.0 60.1 27.0 26.0 23.8 19.7 17.0 16.0 

Total 19.2 23.5 26.0 69.0 64.8 61.4 11.9 11.7 12.6 

1 Managerial, administrative, professional, and technical occupations. 
2 Clerical, sales, and "blue-collar" occupations (the latter include mining, fishing, fanning, machining, and construction). 
3 Service occupations like food servers, guards, janitors, and clerks. 
SOURCE Calculations by the Economic Council of Canada, based on data from Statistics Canada, Census of Canada. 

In order to look at future trends, we carried out projec­ 
tions to the year 2000, based on the federal government's 
Canadian Occupational Projection System (COPS), which 
are presented in Table 6_4.14 Under the "fixed coefficient" 
regime, the occupational make-up of employment in each 
industry is held constant at its 1986 pattern. In this approach, 
projected shifts in the overall occupational structure can 
only reflect changes in the industry distribution of 
employment. Expected trends in the industry mix (with no 
intra-industry occupational changes) would result in an 
occupational structure in the year 2000 that was slightly 
more oriented towards white-collar jobs than it was in 1986. 

The "variable coefficient" projections allow not only for 
changes in the overall industry employment mix, but also 
for changes in the occupational mix within industries. The 
trends in the occupational make-up of each industry between 
1981 and 1986 are assumed to continue over the period 
1986-2000.15 Given the patterns of employment growth 
observed in the 1980s (see Table 6-1), it is not surprising 
that the projections based on this "variable coefficient" 
method show an occupational profile in 2000 that is more 
heavily concentrated in white-collar employment, particu­ 
larly in managerial and administrative occupations (see 
Table 6-4). Taken together, these projections suggest that 
the trends observed over 1971-86 - including the overall 
occupational upgrading - are likely to continue for the 
remainder of the century. 

Table 6·4 

Occupational Employment Structure, 
Canada, 1986 (Actual) and 2000 (Projected) 

1986 

White-collar occupations 67.8 
Managerial and 
administrative 10.2 

Professional and 
technical 17.1 

Clerical, sales, and 
service 40.6 

Blue-collar occupations 32.4 

Total 100.0 

2000 

Fixed Variable 
coeffi- coeffi- 
oient' cientê 

(Per cent) 
69.4 71.7 

11.1 14.2 

17.0 18.2 

41.3 39.3 

30.6 28.3 

100.0 100.0 

Based on the occupation's share of employment, in each industry in 
1986. 

2 Based on a methodology which allows the occupational shares of 
employment in each industry to vary in 1986-2000 as they did in 
1981-86. 

SOURCE Calculations by the Economic Council of Canada, based on 
the Canadian Occupational Projection System, and Employ­ 
ment and Immigration Canada, Success in the Works-: A 
Profile of Canada , s Emerging Workforce, 1989. 



Table 6-5 

Proportion of Information Workers in Each Industry and Ratio of Data- to 
Knowledge-Workers, Canada, 1971, 1981, and 19861 

Proportion of Ratio of data- to 
information workers knowledge-workers 

1971 1981 1986 1971 1981 1986 

(Per cent) 
Goods sector 22.1 25.8 27.5 2.51 1.51 1.36 
Primary industries 9.7 17.9 19.6 0.69 0.70 0.68 
Manufacturing 30.0 31.1 33.3 3.23 1.80 1.53 

Service sector 59.2 62.8 63.2 6.80 4.62 4.18 
Dynamic services 63.8 69.3 70.6 5.81 3.37 3.05 
Transportation, communi- 
cations, and utilities 39.2 43.7 44.4 3.93 2.46 2.23 

Wholesale trade 68.9 70.6 72.8 11.26 5.64 4.86 
Finance, insurance, and real 
estate 91.2 93.3 92.9 14.43 5.98 5.25 

Business services 86.3 86.2 85.4 2.29 1.74 1.73 
Traditional services 50.6 52.7 51.8 24.24 12.18 10.58 

Retail trade 73.0 75.9 76.9 38.92 18.60 16.46 
Personal services 14.3 17.3 17.8 5.23 3.13 2.91 

Nonmarket services 62.3 65.1 66.3 4.84 4.11 3.70 
Education, health, and social 
services 67.9 67.8 68.5 7.25 6.74 5.88 

Public administration 52.4 60.0 62.0 2.51 1.97 1.77 

All industries 45.1 50.5 52.4 5.35 3.65 3.36 

Information Content of Jobs 

Another dimension of the changing occupational struc­ 
ture is the increasing demand generated by technological 
change for workers who are specialized in the creation and 
transmission of information.!" To assess this trend, we 
analysed employment using an occupational classification 
scheme first applied in Canada by Osberg and his 
colleagues.'? This classification divides the work force into 
four occupational groups, two of which are directly involved 
with information.'! The first consists of "data" occupations 
(for example, word processors, clerical workers, sales­ 
people, and bookkeepers) and deals with the production of 
data, and the second consists of "knowledge" occupations 
(for example, scientists, engineers, managers, and writers) 
and is concerned with the development and interpretation 
of information. In this scheme, knowledge workers tend to 

Jobs and Skills in a Service Economy 95 

be highly skilled information workers while data workers 
are generally lower-skilled. 

In 1971-86, information workers' share of total 
employment rose from about45 per cent to over 52 per cent 
(Table 6-5). Information workers are becoming more 
important in both sectors: their proportion increased in these 
years by over 5 percentage points in goods and 4 percentage 
points in services. Overall the service sector makes 
considerably greater use of information workers than does 
the goods sector. But the importance of information 
employment varies widely among different service indus­ 
tries. At one extreme, personal services have a very low 
share of information workers, even below those of the goods 
sector. At the other extreme, the vast majority of employ­ 
ment in financial and business services is accounted for by 
information occupations. 

Information workers are involved in the creation and transmission of information. They include data workers, who are involved in the production of 
data (e.g., bookkeepers and word processor operators), and knowledge workers, who are involved in the creation and use of data (e.g., managers and 
scientists). 

SOURCE Estimates by the Economic Council of Canada, based on data from Statistics Canada, Census of Canada. 
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The composition of information-based employment in 
1971-86 is also shown in Table 6-5. On an economy-wide 
basis, the ratio of data- to knowledge-workers fell consid­ 
erably over the period; in fact, in 1986 there were two fewer 
data workers for every knowledge worker than had been 
the case in 1971 (3.36 versus 5.35). This implies increasing 
efficiency in the use of information workers over the period; 
certainly, the diffusion of computer-based technologies in 
these years is likely to have been a factor here. 

The ratio of data- to knowledge-employment is consid­ 
erably lower in the goods sector than in the service sector 
(1.36 versus 4.18 in 1986). Again, a great deal of variation 
is evident within services. In general, information-based 
employment is much more highly skilled in dynamic and 
nonmarket services than it is in traditional services. In 
particular, business services and public administration have 
very low data- to knowledge-worker ratios. On the other 
hand, while retail trade has a high proportion of informa­ 
tion workers (77 per cent), the vast majority are lower­ 
skilled data employees, accounting for about 94 per cent 
of information-based employment. 

Occupational- Trait 
Measures of Skill 

In this section, we present the results of a more 
sophisticated skill-measurement analysis that is based on 
detailed occupational information incorporated into the 
Canadian Classification and Dictionary of Occupations 
(CCDO). With this "occupational-trait" data (sometimes 
referred to as "worker-trait" data), we can assign dimensions 
of "skill" and skill levels to each occupation and then use 
these scores to reconsider the distribution of employment 
by occupation.'? This methodology permits a more detailed 
consideration of skill trends than is possible through a 
simple tracking of the occupational structure. 

However, it should be noted that there are a few concerns 
about occupational-trait data.20 First, the CCDO-based 
factor scores are derived from assessments made in the late 
1960s. Consequently, trait analysis of the occupational 
structure since that time cannot incorporate the impact of 
recent technological or other developments on the skill 
content of an occupation. Its usefulness is limited, therefore, 
to its ability to capture the effects of changes in the 
occupational distribution of employment. Second, the factor 
scores are based on occupations rather than jobs. Accord­ 
ingly, all types of work which fall into a four-digit 
occupational category are assumed to have the same skill 
profile when in fact the types of jobs included within any 
occupational category, while closely related, sometimes 

differ significantly in terms of their skill requirements.ê' 
Third, the factor scores reflect the biases of the job raters 
in an era when work was still oriented towards production 
industries and male workers. Indeed, an evaluation of the 
comparable occupational-trait data base in the United States 
found that reliability fell in the rating of the characteristics 
of service-type and female-dominated jobs.22 Finally, the 
CCDO scores are better suited to assess the objective 
competency requirements of an occupation (complexity and 
training requirements) than the amount of autonomy and 
control involved. 

Within these limitations, occupational-trait analysis - 
based as it is on widely used occupational classification 
systems that are comprehensive and national in scope, and 
capable of capturing the multidimensional nature of skills 
- remains a very useful method of analysing skill trends. 
The skill measures we used for our analysis are described 
in the box. 

Skill Shifts 

Table 6-6, which is based on census data, shows how the 
skill mix changed between 1971 and 1986 according to 
these five dimensions. The results for all of the measures 
suggest that the skills in the work force were upgraded over 
this period.P In specific vocational preparation, for 
example, in 1986,25.3 per cent of the employed were in 
jobs requiring more than two years training, compared to 
only 20.8 per cent in 1971; at the same time, the proportion 
in occupations requiring less than one month of training fell 
1 percentage point. The same is true of general educational 
development, where the share of jobs requiring some 
postsecondary education or the equivalent (levels 5 and 6) 
grew nearly 3 percentage points between 1971 and 1986, 
while the proportion requiring less than high school or the 
equivalent (levels 1 and 2) fell by over 4 percentage points. 
Overall, Table 6-6 indicates that more and more employ­ 
ment involved higher degrees of cognitive complexity, task 
diversity, and responsibility. 

That skill upgrading took place is also expressed by the 
indices of net difference which summarize the data in each 
panel (see Table 6-6). This index measures the probability 
that a randomly selected individual in 1986 was in a job 
requiring greater skill than an individual selected in 1971; 
where the measure is positive, it indicates an upgraded skill 
structure in 1986 compared to 1971. The specific vocational 
preparation index, for example, shows that there is a 6 per 
cent probability that a worker in the later year would be in 
a job requiring more job-specific training than an individual 
in the earlier one. In fact, the index of net difference is 
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Skill Measures 

The five skill measures we used are based on occupational-trait data from the Canadian Classification and Dictionary of Occupa­ 
tions (CCOO). In this occupational classification system, associated with every occupational title classification are 52 "traits" that 
represent the degree of complexity involved, required worker attributes (training and education, and more personal characteris­ 
tics), and job "environment" conditions.' 

We used two of these traits, representing the educational and training preparation required for a given occupation - "general edu­ 
cational development" and "specific vocational preparation" - as two of our measures of skill.? 

General educational development (GED) captures the level of reasoning, mathematical, and language development required for 
satisfactory performance in the corresponding occupation. In the CCOO, GED ranges from 1 (most simple) to 6 (most advanced); 
the data we used necessitated aggregating levels 5 and 6 in this study. 

Specific vocational preparation (SVP) measures the amount of job-specific training required to perform the specific occupational 
task reasonably well. In the CCOO, the SVP ranges from 1 (short demonstration) to 9 (more than 10 years), but in our research 
results, training categories were aggregated into 3, 4, or 5 groups, depending on the comparison being made in the chart or table. 

The other three skill measures we used were selected from eight factor scores that Hunter and Manley computed in order to sum­ 
marize the original 52 occupational traits.? The factor scores we selected were those that related most to skill: "cognitive complex­ 
ity," "task diversity," and "responsibility." For each factor score, occupations were sorted from low to high, divided into five 
quintiles, and then assigned a value from 1 (lowest quintile) to 5 (highest quintile). 

Cognitive complexity (CC) measures the extent to which the occupation involves tasks requiring verbal and quantitative abilities. It 
is weighted most heavily on the occupational traits of scientific/technical work, numerical and verbal aptitude, educational prepa­ 
ration, and complexity involving people. 

Task diversity (TD) measures the degree to which the occupation involves a variety of duties or nonroutine activity. It is weighted 
negatively on the occupational traits of routine work, repetitive operations, working under specific instructions, handling objects, 
and technical work; and positively on the traits measuring the variety of duties and the extent to which the work involves dealing 
with people. 

Responsibility (RESP) measures the degree to which the occupation requires incumbents to supervise, manage, or guide them­ 
selves or others. The occupational traits it is weighted on include the variety of duties, directing or controlling ability, interest in 
work resulting in esteem, working for people's good, and complexity of work involving people. 

Canadian occupational-trait data are published for 6,500 (7-digit) occupational titles contained in the Canadian Classification and Dictional)' 
of Occupations, vol. 2, 1971. Since employment by occupation from the census is available only at the 4-digit level (which yields 486 titles), 
the occupational-trait scores for the 7-digit titles had to be transformed to this more aggregated level. To do this, the "mean" value of each of 
the job traits was calculated for every 4-digit occupation (based on the simple mean of the scores for the constituent 7 -digit occupations). 

2 Note the basic difference between GED and SVP. The former relates to the amount of general training required, and the latter is concerned 
with job-specific training. Both SVP and GED can include formal or informal education and training. 

3 The methodology as applied to Canada is described in full in Alfred A. Hunter and Michael C. Manley, "On the task content of work," 
Canadian Review of Sociology and Anthropology 23, no. 1 (1986). 

positive for all five measures, which suggests that skills 
were upgraded along all the dimensions. 

requiring six months or less of training; close to 30 per cent 
required only basic reasoning and mathematical and 
language development; 28 per cent were in jobs demanding 
few verbal or quantitative skills; nearly 40 per cent were in 
employment characterized by a repetition of fairly simple 
tasks; and almost 30 per cent were in jobs where the 
incumbent was required to give instructions to others in only 
a limited fashion. 

While the results in Table 6-6 do demonstrate an overall 
trend towards increasing skill requirements, they also show 
that a large number of workers remain in jobs requiring 
relatively little skill (for example, the bottom two categories 
for each measure). Almost one half were still in occupations 
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Table 6-6 

Distribution of Employment by Skill Level, and Degree of Skill Transformation, 
Occupational- Trait Measures, Canada, 1971, 1981, and 1986 

Skill level from lowest to highest Index of 
net difference, 1 

2 3 4 5 Total 1971-86 

(Per cent) 
Specific vocational Up to 1 to 6 6 to 24 Over 0.06 
preparation (SVP) 30 days months months 2 years 
1971 16.0 36.0 27.3 20.8 100.0 
1981 14.8 35.0 26.7 23.6 100.0 
1986 15.0 33.5 26.3 25.3 100.0 

General educational 
development (GED) 0.07 
1971 6.4 28.0 36.8 19.1 9.7 100.0 
1981 5.5 25.3 37.4 20.1 11.7 100.0 
1986 5.5 24.4 36.5 21.1 12.5 100.0 

Cognitive complexity (CC) 0.08 
1971 19.8 13.2 28.5 20.4 18.1 100.0 
1981 17.1 12.4 29.9 19.2 21.3 100.0 
1986 16.7 11.3 29.8 18.7 23.5 100.0 

Task diversity (TD) 0.05 
1971 22.0 20.4 22.3 19.6 15.8 100.0 
1981 20.3 19.1 23.3 19.8 17.5 100.0 
1986 20.0 18.3 23.0 20.3 18.4 100.0 

Responsibility (RESP) 0.06 
1971 10.8 23.4 29.6 16.7 19.6 100.0 
1981 10.5 21.7 29.9 17.3 20.7 100.0 
1986 9.6 19.9 30.6 18.2 21.6 100.0 

A summary index of skill transformation, measuring the probability a randomly selected individual in 1986 was in a job requiring greater skill than 
an individual randomly selected in 1971. 

SOURCB Calculations by the Economic Council of Canada, based on data from Statistics Canada, Census of Canada. 

The occupational-trait data also indicate that women are 
more likely than men to be in low-skilled jobs and less likely 
to be in highly skilled ones. Table 6-7 illustrates this for 
the specific vocational preparation measure, but the fmdings 
are applicable on all skill dimensions. In 1986, 17.1 per cent 
of women compared to only 13.4 per cent of men were in 
jobs requiring less than one month's training; at the other 
end, 28.6 per cent of men and only 20.8 per cent of women 
were in occupations demanding more than two years of 
training. However, gender-based differences in job skills 
did diminish between 1971 and 1986.24 

Relative Skill Levels of Industries 

Table 6-8 presents the results of the occupational-trait 
analysis by industry. Included in the table is the proportion 
of workers in each industry grouping who are in low-skilled 
and high-skilled jobs. Here, "low-skilled" jobs are defined 
as those in the lowest level of each of the five skill measures, 
while "high-skilled" jobs are those falling into the highest 
level, except specific vocational preparation, where the pro­ 
portion shown is for the highest two levels (see Table 6-6). 
Note that in Table 6-8, dynamic services are disaggregated 
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Distribution of Males and Females by Specific Vocational Preparation (SVP) Time Required, 
Canada, 1971, 1981, and 1986 

Up to 1 to 6 6 to 24 
30 days months months 

(Per cent) 
Males 

1971 13.7 34.2 28.3 
1981 12.5 32.0 28.0 
1986 13.4 31.2 26.8 

Females 
1971 20.6 39.8 25.2 
1981 18.2 39.3 24.8 
1986 17.1 36.6 25.5 

Ratio! 
1971 1.50 
1981 1.46 
1986 1.28 

Over 
2 years Total 

23.9 100.0 
27.5 100.0 
28.6 100.0 

14.4 100.0 
17.7 100.0 
20.8 100.0 

0.60 
0.64 
0.73 

1 Proportion of females as a fraction of the proportion of males in lowest- and highest-skilled jobs. 
SOURCE Calculations by the Economic Council of Canada, based on data from Statistics Canada, Census of Canada. 

into distributive (wholesale trade and transportation, com­ 
munications and utilities) and information services (finance, 
insurance, and real estate, and business services). Compar­ 
ing the goods and service sectors, a higher proportion of 
service-sector workers are in the high-skill category and, 
with the exception of specific vocational preparation, a 
lower proportion are in the low-skill group. Again, however, 
the service sector's heterogeneity is evident. While 
traditional services have very large proportions of low­ 
skilled jobs (particularly in terms of specific vocational 
preparation, cognitive complexity, and task diversity), the 
other service subsectors are characterized by higher skill 
profiles. Nonmarket services tend to have the largest share 
of high-skilled jobs and the smallest share of low-skilled 
jobs of all the groupings. Information services have a 
particularly high skill profile. 

The skill profiles of the different sectors are also 
compared in Table 6-9, this time using the index of net 
difference. Here, each figure shows the probability that an 
individual in the relevant industry will be in a higher-skilled 
job than someone randomly selected from the work force 
at large. The first two rows show positive coefficients on 
all measures for the service sector and negative ones for 
the goods sector, which suggests that jobs in the former in­ 
dustries have higher skill requirements than those in the 

latter. This gap is largest for general educational develop­ 
ment, cognitive complexity, and responsibility. The indices 
also show the variation within services. For all measures 
but responsibility, traditional services have below-average 
skill requirements, while information and non market 
services have high skill profiles. 

In Table 6-10, we examine the gender-skills gap in 1986 
by industry. The first two lines confmn for both the goods 
and service sectors what we found earlier for the overall 
economy: women are overrepresented in low-skilled jobs 
for most skill measures (ratios are generally above one) and 
underrepresented in high-skilled ones (ratios are generally 
below one). One interesting exception is the smaller share 
of women in jobs with minimal educational requirements. 
Also notable is the fact that the skills gap between women 
and men is in some respects less in the service sector than 
the goods sector. Again, however, the experience varies 
considerably across the different service subsectors. 

Skill Shifts within Industries 

In theory, the skill upgrading we have observed over the 
period of analysis could be the result of changes in the 
industry mix (i.e., towards higher-skilled industries) or 
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Table 6-9 
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Relative Skill Levels! oflndustries According to Occupational-Trait Measures, by Industry, Canada, 1986 

Specific General 
vocational educational Cognitive Task 
preparation development complexity diversity Responsibility 

(Per cent) 

Goods sector -0.05 -0.16 -0.19 -0.06 -0.24 

Service sector 0.02 0.07 0.08 0.03 0.10 
Traditional services -0.24 -0.20 -0.17 -0.21 0.01 
Distributive services -0.05 -0.01 -0.04 -0.06 -0.10 
Information services 0.19 0.23 0.27 0.15 0.13 
Nonmarket services 0.22 0.27 0.27 0.23 0.28 

1 Measured by the index of net difference; each figure represents the probability a worker randomly drawn from an industry will be in a higher- or 
lower-skilled job (minus sign) than one randomly drawn from the work force at large. 

SOURCE Calculations by the Economic Council of Canada, based on data from Statistics Canada, Census of Canada. 

changes in the skill mix within industries. In 1988, Myles 
found that the skill upgrading that took place between 1971 
and 1981 was due mainly to the latter factor.25 Using the 
same approach as he did, we also concluded that the overall 
skill upgrading over the period 1981-86 was largely due to 
skill shifts within industries rather than changes in the 
industrial composition of employrnent.ê" Therefore, we used 
the occupational-trait data to take a closer look at these skill 
trends within industries. 

This analysis is summarized in Table 6-11, which presents 
the indices of net difference over 1971-81 and 1981-86 for 
the five skill dimensions, by the major industry groupings. 
Each figure in the table represents the probability that an 
individual randomly selected from the relevant industry in 
the later year (1981 and 1986) would be in a higher-skilled 
job than one selected in the earlier year (1971 or 1981). 
The preponderance of positive coefficients indicates 
upgrading in both 1971-81 and 1981-86 in all of the industry 
categories. Note that the magnitude of these coefficients 
tends to be smaller in 1981-86; this may reflect a slowdown 
in the skill-upgrading trend, or the fact that the length of 
that period is only one half of the earlier one. Over both 
periods, skill upgrading was least significant in traditional 
services; larger increases occurred in distributive, 
information, and nonmarket services. Particularly in the 
1980s, skill upgrading was greatest in communications, 
fmance, insurance, amusement and recreation, health, and 
public administration. 

Skill Measures Based on 
Reports by Workers 

The third stage of our analysis involves worker responses 
to questions about various aspects of their own jobs. These 
data provide a perspective on skills that cannot be gained 
through research based only on occupational-trait data, 
especially with regard to the shortcomings of the CCDO 
data (i.e., ratings that are dated, the occupational rather than 
job base, the potential rater bias, and the limited information 
on the autonomy-control aspect of skill). 

The surveys we used were carried out in the 1980s, thus 
offering a more recent picture of the nature and content of 
employment They also provide information on jobs, rather 
than occupational groups; there is no limiting assumption, 
then, that all jobs within an occupation have identical skill 
profiles. In addition, since the information on job content 
is based on the assessments of the worker rather than an 
external assessor, there is no problem of "rater" bias. 
Finally, the information on job content includes detail on 
both the objective competency requirements and the 
autonomy and control aspects. 

Certainly, the worker self-report data have their own 
limitations. First, there is the possibility of respondent bias. 
Second, they can only provide "snapshots" of the job 
structure at a particular point in time, and cannot therefore 
offer direct insight into the question of intertemporal skill 
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trends. Also, the samples are not large enough to permit 
the analysis of very disaggregated subgroups of the labour 
force. 

Nevertheless, they provide a useful tool for looking at 
the complex question of the skill content of jobs both in 
themselves and as a complement to the occupational-trait 
data; we used them particularly to compare the skill struc­ 
tures of the goods and service sectors. Later in this section, 
we will use the results of our analysis of these data to 
critically reinterpret the conclusions drawn from the 
occupational-trait analysis. 

Most of the data we used are based on the Canadian Class 
Structure Survey (CSS), which was carried out in 1982-83, 
on a household basis." In it, respondents were asked a wide 
range of questions about the training, complexity, and 
control aspects of their work, among other things. The 
sample for the job skills analysis consisted of about 2,000 
respondents who were either employed at the time of the 
survey, or had been in the preceding year, and is broadly 
representative of the Canadian labour force in 1982 in terms 
of the age, sex, and industrial and occupational distribution 
(Table 6-12). A special analysis of the job-content data from 
the CSS was undertaken by John Myles and Gail Fawcett 
for the Economic Council of Canada. Our analysis is based 
on their research." 

We also drew from a survey conducted in 1987 which 
tracked the employment experiences of a sample of about 
1,900 high school and university graduates in three 
Canadian cities two years after their graduation. The 
particular focus of this survey was on the school-to-work 
transition. The sample has some biases, specifically: 1) the 
respondents are young; 2) by definition, they have attained 
at least a high school diploma; 3) they were situated in urban 
labour markets; and 4) they were disproportionately 
employed in the service sector (over 80 per cent). Never­ 
theless, the survey provides information about the nature 
of employment in growing service industries, and 
particularly those that are the major employers of young 
workers. Our use of these data is based on a study carried 
out for the Economic Council by Harvey Krahn and Graham 
Lowe.ê? 

Job Complexity 

Myles and Fawcett developed two measures of job 
complexity: "thought and attention," which focuses on the 
degree of difficulty of the problems workers face in their 
jobs and the degree of experience, knowledge, and analysis 
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Table 6-12 

A Comparison of the Canadian Class Structure 
Survey and the Labour Force Survey: 
Distribution of the Labour Force, 1982-83, and 
Employment, 1982, Canada 

Distribution 

Canadian Class 
Structure Survey 
(labour force), 

1982-83 

Labour Force 
Survey 

(employment), 
1982 

(Per cent) 
Sex 
Males 
Females 

58.5 58.7 
41.5 41.3 

13.8 15.4 
33.5 30.8 
21.5 23.5 
15.4 17.4 
10.5 11.0 
1.7 1.9 

33.5 30.7 
9.3 12.8 
9.1 11.1 
12.4 12.8 
10.3 9.8 
25.4 22.7 

Agel 
20-24 
25-34 
35-44 
45-54 
55-64 
65 and over 

Industry 
Goods 
Retail trade 
Personal services 
Distributive services 
Information services 
Nonmarket services 

Occupation 
Managerial, admin- 
istrative, and 
professional 
Clerical and sales 
Service 
Blue-collar 

27.6 24.7 
25.7 28.3 
11.2 13.9 
35.5 33.2 

100.0 100.0 Total 

The Labour Force Survey covers orny five-year age groups, and 
Class Structure Survey data are only available for those 18 years and 
over; so those under 20 years are excluded here. 

SOURCB Estimates by the Economic Council of Canada, based on the 
Class Structure Survey, and Statistics Canada, the Labour 
Force Survey. 

that are required to solve them; and "abstract knowledge," 
which considers the extent to which the job requires an 
understanding of an underlying body of knowledge and its 
application to the work. For each measure, respondents were 
classified as occupying high-, medium-, or low-skilled jobs. 
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The skill distributions. by industry group. are shown in 
Table 6-13. Note that the groupings are slightly different 
from the classification we have used throughout this report: 
in all our CSS-based tables. dynamic services are divided 

into distributive and information services. and traditional 
services are divided into retail trade and personal services. 
As Table 6-13 indicates. job complexity varies widely 
among service sectors. For both the "thought and attention" 

Table 6-13 

Distribution of the Labour Force According to Two Measures of Job Complexity by 
Industry, Canada, 1982-83 

Level of thought and attention Level of abstract knowledge 

Low Medium High Total Low Medium High Total 

(Per cent) 
Nonagricultural goods 28 36 36 100 33 24 43 100 
Retail trade 30 41 29 100 34 24 42 100 
Personal services 44 30 26 100 49 16 34 100 
Distributive services 25 30 45 100 32 20 48 100 
Information services 14 32 54 100 18 24 58 100 
Nonmarket services 17 26 57 100 17 17 66 100 

SOURCB Based on the Class Structure Survey, John Myles and Gail Fawcett, "Job skills and the service economy," Working Paperno. 4, Economic 
Council of Canada, Ottawa, 1990. 

Chart 6-3 

Proportion of Males and Females in Jobs Requiring High Levels! of Thought and Attention, 
by Industry, Canada, 1982-83 
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trade 

I Levels 4 and 5. 
SOURCB Based on the Class Structure Survey, Myles and Fawcett, "Job skills and the service economy." 



and "abstract knowledge" measures, information and 
nonmarket services have by far the smallest share of low­ 
skilled jobs and the largest share of high-skilled jobs; on 
the other hand, retail trade and personal services rank below 
all the others for both indicators. The graduate survey data 
suggest a similar skill ranking.ê" In general, then, the results 
of worker self-report data are similar to the sectoral skill 
profile revealed by the occupational-trait analysis. 

The CSS job-complexity measures also offer a tool for 
comparing the skill content of jobs according to gender. 
Chart 6-3 focuses on the proportion of workers in jobs 
requiring high levels of thought and attention by sex and 
industry. For each industrial grouping, the proportion of 
males in jobs classified as complex is larger than the 
proportion of females. Note also that this gender gap is 
particularly large in information and, to a lesser extent, 
nonmarket services. While these two subsectors are the most 
important sources of work involving a high degree of 
complexity, the CSS data suggest that men are more likely 
than women to occupy these jobs.31 These are similar to the 
conclusions of the occupational-trait analysis - that women 
are more likely than men to be employed in low-skilled and 
less likely to be in high-skilled positions. 

Training Requirements 

Educational and training requirements offer another way 
of assessing the skill content of work. The CSS asked 
respondents about the "usual" requirements of their jobs in 
terms of both general educational development and specific 
vocational preparation. The results for the first of these 
measures, the level of education generally needed to do the 
job, are reported by industry in Table 6-14. They suggest 

Table 6-14 
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the same industry ranking as in Chart 6-3; that is, informa­ 
tion and nonmarket services have the highest educational 
requirements, retail trade and personal services have the 
lowest, and distributive services and goods industries are 
in between. Note the similarity between these results and 
those indicated by the general educational development 
factor in Table 6-8. 

The CSS also gathered data on training requirements. This 
measure pertains only to on-the-job training; as such, it is 
not equivalent to the occupational-trait specific vocational 
preparation which includes all forms of job-specific training 
acquired on or off the job. Training requirements by industry 
group are presented in Table 6-15. The lowest training 
requirements are in traditional services - retail trade, and 
particularly personal services, where nearly half of the 
respondents reported that only a short demonstration was 
required to learn their job. In contrast to the skill measures 
shown in Table 6-13, the training-requirement indicator 
ranks the nonagricultural goods and distributive services at 
least as high as information and nonmarket services. This 
result probably reflects the fact that skill-formation tradi­ 
tions vary from industry to industry, with the goods sector 
and distributive services relying more on industrial training, 
while information and nonmarket services depend heavily 
on the educational system. 

Chart 6-4 shows job training in the various industries, 
according to gender. In every industrial group, males were 
much more likely than females to report that their job had 
high on-the-job training requirements. While this result is 
consistent with the gender differences in job complexity 
reported in Chart 6-3, the gender gap is considerably larger 
in the case of job-training requirements. This reflects the 
general unwillingness of employers to invest in the human 

Distribution of the Labour Force According to Educational Requirements by Industry, Canada, 1982-83 

Less than Postsecondary 
high school High school certificate/ University 
diploma diploma diploma degree Total 

(per cent) 

Nonagricultural goods 48 27 16 9 100 
Retail trade 47 35 16 2 100 
Personal services 70 17 9 4 100 
Distributive services 33 38 20 9 100 
Information services 11 38 23 28 100 
Nonmarket services 17 18 23 42 100 

SOURCB Based on the Class Structure Survey, Myles and Fawcett, "Job skills and the service economy." 
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Table 6·15 capital of women; where female employees are in high­ 
skilled jobs, their skill formation tends to have taken place 
in the educational system.ê? We will take up this question 
of gender differences in access to employer-based training 
in the next chapter. 

Distribution of the Labour Force According to 
On-the-Job Training Requirements by 
Industry, Canada, 1982·83 

Short 
demon- Up to 
stration 1 year 

Over 
1 year Total Autonomy and Control 

(Per cent) 
Nonagricultural goods 21 48 31 100 
Retail trade 25 54 21 100 
Personal services 45 40 15 100 
Distributive services 21 48 31 100 
Information services 19 55 27 100 
Nonmarket services 27 48 25 100 

Researchers are increasingly recognizing that in addition 
to the degree of complexity and objective expertise required, 
the "skill" level of a job also includes the amount of 
autonomy and control involved, a more subjective element. 
The worker self-report data are particularly useful in 
addressing this issue. In order to assess autonomy and 
control, Myles and Fawcett developed the "conceptual 
autonomy" measure. This captures the extent to which the 
worker is required to originate ideas for and implement 

SOURCB Based on the Class Structure Survey, Myles and Fawcen, 
"Job skills and the service economy." 

Chart 64 

Gender Differences in On-the-Job Training Requirements,' by Industry, Canada, 1982·83 
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1 Proportion of males and females in jobs requiring more than two years' on-the-job training. 
SOURCB Based on the Class Structure Survey, Myles and Fawcett, "Job skills and the service economy." 



important aspects of the job. The results are presented by 
industry in Table 6-16. The pattern is somewhat similar to 
that based on job complexity (see Table 6-13). Again, in­ 
formation and nonmarket services rank above the others; 
note, however, that the differences in conceptual autonomy 
between the goods industries and distributive services, on 
the one hand, and retail trade and personal services, on the 
other, are much less than they were for the job complexity 
measure. The gender gap for the autonomy-control measure 
is similar to that for the other skill measures." 

The survey of graduates also considered the autonomy­ 
control dimensions of skill. Table 6-17 presents the res­ 
pondents' assessments of their decision-making autonomy 
at work. The data from this survey are organized according 
to different youth labour markets defined jointly by occu­ 
pation and industry. They indicate that at least among young 
workers, the amount of autonomy and control are dependent 
more on occupation than industry; note the higher 
evaluations for managerial and professional workers than 
for those in clerical, sales, and service jobs regardless of 
industry.ê" 

Occupational-Trait and Self-Report 
Skill-Measure Comparisons 

Myles and Fawcett also compared the skill content of jobs 
using evaluations based on the self-report data with those 
using the occupational-trait scores. This involved comparing 
one set of jobs (i.e., those reported by CSS respondents) in 
two ways. To establish the occupational-trait measures, the 
occupation of each CSS respondent was coded according 
to the standard classification system and then the trait scores 
were attributed accordingly. There are two skill areas where 
comparable measures are available: job complexity and 
specific vocational requirements. 

Do the skill evaluations made by objective raters differ 
from those made by the job holders?35 With respect to job 
complexity, the comparison is based on the occupational­ 
trait factor "cognitive complexity," and the self-report 
measure "thought and attention." The two skill evaluations 
are generally similar across industries (Chart 6-5). However, 
there are some differences; notably, the ranking of goods 
and retail trade in terms of the proportion of high-skilled 
jobs depends on which indicator is used. Overall, Chart 6-5 
indicates that the occupational-trait evaluators assessed 
goods-sector and distributive-service work less favourably 
than job holders do; on the other hand, the reverse is true 
for much of the service-sector employment. 
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Table 6-16 

Distribution of the Labour Force According to 
Conceptual Autonomy Required by Industry, 
Canada, 1982-83 

None 
or low Medium High Total 

(Per cent) 

Nonagricultural goods 70 18 12 100 
Retail trade 69 26 5 100 
Personal services 74 19 7 100 
Distributive services 68 22 10 100 
Information services 49 27 23 100 
Nonmarket services 44 13 43 100 

SOURCB Based on the Class Structure Survey, Myles and Fawcett, 
"Job skills and the service economy." 

Table 6-17 

Decision-Making Autonomy of High School and 
University Graduates, by Occupational-Industry 
Groups, Canada, 1985 

Average evaluation score! 

High school 
graduates 

University 
graduates 

Clerical, sales, service 
occupations 
Personal services 
Other services 

2.87 
2.75 

2.92 
3.04 

Blue-collar 2.76 

Managerial and professional 
occupations 
Service sector 
Information services 
Other services 

Goods sector 

3.34 
3.15 
3.42 
3.70 

Teaching 3.60 

1 Based on respondent evaluations of current job in terms of "freedom 
to decide what I do in job," (ranging from strongly disagree [1] to 
strongly agree [5]). 

SOURCB Based on the Three-City Graduate Survey, Harvey Krahn and 
Graham S. Lowe, "Young workers in the service economy;' 
Working Paper no. 14, Economic Council of Canada, Onawa, 
1990. 



108 Employment in the Service Economy 

Chart 6-5 

Job Complexity by Industry: A Comparison of Occupational-Trait and Self-Report Measures,' 
Canada, 1982-83 
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SOURCI! Based on the Class Structure Survey, Myles and Fawcen, "Job skills and the service economy." 

As this comparison makes clear, the implications of the 
shift to services for the skill content of employment vary 
depending on which method is used. In general, the 
occupational-trait method is more likely to conclude that 
the shift to services is leading to upgrading of skills than 
the self-report method. Myles and Fawcett compared trends 
in job complexity over the period 1951-81 using both 
indicators. They found that the proportion of higher-skilled 
employment increased by 7 percentage points with the 
occupational-trait approach; with the self-report measure, 
however, the gain was only 2 percentage points.36 

The two methodologies were also compared in terms of 
job-specific training using the occupational-trait measure, 
specific vocational preparation, and a proxy measure 
(pSVP) based on the worker self-reports (Chart 6-6),37 The 
self-report indicator suggests a slightly greater proportion 
of the work force in high-skilled jobs (with one or more 
years of preparation) than does the occupational-traits 
indicator. For jobs requiring less than a year's job 
preparation, however, there are marked differences between 

the indicators; specifically, the self-report measure (pSVP) 
is much more skewed towards less job preparation. Nearly 
20 per cent of workers in the self-report survey said that 
their jobs required only a "short demonstration," while the 
corresponding figure using the occupational-trait method 
is only about 1 per cent. Overall, then, the self-report 
approach produces much more polarized results. 

Chart 6-7 presents the proportion of employment in jobs 
requiring at least one year's preparation using the same 
indicators (specific vocational preparation and proxy­ 
specific vocational preparation), by industry. In all 
industries, except agriculture, the share is higher for the 
self-report measure. Note, though, that the gap is 
particularly large in the goods sector and distributive 
services; as was the case with the job-complexity indicator 
(see Chart 6-5), the occupational-trait ratings estimate skill 
levels in these two industries to be much lower than do the 
workers themselves. Here too, then, the implication is that, 
in considering the transition to a service-dominated econ­ 
omy, the occupational-trait method will be more likely to 
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conclude that the result of the shift to services is an 
upgrading of skills than will the self-report approach.'! 

Conclusion 

In this chapter, we have used a variety of analytical 
approaches to consider trends in the skill content of jobs, 
in particular, the implications of the ongoing shift towards 
a service-dominated labour market. There is no consensus 
in the literature with respect to this issue; indeed, there are 
various competing hypotheses ranging from the contention 
that skill requirements are upgraded as we move to an 
increasingly high-tech service economy, to the opposite 
argument that this process tends to deskill work. 

While the economy continues to generate large numbers 
of low-skilled jobs, on balance the results of our research 
support the position that skills are being upgraded. Most 
obviously, the employment structure continues to shift 
towards white-collar occupations, with the most rapid 

growth in relatively highly skilled managerial and 
professional categories. This development is occurring not 
only in services, but also in goods industries, suggesting 
that the occupational make-up of the two sectors will look 
more and more alike in the future. Our detailed analysis of 
the changing occupational structure which uses the 
"occupational traits" of expanding and declining occupa­ 
tions offers further support for the skill-upgrading thesis. 
We found that over the period 1971-86, employment shifted 
towards occupations that had relatively complex content and 
required relatively high levels of educational and training 
preparation. 

What is the role of the shift to services in this process? 
Our research consistently leads to the conclusion that the 
changing industrial structure is having a mixed effect on 
overall skill levels. Some services - notably, the nonmarket 
and dynamic services - include the most highly skilled jobs 
in the economy. On the other hand, the skill profile of 
traditional services is lower than that of any other major 
industry group. Moreover, the shift to services does not 
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appear to be reducing the concentration of women in jobs 
with relatively low-skilled requirements; indeed, the gender 
gap in skills is particularly large in some of the fastest 
growing service industries. 

In conclusion, our examination of employment in a 
service economy suggests that the overall upgrading of the 
employment structure is due less to the shift to services than 
to a general upgrading of skills in all industries. Overall, a 
number of factors, most prominently technological change, 

is leading to a reorganization of production in both goods 
and services, and employment is increasingly concentrated 
in more highly skilled jobs. This has obvious implications 
in terms of training and education. From an aggregate point 
of view, human capital development will become more and 
more important as the employment structure is progressively 
tilted in the direction of work that has higher skill require­ 
ments. And from an individual perspective, success in the 
labour market will increasingly depend on acquiring 
adequate skills. 



7 Issues in Human-Resource Development 

Human-resource development is extremely important in a 
high-technology, service-dominated economy. First, as we 
have shown in the preceding chapter, work with high skill 
requirements accounts for an increasing share of overall 
employment Accordingly, to meet these demands, the la­ 
bour force must consist of more and more workers with 
advanced education and training backgrounds. And, second, 
as international competition accelerates, high-cost countries 
such as Canada will be forced to rely on the excellence of 
their work force to provide a comparative advantage in the 
global marketplace. While every country must invest in all 
factors of production including capital and technology, 
achieving a high return on these investments will require 
people with the skills and knowledge to exploit their po­ 
tential; increasingly, the performance of national economies 
is closely linked to the human factor. 

It is not surprising, then, that training and education have 
been gaining importance within the policy arena in recent 
years. Currently, there are a number of initiatives in this 
area in Canada: the Prime Minister's Task Force on Edu­ 
cation, the Labour Force Development Strategy, and the 
related consultation process organized by the Canadian 
Labour Market and Productivity Centre are particularly 
prominent examples at the federal level. Human-resource 
policy reviews also have been initiated in a number of 
provinces, including the Premier's Council in Ontario and 
the British Columbia Task Force on Employment and 
Training. The emphasis being placed on education and 
training is not unique to this country; indeed, similar exer­ 
cises are being carried out in most advanced industrial na­ 
tions and at an international level by organizations such as 
theOECD. 

The research presented in this chapter addresses two sets 
of issues associated with human-resource development The 
first is the relationship between human capital and em­ 
ployment outcomes. We begin here with an analysis of how 
that relationship has changed. While there has always been 
a direct link between human capital and success in the la­ 
bour market, that connection has become stronger over the 
past 15 years. Specifically, the employment and adjustment 
problems of individuals with low levels of human capital 
(as embodied in their educational attainment) appear to have 
worsened during this period. We then consider two specific 
aspects of the current relationship between education and 

the labour market: the transition between school and work, 
and the ability of workers with different levels of educa­ 
tional attainment to adjust to changes in their employment 
status. 

The message emerging from the first half of this chapter 
is clear: the poorly educated and unskilled face special 
difficulties in the emerging labour market. This conclusion 
has obvious implications for the education system - in 
particular, the critical imperative of reducing dropout levels. 
It also brings into focus the importance of skill-formation 
opportunities outside the formal education sector. This is 
the issue to which we turn in the second part of the chapter. 
To begin, we review the evidence on human-resource de­ 
velopment within industry. We conclude that industry is not 
an important source of skill formation for most Canadian 
workers: many businesses in this country offer no formal 
training, and where it is provided, it tends to be heavily 
concentrated among workers who are already well educated 
and relatively highly skilled. 

We then go on to examine recent human-resource devel­ 
opment initiatives sponsored by government The traditional 
target of public policy has been those in the labour force 
with no attachment, or only a weak attachment, to a par­ 
ticular employer. At both the federal and provincial levels, 
there is a growing awareness of the importance of human­ 
resource development and its role in improving the labour 
market adjustment of these workers; however, on balance, 
it does not appear that current policies are doing enough to 
develop skills that would improve their long-term employ­ 
ability. 

Education and Employment Outcomes 

Over the past three decades, it has been well established 
that there is an empirical link between human-resource de­ 
velopment and economic growth. An important body of 
evidence has come from "growth accounting" studies which 
attribute output growth to three sources: increases in labour 
inputs, increases in capital, and a residual category. Each 
of these basic sources of growth are then further dis­ 
aggregated into their various influences: changes in labour 
inputs, for example, are broken down into changes in edu­ 
cational attainment, the demographic composition of the 
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work force, and average hours worked. Growth-accounting 
analyses have consistently led to the conclusion that im­ 
provements in the educational level of a nation's work force 
lead to increases in the rate of economic growth.' 

According to a literature survey carried out by 
Psacharopoulos, growth-accounting studies estimate that, on 
average, changes in education have been responsible for 
roughly 9 per cent of output growth in advanced economies 
in recent decades.' Table 7-1 presents a summary of the 
conclusions of growth-accounting analyses of the Canadian 
economy since 1960. These indicate that the increasing 
educational levels of the Canadian work force have con­ 
tributed 0.5 to 0.8 percentage points of economic output per 
year. The contribution of education - both in absolute and 
relative terms - was highest over the period 1973-81 when 
the flow of well-educated young people into the labour 
market was at its peak. 

It should be noted that growth accounting has not been 
without criticism as a methodology for computing the eco­ 
nomic returns to education. Some have argued that the 
technique, in fact, probably underestimates the importance 
of human capital,' because calculations focus only on edu­ 
cational attainment and ignore other (less easily measured) 
forms of skill development, including training outside the 
education system. Another concern about growth account­ 
ing involves the nature of the conclusions that can be drawn 
from it. These critics argue that the technique is more suited 
to identifying the "correlates" than the "causes" of economic 
growth, and that other types of analyses are necessary for a 

Table 7-1 

Growth-Accounting Estimates of the 
Contributions of Education to Economic Growth, 
Canada, Selected Years, 1962-88 

Absolute Relative 
contribu- contribu- 

Period tion! tiorr' 

(Per cent) 

Kendrick 1962-73 0.5 8.8 
1973-R1 0.6 20.0 

Macdonald 1962-73 0.5 8.8 
Commission 1973-81 0.8 26.7 

CLMPC 1981-88 0.5 16.2 

1 Estimate of the number of percentage points added to economic 
growth per year. 

2 Estimate of percentage share of total output growth per year. 
SOURCE Canadian Labour Market and Productivity Centre, Quarterly 

Labour Market and Productivity Review (Winter 1989-90). 

more precise specification of the link between education 
and economic growth. 

What, then, is the nature of that relationship? Certainly, 
there are a number of ways in which high levels of educa­ 
tional attainment can contribute to an economy - for ex­ 
ample, technological innovation is more rapid in well­ 
educated societies. Our particular interest here is in the 
economic contribution of education through its role in de­ 
termining labour quality. In this regard, it is useful to con­ 
sider the link between education and productive perform­ 
ance at the individual level. The economic literature most 
relevant to this issue focuses on the positive relationship 
between educational attainment and wages, which are 
conventionally viewed as a proxy for productivity and 
labour quality.' While it is well established that highly 
educated workers tend to be highly paid workers, why this 
is so remains controversial. Essentially, there are two 
schools of thought: education as "human capital" and edu­ 
cation as a "sorting-and-signalling" device. The former 
contends that schooling actually creates the skills that 
directly affect how productive workers are, while the latter 
argues that the education system simply selects and iden­ 
tifies those who have (or are perceived to have) the potential 
to be productive.' 

Testing these hypotheses empirically is complicated by 
the fact that, in comparing the productive capacities of in­ 
dividuals with varying levels of schooling, it is difficult to 
separate the effects of education from differences in innate 
ability. Nevertheless, the soundest estimates of the social 
and private rates of return to secondary and postsecondary 
education in advanced countries average between 9 and 
12 per cent." Without discounting its "sorting-and­ 
signalling" role, education does seem to play an important 
part in enhancing worker productivity and quality. 

The Education-Employment 
Relationship over Time 

The fact that there is a relationship between education, 
work performance, and earnings is borne out by the more 
favourable employment outcomes of those with high levels 
of schooling. Traditionally, educational attainment has been 
associated not only with higher wages, but also with greater 
labour force participation and lower unemployment rates. 
In this section, we will examine how these outcomes have 
changed in the past 15 years, and whether education is be­ 
coming a more or less important factor in the labour market. 

Although a number of issues undoubtedly come into play 
here, two - one on the demand side and the other on the 



supply side - are particularly significant The first is the 
changing skill structure. As we saw in the preceding chap­ 
ter, the overall effect of structural and technological change 
has been a progressive shift in labour demand towards oc­ 
cupations which have relatively high skill and education 
requirements? This suggests thaë the employment situation 
is likely to become increasingly difficult for the poorly 
educated. 

The second is the changing nature of labour supply, 
specifically the educational upgrading of the work force," 
Canadian workers are among the most highly educated in 
the world; indeed, Canada ranks second only to the United 
States in terms of the average level of schooling of the 
labour force." And the educational profile of our work­ 
ing population has improved over the past 15 years 
(Chart 7-1). While 20 per cent of Canadian workers in 1975 
had less than nine years of schooling, this share had dropped 
to just 9 per cent by 1989. The proportion with at least some 
postsecondary education increased from 33 to 42 per cent. 
This rising educational attainment reflects two develop­ 
ments over the period: first, the large (and typically well­ 
educated) baby-boom cohort entering the labour force, and 
second, increasing enrolment in secondary and post­ 
secondary institutions." The implications of this upgrading 
for the education-employment relationship are not clear; 
certainly an important factor here is whether the demand 
for educated workers has kept up with the supply. 

Chart 7-1 
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Labour Force Participation 

Labour force participation is strongly influenced by the 
level of schooling. Generally, participation rates rise con­ 
siderably as educational attainment increases. In 1989, for 
example, 85 per cent of the adult population (15 years of 
age or older) with university degrees were in the work force 
compared to just 37 per cent of those with fewer than nine 
years of schooling. This relationship between labour force 
participation and educational attainment is true for all age 
groups. It also applies to both men and women. Education 
is a particularly important variable for females; less than 
one in four women with less than nine years of schooling 
are in the work force, while the corresponding figure for 
those with high levels of educational attainment now ap­ 
proaches 80 per cent (Chart 7-2). 

The relationship between educational attainment and 
labour force participation is strengthening for both men and 
women. Between 1975 and 1989, the aggregate male parti­ 
cipation rate dropped slightly from 78.4 to 76.7 per cent, 
with modest decreases of similar magnitude occurring for 
most educational-attainment groups (Chart 7-3). Note, 
however, the substantial decline in the participation of men 
with less than nine years of schooling: in 1975 the rate was 
67.2 per cent, by 1989 it had fallen to 50.8 per cent. Over 
this period, the absolute gap in the participation rate of these 
men and those with the highest level of schooling 
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Chart 7-2 

Labour Force Participation Rates, by Level of Schooling and Sex, Canada, 1989 
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Chart 7-3 
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(postsecondary degree) grew from 24 to 38 percentage 
points between 1975 and 1989. 

During these years, the participation of women in the 
labour market increased markedly. In 1975,44.4 per cent 
of the adult female population were in the work force; by 
1989, the proportion had jumped to 57.9 per cent. This trend 
applied to virtually all educational-attainment groups 
(Chart 7-4). Poorly educated females, however, are a 
striking exception. While women with secondary school­ 
ing or more entered the labour market in greater and greater 
numbers, the participation rate for those with fewer than 
nine years of education actually dropped. As a result, be­ 
tween 1975 and 1989 the absolute difference in participation 
rates between these women and those with university de­ 
grees increased from 41 to 56 percentage points. 

Unemployment 

Unemployment experiences are also closely linked to 
educational attainment. In general, the probability of being 
without a job declines as the level of schooling increases. 
The unemployment rates in 1989 for labour force groups 
are organized according to education in Table 7-2. The rate 

Chart 7-4 
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was lowest for those with the most schooling and rose in 
steps as educational attainment diminished; indeed, the in­ 
cidence of unemployment for workers with less than nine 
years of schooling was three times higher than the rate for 
university graduates. 

Table 7-2 also indicates that while this inverse relation­ 
ship between unemployment and education characterizes 
all age groups, it is strongest for young workers. This is 
most evident when we look at the experience of individuals 
with less than nine years of schooling. As one would expect, 
these workers had the highest unemployment rates in each 
of the age groups. Note, however, that the differential be­ 
tween the least educated and the rest of the work force 
becomes more prominent as age decreases; for the 
15-24 age group the unemployment rate in 1989 was 
23.2 per cent, over 10 points higher than the rate for those 
with secondary schooling and more than 17 points above 
the rate for university graduates! The lack of a good edu­ 
cational foundation, then, is particularly serious for young 
people entering the labour market. 

It appears that the association between educational at­ 
tainment and unemployment has become stronger over the 
past 15 years. Chart 7-5 tracks an unemployment "hazard" 
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Table 7-2 

Unemployment Rates by Level of 
Educational Attainment, Labour Force 
Age Groups, Canada, 1989 

Age 

Total 15-24 
45 or 

25-44 more 

(Per cent) 
None or elementary 11.1 23.2 13.1 8.2 
Some or all secondary 8.9 12.7 8.6 5.3 
Some postsecondary 7.3 8.6 7.0 5.3 
Postsecondary 
certificate/diploma 5.2 6.6 5.3 3.9 

University degree 3.7 5.9 3.8 2.9 

Total 7.5 11.3 7.2 5.4 

SOURCE Estimates by the Economic Council of Canada, based on 
Statistics Canada, the Labour Force Survey. 

Chart 7-5 

Unemployment ''Hazard'' Index! for Workers with 
Less than Nine Years' Schooling, Canada, 
1975-89 
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SOURCE Estimates by the Economic Council of Canada, based on data 
from Statistics Canada. 

index for the poorly educated over the period 1975-89. This 
measure is calculated as the ratio of the unemployment rate 
for those with less than nine years of schooling relative to 
the aggregate unemployment rate. In 1975, the index was 
119 which indicates that the unemployment rate for the 

poorly educated was 19 per cent above the national level 
in that year. It increased sharply after the 1981-82 reces­ 
sion and in 1989 stood at 148. According to this measure, 
then, the unemployment hazard specifically associated with 
having less than nine years of schooling more than dou­ 
bled over the IS-year period. 

Long-term unemployment represents another dimension 
of the labour market difficulties experienced by the poorly 
educated. These workers stand a much greater-than-average 
chance of remaining unemployed for an extended period 
of time. There was substantial growth between 1976 and 
1989 in the overall incidence of long-term joblessness re­ 
gardless of education level (Chart 7-6). The increase was 
particularly dramatic, however, for those with less than nine 
years of schooling. By 1989, about 11 per cent of these 
workers remained unemployed for at least a year once they 
were without a job. 

Chart 7-6 
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Earnings 

The positive relationship between education and wages 
has already been noted in this chapter. How have the earn­ 
ings differentials associated with educational attainment 
been changing? This question has received more attention 
in the United States than in Canada. After a period of decline 
in the late 1960s and early 1970s, the returns to education 
in the form of higher earnings in the United States have 
been rising sharply since at least the late 1970s. The reasons 
for this pattern have generated considerable debate; many 



observers have argued that labour supply trends associated 
with the baby-boom cohort have been the determining factor 
here." 

Research on the Canadian situation suggests that, in a 
very general sense, the trends observed in the United States 
apply here as well, although to a more moderate extent. 
Comparing earnings between postsecondary and high 
school graduates in both countries, Freeman and Needels 
concluded that the gap for both men and women narrowed 
in the 1970s but then widened during the 1980s. However, 
the growth in returns to postsecondary education in Canada 
in the 1980s has not been as great as that in the United 
States." Looking at earnings among males employed full 
time and full year, Dooley found that the education-based 
differentials were smaller in 1981 than they had been 
10 years earlier, with the major compression occurring 
during the first half of the decade. In a recent update cov­ 
ering the period 1981-87, however, he observed that these 
differentials, at least between university graduates and those 
with high school or less, had started to rise again for males 
under 35.B 

We looked at earning trends by educational attainment 
levels for Canadian workers in 1967-86. This analysis is 
based on data from the Survey of Consumer Finances and 
includes all Canadians 15 years of age and older who earned 
at least 5 per cent of the average annual industrial wage in 
the year under consideration. Tables 7-3 and 7-4 compare 
the earnings of postsecondary graduates with those having 
elementary and secondary education. The compensation 

Table 7-3 

Earnings' Ratio of Workers with Postsecondary 
Degrees Relative to Workers with Up to 
Eight Years of Schooling, by Age, 
Canada, Selected Years, 1967-86 

1967 1973 1981 1986 

(Per cent) 
15-24 1.52 1.09 1.34 1.46 
25-34 1.87 1.58 1.52 1.67 
35-49 2.72 2.37 1.74 1.79 
50 or more 3.09 2.53 1.77 1.63 

Total 2.39 1.92 1.50 1.50 

Based 011 annual earnings of individuals earning at least 5 per cent 
of the average industrial wage in the year under consideration. 

SOURCE Calculations by Statistics Canada and the Economic Council 
of Canada, based on Statistics Canada, Survey of Consumer 
Finances, unpublished data. 
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Table 7-4 

Earnings' Ratio of Workers with Postsecondary 
Degrees Relative to Workers with Secondary 
Education, by Age, Canada, Selected Years, 1967-86 

1967 1973 1981 1986 

(Per cent) 

15-24 1.47 1.20 1.18 1.27 
25-34 1.55 1.40 1.26 1.31 
35-49 2.14 2.04 1.49 1.52 
50 or more 2.31 1.98 1.51 1.45 

Total 2.12 1.90 1.48 1.50 

Based on annual earnings of individuals earning at least 5 per cent 
of the average industrial wage in the year under consideration. 

SOURCE Calculations by Statistics Canada and the Economic Council 
of Canada, based on Statistics Canada, Survey of Consumer 
Finances, unpublished data. 

premium for the graduates declined significantly from 1967 
to 1981; between 1981 and 1986, however, these differen­ 
tials stabilized. 

For a closer understanding of these trends, it is neces­ 
sary to consider the changing age and educational profile 
of the Canadian work force over these years. Throughout 
the 1960s and much of the 1970s, the baby-boom cohort 
entered the labour market in large numbers. This group was 
characterized by high levels of educational attainment, and 
given the cohort's size, the result was a tremendous growth 
in the supply of workers with advanced schooling. One 
implication of this development was a narrowing of the 
premium offered to those with postsecondary education. 
Between 1967 and 1981, the earnings differential between 
these workers and those with less than nine years of 
schooling (Table 7-3) and only secondary schooling (Ta­ 
ble 7-4) declined substantially for all age groups. 

By the 1980s, however, the bulk of the baby-boom co­ 
hort was already in the labour market and had moved into 
the prime-aged category. While young people, on average, 
continue to enter the work force with advanced levels of 
schooling, their smaller numbers have led to slower in­ 
creases in the supply of well-educated new labour force 
entrants. (Chart 7 -7 shows the relatively stable post­ 
secondary enrolment figures in the 1980s after the tremen­ 
dous increases of the 1960s and 1970s.) As the growth of 
well-educated, young labour force entrants has slowed 
down, the returns to a postsecondary degree have begun to 
increase again." The mean earnings for these workers 
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compared to those with only elementary schooling grew 
between 1981 and 1986 from 1.34 to 1.46 per cent in the 
15-24 age group, and from 1.52 to 1.67 per cent in the 25- 
34 group (see Table 7-3); when graduates are compared to 
workers with secondary education, a similar pattern is ob­ 
served (see Table 7-4). As the slowdown of young entrants 
persists through the 1990s, we can expect that the relation­ 
ship between educational attainment and earnings will 
continue to strengthen. 

Chart 7-7 
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The School-Io-Work Transition 

Another important dimension of the relationship between 
education and employment involves the school-to-work 
transition. As would be expected, research has indicated that 
early labour market experiences are influenced by educa­ 
tional attainment. Surveys of school leavers have high­ 
lighted the often unfavourable outcomes for this group, 
while those studying postsecondary graduates have de­ 
scribed more positive transitions. 

A recent Ontario government survey documents the 
transition difficulties for high school "leavers" - that is, 
individuals who left high school either as dropouts, or as 
graduates who did not immediately enter a postsecondary 
institution. IS Over 40 per cent had been unemployed at some 
point since their first job. One quarter of the respondents 
who had experienced some unemployment reported that 
they had been without work for at least one year since 

leaving school; those who were in their late twenties had 
experienced, on average, close to four years of unemploy­ 
ment in total. Employment patterns were particularly un­ 
stable for those who had dropped out of high school before 
graduating. Although respondents did report more work 
stability with age, a majority of those under 27 expected 
that their present job would not be permanent. It should be 
noted that employment outcomes were more favourable for 
respondents who undertook some form of job-related edu­ 
cation or training after leaving school. This was most evi­ 
dent in terms of wages; in fact, the median income for 
respondents who had pursued some further education or 
training was 23 per cent above that reported by those who 
had not. 

In contrast to the schoolleavers, the early labour market 
experiences of postsecondary graduates tend to be positive. 
Statistics Canada tracked the school-to-work transitions of 
1982 community college and university graduates, in 1984 
and 1987.16 Five years after graduation, the unemployment 
rate was 3.7 per cent for the university graduates and 5.4 per 
cent for the college graduates; in comparison, the national 
rate for their age cohort (25-35 years) was 10.5 per cent. 
As well, respondents tended to be concentrated in occupa­ 
tions related to their fields of study and the overwhelming 
majority reported that they were satisfied with their jobs . 

In terms of earnings, the graduates also fared well. In 
1987, the community-college graduates earned, on average, 
about $1,000 more than the typical Canadian worker be­ 
tween 25 and 35 years of age. The university graduates re­ 
ported employment incomes that were about $10,000 above 
the national average for the age cohort. The survey data, 
however, did indicate significant differences in the earnings 
of male. and female graduates in 1987. For the university 
subsample, average earnings for women were 81 per cent 
of those for men; among college graduates, the corre­ 
sponding figure was 78 per cent. While individual charac­ 
teristics, including field of study, can influence incomes, a 
study of the university group concluded that these factors 
only accounted for one third of the male-female differ­ 
ential." 

In order to get additional insight into the school-to-work 
transition, we have drawn on the results of the survey of 
recent high school and university graduates in three 
Canadian cities, which we introduced in Chapter 6.18 The 
respondents completed high school or university in 
Edmonton, Toronto, and Sudbury in 1985. Follow-up 
investigations of this sample were carried out 12 and 
24 months later. Our analysis is based on the two-year 
follow-up and includes about 1,900 respondents. The survey 
included only those with at least a high school diploma, so 



there is no evidence on the school-to-work transition of 
dropouts. Nevertheless, the survey offers a longitudinal 
analysis of the early employment experiences of young 
people entering a service-dominated labour market. Of 
particular relevance to this chapter are the results comparing 
the outcomes experienced by the high school and university 
graduates. 

There are some similarities in the experiences reported 
by the high school and university subsamples. In both 
groups, the traditional distinction between student and 
worker is becoming blurred. On the one hand, a high level 
of labour force participation is now reported by Canadian 
students; 68 per cent of the high school sample and 62 per 
cent of the university sample had held a paying job at some 
time during the year they graduated. On the other hand, only 
a minority of the respondents completely terminated their 
education and entered the labour force upon graduation; 
even among the university graduates, only about 40 per cent 
reported that they did not pursue some education in the two 
years following graduation. 

Another similarity between the two sub samples was the 
concentration of employment in service industries. While 
approximately 70 per cent of the Canadian labour force is 
employed in that sector, over 80 per cent of the graduates 
from both groups who were working two years later had 

Table 7-5 
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jobs in services (Table 7-5). This dominance was particu­ 
larly striking among females; over 90 per cent of female 
high school and university graduates were employed in that 
sector. 

Within services, however, there were important differ­ 
ences between the high school and university graduates. 
Looking at the less educated group first, about 55 per cent 
of both the males and females were working in personal 
services (Table 7-5). These industries are characterized by 
jobs with relatively low wages, skill content, and stability; 
indeed, the survey respondents employed in this subsector 
tended to make observations along these lines about their 
jobs. On the other hand, while personal services did em­ 
ploy more than a trivial share of the university graduates, 
they were not nearly as dominant for this group; as 
Table 7-5 shows, the university subsample was distributed 
across a wide range of service industries." 

There are also differences between the two subsamples 
when we look at the occupations in which survey respond­ 
ents were employed in 1987. Table 7-6 shows the concen­ 
tration of university graduates in managerial and profes­ 
sional positions; in fact, while only 28 per cent of the 
Canadian labour foree was in these occupational groups in 
1987, the corresponding figure for university graduates was 
74 per cent. Although they were underrepresented in the 

Distribution of Employment by Industry, According to Gender and Educational Level, Canada, 1987 

High school graduates University graduates 

Females Males Total Females Males Total 

(Per cent) 
Services 93.6 74.7 83.9 90.5 71.5 82.7 
Personal services 54.1 55.2 54.7 14.4 13.2 13.9 
Distributive services! 3.7 5.3 4.5 3.0 7.3 4.7 
Information services 15.6 5.0 10.2 15.6 19.2 17.1 
Education, health, and 
social services 11.4 2.5 6.8 46.1 20.2 35.5 

Public administration 8.8 6.7 7.7 11.4 11.6 11.5 

Goods 6.4 25.3 16.1 9.5 28.5 17.3 
Primary industries 2.7 4.0 3.3 2.7 12.3 6.6 
Manufacturing 2.1 12.5 7.5 5.9 11.9 8.4 
Construction 1.6 8.8 5.3 0.9 4.3 2.3 

Total 100.0 100.0 100.0 100.0 100.0 100.0 

Includes retail trade. 
SOURCE The Three-City Graduate Survey, Harvey Krahn and Graham S. Lowe, "Young workers in the service economy," Working Paper no. 14, 

Economic Council of Canada, Ottawa, 1990. 
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Table 7·6 

sales, and service occupations in traditional services were 
employed on a part-time basis. There are similar differences 
between the high school and university graduates when we 
look at involuntary part-time employment. 

Distribution of Employment by Occupation, According to Gender and Educational Level, Canada, 1987 

High school graduates University graduates 

Females Males Total Females Males Total 

(Per cent) 
Managerial and administrative 0.8 2.0 1.4 13.3 20.5 16.2 
Science, engineering, and 
mathematics 0.5 3.5 2.1 8.7 31.4 18.0 
Social sciences 2.9 0.3 1.5 9.8 4.3 7.6 
Teaching 1.6 0.3 0.9 35.9 15.8 27.7 
Medicine and health 3.7 1.0 2.3 3.7 0.7 2.4 
Artistic, literary, and 
recreational 2.6 2.3 2.4 2.3 2.3 2.3 
Clerical 43.9 13.5 28.3 13.5 4.6 9.9 
Sales 21.2 15.0 18.0 7.3 9.9 8.4 
Service 17.7 24.8 21.4 3.9 5.3 4.5 
Primary 2.4 4.3 3.4 0.2 1.0 0.5 
Processing and fabricating 1.3 16.5 9.1 0.2 2.0 0.9 
Construction 0.3 8.0 4.2 0.2 1.3 0.7 
Transportation and 
communications 1.1 8.5 4.9 0.9 1.0 0.9 

Total 100.0 100.0 100.0 100.0 100.0 100.0 

SOURCE The Three-City Graduate Survey, Krahn and Lowe, "Young workers in the service economy." 

low-wage clerical, sales, and service groups (where 40 per 
cent of the national work force is employed), note that about 
23 per cent did have jobs in these occupations. Among the 
high school graduates, the clerical, sales, and service occu­ 
pations dominated, accounting for over two thirds of the 
group's total employment and for 83 per cent of the jobs 
held by female high school graduates. 

Overall, then, educational attainment seems to have been 
an important factor in determining where the survey re­ 
spondents were employed two years after graduation. And, 
given the concentration of high school graduates in clerical, 
sales, and service occupations, particularly in traditional 
services, and the overrepresentation of university graduates 
in managerial and professional positions, it should not be 
surprising that the university-educated group reported more 
favourable work experiences. 

Table 7-7 compares the high school and university 
subsamples in terms of a number of employment outcomes. 
To begin, the incidence of part-time work was more than 
twice as frequent among high school graduates than among 
university graduates. This is primarily because virtually one 
half of those high school graduates who were in clerical, 

Respondents with university degrees also earned more 
on average than those who had only graduated from high 
school. This was true for both full-time and part-time 
workers; the gap was particularly large in the case of full­ 
time employment where the mean weekly take-home pay 
for university graduates was 38 per cent higher than the 
earnings of high school graduates. As well, on average, the 
occupational status of jobs held by the university graduates 
was considerably higher than that of those held by the high 
school graduates. 

Table 7-7 also suggests that respondents in the more 
educated group experienced more stability in their entry into 
the labour market. While 44.1 per cent of the employed high 
school graduates expected to be in their current job for no 
more than six months, the corresponding figure for the 
university graduates was far lower, at 28.5 per cent. 
Moreover, those who had completed only high school re­ 
ported that they had experienced almost 50 per cent more 



Table 7·7 

Selected Job Characteristics, by Level of 
Education, Canada, 1987 

Highschool 
graduates 

University 
graduates 

(Per cent) 

Part-time employment share! 34.8 15.2 
Involuntary part-time share 19.2 9.4 
No job permanencyê 44.1 28.5 

(Dollars) 
Average weekly take-home pay 

Full-time 268.76 374.02 
Part-time 121.95 154.78 

Average occupational status! 34.3 54.8 
Average number of months 
unemployed" 2.1 1.5 

1 Less than 30 hours per week. 
2 Plan to stay in current job for six months or less. 
3 Based on the 1987 Blishen Index of socio-economic status, which 

ranks occupations in ascending order according to earnings and 
education. See Bernard Blishen et al., "The 1981 socioeconomic 
index for occupations in Canada," Canadian Review of Sociology 
and Anthropology 24, no. 4 (November 1987). 

4 In previous two years. 
SOURCE Calculations based on the Three-City Graduate Survey, 

Krahn and Lowe, "Young workers in the service economy." 

unemployment since graduating than those with university 
degrees (2.2 months versus 1.5 months). 

While university graduates did report more favourable 
school-to-work transitions, the survey results do not suggest 
that a postsecondary degree will guarantee a "good" job 
immediately upon graduation. It should be noted, for ex­ 
ample, that a sizable minority (9 per cent) of employed 
university graduates were working in clerical, sales, and 
service occupations in traditional services. Despite having 
a university degree and two years of labour market expe­ 
rience, these individuals reported a lot of part-time work, 
most of it involuntary, and with relatively low wages and 
occupational status, and the lowest job satisfaction of all 
10 job "clusters" analysed by Krahn and Lowe. This un­ 
deremployment is consistent with results from the Class 
Structure Survey which indicate a significant degree of 
overqualification among young workers in traditional 
services.ë' 

In spite of this caveat, however, the findings of this sur­ 
vey of graduates do, on balance, underline the relationship 
between the level of educational attainment and the ease of 
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transition from school to work. Respondents who had only 
completed high school clearly had considerably less fa­ 
vourable early labour market experiences compared to the 
university graduates. In fact, the survey results suggest that 
without postsecondary education, young workers have a 
limited range of job opportunities, and that those are pre­ 
dominantly in traditional services. 

Education and Labour Market Adjustment 

We conclude our analysis of the link between educational 
attainment and employment by looking at the impact of the 
level of schooling on labour market adjustment. Is there a 
relationship between education and job tenure? Do turnover 
rates differ according to schooling? Are poorly educated 
workers more likely to lose their jobs? Do they face greater­ 
than-average problems in fmding new jobs? 

To answer these questions, we analysed labour adjust­ 
ment using longitudinal data for 1986-87 from the Labour 
Market Activity Survey (LMAS).21 Our research is based on 
the experiences of paid workers who were employed in the 
first of these two years. We focused particularly on indi­ 
viduals who left their employment (voluntarily or involun­ 
tarily) during the 24-month period covered by the survey. 
This group consists of 3.8 million workers, about 31 per 
cent of the paid labour force. 

The first observation is that the average length of time 
that individuals had been in their jobs at the time of sepa­ 
ration was directly related to their level of education: for 
example, the mean job duration for those with elementary 
schooling was just 32 months, compared to 43 months for 
university degree holders. Consistent with this finding, the 
likelihood of separating from employment decreased with 
greater levels of educational attainment. The turnover rate 
for workers who had completed a postsecondary program 
was significantly lower than the rate for those who had not; 
while at least one third of the paid labour force in the latter 
group separated from their jobs during the survey period, 
the corresponding figure for workers with a postsecondary 
certificate or diploma was 26 per cent, and just 20.5 per cent 
for those with a university degree (Table 7-8). 

The reason for separation also differed according to the 
level of educational attainment. Of the possible reasons - 
"layoffs" (involuntary loss of a job), "quits" (voluntarily 
leaving a job), and "other" (for example, retirement, tem­ 
porary disability, and other personal factors) -layoffs rep­ 
resented a larger share of separations among workers with 
only elementary education than among any other group. The 
relative importance of quits, on the other hand, tended to 
increase with the level of schooling. 
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Table 7-8 

did not have a certificate, diploma, or degree, and the pro­ 
portion who were jobless at least 27 weeks was significantly 
higher among the less educated group (Table 7-9). The re­ 
lationship between joblessness duration and educational 
attainment was particularly strong where the separation was 
voluntary: after a quit. the mean joblessness duration for 
those who had not completed a postsecondary program was 
4.1 weeks longer than the duration for those who had. 

Separation Rates' and Distribution by Reason for Separation, According to 
Educational Attainment Level, Canada, 1986 and 1987 

Distribution of job separators by reason for separation 

Separation rate Layoff Quit Other Total 

(per cent) 
None or elementary 35.9 35.6 26.4 38.0 100.0 
Some or all secondary 33.4 29.7 28.3 42.0 100.0 
Some postsecondary 36.4 30.4 27.1 42.5 100.0 
Postsecondary certificate/diploma 26.0 28.2 30.8 41.0 100.0 
University degree 20.5 28.6 33.1 38.3 100.0 

Total 31.2 30.2 28.7 41.1 100.0 

Number of job separatoR as a percentage of the total number of paid employees in each category. 
SOURCE Calculations by the Economic Council of Canada, based on Statistics Canada, the Labour Market Activity Survey. 

Of the 3.8 million workers who separated from their jobs, 
about 2.7 million, or 72 per cent, had found new employ­ 
ment by the end of the period. For those who did find a 
second job, we investigated the relationship between the 
duration of joblessness and educational attainment. 2Z Our 
analysis indicates that the period of time without work 
tended to decrease as educational attainment rose. Work­ 
ers who had completed a postsecondary program were more 
likely to be reemployed within four weeks than those who 

Table 7-9 

Distribution or Job Separators' by Duration of 
Joblessness, According to Educational Attainment, 
Canada, 1986 and 1987 

Weeks of joblessness 

40r 
less 

27 or 
more 5-26 Total 

(Per cent) 
None or elementary 23.2 40.7 36.1 100.0 
Some or all secondary 25.8 35.4 38.9 100.0 
Some postsecondary 25.5 36.8 37.7 100.0 
Postsecondary 
certificate/diploma 32.3 36.7 31.0 100.0 
University degree 30.0 40.9 29.2 100.0 

1 Based on experience of job Icparaton who found a second job. 
SOURCE Calculations by the Economic Council of Canada, based on 

Statistics Canada, the Labour Market Activity Survey. 

Does education matter in terms of the wages of workers 
who change jobs? We considered this question by compar­ 
ing the hourly wages in the first and second jobs of those 
workers who did find reemployment, according to their 
level of schooling. This analysis suggests that there is no 
clear relationship. Of the job changers, 54 per cent experi­ 
enced a wage increase while 35 per cent experienced a wage 
decline; comparing the different educational-attainment 
groups, those with elementary schooling and those with 
university degrees - the worst and best educated - were 
least likely to have a wage gain and most likely to have a 
wage 10ss.23 

Canada's Training Infrastructure 

The first half of this chapter has emphasized the impor­ 
tance of human capital, specifically in the form of schooling, 
in determining employment outcomes. There is a strong 
relationship between education and success in the labour 
market, and the evidence we have presented suggests that 
this link is becoming stronger over time. Certainly, this is 



partly due to the better-educated work force, which is 
placing individuals without a lot of schooling in an 
increasingly disadvantaged position. It also reflects the 
upgraded skill requirements and the growing role of 
knowledge in an information-based, high-technology 
economy. 

In light of these facts, the performance of Canada's edu­ 
cation systems deserves close attention. In some respects, 
the evidence suggests that there is a high commitment to 
education in this country: for example, in terms of relative 
public expenditures and enrolment rates, Canada places 
among the world leaders. Some of the education indicators 
in this country, however, are disturbing: the significant in­ 
cidence of functional illiteracy, secondary school drop-out 
rates of around 30 per cent, and mediocre scores at the ad­ 
vanced secondary level in international tests of student 
achievement in mathematics and science." In looking at the 
quality of education, it is evident that well-focused research 
is needed on the performance of Canada's education sys­ 
tems in enhancing the goal of a universally well-educated 
work force. (The Economic Council has undertaken a study 
on this subject which is expected to be published in 1992.) 

But we must not overlook the importance of skill forma­ 
tion that takes place outside the formal educational system; 
vocational training activities sponsored by employers and 
governments are very important sources of human-resource 
development For the individual, training can be a means 
to obtain and upgrade occupational skills, and can ease the 
process of adjusting to technological and structural change. 
It can also provide a "second chance" for adults to learn 
the basic skills that are traditionally acquired through 
schooling. In general, then, training enhances on-the-job 
performance and therefore productivity and competi­ 
tiveness. 

In the remainder of this chapter, we will examine vari­ 
ous aspects of the training infrastructure in Canada, focus­ 
ing on the capacity of the training system to provide the 
skills that enhance individuals' employability and produc­ 
tivity. First, we will review the available evidence on 
training within Canadian industry. It has often been noted 
that knowledge in this area has been hampered by a lack of 
data, and that there have been no defmitive assessments of 
training sponsored by Canadian employers. We have tried 
to provide a more complete view by assembling the results 
from those surveys that have been conducted over the past 
two decades. We will then turn to government-sponsored 
training activities. Recent trends in federal programs, spe­ 
cifically under the Canadian Jobs Strategy and Unemploy­ 
ment Insurance, will be reviewed. We will also examine 
developments in selected provincial jurisdictions." 

Issues in Human-Resource Development 123 

Employer-Sponsored Training 

Training in industry is assuming a higher profùe on both 
the corporate and the public-policy agendas. In the debate 
over this issue, there is consensus regarding the value of 
employer-sponsored training for workers, organizations, and 
the economy. To cite one prominent example, the 
De Grandpré Advisory Council on Adjustment argued that 
"only private sector training and retraining, on a continu­ 
ous basis, will allow firms to meet their skill requirements, 
workers to maximize their abilities, and firms and workers 
to adjust and win.'?' Similar positions have been articulated 
by a range of groups including the federal Department of 
Employment and Immigration, several of the recent task 
forces coordinated by the Canadian Labour Market and 
Productivity Centre, the Ontario Premier's Council, and 
business groups such as the Canadian Manufacturers' 
Association." 

There is empirical evidence on the positive impacts of 
human-resource development in the workplace. Studies 
(predominantly in the United States) indicate that employ­ 
ees who receive training have significantly higher wage 
growth than those who do not." In fact, the rates of return 
to investments in employer-sponsored training appear to be 
higher than those for schooling." As well, evidence sug­ 
gests that employees who receive job training experience 
lower separation rates and less unemployment than other 
workers." And there is quantitative support for the con­ 
tention that human-resource development in the workplace 
leads to productivity gains for both the individual receiv­ 
ing the training and the employer providing it." 

The growing economic importance of workplace training 
is being increasingly recognized. The American Society for 
Training and Development concludes that "over the years, 
the point of learning has moved closer and closer to the 
point where goods and services are produced."> Global 
competitiveness and technological change are making it 
more and more difficult for firms to survive and prosper 
without substantial and ongoing investments in their human 
resources. As well, as a result of the slowdown in labour 
force entrants, it seems likely that employers will have little 
alternative but to rely on retraining existing workers in or­ 
der to meet new and higher skill requirements. 

The question of how to stimulate human-resource de­ 
velopment within industry has emerged as an important 
policy issue in this country. The De Grandpré Advisory 
Council recommended a mandatory employer tax as an in­ 
centive to provide training," and the 1990 Quebec budget 
included a tax credit for training expenses." The Ontario 
Premier's Council has also made recommendations to 



124 Employment in the Service Economy 

stimulate industry's investment in human-resource devel­ 
opment." 

Unfortunately, this policy debate is hindered by the fact 
that we actually know relatively little about industry­ 
sponsored human-resource development There is no census 
of training in industry, indeed there is no consensus on what 
constitutes "training." In this section, we will review ex­ 
isting studies in order to consider the following questions: 
How much employer-sponsored training takes place in this 
country? Has this changed over time? What types of em­ 
ployers tend to provide training? What types of employees 
tend to receive it? How does the Canadian experience 
compare with that of other countries? 

Training Surveys 

The following analysis of training in Canadian industry 
is based on 14 surveys conducted over the past three dec­ 
ades, including the major national surveys undertaken for 
the most part by federal government agencies." The ma­ 
jority were undertaken in the 1980s; to make some com­ 
parisons over time, we also have reviewed some surveys 
from the 1960s and 1970s. It is important to note that the 
studies which we have analysed are not strictly comparable. 
There are important variations among them as to the 
meaning of "training," and also the population from which 
the samples were drawn. (For a list of the surveys reviewed 
and background information, see Figure 7-1.) 

In most of the surveys, training is considered in the lim­ 
ited sense of formal activities sponsored by the employer. 
For example, the Human Resource Training and Develop­ 
ment Survey (HRTDS) identifies training as having "an 
identifiable structured plan and objectives designed to de­ 
velop a worker's skill and competence.'?' Informal train­ 
ing is not considered; however, it does include all formal 
programs whether carried out on the job or off-site, during 
or outside working hours. A few of the surveys do explicitly 
include informal training, such as the Small Business Panel 
Survey (SBPS) which considers informal training "acquired 
by working under normal work or production conditions, 
either with an experienced worker or under the direction of 
a supervisor.?" 

The surveys also vary in terms of the nature of their 
samples. Some are based on responses from workers while, 
in others, establishments or firms represent the sampling 
unit. Even within these two broad types, there are differ­ 
ences. For example, among the worker surveys, the Adult 
Training Survey (ATS) is based on a random sample of 
labour force participants, while the CLMPC Training 

Survey includes only full-time employees. Among the 
establishment surveys, there are some differences in terms 
of the industries and the size of firms that were covered. 

Incidence of Training 

According to the most recent comprehensive study, the 
federal government's Human Resource Training and De­ 
velopment Survey (HRTDS), slightly less than one third 
(31 per cent) of private-sector firms in Canada supported 
or directly provided formal training for their employees in 
1987.39 Estimates based on the HRTDS set training expen­ 
ditures by industry in fiscal year 1986-87 at $1.4 billion. 

How does this level of activity compare with earlier es­ 
timates? To consider this question, we calculated the 
training incidence rates from the surveys we have reviewed 
(Table 7-10). Looking first at those surveys whose scope 
was limited to formal programs, 25 per cent of Canadian 
firms provided formal training in 1984-85 according to the 
Survey of Training in Canadian Industries (STCI); the total 
training expenditure made by Canadian industry at that time 
was estimated with STCI data at just over one billion dol­ 
lars. Studies carried out in the 1960s and 1970s yielded in­ 
cidence rates from 17 to 27 per cent. A comparison of these 
figures with the HRTDS suggests that the level of training 
activity may have been slightly higher in the late 1980s than 
it was earlier in the decade and in preceding decades. 
However, while the HRTDS and the STCI and most of the 
earlier surveys did have broadly comparable methodologies, 
there were differences, and some caution should be taken 
in comparing these incidence rates. 

When we look at the incidence of training in terms of 
the percentage of employees receiving formal training, there 
is no evidence of change over time. Eight surveys in our 
review published this statistic, and their estimates ranged 
from 7 per cent in the 1965 Survey of Training in Industry 
to 19 per cent in the 1963 Survey of Organized Training 
Programs. All subsequent surveys yielded incidence rates 
within the bounds established by these early studies. 

Using a formal definition, then, most Canadian firms do 
not provide training, and the vast majority of Canadian 
workers do not receive any employer-sponsored training. 
Estimates of human-resource development activity, how­ 
ever, are considerably higher when informal training is 
recognized. On the basis of this broader defmition, 56 per 
cent of the employees responding to the 1989 Canadian 
Labour Market and Productivity Centre (CLMPC) Training 
Survey reported that they had received some training in the 
previous two years. As well, 68 per cent of the firms 
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Table 7-10 

Incidence of Employer-Sponsored Training, 
Selected Surveys, Canada 

Firms 
providing 
training 

Employees 
receiving 
training 

(Per cent) 
CLMPC High-Tech Survey (1989) 47.0 
CFIB Small Business Panel Survey 
(1988)1 68.3 

CLMPC Training Survey 
(1987-89)1.2 56.0 

Hwnan Resource Training and 
Development Survey (1987) 30.7 

Adult Training Survey (1984-85)3 11.3 
Survey of Training in Canadian 
Industries (1984-85) 25.2 11.5 
Survey of Adult Education (1983)4 6.2 
Survey of Skill Development Leave 
Programs (1982)5 52.2 18.1 

Hwnan Resources Survey (197W 61.7 
Survey of Education Leave and 
Training and Development (1978) 23.0 15.1 
Employer-Sponsored Training 
Survey (1973)2 7.9 

Survey of Training in Industry 
(1969-70) 22.9 

Survey of Training in Industry (1965) 26.5 6.9 
Survey of Organized Training 
Programs (1963) 16.8 19.3 

1 Formal and informal training. 
2 Full-time employees receiving training over a two-year period. 
3 Only programs of more than four weeks duration included. 
4 Survey of workers taking short-term training. 
S Only firms with at least 100 employees sampled. 
SOURCE See Figure 7-1. 

participating in the 1988 Small Business Panel Survey 
(SBPS) provided some form of training." This latter inci­ 
dence rate is particularly noteworthy given the over­ 
representation of small firms in the SBPS sample. As we 
will see below, training activity tends to be directly related 
to establishment size. Over 80 per cent of the SBPS re­ 
spondents reporting training indicated that they provided 
on-the-job training, much of it informal, suggesting that the 
incidence rate yielded by that survey would have been much 
lower if only formal training had been recognized. 

The Training Decision 

There are a variety of reasons why employers sponsor 
training for their workers. Naturally, the standard objective 

is to improve job performance. Within this overall goal, the 
reasons vary: a firm may have hired workers, introduced 
new technology, or simply want to increase productivity 
or product quality. As well, there are other, quite different 
reasons for firms to sponsor training, such as to comply with 
contractual or legislative obligations, and to offer employ­ 
ees an opportunity to develop their personal interests and 
abilities. 

The Human Resource Training and Development Survey 
asked firms about the objectives of the training they offered. 
The responses indicate that 58 per cent hoped to improve 
job performance (Table 7-11). Most of the other significant 
motivations were also related to job performance in some 
way or another: at least one quarter of the respondents cited 
the need to keep employees informed of technical or pro­ 
cedural changes, orientation for new employees, meeting 
changing skill requirements, and upgrading workers for new 
positions. Providing an opportunity for employees to de­ 
velop personal skills and knowledge was identified by 
45 per cent of the training respondents. Factors not directly 
related to job performance - compliance with regulations, 
affirmative-action goals, and collective agreements, and 
assisting the relocation of workers to avoid layoffs - were 
cited relatively infrequently." 

From a policy perspective, it is probably of greater inter­ 
est to understand the reasons why firms do not train. 

Table 7-11 

Training Objectives Identified by Firms Reporting 
Formal Training Programs, Canada, 1987 

Proportion of 
firms citing 
objective! 

Helping current job performance 
Personal skills and knowledge development 
Keeping employees informed of technical/ 
procedural changes 
Orientation of new employees 
Meeting changing skill requirements 
Helping employees qualify for 
future jobs in firm 

Meeting regulatory requirements 
Meeting affirmative-action goals 
Assisting relocation of workers within firm 
Meeting collective-bargaining requirements 

(per cent) 
57.9 
44.7 

31.0 
30.9 
25.0 

24.8 
14.6 
9.8 
6.3 
2.2 

1 Respondents marked all applicable objectives. 
SOURCE Statistics Canada, the Human Resource Training and 

Development Survey, unpublished data. 



Unfortunately, most of the available surveys do not provide 
empirical evidence on this issue. In theory, the classic 
deterrent to training has been "free-riding," where some 
firms choose not to invest in training, instead meeting skill 
requirements by poaching from firms that do. The result is 
a strong disincentive to train. Concern about this problem 
and its consequences for overall investment by industry in 
human-resource development has motivated some policy 
proposals in recent years; for example, a training tax that 
would largely eliminate the advantages of free-riding. 

How important a deterrent to training is the free-rider 
problem? The evidence is inconclusive, and it appears that 
labour market conditions and the type of company are sig­ 
nificant factors. In a very tight labour market, free-riding 
undoubtedly becomes more serious. In a survey conducted 
by the Ontario Premier's Council in the late 1980s (when 
unemployment rates were low in Ontario), 41 per cent of 
the firms reported that poaching was a serious problem; in 
high growth industries the figure was 58 per cent 42 How­ 
ever, other surveys conducted when labour market condi­ 
tions were not so tight present a very different picture. In 
the 1984-85 Survey of Training in Canadian Industries, only 
1 per cent of the nontraining firms identified the risk of 
losing workers as a reason for not training, but in the 1979 
Human Resources Survey, 17 per cent of the non-training 
establishments said that workers leaving during or after the 
training period was a deterrent Obviously, with such a large 
range of estimates, it is difficult to draw a conclusion about 
the significance of free-riding. 

Certainly, from the surveys that gathered data on deter­ 
rents, it is clear that there are other obstacles to providing 
training. Some firms simply do not have skill requirements 
that create a need for it; among STCI non-trainers, for ex­ 
ample, 16 per cent responded that they did not train because 
they had few skilled jobs. As well, the surveys have con­ 
sistently found that a significant number of non-trainers 
report that the resources required to sponsor formal training 
(in terms of money, personnel, or space) are a deterrent. 
According to both the CLMPC High-Tech Survey and the 
STCI, nearly 30 per cent of the firms who did not provide 
formal programs said their skill-development needs were 
better met by informal training. 

What Firms Provide Training? 

A number of surveys examined the level of training ac­ 
tivity by industry and by firm size. There appears to be a 
relatively consistent-ranking by industry; however, the 
interindustry differences are not particularly large. Firms 
in manufacturing and in financial and business services 
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typically have the highest incidence rates; among HRTDS 
respondents, for example, these industries led with 38 per 
cent and 37 per cent reporting formal training programs, 
respectively. Construction, and transportation and com­ 
munications tend to have relatively low proportions of firms 
sponsoring formal training: the incidence rates among 
HR IDS respondents in these industries were 23 per cent 
and 22 per cent, respectively. According to the CLMPC 
High- Tech Survey, the "high-tech" sector (including various 
manufacturing and, to a lesser extent, service industries) is 
comparatively active in terms of training; 47 per cent of the 
firms reported that they had sponsored formal programs in 
1989. 

There is strong evidence that human-resource develop­ 
ment is most prevalent among large firms. This is true 
whether formal or informal training is considered. The 
SBPS, which included both, found that 67 per cent of firms. 
with fewer than 20 employees provided training, while the 
corresponding figures for those with 20-49 employees and 
with 50 or more workers were 75 and 84 per cent, respec­ 
tively. In the CLMPC High-Tech Survey, the formal train­ 
ing incidence rates were 37 per cent for small firms (less 
than 100 employees), 64 per cent for medium-sized firms 
(100-999 employees), and 93 per cent for large firms 
(1,000 or more employees). 

The Human Resources Training and Development Survey 
yields a similar picture. Among respondents with fewer than 
10 employees, only slightly more than one quarter reported 
formal training programs, with the incidence rate increasing 
for larger firms until it reached 89 per cent for employers 
with 500 or more workers (Table 7-12). As well, a dispro­ 
portionate share of the overall training expenditure was 
made by large firms; while respondents with at least 
100 employees represented only 1 per cent of the HRTDS 
sample, they accounted for 60 per cent of the total money 
spent. The average expenditure per company was also di­ 
rectly related to firm size. 

While these results demonstrate the relationship between 
firm size and training activity, they do not necessarily in­ 
dicate that the commitment to human-resource development 
is greater in large companies. In other words, the higher 
incidence rates and expenditures may simply reflect differ­ 
ences in the scale of operation. In order to control for firm 
size, we estimated the training expenditure per employee 
from the HRTDS data; as Table 7-12 shows, the relation­ 
ship between size and training activity becomes less clear. 
In fact, the greatest expenditure per employee was reported 
by firms in the smallest size-category (less than 10 em­ 
ployees). It is difficult to interpret this result, since it may 
reflect the fact that small companies cannot benefit from 
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Table 7-12 

Distribution of 

Training Activity, by Firm Size, Canada, 1987 

Proportion 
reporting formal 

training 

Average expenditures 

Employees 
Training 

expenditures 
Per 

company 
Per 

worker 

Number of employees 
Less than 10 
10-99 
100-499 
500ormore 

26.6 
48.3 
73.3 
88.8 

Total 30.7 100.0 

(Per cent) (Dollars) 

82.6 
16.4 
0.9 
0.1 

19.6 444 408 
19.9 2,270 181 
10.0 20,457 147 
50.3 647,848 268 

100.0 1,872 242 

SOURCB Estimates by the Economic Council of Canada, based on Statistics Canada, the Human Resources Training and Development Survey. 

economies of scale available to larger employers. Relatively 
high per employee expenditures were also reported by the 
largest size-category (500 or more workers), and the low­ 
est amounts were reported by ftrms in the middle range. 

Which Employees Receive Training? 

Training sponsored by employers tends to be concentrated 
among certain types of workers - typically those in well­ 
paid and high-skilled jobs who already have relatively high 
levels of human capital. Undoubtedly, this reflects em­ 
ployers' decisions about where the returns on their training 
investments would be greatest; however, it also reflects the 
fact that human-resource development within industry 
generally has not created training opportunities for the 
majority of the work force. 

This concentration of training is quite evident, for ex­ 
ample, from the Adult Training Survey, which provides 
considerable detail about the characteristics of workers who 
undertook formal training activities in 1984-85. According 
to the A TS results, participation rates were higher for men 
than for women, and for younger than for older employees. 
The proportion of workers receiving training was greatest 
among those with postsecondary education and those in 
professional and technical occupations." 

The CLMPC Training Survey gathered data in 1987-89 
on who receives employer-sponsored training (Table 7-13). 
For the most part, it leads to the same conclusions as those 
that emerge from the ATS. One exception is gender: females 

were slightly more likely than males to report some train­ 
ing, although the male rate was higher when only longer­ 
term training (20 weeks or more) was considered." Looking 
at other worker characteristics, the probability of receiving 
training was greatest for younger workers, full-time em­ 
ployees, those in white-collar occupations, and workers with 
relatively high household incomes and advanced levels of 
educational attainment 

International Comparisons 

How does Canadian industry's training performance 
compare with those of other advanced economies? Although 
it is almost impossible to make absolute comparisons be­ 
tween countries with quite different institutions, we have 
tried to assemble some comparative measures of training 
in industry for Canada and a selection of other countries. 
These indicators, which are summarized in Table 7-14, 
come from various sources; they are not comprehensive, 
complete, or perfectly comparable across nations. Never­ 
theless, they do provide some indication of where to situate 
Canada's industrial training performance within an inter­ 
national context 

Generally, these ftgures indicate that Canada's perform­ 
ance does not compare favourably with those of other 
countries. Looking ftrst at private-sector expenditures on 
training and education relative to total output. Canada ranks 
last of the six countries included. According to this measure, 
U.S. relative expenditures are more than double Canada's, 
with Japan, Germany, and the United Kingdom standing 
far above the North American levels. One type of training 



Table 7-13 

Characteristics of Employees Receiving Job 
Training, Canada, March 1987 to March 1989 

Proportion reporting 

Some 
training 

More than 
20 days of 
training 

(Per cent) 

All employees 56 22 

Sex 
Males 54 23 
Females 57 20 

Age 
18-29 65 26 
30-44 56 22 
45-59 45 15 
60 and over 33 16 

Employment status 
Full-time 57 23 
Part-time 42 4 

Occupation 
Professional and administrative 63 26 
Technical 55 25 
Office, sales, and service 65 23 
Skilled and semiskilled 47 19 
Unskilled 43 8 

Household income in 
thousands of dollars 
Less than 15 51 17 
15-25 51 20 
25-35 58 22 
35 and more 57 23 

Schooling 
0-8 years 34 12 
9-13 years 52 21 
14 years and over 63 24 
University degree 64 20 

SOURCB The Canadian Labour Market and Productivity Centre 
Training Survey, 1989. 

for which there are relatively good international statistics 
is apprenticeship training. That form of training is the 
strength of the German vocational development system; the 
number of apprentices there is at least five times that in 
Canada or in any of the other countries. 
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A more subjective comparison of the strength of train­ 
ing in industry in various countries was made by the On­ 
tario Premier's Council in its 1988 report, Competing in the 
New Global Economy. Its conclusion was that the training 
commitment in Canada (along with the United States) was 
significantly below those of the other countries considered. 
In terms of the support given by employers to training, both 
Canada and the United States were rated far below Germany 
and Japan. While the Canadian (and American) disadvan­ 
tage relative to Sweden appears to be less, note that gov­ 
ernment support for training in industry in that country was 
assessed as "strong" relative to our "weak" evaluation. 

Government-Sponsored Training 

As the Swedish case demonstrates, governments can also 
shape a nation's training infrastructure. First, they can 
support employer-based human-resource development in 
various ways. Second, and typically the greater policy focus, 
they are the major player in providing training opportunities 
for workers who are unemployed, who are at risk of be­ 
coming unemployed, or who in some way do not have a 
strong attachment to a particular employer. In the remainder 
of this chapter, we will consider the recent activities of 
Canadian governments - federal and provincial - in pro­ 
viding opportunities for workers to develop employment­ 
related skills. 

The Federal Government and Skills Training= 

Federal government intervention in the labour market 
includes unemployment insurance, training, job creation, 
and the national employment agency, as well as special 
programs targeted to women, young people, older workers, 
and other groups. Federal financial involvement is sub­ 
stantial; in 1988/89 it represented slightly over 2 per cent 
of Canada's gross domestic product (Table 7-15). This 
relative expenditure on labour market programs is slightly 
below that made by the major countries of western Europe 
(excluding the United Kingdom)," and well above the U.S. 
and Japanese levels. (While comparable figures are not 
available for provincial programs, it is likely that, given the 
decentralized nature of labour market policy in this country, 
Canada's ranking internationally in terms of public expen­ 
ditures would be even higher than that indicated in 
Table 7-15 if all levels of government were included.) 

Table 7-15 also presents an international comparison of 
how labour market expenditures are allocated among in­ 
come maintenance, training, job creation, and a miscella­ 
neous category which includes special programs for the 



130 Employment in the Service Economy 

Table 7-14 

Training Indicators, Selected Countries and Dates, 1982-87 

Private sector Apprentices as a 
expenditures on training proportion of Support for training in industry by 

and education as a employment 
proportion of GDpl (1987) Employers- Govenunent 

(Per cent) 

Canada 0.25 1.1 weak weak 
France 0.48 1.0 
West Germany 1.96 7.1 strong weak 
Japan 1.40 strong weak 
Sweden modest strong 
United Kingdom 2.17 1.4 
United States 0.66 0.3 weak weak 

1 Data are for 1987 for Canada, the United States, and the United Kingdom; 1985 for France; 1984 for Japan; and 1982 for Germany. 
2 Includes apprenticeship training. 
SOURCB Based on Wayne Simpson and David Stambrook, "Employer-based training policy in Canada," paper for Employment and Immigration 

Canada, draft, November 1989; Canadian Labour Market and Productivity Centre, "Apprenticeship," Part 4, Report of the CLMPC Task 
Forces on the Labour Market Development Strategy, 1990; and Ontario Premier's Council, Competing in the New Global Economy 
(Toronto: Queen's Printer of Ontario, 1988). 

Table 7-15 

Public Expenditures on Labour Market Programs, Selected Countries and Years, 1988-90 

Distribution of labour market expenditures 
Asa 

proportion Income Job 
Year ofGDP maintenance! Training? creatiorr' Other" Total 

(Per cent) 

Canada 1988/89 2.1 75.6* 12.7 1.8 9.8 100.0 
France 1988 2.9 71.8 17.4 4.3 6.1 100.0 
West Germany 1989 2.3 57.1 14.8 8.5 19.6 100.0 
Japan 1989/90 0.5 66.5 5.3 20.2 6.7 100.0** 
Sweden 1989/90 2.4 28.9 21.8 9.6 39.8 100.0 
United Kingdom 1989/90 1.7 58.1 29.0 2.6 10.3 100.0 
United States 1989/90 0.6 62.1 16.0 6.5 15.4 100.0 

*Sickness, maternity, and retirement U1 benefits are excluded. Training U1 benefits are included under training, and job creation U1 benefits are 
included under job creation. 

**Estimate only, therefore figures do not add to 100. 
1 Includes payments for early retirement except in Canada, Japan, and the United Kingdom. These are generally fairly small except for France where 

they constitute 28 per cent of total labour market expenditures. 
2 Includes training programs aimed at youth in France, West Germany, the United Kingdom, and the United States. 
3 Includes job creation programs aimed specifically at youth, except Germany and Japan. 
4 Mainly administration costs and costs of programs for the disabled, except in Canada where there is no program specifically aimed at the disabled. 

In Sweden, programs for the disabled constitute 30 per cent of total labour market expenditures. 
SOURCB Estimates by the Economic Council of Canada, based on Organisation for Economic Co-operation and Development, Labour Market 

Policies/or the 1990s, Paris, OECD,1990. 



disabled as well as administrative costs. Canada's labour 
market policies have emphasized income maintenance, 
mostly through the Unemployment Insurance (DI) system. 
In 1988/89, this category accounted for three quarters of 
the expenditures at the federal level. While income main­ 
tenance is also the most important cost component for the 
other countries (with the exception of Sweden), none is as 
high proportionally as Canada's. 

Canada places less emphasis on "active" strategies, no­ 
tably training and job creation, than do the other countries, 
particularly Sweden and Germany. Focusing specifically on 
training, these expenditures represented slightly less than 
13 per cent of all federal spending on labour market pro­ 
grams in 1988/89. This percentage is significantly above 
the figure for Japan and below all other shares. Note that 
in Japan the base (in terms of relative public labour market 
expenditures) is much lower, indicating a further diminished 
government role in skill development in that country; 
however, as we have seen, Japanese industry plays a sub­ 
stantially greater role in training than does Canada's in­ 
dustry. 

The strong orientation of federal labour market policy 
towards income maintenance has been the subject of con­ 
siderable discussion in recent years. While major differences 
of opinion exist with respect to the role of unemployment 
insurance, there does appear to be a fair degree of consensus 
that public policy must become more "active" in the sense 
of supporting workers in becoming employable in the long 
term, particularly through training." Certainly this is the 
position expressed by the federal government in its April 
1989 policy paper, Success in the Works.48 Nevertheless, the 
share of federal labour market spending allocated to training 
actually decreased slightly in the last half of the 1980s 
(despite declines in unemployment rates that reduced the 
demand for income-maintenance funding) from 13.4 per 
cent in 1985/86 to 12.7 per cent in 1988/89. For all of the 
other countries, the relative share accounted for by training 
increased in these years." 

Overall federal expenditures on training were slightly 
more than $1.7 billion in 1989/90. This money is essentially 
spent through two programs: the Canadian Jobs Strategy 
(CJS) and Unemployment Insurance, with the former ac­ 
counting for over 85 per cent of the total. The CJS was in­ 
troduced in 1985 as the umbrella structure for federal gov­ 
ernment labour market initiatives. The stated intention of 
the strategy was to provide programs that were flexible and 
responsive to market needs. It was meant to encourage 
competition among suppliers of training (in contrast to the 
previous situation where federal training dollars were pre­ 
dominantly directed towards provincial community col- 
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leges). The other important feature of the CJS was its fo­ 
cus on those most in need. 

The Canadian Jobs Strategy is organized into six pro­ 
grams: 

1 Job Development focuses on the needs of the long-term 
unemployed; 

2 Job Entry is targeted at the entry of young people and 
the reentry of women into the work force; 

3 Skill Shortages assists employers facing occupational 
skill shortages; 

4 Skill Investment is addressed to workers threatened by 
technological or market changes; 

5 Community Futures supports a range of development 
activities in economically depressed communities; and 

6 Innovations supports pilot and demonstration projects 
designed to develop employment. 

How have these programs contributed to the skill devel­ 
opment of the Canadian work force? Unfortunately, the CJS 
data are organized on the basis of the six constituent pro­ 
grams rather than the activity undertaken, and while training 
is an important aspect of each of the programs, and the most 
important aspect of many, none is exclusively concerned 
with training. In our analysis of the CJS, we make the as­ 
sumption that all of the expenditures are on training, with 
the exception of the Challenge option of Job Entry which 
clearly emphasizes employment creation." Given that job 
creation, as well as counselling, adjustment assistance, and 
a range of other activities take place under the CIS umbrella, 
this assumption will lead to some overstatement of the 
strategy's actual contribution to skill development." 

Table 7-16 shows the annual level of CIS expenditures 
(in 1989 dollars) in 1986/87, the first complete fiscal year 
for the strategy, and 1989/90, the most recent year for which 
data are available. The first point to note is that total ex­ 
penditures in real terms declined over this period; funding 
for the programs was more than $150 million lower in 
1989/90 than it was in 1986/87. A major reason for this 
decrease was the substantial decline in expenditures on Job 
Development (targeted at the long-term unemployed); in­ 
deed, real annual expenditures for this program were more 
than twice as great in 1986/87 than in 1989/90. While 
funding for the other components did increase in real terms, 
the magnitude of these gains did not compare to the decrease 
for job development. Particularly notable is the very modest 
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increase for skill shortages, a program which would be es­ 
pecially useful as labour markets tighten; while expenditures 
on this program did increase by 23 per cent in 1986/87 and 
1987/88, they have only risen slightly since then. 

Evaluations undertaken for the federal government offer 
mixed reviews of the effects of participation in the two 
largest CJS components on the subsequent employability 
and earnings of participants. An assessment of Job Devel­ 
opment found clear improvements in employability and real 
wage gains in just one of three program options studied." 
The evaluation of Job Entry was somewhat more favour­ 
able; positive impacts were identified for two of the three 
program options analysed." However, even when sophis­ 
ticated program evaluations are carried out, caution must 
be exercised in interpreting the results. What appear to be 
effects of training may, in fact, be the result of "unobser­ 
vable" factors for which it is impossible to control. As well, 
evaluations such as those carried out for the federal gov­ 
ernment are based on relatively short-term follow-ups and 
cannot offer information on long-term effects. 

Putting aside questions of evaluation, the major limitation 
of the CJS as an instrument for human-resource develop­ 
ment is its selective targeting. As we have noted, the strat­ 
egy is explicitly targeted at those most in need; about two 

Table 7-16 

Canadian Jobs Strategy Annual Expenditures, by 
Program, 1986/87 - 1989/901 

1986/87 1987/88 1988/89 1989/90* 

(Millions of 1989 dollars) 
Job Development 937 647 504 462 
Job Entry 256 401 388 394 
Skill Shortages 208 255 258 267 
Skill Investment 55 71 85 96 
Community Futures 72 78 123 140 
Innovations 17 39 40 32 

Subtotal 1,545 1,485 1,399 1,391 

Challenge 
(Job Entry) 132 133 134 128 

Total CJS 1,677 1,618 1,533 1,519 

"Estimated. 
1 Fiscal years, beginning April 1. 
SOURCB Estimates by the Economic Council of Canada, based on 

Employment and Immigration Canada, Annual Reports, and 
unpublished figures. 

thirds of the approximately 300,000 people participating in 
CJS programs in 1988/89 - excluding Challenge - had ex­ 
perienced long-term unemployment or problems entering 
the labour market, or were threatened by technological or 
market changes. Targeting available funds at these groups 
may well be the most appropriate way to allocate CJS re­ 
sources; however, the CJS cannot be considered a human­ 
resource development option for most Canadian workers. 

The other major avenue for federal involvement in 
training is the VI system. Typically, VI claimants must be 
available for work and, as such, cannot normally undertake 
training on any significant basis. Section 26 of the Unem­ 
ployment Insurance Act, however, does provide for claim­ 
ants to obtain training in certain circumstances. In these 
situations, unemployed workers continue to receive their 
benefits and may also have their training costs paid for. One 
objective of the recent reforms to the Unemployment In­ 
surance Act is to make training a more important option 
for claimants. To this end, the proportion of the VI fund 
allocated for training and other "developmental" purposes 
(job creation and work sharing) will be raised significantly." 

Until now, Section 26 activity has represented a minor 
aspect of the VI system. In 1989/90, about 85,000 VI ben­ 
eficiaries received training under Section 26, with total 
expenditures amounting to slightly less than $300 million. 
In terms of both participants and costs, this represented 
about 2.5 per cent of the overall program. Moreover, the 
relative importance of training within the VI system did not 
increase during the 1980s; real expenditures remained be­ 
tween $220 million and $300 million throughout the decade. 
In fact, Section 26 activity accounted for a slightly higher 
proportion of beneficiaries and benefits just prior to the 
1981-82 recession than it does now; during the recession, 
the shares of both dropped by about 1 percentage point 
and they have remained at that lower level since then 
(Chart 7-8). 

The minor role played by training within the VI system 
is the result of a number of factors. We have already men­ 
tioned the budget ceiling for developmental uses of the VI 
fund. In addition, there have been restrictions regarding 
access to training for claimants and the choice of courses 
available. In fact, apprentices collecting VI benefits while 
on block release make up a large part of the Section 26 
clientele, accounting for 49 per cent of the individuals re­ 
ceiving training benefits who started their claim period in 
1989. It is not surprising, then, that the demographic profile 
of apprentices - essentially young men - dominates the 
demographic profile of claimants who receive benefits un­ 
der Section 26. About 64 per cent of VI training benefici­ 
aries in 1989/90 were male, compared to only 53 per cent 
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SOURCE Estimates by the Economic Council of Canada, based on 

Statistics Canada, Cat. 73-202S. 

of all beneficiaries, and those under 35 years of age were 
over-represented (Chart 7-9). As a result of the restrictions 
in its application, then, the training option within UI has 
tended to serve a very limited group of Canadian workers. 

Chart 7-9 

Distribution of Unemployment Insurance 
Training Beneficiaries' and Total Beneficiaries 
by Age, Canada, 1989/90 
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Provincial Governments and Skills Training 

The provinces, with constitutional jurisdiction over all 
levels of education, playa critical role in human-resource 
development. Most obviously, their primary, secondary, and 
postsecondary school systems shape Canada's future work 
force. Also, their own labour market programs include 
training and adult education initiatives. The activities 
sponsored by each province vary considerably, making it 
impossible to reduce the provincial experience to a singular 
description. While we have not conducted a comprehensive 
analysis of all provincially sponsored training efforts, we 
have researched developments in a selection of provinces. 
We found that the awareness of the economic importance 
of skill formation was enhanced in all jurisdictions in the 
1980s; however, differences in provincial economies, in­ 
cluding differences in available resources, have led to sig­ 
nificant variations in how much the provinces have done 
in this area. 

An Economic Council review of labour market policies 
in Newfoundland and New Brunswick reveals that the 
constraints faced by small provinces in developing a train­ 
ing strategy are considerable," It should be noted that there 
are some important differences between these two prov­ 
inces, especially the focus in Newfoundland in recent years 
on preparing for the labour demands of the Hibernia project. 
Prior to the 1980s, human-resource development repre­ 
sented a very minor policy area in Newfoundland and New 
Brunswick; in both jurisdictions it was essentially limited 
to a small postsecondary education system and apprentice­ 
ship training. Certainly, during the past decade, the em­ 
phasis on training and adult education in Newfoundland and 
New Brunswick has increased and policies have been re­ 
organized to reflect changes in industrial structure and the 
composition of the labour force. Both provinces have gone 
through major policy reviews, established strategic planning 
functions, and expanded and diversified their postsecondary 
and vocational training systems. 

However, the scarcity of resources in government and 
industry severely limit the ability of the Newfoundland and 
New Brunswick governments to develop and implement 
provincial policies. Consequently, they must rely heavily 
on federal funding to directly and indirectly support their 
training infrastructures. While the general response to the 
Canadian Jobs Strategy, and especially the flexibility it 
offers, has been positive in Newfoundland and New 
Brunswick, it has created some difficulties. For example, 
the relatively short-term orientation of the CJS training 
programs often does not deal with the long-term structural 
problems that exist in these provinces." But the most 
serious problems associated with the federal strategy for 
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policymakers in Newfoundland and New Brunswick have 
involved funding. 

Prior to the introduction of the CJS in 1985, federal 
training support to the provinces was overwhelmingly 
concentrated in the "direct" purchase of seats in community 
colleges. An explicit objective of the new strategy has been 
to designate more of these funds to "third parties" - em­ 
ployers, and industry and community associations - and less 
to the colleges directly. Direct federal expenditures dropped 
from nearly $19 million in 1984/85 in each province to 
$10.4 million in New Brunswick and $12.4 million in 
Newfoundland in 1988/89 (Table 7-17). While third-party 
sponsors may themselves buy training at the colleges, these 
"indirect" purchases have not made up for the decline in 
direct purchases in these provinces. In New Brunswick, for 
example, indirect training purchases in public institutions 
amounted to $4.4 million in 1988/89; when this figure is 
added to the $10.4 million in direct purchases, the total 
amount of federal funds received by the colleges was still 
well below pre-CJS levels. 

A major problem is the fact that these provincial econo­ 
mies are dominated by small employers in seasonal indus­ 
tries that are less likely to invest in human-resource devel­ 
opment, and therefore do not generate much demand for 
third-party funding from the federal government.t" In the 
absence of this impetus, federal training funds have dropped 
significantly in both provinces, despite increased awareness 
of the economic importance of a skilled work force." 

Table 7-17 

Direct Federal Government Training Expenditures! 
in New Brunswick and Newfoundland, 
1982/83 - 1988/89 

New Brunswick Newfoundland 

(Millions of dollars) 

16.2 18.7 
17.0 18.9 
18.6 18.4 
17.6 17.8 
15.8 16.0 
13.4 13.9 

1982/83 
1983/84 
1984/85 
1985/86 
1986/87 
1987/88 
1988/89 12.4 10.4 

1 Purchase of seats in provincial colleges and training institutions. 
SOURCE Elizabeth Beale, "Labour market policies in two eastern 

provinces: Newfoundland and Labrador, and New 
Brunswick," a paper prepared for the Economic Council of 
Canada, Ottawa, 1990. 

The Council also commissioned a review of labour 
market policy in three western provinces: Manitoba, 
Alberta, and British Columbia." These provinces also raised 
the priority of human-resource development and reevaluated 
their approaches in this area in the 1980s. However, the 
experiences in these provinces differ from those of the 
Atlantic provinces in some important respects, including in 
terms of the general economic and labour market 
environment and the resource capacity to develop a training 
infrastructure. 

All three western provinces have now established a range 
of human-resource development initiatives. Increasingly, 
their philosophical approach is that training must be a shared 
responsibility among business, labour, government, indi­ 
viduals, and the educational institutions, and market re­ 
sponsiveness has therefore become a higher priority. 

Traditionally, institutional training has been the corner­ 
stone of these provinces' skill-development policies. Dur­ 
ing the 1980s, however, the colleges and training institutions 
changed in many respects. While training in the trades, es­ 
pecially for construction and the resource industries, con­ 
tinues to be important, course offerings have shifted 
somewhat to reflect the growth of services. The institutions 
have also tried to become more responsive in terms of de­ 
livering training to smaller and more remote communities; 
for example, British Columbia has instituted a remote­ 
learning agency, Winnipeg's community college has es­ 
tablished satellites in smaller communities, and Alberta's 
colleges have become involved in meeting the needs of 
major resource projects. 

To some extent, these changes have been driven by the 
Canadian Jobs Strategy, just as they have been in 
Newfoundland and New Brunswick. Direct federal pur­ 
chases from the colleges and training institutions declined 
by 39 per cent in Manitoba, Alberta, and British Columbia 
in the first three years after the implementation of the CJS. 
However, the western economy is able to generate more 
demand for institutional programs through third-party 
training than the Atlantic economy does. 

Workplace training initiatives are most developed in 
Alberta, largely because the apprenticeship system in that 
province is among the most active in the country. While 
the three provinces have participated in human-resource 
development within industry in various ways other than 
apprenticeship training, the overall level of involvement has 
been somewhat limited. For most of the 1980s, the major 
policy instrument here was the use of wage-subsidy 
incentives for employers. Increasingly, however, British 
Columbia and Alberta have seen this approach as supporting 



only short-term, firm-specific skills development, and are 
moving towards a system of funding actual training costs. 

With economies that are more subject to external com­ 
petitive pressure and with greater resources, Manitoba, 
Alberta, and British Columbia have established a more de­ 
veloped and autonomous training infrastructure than New 
Brunswick and Newfoundland. In particular, the training 
institutions in the western jurisdictions have been better 
placed to respond to and benefit from the federal policy 
changes associated with the introduction of the Canadian 
Jobs Strategy. Nevertheless, according to our review, some 
skill-related issues are still not addressed very effectively 
in the western provinces; for example, employer-based 
initiatives tend to be limited, there are basic literacy needs, 
and training for disadvantaged groups remains a concern. 
However, in the current economic environment, with the 
decline in federal funding and the competitive economic 
pressures within the region, it is difficult for these provinces 
to make further headway in developing their human re­ 
sources. 

Not surprisingly, Quebec and Ontario have the most 
comprehensive training programs of all of the provinces. 
Certainly, even in these large jurisdictions, Ottawa's dollars 
are an important source of funding. As well, provincial 
initiatives in Quebec and Ontario tend to be developed as 
complements to the federal government's programs. In­ 
creasingly, however, these two provinces appear to be in­ 
terested in establishing their own approaches to skills de­ 
velopment and labour market policy. For example, the 
Quebec government introduced a training tax credit in the 
1990 budget, which is a marked departure from prevailing 
federal policy. Under this new arrangement, Quebec em­ 
ployers will be eligible to receive a refundable tax credit 
on costs associated with establishing a human-resource 
development plan. 

To get a sense of the breadth of the training initiatives in 
a large province, we have reviewed the current situation in 
Ontario. The human-resource development infrastructure in 
Ontario was built around a very extensive community col­ 
lege system. In recent years, the province has also developed 
a more eclectic training approach. The 1989/90 expenditures 
on training programs by the Ministry of Skills Development 
are set out in Table 7-18. Overall, the ministry spent about 
$270 million on a wide range of programs. 

The initiatives identified in Table 7-18 reflect the dual 
focus of Ontario's training effort: skills development in the 
workplace and training for youth. The major skills­ 
development programs, introduced as part of the Ontario 
Training Strategy in 1986, are the Training Consulting 
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Table 7-18 

Ontario Training Expenditures,' by Program, 
Canada, 1989/90 

Expenditures 

(Millions of 
dollars) 

Industrial training? 
Training consulting service 17.9 
Ontario skills 33.7 
Trades updating 4.0 
Basic skills 25.6 
Ontario Training Corporation 6.8 
Technician/technologists skills updating 3.6 
Transitions 4.0 
Apprenticeship (administration and 
seat purchases) 23.7 

Apprentice Tool Fund 4.4 
Special support allowances 2.3 
Special Projects Fund 1.3 
Community industrial training committees 2.3 
Ontario training trust funds 2.0 
International marketing interns 2.0 

Youth/community training 
Futures 90.3 
Summer employment 5.4 
Summer experience 10.5 
Youth employment counselling centres 6.5 
Environmental youth corps 11.0 
Youth venture capital 2.3 
Student venture capital 0.9 
Community literacy 6.0 
Community Action Fund 
Ontario Help Centres 1.5 

Total 268.0 

As funded by the Ministry of Skills Development Training 
undenaken in other ministries (for example training for the disabled 
in the Ministry of Community and Social Services) is excluded. 

2 A certain amount of industrial training is done under youth training 
programs. Including such training, industrial training represents 
over one half of the ministry's total budget 

SOURCB Estimates by the Economic Council of Canada, based on 
Ontario Premier's Council, People and Skills in the New 
Global Economy (Toronto: Queen's Printer of Ontario, 
1990), and information from the Ontario Ministry of Skills 
Development. 

Service, which assists small and medium-sized businesses 
to establish human-resource development plans; Ontario 
Skills, which supports training in these firms; and Basic 
Skills, which concentrates on literacy and numeracy." 
These complement the longstanding apprenticeship system. 
Since then, a number of smaller workplace training 
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initiatives have also been introduced in Ontario, including 
Transitions, which supports the re-employment of older 
workers, and the Technicians and Technologists Skills 
Updating program. Youth training is dominated by Futures, 
which is directed towards preparing disadvantaged young 
people for employment With expenditures of $90 million 
in 1989/90, Futures is the largest single program in Ontario 
and comparable in size to some of the CJS programs. 

The Ontario government has recently been engaged in a 
comprehensive review of provincial human-resource policy 
through the Premier's Council, and Vision 2000, which 
focused on the future of the community college system." 
Their recommendations call for major changes in the prov­ 
ince's skills-development infrastructure. The net result of 
these proposals, if they are implemented, would be a more 
comprehensive "made-in-Ontario" approach to training 
which enlarges the province's sponsorship of human­ 
resource development. 

Conclusion 

In this chapter, we have seen that human capital matters 
a great deal and that its importance is increasing. As Canada 
moves into an information-based, service economy, both 
individual outcomes in the labour market and the national 
economic performance will be significantly influenced by 
the skills that we possess. 

The infrastructure for developing human resources, then, 
is a critical dimension of a nation's economic profùe. That 
infrastructure includes both education systems - from the 
primary to the postsecondary levels - and training systems 
sponsored by industry and governments, which are often 
closely linked to the education sector. In this chapter, we 
have focused on the training component and considered the 
activities of Canadian employers and governments in the 
area of human-resource development. 

Some parts of the work force appear to be fairly well 
served now. For example, highly educated, young, male 
professionals employed by large firms obtain a dispropor­ 
tionate amount of employer-based training. Similarly, the 
groups targeted by the Canadian Jobs Strategy as facing 
severe employment difficulties receive a large percentage 
of the federal government training funds. As well, the big­ 
gest provinces are able to use their resources to sponsor 
additional training within their jurisdictions. However, for 
the majority of the work force there is little, if any, possi­ 
bility for skills development. In the final analysis, our 
review suggests that Canada's training infrastructure 
compares unfavourably to those of many other nations, 
where there is greater access to skill formation either 
through employer- or state-sponsored programs. This does 
not augur well for those individuals who do not have access 
to training opportunities, or for the long-run competitive 
position of the Canadian economy. 



8 The Distribution of Earnings 

Important changes have taken place in the distribution of 
earnings in Canada over the past two decades. In particular, 
in a study with Statistics Canada, we found that earnings 
inequality and polarization increased between 1967 and 
1986. Our analysis reveals that these trends cannot be at­ 
tributed to any significant degree to the shift to a service­ 
based economy. We do conclude that changes in labour 
force composition - particularly the entry of the baby-boom 
generation and the increasing participation of women - 
partially explain the distributional changes. But in the final 
analysis we are unable to completely account for the in­ 
crease in earnings disparities. 

To set the stage for our examination of distributional 
trends, we begin with a brief look at trends in compensation 
levels. In real terms, overall labour income has stagnated 
in this country. Hourly wages and salaries - by far the major 
component of total labour compensation - peaked in Canada 
in 1976. Our analysis indicates that there have been some 
gains in supplementary labour income (compensation other 
than wages and salaries). However, the growth in this area 
has not been significant enough to offset the declines in real 
wages. 

Trends in Compensation Levels 

Labour compensation is made up of wages and salaries, 
and supplementary labour income (non-wage benefits). 
Traditionally, wages and salaries have been the dominant 
component, accounting for well over 90 per cent of total 
labour income. In the past two decades, however, supple­ 
mentary labour income has become more important. 

Wages and Salaries 

Throughout the late 1960s and first half of the 1970s, 
Canadian workers enjoyed real gains in hourly wages and 
salaries of over 4 per cent per year (Chart 8-1).1 However, 
after peaking in 1976, this wage trend levelled off; in fact, 
from 1976 to 1989, real wages actually declined by an an­ 
nual average of 0.3 per cent. 

What was the reason for this stagnation? Wage and sal­ 
ary trends can be explained in terms of two interrelated 

Chart 8-1 

Hourly Wages and Salaries, Canada, 1967-89 
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SOURCE Calculations by the Economic Council of Canada, based on 
data from Statistics Canada, the Labour Force Survey, and 
data from the Labour Division. 

factors: first, the growth in labour productivity ;and sec­ 
ond, labour's bargaining power and the resulting distribution 
of the income among the various contributors to the pro­ 
duction process. Labour income was negatively affected by 
both of these factors during the past decade. 

In theory, compensation levels are determined by the 
value of the output produced. Over the long run, therefore, 
one would expect wages and salaries and labour produc­ 
tivity to grow at about the same rate. Between 1967 and 
1976, labour productivity grew at an annual rate of about 
3 per cent per year (Chart 8-2),2 which allowed for rapid 
wage growth during that period. However, since 1976, 
productivity growth has slowed appreciably, with annual 
increases averaging 1 per cent for the period to 1989. In­ 
evitably, this has had a depressing impact on wage and 
salary growth. 

The productivity slowdown, though, does not by itself 
explain the wage losses. During 1967-76, labour received 
wage increases that were greater than the significant pro­ 
ductivity growth rates. In fact, wages and salaries grew at 
an average annual rate that was about one third higher than 
the gains in labour productivity. During the period 1976-89 
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Chart 8-2 

A verage Annual Growth Rates of Hourly Wages and 
Salaries, and Labour Productivity! (1989 dollars), 
Canada, 1967-76 and 1976-89 

the relationship between wage and productivity trends re­ 
versed, with wages falling behind productivity.' An expla­ 
nation for stagnant wage and salary growth, then, must also 
consider the apparent reduction in the ability of workers to 
capitalize fully on those productivity gains that have oc­ 
curred since the mid-1970s. Indeed, evidence of the decline 
in labour's bargaining power is available from National 
Income and Expenditure Accounts data on the distribution 
of total domestic income. Between 1965 and the early 
1970s, labour's share increased by about 2 percentage 
points; since 1975, however, it has declined by 5 percentage 
points. 

D Labour productivity 
Wages and salaries 

1967-76 1976-89 

Certainly, the rise in unemployment rates constitutes an 
important element of the explanation for the erosion in 
labour bargaining power. Before 1976, the aggregate un­ 
employment rate in Canada had never been above 7 per cent 
(at least in the postwar period); since 1976, it has never been 
below it. When unemployment rates are high, workers are 
unlikely to make high wage demands, and when they do, 
employers generally have the capacity to resist them. 

Employment Growth and Unionization Rates,' by Industry, Canada, 1981-89 

Total ouput per actual hour worked. 
SOURCE Calculations by the Economic Council of Canada, based on 

data from Statistics Canada. 
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SOURCE Estimates by the Economic Council of Canada, based on data from Statistics Canada. 



The coverage and bargaining power of unions also exert 
an effect on the ability of labour to capture real wage gains. 
Unions influence the wages of not only their members, but 
also of nonunionized workers indirectly through spill-over 
effects. Unionization levels in Canada have been stagnant 
and have even declined somewhat in recent years. One 
reason for this has been the concentration of employment 
growth in sectors with traditionally low rates of unioniza­ 
tion. Of the six industry divisions that experienced signifi­ 
cant employment gains in the 1980s, only one - health, 
education, and social services - has a high union density; 
the other five have unionization rates far below the national 
average (Chart 8-3). There is also evidence that since the 
recession of the early 1980s, union priorities have shifted 
and labour has increasingly used its bargaining "chips" to 
negotiate issues such as job security, rather than compen­ 
sation.' 

Finally, employment growth has generally been most 
rapid in the 1980s among groups of workers who are not 
well positioned to obtain wage increases. As we saw in 
Chapter 5, a large proportion of new jobs have been created 
in nonstandard work forms such as temporary, part-time, 
and contract work, in which hourly earnings (and fringe 
benefits) have always been relatively low. As well, and re­ 
lated to this, much of the job growth has taken place in small 
businesses (see Chapter 2), which typically offer lower 
levels of compensation than larger firms; in 1986, for ex­ 
ample, the average hourly wage in firms with less than 
20 employees was two thirds of the average wage in firms 
with more than 500 workers.! And employment expansion 
has also been rapid in such low-wage service industries as 
retail trade and personal services, an issue we will discuss 
later in this chapter. 

Supplementary Labour Income 

The other major aspect of labour compensation is the non­ 
wage portion - supplementary labour income (SU), or 
fringe benefits. Technically, "supplementary labour in­ 
come" measures the value of the employer's contributions 
to various employee benefit plans - both private (for ex­ 
ample, employer-sponsored pension and insurance plans) 
and public (Unemployment Insurance, Workers' Compen­ 
sation, and the Canada/Quebec Pension Plans)." 

There is a strong correlation between supplementary la­ 
bour income and wage and salary income. This is evident 
from Table 8-1, which presents data on employer -provided 
benefits by industry (public benefits are not included here 
because they do not vary greatly by industry). While there 
are some exceptions, those industries with the highest hourly 
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Table 8-1 

Hourly Wages and Salaries, and Supplementary 
Labour Income, by Industry, Canada, 1989 

Supplementary Wages and 
labour income salaries 

(Dollars) 
Public administration 2.37 16.18 
Nonagricultural primary 
industries 2.27 18.13 

Transportation, communi- 
cations, and utilities 2.13 16.56 

Manufacturing 2.01 15.16 
Health, education, and 
social services 1.77 15.01 

Wholesale trade 1.42 16.69 
Finance, insurance, and 
real estate 1.41 20.14 
Construction 1.38 14.73 
Business and personal 
services 0.85 12.47 

Retail trade 0.79 9.23 
Agriculture 0.10 6.44 

All industries 1.49 14.22 

SOURCE Calculations by the Economic Council of Canada, based on 
data from Statistics Canada, the Labour Force Survey, and 
data from the Labour Division. 

wages and salaries also tend to have the highest levels of 
employer-provided benefits. Benefit levels are greatest in 
public administration, followed by nonagricultural primary 
industries; transportation, communication and utilities; 
manufacturing; and health, education, and social services; 
these industries also have above-average wages. 

Overall, supplementary labour income has become an 
increasingly important part of total labour compensation, 
nearly doubling its share between 1967 and 1989 from 5.6 
to 9.5 per cent (Chart 8-4). Indeed, during the first half of 
that period (1967-77), it grew by 122 per cent, well over 
twice as much as did wage and salaries (Table 8-2). In the 
period 1977-89, when real wages and salaries declined by 
2 per cent, supplementary labour income continued to grow, 
although only by 15.5 per cent. However, it represents a 
small part of total labour income and its growth over the 
past decade could not compensate for the fall in wages and 
salaries, so total income fell by 0.5 per cent over these 
years.' 
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Chart 8-4 

Supplementary Labour Income as a Proportion of 
Total Labour Income, Canada, 1967-89 
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SOURCE Calculations by the Economic Council of Canada, based on 
data from Statistics Canada, the Labour Division. 

Table 8-2 

Growth in Hourly Labour Income,' by 
Source of Income, Canada, 1967-77 and 1977-89 

1967-77 1977-89 

(Per cent) 
Wages and salaries 47.8 -2.0 

Supplementary labour income 122.4 15.5 

Total labour income 51.9 -0.5 

In 1989 dollars. 
SOURCE Calculations by the Economic Council of Canada, based on 

data from Statistics Canada, the Labour Force Survey, and 
data from the Labour Division. 

Trends in the Distribution of Earnings 

The recent literature on trends in earnings distributions 
has been rather controversial. The debate during the 1980s 
was initially popularized by Robert Kuttner's article, "The 
declining middle," which appeared in 1983.8 Kuttner argued 
that the shape of income distribution was being redrawn as 
a result of labour market polarization. Where previously the 
bulk of employment had been in middle-income jobs, it was 
increasingly being clustered at the upper and lower ex­ 
tremes. According to Kuttner, this was driven by a number 
of forces, including deindustrialization, globalization, and 
technological change, which were contributing to the de- 

mise of middle-earnings jobs in manufacturing, and the 
creation of high- and low-wage service-sector jobs. 

Following the appearance of Kuttner's article, there was 
a substantial number of empirical tests of the "declining 
middle" thesis - particularly in the United States - which 
generated considerable disagreement." A number of meth­ 
odological issues, some of which we will touch upon later, 
muddied the waters further. The results of the more recent 
work have, for the most part, supported and in some cases 
even extended Kuttner's argument as it applies to the 
American experience.'? It is now generally accepted that the 
share of total employment in jobs with mid-level earnings 
in the United States has decreased since the mid-1970s, and 
the share in jobs with low-level and high-level earnings has 
increased. Some analysts have found that, along with the 
polarization, there has been growing earnings inequality." 
As well, certain studies have extended these distributional 
trends from individual earnings to the earnings of families 
and total family income.'? 

In Canada less attention has been paid to the issue. Early 
analyses were inconclusive, generally conceding a modest 
tendency towards increased earnings inequality and po­ 
larization," or finding overall stability in family income 
inequality." More recent work in Canada, however, has 
been more supportive of the declining middle/polarization 
thesis, particularly for individual earnings, but also to a 
lesser extent for total family income." The degree of in­ 
equality of family income, however, appears to have re­ 
mained relatively stable." 

While most researchers now agree that there has been 
some earnings polarization over the past two decades, there 
is no consensus regarding its causes. American studies, for 
example, can be organized into three groups: demand-side, 
supply-side, and cyclical. The initial emphasis, including 
Kuttner's, was on demand-side explanations - for example, 
the effect of technological innovation and changing global 
economic patterns in the shift in employment from medium­ 
wage manufacturing jobs to low- and high-wage jobs in 
services. Empirical studies have offered relatively little 
support to the shift-to-services explanation, often finding, 
in fact, that the distributional changes were taking place in 
all industry groups." 

A more recent demand-side explanation sees changes in 
the way work is being organized as a cause of the declining 
middle." This hypothesis is driven by the observation that, 
within most goods and service industries, employers are 
relying increasingly on nonstandard workers (see Chapter 5) 
and two-tier wage systems to reduce labour costs. Little 
empirical work has been undertaken to test this hypothesis. 



Supply-side hypotheses focus on changes in the com­ 
position of the labour force rather than changes in the 
characteristics of jobs. In this view, the growing labour 
market participation of women, who traditionally have 
lower average wages and more polarized distributions than 
prime-aged males, is set out as a factor in the growing dis­ 
parity in earnings. The research here has generally con­ 
cluded that gender shifts can only partially account for the 
increased earnings disparity, which, in fact, has risen faster 
among men than women.'? Another supply-side explanation 
is the theory of the maturation of the postwar baby-boom 
generation. According to this hypothesis, as the large 
numbers of baby boomers move into prime-age categories, 
competition for middle-level (and middle-earnings) posi­ 
tions increases, which depresses the wages these jobs offer. 
Though some researchers have found empirical support for 
this explanation." most analysts see growing polarization 
and inequality of both earnings and total income in all age 
brackets," 

Explanations that focus on the distributional impacts of 
the business cycle see the declining middle, in effect, as a 
temporary, rather than a secular, phenomenon.f Recessions 
generally have a depressing effect on earnings, owing to 
layoffs and downward wage pressure; however, high earners 
with a lot of human capital and/or seniority are best able to 
protect themselves. Indeed, short-term analyses of the 1980s 
risk capturing fundamentally cyclical trends; that is, the 
distributional impacts of a recession/recovery phase. How­ 
ever, while earnings distributions clearly are affected by 
business conditions, research that uses long-term data and 
controls for cyclical effects has tended to find a secular 
decline in the middle-earnings group." 

To this point, the literature we have reviewed on growing 
earnings disparities has been restricted to Canada and the 
United States. Does the same trend characterize the Japanese 
and European economies? Comparable cross-national data 
sets are difficult to assemble and the problems increase 
when these databases extend to observations over a period 
of time. Indeed, most analyses compare distributions in 
various countries in a single year." This cross-sectional 
evidence suggests the following ranking of countries, based 
on various inequality measures and income shares in various 
income strata: the United States, and perhaps Japan with 
the most unequal income distributions; Canada, the United 
Kingdom, Australia, and possibly Switzerland occupying 
a second stratum; West Germany and the Netherlands in a 
third; with the most equal distributions in Norway and 
Sweden. 

In addition to Canada and the United States, we have only 
been able to satisfactorily document distributional trends 
over time for the United Kingdom." The experience in that 
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country is one of increased income inequality up to the early 
1970s, a slight decline for both income and earnings dis­ 
parities through most of the rest of that decade, and a sig­ 
nificant increase during the 1980s. While the American 
experience follows this broad pattern, the reversal of the 
equalizing trend in that country occurred in the mid-1970s, 
rather than later in the decade. 

Of this literature review three aspects are particularly 
relevant to this study. First, a consensus seems to be 
emerging that over the last two decades there has been in­ 
creased earnings disparity and polarization in Canada, the 
United States, and also the United Kingdom. Second, there 
is a lack of agreement on the causes of the distributional 
trends, which has led to some controversy over whether the 
declining middle is a short-term or a more durable phe­ 
nomenon. Demand-side explanations focusing on global 
economic patterns, technological change, the growth of 
services, and changes in work organization are more likely 
to see the changes as structural and relatively permanent in 
nature. On the other hand, supply-side hypotheses based on 

Methodology of Income Distribution Analysis! 

Type of income • Earnings from employment plus 
self-employment 

• Total (money) income 

Accounting 
period 

• Annual 
• Hourly 

Population • ELFPs2 
• ELFP census families 
• All census families 

Time period • 1967, 1973, 1981, 1986 
• 1951-67 and 1981-88 

Measures • Polarization: population share of 
earnings groups defined by 
distance from median 

• Inequality: Gini coefficient 
• Income shares of quintiles 
• Income cutoff of lowest and 

highest quintiles 

Analytical 
techrùques 

• Descriptive 
• Standardization 

1 See Appendix B for details. 
2 Effective labour force participants - individuals earning at 

least 5 per cent of the average industrial wage. 
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demographic shifts lead to the view that the changes are to 
some extent temporary and self-correcting. As well, there 
are supporters of the view that cyclical factors, specifically 
the severe recession of the early 1980s, have been the major 
cause of the observed declining middle. Third, methodo­ 
logical issues are at the root of many of the disagreements 
surrounding the declining middle. Researchers have used a 
variety of data sources and types of measurements, all of 
which affect the analytical results. The methodology used 
by the Economic Council and Statistics Canada is summa­ 
rized in the box on p.141 (for more details, see Appendix B). 

Results 

The Economic Council-Statistics Canada study of income 
distribution upon which the present report is based draws 
primarily on data from Statistics Canada's Survey of Con­ 
sumer Finances (SCF). For our purposes, this is a compre­ 
hensive database: the SCF offers information on annual 
income (and its component parts, including earnings) for 
individuals and for families; it also provides data on indi­ 
vidual and family characteristics that are relevant for the 
study of income distribution trends. Our analysis used SCF 
data for 1967, 1973, 1981, and 1986. 

Individual Earnings 

We begin with descriptive evidence of trends in the 
earnings distribution of individuals in these years. As 

Table 8-3 

Earnings Distribution ofELFPs,l Canada, Selected Years, 1967-86 

Distribution by earnings stratumê 

Workforce Earnings 
Gini 

Median Lower Middle Upper Total Lower Middle Upper Total coefficientê 

(1986 $) (Per cent) 
1967 15,088 36.4 26.8 36.9 100.0 12.4 23.7 63.8 100.0 0.389 
1973 17,285 37.2 23.7 39.1 100.0 12.0 20.1 67.9 100.0 0.407 
1981 18,046 38.2 23.4 38.3 100.0 12.5 20.4 67.0 100.0 00402 
1986 17,395 39.4 21.5 39.1 100.0 12.5 18.3 69.2 100.0 00418 

(percentage points) 
Change +3.0 -5.3 +2.2 +0.1 -5.4 +5.4 +0.029 

Table 8-3 shows, between 1967 and 1986, polarization 
increased among "effective labour force participants" 
(ELFPs), which includes all individuals with earnings of at 
least 5 per cent of average industrial earnings. The share of 
the work force in the middle stratum (those within 25 per 
cent of median earnings on either side) declined by 
5.3 percentage points, and the shares of the lower and upper 
earnings strata increased by 3.0 and 2.2 percentage points, 
respectively." Thus, of the "declining middle," nearly three 
fifths was redistributed into the lower group, and the 
remainder into the upper group. At the same time, the share 
of earnings held by those in the middle declined by 
5.4 percentage points, a loss that was absorbed almost 
entirely by the upper earners. 

The mean earnings of the lower stratum (relative to the 
population average) fell over the sample period by slightly 
over 2 percentage points, while those of the upper group 
rose nearly 4 percentage points (Table 8-4). In 1986, then, 
there was a larger upper group with higher average earn­ 
ings than in 1967, and a larger lower group with smaller 
average earnings. 

Reporting distributional trends for three strata has the 
virtue of descriptive simplicity; however, it does not offer 
much detail about where along the distribution the changes 
took place. The shifts in work force share are organized into 
more finely defined earnings levels in Chart 8-5. Here, 
earnings levels 1 and 2 make up the lower earnings group 
of Table 8-3; levels 3,4, and 5 comprise the middle stratum, 

1 Effective labour force participanu - individuals earning at least 5 per cent of the average industrial wage. 
2 Lower, middle, and upper strata consist ofELFPs earning 0-75,75-125, and more than 125 per cent of the median, respectively. 
3 The traditiooal measure of inequality which rises with the degree of inequality. 
SoURCB Calculatioos by Statistics Canada and the Economic Council of Canada, based 00 Statistics Canada, Survey of Consumer Finances, unpub­ 

lished data. 



Table 8·4 

Relative Mean ELFpl Earnings.' by Earnings 
Stratum, Canada, Selected Years, 1967·86 

Earnings stratum' 

Lower Middle Upper 

(Per cent) 

1967 34.1 88.4 172.9 
1973 32.3 84.8 173.7 
1981 32.7 87.2 175.1 
1986 31.7 85.1 176.5 

Effective labour force participants - individuals earning at least 
5 per cent of the average industrial wage. 

2 Mean earnings of each stratum as a proportion of the overall mean. 
3 Lower, middle, and upper strata consist of ELFPs earning 0-75, 

75-125, and more than 125 per cent of the median, respectively. 
SOURCE Calculations by Statistics Canada and the Economic Council 

of Canada, based on Statistics Canada, Survey of Consumer 
Finances, unpublished data. 

and 6 and 7 the upper level. All the work force share gains 
between 1967 and 1986 took place at the very extremes of 
the distribution; i.e., among individuals earning either less 
than 50 per cent or more than 150 per cent of the median. 
All of the losses were experienced by those earning within 
50 per cent of the median on either side, with the losses 
rising with earnings level. 27 

Chart 8-5 

Change in Work Force Share by Detailed Earnings 
Level,' Canada, 1967-86 
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Levels 1-7 are less than 50 per cent, 50 per cent, 75-85 per cent, 
85-115 per cent, 115-125 per cent, 125-150 per cent, and 150 per 
cent or more of the median, respectively. 

SOURCE Calculations by Statistics Canada and the Economic Council 
of Canada, based on data from Statistics Canada. 

The Distribution of Earnings 143 

Turning now to earnings inequality, from 1967 to 1986 
the Gini coefficient rose by about 30 "basis" points (from 
0.389 to 0.418), an amount which can be considered sta­ 
tistically significant. (For a description of the Gini coeffi­ 
cient, see Appendix B.)28 The growing earnings inequality 
is graphically depicted in Chart 8-6, which portrays the 1967 
and 1986 (cumulative) earnings distributions in the form 
of Lorenz curves. The diagonal straight line going from the 
lower left comer to the upper right comer describes a hy­ 
pothetical situation of perfect income equality. In any given 
year, the actual distribution, as shown by the Lorenz curve, 
is more unequal the farther it is from the diagonal. The curve 
in 1986 indicates more inequality throughout the distribu­ 
tion than the 1967 curve. 

Further insights into the distribution trends can be found 
in the analysis of population quintiles; this method arrays 
the work force into five equal groups according to earnings. 
The gap between the earnings of the lower and upper 
quintiles grew over the period under analysis (Table 8-5). 
Between 1967 and 1986, the upper earnings cutoff of the 
lowest quintile (or lowest fifth of the work force) fell from 
37 to 30 per cent of the median; during the same years, the 
lower cutoff of the highest rose from 144 to 155 per cent 
of the median. Thus the gap between the highest and lowest 
fifths of the work force expanded by 18 points. In terms of 
earnings shares of the quintiles, everyone of the bottom 
three groups lost ground while both of the upper two gained. 
The result was a 3-percentage-point shift of the total 

Chart 8-6 

Earnings Distribution - Lorenz Curves, 
Canada, 1967 and 1986 
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Effective labour force participants - individuals earning at least 
5 per cent of the average industrial wage. 

SOURCE Calculations by Statistics Canada and the Economic Council 
of Canada, based on Statistics Canada, Survey of Consumer 
Finances, unpublished data. 
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Table 8-5 

Quintile' Measures of Changes in the Earnings Distribution of ELFPs,2 Canada, Selected Years, 1967-86 

Earnings cutoffs as a proportion of median Earnings share of 

Ceiling of Floor of Bottom Top 
quintile 1 quintile 5 3 quintiles 2 quintiles 

(Per cent) 
1967 37 144 32.8 67.1 
1973 33 150 31.0 69.0 
1981 33 154 31.2 68.8 
1986 30 155 29.9 70.1 

(Percentage points) 
Change -7 +11 -2.9 +3.0 

1 Quintiles are five equal groups of ELFP individuals, sorted according to earnings. 
2 Effective labour force participants - individuals earning at least 5 per cent of the average industrial wage. 
SOURCE Calculations by Statistics Canada and the Economic Council of Canada, based on Statistics Canada, Survey of Consumer Finances, unpub­ 

lished data. 

earnings share from the lowest three fifths of the ELFP work 
force to the upper two fifths. 

To this point we have considered only the endpoints of 
1967 -86 without examining trends throughout the period. 
In fact, all or most of the observed increases in both polar­ 
ization and inequality took place in 1967-73 and 1981-86; 
during the middle years between 1973 and 1981 the earn­ 
ings distribution was relatively stable. For example, the 
proportion of the work force in the middle stratum decreased 
by almost 3 percentage points during the early period, de­ 
clined only marginally (0.3 points) in the middle period, and 
then decreased significantly again (by almost 2 points) 
during the last period (recall Table 8-3). The Gini coefficient 
increased (signifying growing inequality) between 1967 and 
1973 and again between 1981 and 1986; during the middle 
period, on the other hand, earnings inequality abated. The 
quintile results also indicate that the distributional shifts 
were concentrated in the first and third periods (see 
Table 8-5). 

An important question concerns the sensitivity of our 
results to the criteria used to determine a) who is an "ef­ 
fective labour force participant" and b) how we define the 
various earnings strata. Regarding a), in order to capture 
those with more than a trivial attachment to the labour 
market, recall that our analysis included only those who 
earned at least 5 per cent of the average industrial wage. 
What would happen if this arbitrary threshold of 5 per cent 
were adjusted up or down? In Table 8-6 the threshold is 
adjusted down to 2.5 per cent and up to 10 per cent, and 

the observed declining middle and increasing inequality 
remain when the ELFP boundary is changed in either di­ 
rection. 

Regarding the earnings strata thresholds, our results were 
based on a definition of the middle stratum that includes 
those workers earning within 25 per cent of the current year 
median on either side (between $13,050 and $21,744 in 
1986). Would the distribution trends change with a different 
definition? Table 8-7 indicates that earnings polarization 
occurred over 1967-86 whether we widen the middle-group 
boundaries (from 75 per cent to 150 per cent of the median), 
or narrow them (85 per cent to 125 per cent). 

Distributions over the Longer Term 

Our analysis uses the unpublished Survey of Consumer 
Finances (SCF) database for 1967-86, the longest possible 
series for which satisfactory data (in terms of content and 
sample size) were available. This raises the question of what 
the trends were before 1967 and what they have been since 
1986. To consider the latter, we examined published SCF 
data on the employment income of earners. Since these data 
have already grouped individuals into broad earnings cat­ 
egories, they do not offer the same analytical flexibility as 
the unpublished file. Therefore, we have only been able to 
roughly reproduce the approach described above of organ­ 
izing effective labour force participants into three earnings 
categories according to their distance from the median. 
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Sensitivity Analysis of the ELFP' Criterion, Earnings Distribution Trends, Canada, Selected Years, 1967-86 

Work force share of middle earnings stratum' Gini coefficient' 

1967 1973 1981 1986 1967 1973 1981 1986 

(Per cent) 

Proportion of average 
industrial wage 
5 per cent 26.8 23.7 23.4 21.5 0.389 0.407 0.402 0.418 
2.5 per cent 25.4 22.5 22.4 20.3 0.403 0.421 0.418 0.434 
10 per cent 29.6 26.2 25.9 24.1 0.363 0.380 0.374 0.391 

I Effective labour force participants - individuals earning at least 5 per cent of the average industrial wage. 
2 Lower, middle, and upper strata consist of ELFPs earning 0-75,75-125, and more than 125 per cent of the median, respectively. 
3 The traditional measure of inequality which rises with the degree of inequality. 
SOURCE Calculations by Statistics Canada and the Economic Council of Canada, based on Statistics Canada, Survey of Consumer Finances, unpub­ 

lished data. 

Table 8-7 

Sensitivity Analysis of Middle Earnings Cutoffs, 
Trends in the ELFpl Work Force Share of the 
Middle Stratum, Canada, Selected Years, 1967-86 

Work force share of 
middle earnings stratum 

1967 1973 1981 1986 

(Per cent) 

Proportion of median 
75-125 per cent 
75-150 per cent 
85-125 per cent 

26.8 
39.3 
21.6 

23.7 
34.3 
18.2 

23.4 
33.6 
19.1 

21.5 
30.8 
17.6 

Effective labour force participants - individuals earning at least 
5 per cent of the average industrial wage. 

SOURCE Calculations by Statistics Canada and the Economic Council 
of Canada, based on Statistics Canada, Survey of Consumer 
Finances, unpublished data. 

I 

~ 

The published SCF data over 1967-86 (column A, 
Table 8-8) do match quite closely the results reported in 
Table 8-3 based on the unpublished SCF data. Significant 
polarization took place between 1981 and 1984 (column B); 
indeed, this is what we would expect during and immedi­ 
ately following a severe recession. Since then, the middle 
group has expanded somewhat (column C); however, by 
1988, it had not regained its prerecession work force share 
(column D), despite a prolonged period of sustained eco­ 
nomic growth. 

The published SCF data also allow us to make some ob­ 
servations about the period prior to 1967. Information on 
earnings alone, however, was not available before 1967, so 
we used data on the total income of those individuals whose 
major source of income was wages and salaries (which only 
roughly approximates the employment income of earners). 
For this exercise, income-share quintile data were organ­ 
ized into three groups: the lowest, the middle three, and the 
highest quintiles. With the analytical limitations of the data, 
it is difficult to draw any conclusions regarding trends in 
earnings distributions between 1951 (the earliest year of 
published SCF data) and 1967, other than relative stability 
with a modest decline in the share of total income going to 
the lowest quintile (Table 8-9). 

Regional Trends 

Table 8-10 describes the trends in the earnings distribu­ 
tions for the five major regions of the country. The general 
patterns of earnings polarization and growing inequality 
observed for Canada as a whole did occur in all regions; in 
each case, the proportion of the work force in the middle 
group was significantly smaller in 1986 than it had been in 
1967, and the Gini coefficient rose as well. As was the case 
nationally, the regional polarization and inequality trends 
tended to be most characteristic of 1967-73 and 1981-86. 

Although on one level the experience is similar across 
the country, there is also some evidence of considerable 
regional differences. First, the level of polarization and in­ 
equality throughout the sample period was greatest in the 
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Table 8-8 

Earnings Distribution of ELFPs,1 Published Grouped Data,' Canada, Selected Years, 1967-88 

Change 

1967-86 1981-84 1984-88 1981-88 
1967 1981 1984 1986 1988 (A) (B) (C) (D) 

(Per cent) (Percentage points) 
Stratum? 
Lower 34.6 36.1 36.8 36.5 36.7 +1.9 +0.7 -0.1 +0.6 
Middle 27.3 22.0 19.0 19.7 20.8 -7.6 -3.0 +1.8 -1.2 
Upper 38.1 41.9 44.2 43.8 42.5 +5.7 +2.3 -1.7 +0.6 

Total 100.0 100.0 100.0 100.0 100.0 

I Effective labour force participants - individuals earning at least 5 per cent of the average industrial wage. 
2 Based 011 published data already grouped into income categories which do not correspond with the categories used in the rest of the chapter. 
3 Lower, middle, and upper strata consist of ELFPs earning 0-75, 75-125, and more than 125 per cent of the median, respectively. 
SOURCE Calculations by the Economic Council of Canada, based on Statistics Canada, Survey of Consumer Finances, unpublished data. 

Table 8-9 

Distribution of Total Income of Those Whose 
Major Source of Income Are Wages and 
Salaries, by Income Quintiles,' Canada, 
Selected Years, 1951-67 

Quintile income shares 

Middle 
three Lowest Highest Total 

(Per cent) 
1951 4.2 55.6 40.3 100.0 
1957 4.5 56.1 39.4 100.0 
1961 3.7 56.0 40.3 100.0 
1967* 2.8 54.7 42.5 100.0 

*Includes farmers (they were excluded in earlier years). 
1 Quintiles are five equal groups of ELFPs, sorted according to 

income. 
SOURCE Estimates by the Economic Council of Canada, based on 

Statistics Canada, Survey of Consumer Finances. 

Atlantic provinces and lowest in Ontario and Quebec. The 
latter two provinces, though, suffered the biggest absolute 
decreases in the middle (8.2 and 6.6 percentage points, re­ 
spectively) and the largest gains at the low end (3.6 and 
4.9 percentage points). But the greatest increase in in­ 
equality was experienced by the Atlantic provinces. In this 
region, which had the most unequally distributed earnings 
in 1967, the Gini coefficient had grown by 50 basis points 
by 1986. The Prairie provinces had the smallest shrinking 

middle (3.9 percentage points) and the least increase in in­ 
equality (22 basis points). 

Families 

Although the major focus of our analysis of distributional 
trends is on the earnings of individuals, we also considered 
the distribution of family earnings and the total incomes of 
families. In Table 8-11, family distribution trends over 
1967 -86 are presented along with the earnings distributions 
of individuals. The second line consists of census (nuclear) 
families which include at least one ELFP individual whose 
total earnings represent at least 50 per cent of their total 
income. In 1986 earnings were less polarized and more 
equally distributed among this sample of ELFP families 
(29.6 per cent in the middle and a Gini of 0.347) than among 
ELFP individuals (21.5 per cent and 0.418). This indicates 
that additional workers in a family expand the middle stra­ 
tum and decrease the inequality of employment income. The 
second point is that the difference in size between the mid­ 
dle stratum of families and individuals has not changed over 
the years, implying that earnings polarization has increased 
in much the same way for families as for individuals. The 
same may be said about changes in earnings inequality; the 
rise in the Gini coefficient for family earnings from 0.329 
to 0.347 was only slightly less than the corresponding 
increase for individuals. 

The story changes, however, when we examine the dis­ 
tribution of total family income. Over our sample period 
the composition of total family income (employment, 
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Earnings Distribution Trends, by Region, Canada, Selected Years, 1967-86 

Distribution of ELFp1 work force by earnings stratumê 
Gini 

Lower Middle Upper Total coefficienf 

(Per cent) 
Atlantic provinces 

1967 37.6 23.4 39.1 100.0 0.399 
1973 38.6 23.6 37.9 100.0 0.414 
1981 39.7 20.3 40.1 100.0 0.424 
1986 40.6 18.5 40.9 100.0 0.449 

Quebec 
1967 33.9 29.7 36.4 100.0 0.374 
1973 35.7 26.6 37.7 100.0 0.391 
1981 36.8 25.4 37.8 100.0 0.389 
1986 38.8 23.1 38.1 100.0 0.404 

Ontario 
1967 35.2 30.6 34.1 100.0 0.380 
1973 37.7 24.5 37.8 100.0 0.399 
1981 38.5 23.1 38.4 100.0 0.402 
1986 38.8 22.4 38.8 100.0 0.413 

Prairie provinces 
1967 37.5 24.8 37.7 100.0 0.403 
1973 36.8 23.7 39.4 100.0 0.422 
1981 37.7 24.0 38.4 100.0 0.407 
1986 39.7 20.9 39.4 100.0 0.425 

British Columbia 
1967 37.9 24.9 37.3 100.0 0.383 
1973 39.2 22.5 38.4 100.0 0.403 
1981 37.6 23.2 39.2 100.0 0.391 
1986 39.9 19.4 40.7 100.0 0.414 

1 Effective labour force participants - individuals earning at least 5 per cent of the average industrial wage. 
2 Lower, middle, and upper strata consist of ELFPs earning 0-75, 75-125, and more than 125 per cent of the median for each region, respectively. 
3 The traditional measure of inequality which rises with the degree of inequality. 
SOURCE Calculations by Statistics Canada and the Economic Council of Canada, based on Statistics Canada, Survey of Consumer Finances, unpub- 

lished data. 

investment, transfers, and other income) has changed, with 
the relative share of earnings declining and the share of the 
other components, particularly transfers, increasing 
(Chart 8-7). Also note from Table 8-12 that between 1973 
and 1988 this partial replacement of employment income 
by transfer and investment income was evident at all income 
levels except the lowest, where the share of investment 
income fell." As would be expected, the lowest quintile 
depends upon the transfer system for the bulk of its income; 
the reliance on the labour market as an income source rises 
with the income level. Returning to Table 8-11, the dis- 

tribution of total income for all census family units was 
more polarized in 1986 than employment income. However, 
the increase in polarization of total income and employment 
income has been, in relative terms, about the same; in terms 
of total income, the decline in the population share of 
3.8 points in the middle stratum from 1967 to 1986 was only 
slightly less than it was in terms of employment income 
(4.8 points). Turning to income inequality of families, note 
that the Gini coefficient did increase when only earnings 
are considered; when total family income is considered, 
however, the rise in inequality was insignificant. 
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Table 8-11 

Income Distribution Trends, ELFPsl and Census Family Units,' Canada, Selected Years, 1967-86 

Population share of middle stratum 

1967 1973 1981 1986 

(Per cent) 

Earnings, ELFPs 26.8 23.7 23.4 21.5 
Earnings, ELFP families" 34.4 31.9 31.8 29.6 
Total income, 
all families 26.1 22.5 23.1 22.3 

After-tax income, 
all families 25.1 25.8 25.1 

Total income, 
all families, EAU5 28.0 27.0 28.0 27.0 

1967 

Gini coefficientê 

1973 1981 1986 

0.407 0.402 0.418 
0.335 0.330 0.347 

0.413 0.395 0.404 

0.385 0.368 0.373 

0.360 0.380 0.380 

0.389 
0.329 

0.398 

0.360 

Effective labour force participants - individuals earning at least 5 per cent of the average industrial wage. 
2 A husband and wife with or without never married children living at home, or a lone parent with one or more never married children, or unattached 

individual(s). 
3 The traditional measure of inequality which rises with the degree of inequality. 
4 Census families with at least one ELFP, whose earnings are at least 50 per cent of total family income. 
5 Effective adult unit: standardizing by family size and earning ability of family members. 
SOURCE Calculations by Statistics Canada and the Economic Council of Canada, based on Statistics Canada, Survey of Consumer Finances. 

Chart 8-7 

Income Composition of Census Family Units,' Canada, 1965-88 

100% 

90 

Employment 

Other 

Transfer 

80 Investment 

70 

60 

1965 1967 1969 1971 1972 1973 1974 197519761977 1978 197919801981 19821983 19841985 1986 19871988 

Census family unit - a husband and wife with or without never married children living at home, or a lone parent with one or more children, or 
unattached individual(s). Data for 1965 and 1967 are for economic family units, that is, unattached individuals, or groups of individuals having a 
common dwelling unit and related by blood, marriage, or adoption. 

SOURCE Estimates by the Economic Council of Canada, based on Statistics Canada, Survey of Consumer Finances. 



Distribution of Total Income in Each Quintile by Income Source, Economic Family Units,' 
Canada, 1973 and 1988 

Quintile 

Lowest Second Middle Fourth Highest 

1973 1988 1973 1988 1973 1988 1973 1988 1973 1988 

(Per cent) 

Employment 31.7 28.3 69.4 53.9 86.3 76.0 91.1 85.9 91.1 88.9 
Transfer income 55.6 61.8 19.8 31.2 7.3 13.1 4.4 6.3 2.6 3.1 
Investment income 7.0 4.9 5.4 6.6 3.7 4.9 3.0 4.1 5.1 5.5 
Other 5.6 5.0 5.3 8.3 2.6 6.0 1.5 3.7 1.3 2.5 

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 

Unattached individuals or groups of individuals having a common dwelling unit and related by blood, marriage, or adoption. Income composition by 
quintile was not available by census family units, the unit of family analyses used elsewhere in this chapter. 

SOURCE Estimates by the Economic Council of Canada, based on Statistics Canada, Survey of Consumer Finances. 

Table 8-12 

This assessment of family income trends suggests 
increasing polarization and inequality of earnings, and 
polarization but not growing inequality of total income. A 
closer look at Table 8-11, however, indicates considerable 
stability in the distribution of total family income. First, 
since 1973 the population share of the middle-income group 
has remained constant, both in terms of pre-tax income and 
after-tax income. Moreover, the Gini coefficient actually 
declined in both cases between 1973 and 1986, implying 
growing equality. Second, when we control for changes in 
family size (the last line of Table 8-11), the distribution of 
total family income has remained essentially unchanged 
since 1967, both in terms of polarization and inequality. 

Explanations of 
Increased Earnings Disparity 

Supply-Side Explanations: 
A Changing Labour Force 

Supply-side factors focus on the shifting composition and 
earnings of the work force and their distributional impacts. 
We considered three trends that significantly altered the 
labour force over the sample period: the increased partici­ 
pation of women in the labour force; the changing age 
structure driven by the labour force entry and maturation 
of the "baby boom" generation; and the growth in non­ 
standard employment.'? What part did these developments 
play in the observed polarization and growing inequality? 
We will address this question first by looking at earnings 
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trends by sex, age, and employment status, and then by 
using standardization techniques to isolate the impact of 
these factors. 

It is well known that on average women have earned less 
than men; however, the gap did narrow between 1967 and 
1986 (Table 8-13). Female earnings are also more polarized 
and more inequitably distributed than male earnings. The 
increasing female share of the work force would thus be 
expected not only to increase the number of individuals in 
low-wage jobs, but also to increase overall earnings in­ 
equality and polarization. While polarization within the 
female sample remains higher than that among males, the 
middle declined much more rapidly for men between 1967 
and 1986 (11.1 percentage points) than it did for women 
(2.4 percentage points). In terms of inequality, the Gini co­ 
efficient increased by roughly similar magnitudes for both 
sexes." 

The entry of the large cohort of postwar baby boomers 
has altered the age composition of the work force. During 
the 1960s and 1970s, this generation inflated the numbers 
in the under-25 age group; in the 1980s, the baby-boom 
cohort has become part of the 25-34 and, more recently, 
the 35-49 groups. Within this period, then, it is not sur­ 
prising that the relative earnings of the two younger cat­ 
egories (less than 35 years) have fallen, while those of the 
two older groups (greater than 35 years) have increased 
(Table 8-14). While this offers evidence that a large cohort 
depresses the relative wages of its members, note that in 
terms of polarization and inequality, all age groups have 
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Table 8-13 

Earnings Distribution Trends by Gender, Canada, Selected Years, 1967-86 

Distribution of work force by earnings stratum! 
Work force Relative Gini 

share meanê Lower Middle Upper Total coefficient' 

(per cent) (Per cent) 

Males 
1967 69.4 1.18 32.4 35.9 31.6 100.0 0.350 
1973 65.5 1.21 35.0 31.1 33.8 100.0 0.364 
1981 59.0 1.22 35.9 29.8 34.1 100.0 0.363 
1986 57.0 1.21 37.9 24.8 37.2 100.0 0.390 

Females 
1967 30.3 0.59 38.2 23.7 38.1 100.0 0.375 
1973 34.1 0.60 38.8 22.9 38.3 100.0 0.390 
1981 40.6 0.69 38.7 22.2 39.1 100.0 0.393 
1986 43.0 0.72 38.5 21.3 40.3 100.0 0.405 

Lower, middle, and upper strata consist of ELFPs earning 0-75,75-125, and more than 125 per cent of the median, respectively. 
2 Relative to the overall mean. 
3 The traditional measure of inequality which rises with the degree of inequality. 
SOURCE Calculations by Statistics Canada and the Economic Council of Canada, based on Statistics Canada, Survey of Consumer Finances. 

experienced increases. This suggests that pervasive factors 
affecting the entire population, and not any particular age 
group, have been acting to increase earnings disparities. 

Table 8-15 presents data on trends in earnings levels and 
distributions on the basis of employment status: for full­ 
time, full-year workers, on the one hand, and for those 
without full-time, full-year employment, on the other. As 
we can see, the work force share of the latter group (which 
approximates nonstandard workers) increased significantly 
over the sample period. As expected, the annual earnings 
of nonstandard workers are significantly lower than those 
of full-time, full-year employees (0.49 vs. 1.31 of the overall 
mean in 1986), which reflects the former group's fewer 
hours worked and typically lower wages. As well, the 
earnings of nonstandard workers are also more polarized 
and unequally distributed than those of full-time, full-year 
employees (in 1986, 19 per cent vs. 34 per cent in the 
middle group and Gini coefficient of 0.460 vs. 0.316, re­ 
spectively). This suggests that the trend towards nonstand­ 
ard employment may be contributing to the rise in inequality 
and polarization. On the other hand, the observed polariza­ 
tion trend was stronger over the period 1967-86 for full­ 
time, full-year workers; that group experienced a decline 
in the middle group of 4.4 percentage points, while there 
was little change within the nonstandard sample. For the 
full-time, full-year population, however, all of the move­ 
ment away from the middle was towards the upper stratum. 

The Gini coefficient remained relatively stable for both 
groups. 

Standardizing by Labour Force Changes 

What does this descriptive analysis of earnings trends for 
the various age, sex, and employment status groups tell us 
about the role of supply-side factors in explaining the overall 
polarization and growing inequality of earnings over the 
period 1967-86? On the one hand, polarization and in­ 
equality have increased in varying degrees for virtually all 
segments of the labour force groups that we have examined; 
on its own, this suggests that the overall trends in the earn­ 
ings distribution have been driven by factors beyond shifts 
in the make-up of the labour force. On the other hand, 
however, the compositional changes have tended to be in 
the direction of labour force groups which have high levels 
of earnings disparities - females and nonstandard workers 
are the most striking examples. 

To more systematically analyse the impact of supply-side 
changes on the observed distributional trends, we have 
conducted a series of "standardization" exercises. This 
standardization technique (described in Appendix B) is 
designed to measure how much of the change in the income 
distribution over a given period of time is due to the 
changing make-up of the population (the "composition" 



age, sex, and employment status make-up of the work force 
at its 1967 composition (but still allowing for actual changes 
in the relative mean and earnings distributions of the 
groups). According to this standardization, had the labour 
force composition remained constant, earnings polarization 
would have occurred but not by as much as it actually did. 
In other words, if between 1967 and 1986 female work force 
participation, the age structure of the labour force, and the 
standard/nonstandard employment status mix had not 
changed, the middle-earnings group in 1986 would have 
represented a larger share of the population (23.3 per cent) 
than was actually the case (21.5 per cent). These results 
indicate that changes in the make-up of the work force have 
contributed to greater polarization; of the 5.3 percentage­ 
point decline in the middle, 1.8 points (roughly one third) 
can be attributed to the composition factor. With respect to 
inequality, compositional changes do not appear to have 
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Table 8-14 

Earnings Distribution Trends by Age Group, Canada, Selected Years, 1967-86 

Distribution of work force by earnings stratum! 
Workforce Relative Gini 

share mean2 Lower Middle Upper Total coefficieru' 

(per cent) (Per cent) 

Less than 25 years 
1967 23.3 0.56 41.2 18.1 40.7 100.0 0.393 
1973 25.4 0.52 41.2 17.2 41.6 100.0 0.407 
1981 24.1 0.56 41.4 16.5 42.1 100.0 0.430 
1986 20.7 0.49 41.2 15.9 43.0 100.0 0.452 

25-34 years 
1967 21.6 1.09 32.0 38.1 29.9 100.0 0.310 
1973 24.4 1.09 33.5 32.8 33.7 100.0 0.329 
1981 28.0 1.05 34.6 29.6 35.7 100.0 0.340 
1986 29.1 1.01 36.2 27.6 36.1 100.0 0.357 

35-49 years 
1967 29.9 1.21 33.4 33.9 32.7 100.0 0.352 
1973 26.8 1.28 35.2 30.1 34.7 100.0 0.364 
1981 26.5 1.24 36.0 28.2 35.6 100.0 0.360 
1986 30.6 1.24 36.6 25.6 37.8 100.0 0.373 

More than 50 years 
1967 24.9 1.08 35.6 28.6 35.9 100.0 0.398 
1973 23.2 1.10 36.5 26.4 37.2 100.0 0.394 
1981 21.2 1.13 36.3 26.5 37.2 100.0 0.391 
1986 19.6 1.16 37.8 23.5 38.7 100.0 0.403 

Lower, middle, and upper strata consist ofELFPs earning 0-75, 75-125, and more than 125 per cent of the median, respectively. 
2 Relative to the overall mean. 
3 The traditional measure of inequality which rises with the degree of inequality. 
SOURCE Calculations by Statistics Canada and the Economic Council of Canada, based on Statistics Canada, Survey of Consumer Finances. 

factor) and how much is due to changes in earnings - both 
level and distribution - within groups (the "income" factor). 

Table 8-16 presents the impact on polarization and 
inequality of standardizing for labour force changes with 
respect to age, sex, and employment status over the period 
1967-86. The first two lines describe the actual earnings 
distribution in 1967 and 1986 (from Table 8-3). The next 
three lines report the standardization results. These de­ 
monstrate what the 1986 middle-group size and Gini coef­ 
ficient would have been had there been no change in the 
work force composition, the relative mean earnings of the 
various population subgroups, and the shapes of the earn­ 
ings distributions of the various groups. 

In line a of Table 8-16, the first figure indicates the hy­ 
pothetical size of the middle stratum in 1986, freezing the 
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Table 8-15 

Earnings Distribution Trends by Employment Status, Canada, Selected Years, 1967-86 

Distribution of work force by earnings stratum! 
Work force Relative Gini 

share meanê Lower Middle Upper Total coefficient' 

(Per cent) (Per cent) 

Full-time, 
full-year 
employees' 
1967 75.2 1.19 30.8 38.4 30.9 100.0 0.318 
1973 63.7 1.29 30.7 37.5 31.8 100.0 0.302 
1981 61.7 1.30 30.0 37.5 32.5 100.0 0.298 
1986 62.4 1.31 30.9 34.0 35.1 100.0 0.316 

All other 
employees 
1967 24.8 0.44 39.0 20.4 40.5 100.0 0.468 
1973 36.3 0.49 38.4 20.9 40.7 100.0 0.466 
1981 38.3 0.51 38.9 19.9 41.2 100.0 0.455 
1986 37.6 0.49 39.7 19.2 41.2 100.0 0.460 

1 Lower, middle, and upper strata consist of ELFPs earning 0-75, 75-125, and more than 125 per cent of the median, respectively. 
2 Relative to the overall mean. 
3 The traditional measure of inequality which rises with the degree of inequality. 
4 Defined as those who worked 50 weeks or more on a full-time basis. 
SOURCB Calculations by Statistics Canada and the Eoonomic Council of Canada, based on Statistics Canada, Survey of Consumer Finances. 

Table 8-16 

Work Force Share of the Middle Earnings 
Stratum, and Gini Coefficient, Standardized for 
Demographic Shifts, Canada, 1967 and 
1986 (Actual), and 1986 (Hypothetical) 

Workforce 
share of Gini 

middle stratum coefficient 

(Per cent) 

Actual 1967 26.8 0.389 

Actual 1986 21.5 0.418 

Hypothetical 1986, 
standardized for 
a Composition 

(work force shares) 23.3 0.414 
b Relative mean incomes 20.3 0.391 
c Earnings distributions 23.7 0.415 

SOURca Calculations by Statistics Canada and the Eoonomic Council 
of Canada, based on Statistics Canada, Survey of Consumer 
Finances, unpublished data. 

played a significant role; the hypotheticall986 Gini coef­ 
ficient (based on the 1967 labour foree composition) was 
very similar to the actual coefficient (0.414 vs. 0.418). 

Line b of Table 8-16 presents the results of standardizing 
for changes in the relative mean earnings of the different 
labour foree groups (while allowing for the actual shifts in 
composition and within-group distributions). The marked 
increase in relative earnings for women, older workers, and 
full-time, full-year employees, and the decline in those of 
younger workers in 1967-86 that we observed earlier, were 
not behind the growing polarization. After standardizing for 
shifts in relative earnings, the size of this hypothetical 
middle stratum in 1986 is in fact even smaller than it really 
was. 

However, trends in relative earnings do appear to have 
been an important factor behind the growing inequality of 
earnings. As we can see from line b of Table 8-16, freezing 
the relative mean earnings of the different labour force 
segments at their 1967levels eliminates virtually all of the 
observed increase in the Gini coefficient between 1967 and 
1986. Further univariate standardizations suggest that 
changes in the relative mean earnings along all three 



dimensions considered here - age, sex, and employment 
status - played a part in the growing inequality over the 
sample period. 

Line c of Table 8-16 presents the results of standardizing 
for changes in the earnings distributions of the population 
groups. Recall that for most of the work force groups, po­ 
larization and growing inequality were observed to some 
extent. Once we hold the distributions within these groups 
constant at their 1967 shapes, we find that the 1986 middle­ 
earner category becomes larger (by 2.2 percentage points) 
than it actually was in that year. This indicates the impor­ 
tance of within-group polarization in driving the overall 
declining middle. However, changes in the distribution 
within the labour force groups did not play a part in the 
increasing Gini coefficient. 

To summarize from our supply-side standardizations: 
first, the observed increase in earnings inequality over the 
period 1967-86 appears to have been the product of changes 
in the relative earnings of the various work force groups; 
and second, two labour force developments contributed to 
the polarization between 1967 and 1986 - the changing age, 
sex, and employment status composition of the work force, 
and the growing polarization within the various labour force 
groups. When each of these developments is controlled for 
(lines a and c of Table 8-16), between 33 and 42 per cent 
of the polarization observed during the sample period is 
eliminated. (Unfortunately, the standardization technique is 
limited in that it is not additive - that is, the impact of each 
of the standardizations cannot be summed to a total effect 
of supply-side factors.) Our results do suggest, therefore, 
that part of the declining middle can be accounted for by 
changes in the composition of the labour force. However, 
the changes do not explain the majority of the polarization, 
nor do they explain why earnings distributions within work 
force groups became more polarized between 1967 and 
1986. 

Demand-Side Explanations: 
The Shift to Services 

Demand-side factors are concerned with the distributional 
impacts of changes in the structure of employment, most 
notably shifts in its industrial and occupational make-up. 
These shifts reflect developments such as technological 
change and changing international economic patterns. Here, 
we will focus on how the shifting industrial structure­ 
specifically the growth of services - has affected earnings 
distributions. 

As is the case with supply-side hypotheses, these shifts 
can have implications for distributions either through a 
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composition effect or an income effect. The former changes 
the make-up of employment by industry (i.e., the shift from 
goods to services); the latter has two dimensions - first, 
changes in interindustry wage levels, and second, changes 
in the wage distribution within industries. We will examine 
the evidence on the compositional and income factors as 
they apply to the industrial structure. Since the SeF database 
does not provide accurate coding of employment by industry 
for 1967, our analysis is limited to the period 1973-86. 
During this truncated period, the middle-earnings segment 
of the labour force declined only 2.2 percentage points and 
the Gini coefficient increased by only 11 basis points. Be­ 
cause of these relatively small changes, we have not been 
able to incorporate the standardization technique into the 
analysis, and our consideration of the distributional impli­ 
cations of the shift to services has been limited to descriptive 
analysis. 

The Changing Industrial 
Composition of Employment 

How important has the growth of services been in altering 
earnings distributions? Recall that the "deindustrialization" 
hypothesis argues that the shift from middle-wage goods 
employment to high- and low-wage services has been be­ 
hind the observed polarization and growing inequality in 
earnings. To examine this hypothesis, we looked at the 
trends regarding employment growth and hourly earnings 
by sector and industry. In Table 8-17, the first two columns 
tell the familiar story of the rapid growth of employment 
in services and the major contribution of that sector to 
overall growth during the past 15 years. In terms of hourly 
earnings, jobs in the goods industries paid, on average, 
$12.55 in 1987, compared to $11.90 for those in the serv­ 
ice industries." However, because the wage structure in the 
service sector is very heterogeneous, the average wage rate 
for that sector as a whole does not accurately represent the 
rates of its constituent industries. 

This is evident when we look at the individual service 
industries where employment gains were most concentrated. 
Seven of these were particularly significant sources of 
employment growth between 1974 and 1989, contributing 
at least 5 per cent to overall employment expansion: finance, 
insurance, and real estate; business services; retail trade; 
accommodation, food, and beverages; education; health and 
social services; and public administration (see Table 8-17). 
An examination of average earnings in these high-growth 
services underlines that sector's wage heterogeneity. The 
two traditional services, retail trade and accommodation, 
food, and beverages had hourly wages in 1987 that were 
roughly 74 per cent and 55 per cent of the all-industry 



154 Employment in the Service Economy 

Table 8-17 

Employment Growth, 1974-89, and Average Hourly Earnings, by Industry, Canada, 1987 

Employment, 1974-89 Average hourly eamings, I 1987 

Average annual Contribution Proportion of 
growth to growth Level total 

(Per cent) (Dollars per hour) (Per cent) 

All industries 2.1 100.0 12.09 100.0 

Goods sector 0.7 10.7 12.55 103.8 
Agriculture -0.7 -1.5 7.28 60.2 
Other primary 1.7 1.9 15.00 124.1 
Manufacturing 0.6 5.3 12.63 104.5 
Construction 1.7 5.0 12.76 105.5 

Service sector 2.8 89.3 11.90 98.4 
Dynamic services 2.9 30.0 13.01 107.6 
Transportation, communications, and utilities 1.3 4.8 14.28 118.1 
Wholesale trade 2.1 4.6 11.75 97.2 
Finance, insurance, and real estate 3.1 8.1 12.53 103.6 
Business services 7.0 12.5 12.57 104.0 

Traditional services 3.1 34.1 8.29 68.6 
Retail trade 2.2 13.4 8.94 73.9 
Accommodation, food, and beverages 4.6 10.9 6.63 54.8 
Amusement and recreation 4.4 2.1 9.32 77.1 
Personal services 3.2 3.5 6.61 54.7 
Other traditional services2 4.3 4.2 9.60 79.4 

Nonmarket services 2.4 25.1 13.74 113.6 
Education 1.7 5.5 15.30 126.6 
Health and social services 3.2 13.4 11.88 98.3 
Public administration 1.9 6.3 14.47 119.7 

1 Total wages and salaries divided by the total hours worked in paid jobs in each industry. 
2 Includes photographic, car rental, and janitorial services. 
SOURCE Calculations by the Economic Council of Canada, based on Statistics Canada, the Labour Force Survey, unpublished data, and Cat. 71-529, 

and data from the Labour Market Activity Survey. 

average, respectively. At the other end of the spectrum, 
education and public administration had average hourly 
wages that exceeded the national average by about 27 per 
cent and 20 per cent, respectively. The wages of the three 
remaining high-growth services - financial services, 
business services, and health and social services - were 
close to the all-industry average. 

Certainly, the employment growth nodes in the service 
sector include industries with widely varying average 
wages. While some of these can be characterized as high­ 
paying and others as low-paying, it must be noted that a 
significant proportion of the shift to services involved 
industries with hourly wage levels that are close to the all- 

economy mean and within the range of average wages 
describing the goods industries. 

Changes in Interindustry Wage Levels 

Changes in interindustry wage levels can also affect the 
overall earnings distribution. Even in the absence of com­ 
positional changes, polarization can occur where the gap 
between high-wage and low-wage industries grows over 
time. American studies suggest that wage gaps between 
industries have been widening throughout much of the 
postwar period in that country." The Canadian evidence is 
less conclusive. One problem in this country has been the 



Table 8-18 

Earnings! Dispersion among Industries, 
Canada, 1973, 1981, and 1986 

Standard 
deviation 

Coefficient of 
variation- 

1973 0.287 3.22 

1981 0.317 3.32 

1986 0.330 3.36 

I Based on the natural log of the annual earnings of 15 industries. 
2 Standard deviation divided by (log) industry mean. 
SOURCil Calculations by the Economic Council of Canada, based on 

Statistics Canada, Survey of Conswner Finances, 
unpublished data. 

lack of time-series data at a level of industry disaggregation 
that is detailed enough to compute meaningful measures of 
dispersion." 

Table 8-19 
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Table 8-18 presents our estimates of earnings dispersion 
across 15 industries in 1973, 1981, and 1986. Using the 
natural log of average annual earnings for these industries, 
both the standard deviation and the coefficient of variation 
(the standard deviation scaled by average earnings) in­ 
creased slightly between 1973 and 1986. While indicating 
growing earnings dispersions across industries during this 
period, the trend in Canada is much smaller than compar­ 
able American estimates. As well, our small sample size 
calls for caution in interpretation. 

Changes in Earnings Distributions 
within Industries 

The other factor associated with the industry effect in­ 
volves changes in the earnings distributions within indus­ 
tries. Table 8-19 presents distributional trends for the four 
major industrial sectors: goods, traditional services, dynamic 
services, and nonmarket services. With 23 per cent of its 
work force in the middle group in 1986, the goods sector 

Earnings Distribution Trends by Industry, Canada, 1973, 1981, and 1986 

Distribution of work force by earnings stratum 1 
Workforce Gini 

share Lower Middle Upper Total coefficientê 

(Per cent) (Per cent) 

Goods sector 
1973 33.3 35.2 29.6 35.2 100.0 0.350 
1981 32.2 37.0 25.8 37.1 100.0 0.374 
1986 29.7 38.5 22.7 38.7 100.0 0.392 

Traditional services 
1973 16.8 38.1 22.1 39.8 100.0 0.425 
1981 23.1 40.1 18.3 41.6 100.0 0.447 
1986 24.9 40.8 18.7 40.6 100.0 0.470 

Dynamic services 
1973 19.1 34.2 30.4 35.4 100.0 0.364 
1981 22.6 33.6 29.3 37.1 100.0 0.364 
1986 22.5 35.1 27.5 37.4 100.0 0.380 

Nonmarket services 
1973 19.7 33.5 32.4 34.2 100.0 0.356 
1981 21.3 34.9 27.5 37.6 100.0 0.379 
1986 22.4 35.4 27.7 36.8 100.0 0.378 

1 Lower, middle, and upper strata consist of ELFPs earning 0-75, 75-125, and more than 125 per cent of the median, respectively. 
2 The traditional measure of inequality which rises with the degree of inequality. 
SOURCil Calculations by Statistics Canada and the Economic Council of Canada, based on Statistics Canada, Survey of Consumer Finances, unpub- 

lished data. 
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distribution lies within the extremes describing the service 
subsectors. Polarization was greatest in traditional services, 
where the middle group accounted for about 19 per cent of 
that subsector's labour force. On the other hand, corre­ 
sponding shares for nonmarket and dynamic services were 
very high, at nearly 28 per cent. The distributional impact 
of the employment shift from goods to services, then, is 
indeterminate: movements to traditional services have had 
a polarizing effect, while shifts to both dynamic and 
nonmarket services have had the opposite effect. 

Note also that all four industrial groupings experienced 
polarization over the sample period (Table 8-19). In fact, 
this was most marked in goods, where the middle group 
shrank by 6.9 points. The decline was 3.4, 2.9, and 
4.7 points in traditional, dynamic, and non market services 
respectively. While the standardization technique would 
have permitted us to draw a more conclusive picture, these 
descriptive results suggest that rising earnings disparities 
are more accurately described as the product of distribu­ 
tional changes within industries than the shift to the service 
sector. 

The apparent pervasiveness of the polarization implies 
that it may be caused by something more fundamental, more 
systemic within industries, which is affecting the overall 
distribution of earnings. Certainly, the supply-side changes 
documented earlier represent an important factor, but as we 
have discussed, they are only part of the explanation. A 
complete explanation for the observed earnings polarization 
continues to elude us. 

The Durability of the 
Declining Middle 

Is the declining middle that we have observed between 
1967 and 1986 a relatively permanent trend or is it merely 
a transitory phenomenon of the period we have studied? 
Our research has shown that distributional trends are not 
static over time. Just as the period 1967-86 was one of 
growing earnings disparities, earlier or later periods may 
not have been. Indeed, to the extent that we have been able 
to consider trends outside our sample years - for example, 
1951-67 - we have seen evidence of earnings stability rather 
than polarization. Moreover, even within the two decades 
encompassed by our analysis, the distributional trend has 
not been simply one of progressive polarization. While the 
middle did decline in 1967-73 and 1981-86, the earnings 
distribution was relatively stable in the intervening period 
between 1973 and 1981. 

Changing Labour Force Demographics 

An important point to consider in terms of the durability 
of the declining middle is the future demographic compo­ 
sition of the labour force and its effect on distributional 
patterns. One demographic feature of the changes in work 
force composition that partially explains the earnings po­ 
larization is the major inflows of women and young people 
into the labour market during the sample period. This influx 
of workers whose income distributions were more polarized 
and unequal than the work force as a whole heightened 
overall disparities. 

To some extent these compositional changes were spe­ 
cific to the period under analysis. It is certainly clear, for 
example, that large numbers of young workers entering the 
labour force will not be part of the picture in the immediate 
future. We carried out some projections to estimate some 
of the future implications of the changing demographics. 
Our analysis of traditional services is especially illustrative 
because young people are most heavily concentrated in 
these industries, so it is here that the aging work force is 
likely to have its greatest impact. 

On the basis of these projections, we estimate that the 
youth share of total traditional-service employment will 
decline over the next decade." Since strong growth in tra­ 
ditional services is anticipated, employers will increasingly 
have to look to other sources of labour supply. But to attract 
such workers they will probably have to offer higher com­ 
pensation. As fewer young people become available, and 
as the composition of employment in traditional services 
changes, the wage patterns within this and other sectors that 
have relied on young workers can be expected to change 
as well. 

While the aging work force will likely act as a moderat­ 
ing influence, it cannot be expected to reverse the polari­ 
zation trend, since there are other factors at play. Picot et al., 
using the micro SCF database for the same years (1967- 
86) as we did, took a close look at the impact of demo­ 
graphic variables for the different subperiods." Their 
analysis clearly shows that the growing female and youth 
share of the labour force did explain much of the polariza­ 
tion observed between 1967 and 1981. However, these 
factors did not playa role in 1981-86, essentially because 
the trends underlying them had changed considerably. 
While the female participation rate increased by 40 per cent 
in the 1970s, the increase was only 15 per cent between 
1980 and 1989. And the increase in the youth share of the 
total labour force peaked in 1974 and has declined ever 
since (Chart 8-8). 



Chart 8-8 

Youth Labour Force' as a Share of 
Total Labour Force, Canada, 1966-89 
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SOURCE Estimates by the Economic Council of Canada, based on data 

from Statistics Canada, the Labour Force Survey. 

Conclusion 

In this chapter we have highlighted two trends that have 
characterized earnings in Canada in recent years - stagnant 
real compensation levels, and growing disparities in 
employment income. With respect to the former, average 
real wages had not recovered by the end of the 1980s to 
the peak level of 1976. While supplementary (non-wage) 
labour income has increased since then, this has not offset 
the decline in wages. The result is that there were no gains 
in total labour compensation during the 1980s. 
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The trend that we have focused on is the increase in 
polarization and inequality in the employment income of 
Canadian workers between 1967 and 1986. More speci­ 
fically, disparities increased in 1967-73 and 1981-86. For 
Canadian families, the distribution was relatively stable 
once all income sources and changes in the composition of 
families were taken into account. These results suggest that 
nonemployment income in the form of transfers is largely 
offsetting the increasing polarization and inequality 
emanating from the labour market. In the present context 
of large budgetary deficits and mounting public debt, the 
transfer system could be stretched even further as it faces 
an added redistributive challenge because of growing dis­ 
parities in incomes from work. 

How serious the polarization and growing inequality of 
earnings between 1967 and 1986 is depends on whether this 
is part of a longer term trend. The fact that we do not have 
the appropriate data, and that there is so far no complete 
explanation for these observations, makes it difficult to 
assess this issue. It is clear that the make-up of the labour 
force will not contribute to earnings disparities in the future 
as it did in the 1960s and 1970s. In particular, the relative 
decline in the supply of young workers is likely to change 
the composition of the work force and its wage distribution. 
However, the earnings disparities observed during the 1980s 
appear not to have been driven by demographic factors. The 
evidence that there are disparities within all industrial 
groupings suggests that fundamental changes are taking 
place within Canadian workplaces. More research is nec­ 
essary to enable us to have a better understanding of what 
these factors are, and to assess whether the polarization is 
likely to continue in the future. 
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9 Conclusions and Policy Implications' 

Our analysis suggests that the Canadian labour market in 
the 1990s will be defined by the following features: 

- slow growth of the work force, with an older age profile; 

- increasing employment in service activities; 
/ 

- more work with high knowledge content; 

- concentration of "good" jobs in large cities; 

- growth of nonstandard employment forms; and, possi­ 
bly, 

- widening disparities in the quality of jobs and in the 
degree of economic security they provide for workers. 

These changes are likely to have far-reaching conse­ 
quences for all Canadians. They will shape the education 
and training decisions of young people and the career pat­ 
terns of the adult work force. They will influence the roles 
and concerns of Canada's social institutions, from families 
to unions. And they will undoubtedly affect the approaches 
of industry to the management of human resources. 

Our portrait of the emerging labour market also has im­ 
portant consequences for a wide range of public policies. 
The growth of services, along with the information explo­ 
sion and the internationalization of business activity, is 
fuelling the demand for an increasingly well-educated and 
skilled work force. Canada's future economic welfare will 
be dictated in no small measure by its capacity to develop 
human resources. The "education-and-training" imperative 
will also be compelling for individuals, since employment 
experiences will be less and less favourable for those who 
have skill deficiencies. In fact, our analysis suggests that 
the segmentation of the labour market into "good job" and 
"bad job" sectors is likely to raise considerable challenges 
for policymakers concerned with the economic security of 
Canadians. Certainly, the presence of competitive industries 
is essential for a robust labour market that can provide that 
security. We have found that the quality and efficiency of 
service deliverers and their integration with goods produc­ 
ers is increasingly critical to this competitiveness; accord­ 
ingly, economic development policies must recognize and 
support the role of services. 

Labour market policies will have to adapt to these trans­ 
formations; indeed, our research suggests that some insti­ 
tutions no longer "fit" the needs of Canadian workers and 
employers. In the pages that follow, we look at how poli­ 
cies might be reshaped to support job creation and to 
maximize the contribution of Canada's human resources in 
the changing environment. We reiterate here the three in­ 
terrelated principles that should, in our view, underlie a 
strategy that recognizes the new dynamics of the labour 
market: 

1 strengthen the commitment to the development of human 
resources; 

2 promote economic security for workers; and 

3 recognize the role of services in economic growth. 

In making our recommendations, we are aware that ac­ 
tions taken today have implications for future generations. 
Indeed, that was the theme of the Council's Annual Review 
for 1989, entitled Legacies, which highlighted two ele­ 
ments - the capacity to develop Canada's human resources 
and the public debt - that have a direct bearing on the policy 
discussion that follows. 

We believe that human-resource development is an in­ 
vestment in the future. Canada's success in the emerging 
information-based service economy will depend heavily on 
its capacity to develop a first-rate work force; and that ca­ 
pacity must be put in place now. In emphasizing the role 
of education and training, we note that a macroeconomic 
context that supports high rates of employment growth is 
an important condition for realizing that goal. 

To some extent, however, Canada's human-resource 
objectives lie in direct conflict with the legacy of the public 
debt. Canada cannot achieve its labour force goals simply 
by digging deeper into the public purse. Accordingly, we 
have not made any recommendations that would increase 
government spending over the next several years. Rather, 
our suggestions are intended, in large part, to shift policy 
emphasis in order to better reflect the changing environ­ 
ment Some of our proposals would, however, require new 
spending by the private sector, because there are areas where 
current efforts are inadequate. 
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In recent years, the Economic Council has drawn atten­ 
tion to the rapid changes in the economic environment and 
to their implications for Canadians. Generally, we have 
advocated adaptation to market forces as the best approach 
to meet the challenges of an increasingly competitive global 
economy; this has been our perspective in supporting trade 
liberalization, more rapid adoption of new technologies, and 
less regulation in product markets. In advocating that ap­ 
proach, we recognize the growing pressure on the labour 
market, both to generate the skills that are so critical to 
competitiveness and to provide mechanisms for individuals 
to adjust to the accelerating changes they face. This per­ 
ception has been reinforced by the research that we have 
undertaken for this research report. 

The Council believes that, as much as possible, the goals 
of human-resource development and labour adjustment 
should be achieved through the actions of employers, un­ 
ions, and individual workers, responding to market forces. 
At the same time, however, there is an important role for 
governments in the functioning of labour markets and in 
cushioning the hardships inflicted on individuals. Public 
policies must work with market forces to strengthen the 
commitment to human resources and to promote the eco­ 
nomic security of workers, thereby maximizing the contri­ 
butions of all Canadians. 

Strengthen the Commitment to the 
Development of Human Resources 

The development of human resources contributes to 
competitiveness and employment growth, and it plays a 
significant part, as well, in achieving distributional objec­ 
tives. While this has always been the case, a number of 
trends - including technological change, the information 
revolution, and intensifying global competition - are com­ 
bining to make human-resource development more critical 
than ever before. 

Our research indicates that work with high skill and 
educational requirements represents a growing share of 
overall employment Many high-skilled jobs in both the 
goods-producing industries and services are trade-sensitive, 
if not directly dependent on trade; as global competition 
accelerates, high-cost countries such as Canada will be 
forced to rely increasingly on the excellence of their work 
force to provide a comparative advantage in the global 
marketplace. 

A growing number of jobs are information-based; even 
those which do not have a high skill content demand basic 
literacy and numeracy. To gain employment - particularly, 

stable, well-compensated employment - people now need 
an adequate educational base. The unskilled and poorly 
educated are experiencing greater disadvantage in the labour 
market and, in particular, are facing special problems in 
adjusting to the changing employment structure. 

While every country must invest in all factors of pro­ 
duction - including capital and technology - the achieve­ 
ment of a high return on these investments will require 
people with the skills and knowledge to exploit their po­ 
tential. Increasingly, then, the performance of national 
economies is closely linked to the human factor. To put it 
simply, Canadians should not expect to improve - or even 
maintain - their standard of living unless, as a nation, they 
attach a high priority to the quality of the work force. Thus 
effective education and training policies will be absolutely 
fundamental to Canada in the coming decades. 

Human-resource development must be a major priority 
for policymakers. Accordingly. industry. labour. educators. 
and governments must aggressively pursue a human­ 
resource strategy that will emphasize. on the one hand. a 
broadly based education system and. on the other. an active. 
industry-based training system. with the primary focus to 
be on the development of specific vocational skills. 

Education 

In terms of labour force preparation, Canada's education 
systems must meet two imperatives. The first is to ensure 
that basic levels of competency are universally held: all 
Canadians must have literacy and numeracy skills and, 
more generally, the analytical tools to "navigate" in an 
information-based society. The second imperative is to 
pursue a standard of excellence through the development 
of highly educated individuals. These two objectives involve 
all education levels, from primary to postsecondary. 

The Economic Council is concerned about the perform­ 
ance of the Canadian education systems, when measured 
against such criteria While recognizing that there have been 
some positive developments, we have noted, in Chapter 7, 
a number of disturbing indicators that raise serious questions 
about the quality of education in this country. At first glance, 
these concerns do not seem to be the result of inadequate 
"inputs." Although real expenditure per student at the 
postsecondary level has declined over the past decade, 
spending on primary and secondary students has been rising 
steadily. Overall, Canada's public expenditures on educa­ 
tion, as a percentage of gross domestic product, are among 
the highest of the developed countries; indeed, this country's 
financial commitment to education rivals that of any other 
nation. 



Our review of education performance has led us, then, 
to ask why Canada, as a nation, does not appear to be getting 
a greater economic return on its substantial investments in 
this area. Indeed, the growing public debate on education 
and the increased calls for some action suggest that this 
concern is becoming more widespread. The usefulness of 
any policy dialogue on education and the future quality of 
Canada's workers will depend, however, on the availability 
of better empirical analysis. Hard and well-focused research 
is badly needed on how Canada's education systems can 
prepare a high-quality, competitive work force, capable of 
adapting to a rapidly changing knowledge-based economy. 

Accordingly, we believe that a major empirical study into 
the state of education in Canada must be undertaken, with 
a view to evaluating concerns about the quality of education 
in this country. The focus of the study should be the link 
between education and economic goals - specifically the 
future competitiveness of Canada's work force in a 
knowledge-based economy. This is largely uncharted ter­ 
ritory, raising formidable questions about concepts and 
measurements. It also brings to the fore sensitivities among 
educators, industry, and governments. Nonetheless, a 
stronger body of empirical research is bound to enhance 
the reform process within the various education systems 
across the country. 

Training and Labour Adjustment 

While high-quality education represents the essential 
precondition for a first-class work force, the development 
of vocational skills must be based in the training system. 
Training is essential for enhancing on-the-job performance 
and thus industrial competitiveness. It is also critical for 
facilitating labour adjustment. As changes in consumer 
demand and production methods accelerate, and as com­ 
parative advantages shift, the need for "retooling" is inten­ 
sifying. The challenge for Canada's training system is to 
provide individuals with the ongoing opportunity to acquire 
productive skills that are needed in the marketplace. 

In our view, the current training effort in this country is 
not satisfactory. It is beset by two major problems. First, 
the investment by Canadian industry in the development 
of human resources is insufficient; that situation is very 
unfortunate, especially in view of the substantial body of 
evidence showing that training is most effective when it is 
employment-based. Second, public policy continues to have 
a "damage-control" orientation, emphasizing income 
maintenance and short-term training for the long-term un­ 
employed. Current programs do not offer adequate oppor­ 
tunities for developing skills that would improve real long­ 
term employability. 
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Governments must playa dual role in this area if Canada 
is to develop the capacity for skill formation that we believe 
will be necessary in the future. First, they must provide 
training and adjustment opportunities for workers who are 
jobless, who face the prospect of unemployment, or who 
do not have a strong "attachment" to a particular employer. 
Second, governments must consider ways of stimulating the 
development of human resources within industry. 

Policies Aimed at "Unattached" Workers 

The conventional view of the labour market has been that 
individuals would work for the same employer for extended 
periods of time and that breaks in that relationship would 
be infrequent and would typically be associated with 
"cyclical" unemployment resulting from business down­ 
turns. That image of the labour market has been trans­ 
formed, however, partly because of persistently high un- . 
employment rates, partly because of the accelerating pace 
of economic change, and partly because of the proliferation 
of nonstandard employment forms. A growing proportion 
of the labour force has no attachment, or only a weak 
attachment, to a particular employer. Thus it will become 
more important in the 1990s for public policy to deal 
directly with those "unattached" workers, many of whom 
experience substantial economic insecurity. As well, the 
slowdown in the growth of the labour force will heighten 
the need to ensure that all Canadian workers can participate 
productively in the labour market. 

In Chapter 7, we saw that Canada's level of public ex­ 
penditure on labour market programs is comparable to that 
of the major countries of Western Europe and well above 
the U.S. and Japanese levels. More than most, however, 
Canadian public policy has emphasized short-term income 
maintenance and not "active" strategies aimed at support­ 
ing workers in the acquisition of long-term employability; 
about 75 per cent of federal spending on labour market 
programs is allocated to income maintenance, mostly under 
the Unemployment Insurance Act 

Income maintenance through a traditional unemployment 
insurance (UI) system has an important adjustment role in 
providing earnings replacement in cases where unemploy­ 
ment is cyclical or seasonal or where some time is needed 
to locate a job opening. As this Council emphasized in its 
Annual Review for 1988, however, in the present context 
of rapid industrial and technological change, skill obsoles­ 
cence, and growing regional imbalances, a large - and 
growing - proportion of unemployment is "structural" in 
nature. As a consequence, training, mobility, and counsel­ 
ling services need to playa much larger role. The Council 
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believes that public policy in this country must reflect the 
emerging labour market by more appropriately addressing 
the changing nature of labour adjustment; this does not 
necessarily require additional funding but rather a shift in 
emphasis towards a more active orientation. As a conse­ 
quence, 

1 We recommend that reform of the federal government's 
labour market strategy move In the direction of sup­ 
porting skill development and employability as the 
primary obJective. As a long-run goal, we endorse a 
transition from the existing unemployment Insurance 
fund to an "employment Insurance" fund. 

The intention of this recommendation is to set out a 
broadly defined policy target As we envisage it, the "em­ 
ployment insurance" (El) fund would not be added to the 
UI fund but, rather, would be the end-product of a gradual 
transformation of the existing scheme into one that can more 
appropriately address the adjustment needs of Canadians. 
Unemployed workers could draw on the El plan for income 
support in the event of unemployment (as is generally the 
case now); in addition, these workers would be able to use 
the fund for such purposes as skill development, mobility, 
and counselling. The actual form of the benefit would be 
determined by the insured worker, in consultation with 
Employment Centre counsellors, and it would depend on 
the individual's situation and on labour market conditions. 
If, for example, an unemployed worker had employable 
skills and if the period of joblessness were clearly tempo­ 
rary, income maintenance would be the appropriate ap­ 
proach; however, where immediate employment prospects 
were poor, benefits could be used for training or one of the 
other "active" measures. 

The nature of the Canadian labour market now demands 
an adjustment strategy that will offer a range of options to 
unemployed workers - to receive straight income support, 
to improve employability, or to pursue some combination 
of the two. This imperative underlies our proposal for an 
El fund. 

Without dealing here with all of the specific design issues, 
many of the basic administrative principles of the existing 
UI system do seem to suit the needs of the new adjustment 
instrument we are calling for - e.g., benefit eligibility and 
benefit levels tied to the length of employment, as well as 
joint employee/employer contributions. These features 
could be preserved in the proposed El scheme. 

While we do not intend to set out the detailed fiscal ar­ 
rangements that the proposed El fund should entail, we 
would like to briefly discuss two financing aspects: first, 
the responsibilities of workers, employers, and government; 

and second, the overall funding levels that would be re­ 
quired. Regarding the former, the fund would involve both 
employee/employer contributions and public financing. 
While the financing responsibilities would have to be ne­ 
gotiated, in principle, government contributions should 
cover initiatives under the El fund that are perceived to have 
"social" benefits for all Canadians; these would involve the 
"active" options of the fund and would include, for example, 
the direct costs of training and counselling expenses. On 
the other hand, employee/employer contributions should be 
applied principally towards the income-maintenance com­ 
ponent of the fund. Undoubtedly, sorne expenses would fall 
into a "gray" area, and their fmancing would require both 
study and negotiation. 

What would be the overall cost implications of the El 
proposal? To the extent that the "active" options were pur­ 
sued, the transition to the El fund would likely imply higher 
costs, at least in the short run, than in a system where ben­ 
efits are predominantly taken in the form of straight income 
maintenance, as is the case under the current UI system. 
Clearly, some of the incremental costs could be met through 
transfers of appropriate parts of the budget for the Canadian 
Jobs Strategy. If, however, the take-up rates for the active 
options were very high, thereby creating cost pressures on 
the fund, and if the current fiscal restrictions on the federal 
government remained, it might be necessary to limit the 
amount of financial support available under the active op­ 
tions. 

Ultimately, we believe that by more effectively address­ 
ing labour adjustment through the principle of promoting 
employability, an El fund would result in net savings 
through lower adjustment costs and a more productive work 
force. 

As well, it is important to recognize that we are proposing 
that a labour market policy built on this sort of approach 
be implemented gradually. In that regard, an important 
transition step would be to increase the scope for the un­ 
employed to acquire training while collecting UI benefits. 
Although Section 26 of the Unemployment Insurance Act 
does allow for retraining in some circumstances, training 
activity represents a minor part of the overall UI system, 
primarily because the share of UI funds allocated to Sec­ 
tion 26 remains relatively small and because there have been 
substantial restrictions regarding eligibility and the choice 
of courses. 

2 We strongly support the principle of greater accessi­ 
bility of training for the recipients of unemployment 
Insurance benefits. Accordingly, we recommend that the 
federal government Increase the VI funds available for 
retraining and relax the eligibility restrictions for 
training under the VI program. 



In making this recommendation, we support the proposal, 
made by the federal government in its April 1989 discussion 
paper on employment policy (entitled Success in the Works), 
to increase substantially the UI-fund allocations to training 
UI recipients under Section 26. We believe that the structure 
of the UI program - namely, the individual accounts and 
the contributory nature - is an appropriate one for support­ 
ing skill development Indeed, this lies behind our vision 
of an El fund. However, we do have reservations about 
another proposal in that document, aimed at reallocating 
additional UI funds, built up through universal employer/ 
employee contributions, to programs outside the UI system 
that are not universally available. While we believe that UI 
claimants should have far greater access to training, their 
contributions should not be financing the expansion of 
federal labour market programs that are not necessarily 
targeted to the adjustment of unemployed workers. 

We turn now to more selective policies for those catego­ 
ries of workers experiencing special problems in adapting 
to the changing employment structure. Two groups that are 
of particular concern are older workers and workers who 
have been laid off. Reintegrating those individuals into 
productive employment should be an important policy ob­ 
jective, particularly as Canada moves into an era of slow 
work force growth, where changing patterns of employment 
cannot be met by relying on new entrants. 

In this country, the conventional public-policy approach 
regarding older workers has been to compensate them for 
loss of employment. This philosophy underlies the Program 
for Older Worker Adjustment (pOW A) - currently the 
major initiative in this area - which provides for compen­ 
sation for permanently laid-off older workers. In a 1987 
report, Managing Adjustment, which was released shortly 
after POW A had been announced, the Economic Council 
supported the notion of a program specifically concerned 
with the adjustment difficulties of older workers. Since then, 
we have undertaken more research on older-worker ad­ 
justment and POW A. Our findings have raised concerns 
about certain features of POW A, including its limited and 
somewhat subjective eligibility conditions. 

A more fundamental concern, however, stems from our 
belief that the approach to older-worker adjustment should 
be centred on a positive reintegration strategy that empha­ 
sizes retraining and job-search counselling. Compensation 
programs like POW A are expensive and, by necessity, have 
very restricted coverage. Moreover, they do not adequately 
recognize the principle that productive employment is a key 
to full participation in our society. As Canada's work force 
continues to grow more slowly, the contribution of older 
workers to the economy will become more critical. Canada 
simply must learn to use its older workers effectively. 
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Certainly, the adjustment difficulties faced by these 
workers should not be minimized. Some are understandably 
reluctant to change jobs or careers, both for personal reasons 
and because the benefits they have built up may be jeop­ 
ardized; with respect to the latter consideration, enhancing 
the portability of benefit plans is clearly an important ob­ 
jective. There is also a general reluctance, on the part of 
employers, to hire older people; this attitude is bound to 
change in the future, however, as employers will increas­ 
ingly come to realize that older workers must be the solution 
for the labour shortages that they will face. 

On balance, the Council finds that there are strong argu­ 
ments supporting a policy strategy primarily aimed at 
reintegration rather than compensation. As well, some ex­ 
periments with a focus on assisting older workers to acquire 
new employment skills suggest that reintegration is a viable 
approach to adjustment We note, for example, the demand 
for the Transitions program in Ontario, which provides 
vouchers to institutions or employers offering training to 
individuals aged 45 years or more. 

3 We strongly endorse the principle of reintegration as 
the cornerstone of adjustment policy for older Cana­ 
dians. In this regard, we recommend that publicly 
funded programs for these workers emphasize re­ 
training and employment counselling. 

The reintegration principle is also important in the case 
of laid-off workers. We have noted the adjustment diffi­ 
culties of these workers with respect to the length of time 
needed to find another job and to the frequency with which 
they experience wage cuts. Research indicates that re­ 
employment outcomes are much more favourable when 
workers are informed in advance that they will be laid off. 
Adjustment is also assisted when labour and management 
work together to develop redeployment solutions for the 
employees affected. 

Canadian jurisdictions currently have some minimum 
standards for providing advance notice to laid-off workers. 
While notice-period requirements vary considerably, in 
general they depend on either the employee's length of 
service or the number of workers who are being laid off. In 
the event of group layoffs, some jurisdictions also include 
positive redeployment measures, such as the advance pro­ 
vision of the profile of laid-off employees to the govern­ 
ment or the creation of a finn-level adjustment committee. 

The report of the federal government's Advisory Coun­ 
cil on Adjustment - the De Grandpré Council- which was 
published in 1989, recommended minimum national 
standards regarding the advance notice of layoffs. The 
length of notice provided by the employer would depend 
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on the number of workers involved in the layoff: two weeks 
would be required when fewer than five employees were 
to be laid off, with the notice period increasing in stages - 
up to 16 weeks when the layoff included 50 or more. Ad­ 
vance notice would be given to full-time and "regular" part­ 
time workers; in the case of group layoffs, the employer 
would be required to provide the appropriate government 
with a profile of the affected employees and with a proposed 
compensation and redeployment package. 

4 We recommend that the federal, provincial, and terrI­ 
torial governments Implement the national minimum 
advance-notice standards suggested by the De Grandpré 
report. The minimum notice period should be two weeks 
In the case of layoffs involving between one and four 
persons, four weeks where between Ove and nine per­ 
sons are to be laid orr, eight weeks where 10 to 49 per­ 
SODS are to be laid off, and 16 weeks In the case oflayofrs 
of SO people or more. 

The principle of this recommendation - that advance­ 
notice requirements should depend on the magnitude of the 
layoff - reflects the fact that the adjustment problem tends 
to increase with the number of workers involved. In the 
event of a major layoff, large numbers of workers with 
similar skills and experience must search for new jobs at 
one point in time, frequently in industries and localities 
where job opportunities are relatively scarce. As a conse­ 
quence, the challenges of a major layoff often can require 
more than advance notice. 

In these situations, the re-employment possibilities of 
those who have lost their jobs may benefit significantly from 
adjustment plans developed at the firm level. These plans, 
typically developed by representatives of management and 
labour, address issues such as the skill profile of the laid­ 
off workers, likely re-employment prospects, and appro­ 
priate counselling, mobility, and retraining options. While 
the government involved acts as a facilitator, provides in­ 
formation on labour market conditions and programs, and 
covers the administrative costs of the committee, it is the 
parties themselves that must work out a solution. As this 
Council has noted before, labour/management adjustment 
committees coordinated by the federal Industrial Adjust­ 
ment Service (lAS) have a very positive and cost-effective 
record in layoff situations with respect to the re-employment 
of laid-off workers and the post-layoff climate within the 
firm itself; indeed, in two recent Statements, Making 
Technology Work and Managing Adjustment, we have ex­ 
pressed our strong support for the lAS committees. 

Currently, industrial adjustment committees are required 
in the federal jurisdiction in the case of major layoffs (in­ 
volving 50 or more workers); Quebec, Ontario, and 
Manitoba provide for the establishment of such committees 

at the request of the Minister of Labour. In practice, a high 
degree of flexibility exists in the application of this 
employment standard. In the federal jurisdiction, for 
example, the requirement for a committee is waived where 
the parties have established their own adjustment 
arrangement or where it would be a real burden, such as in 
a bankruptcy situation. 
S We recommend that all Jurisdictions establish a labour 

standard providing for the creation 0( a committee that 
will Include management and labour representatives, 
to develop and Implement a re-employment package for 
Iald-off workers Involved In a major layon. 

Without identifying a precise definition of what consti­ 
tutes a "major" layoff, we note that the most prevalent 
standard in Canadian jurisdictions is a loss of jobs for 
50 workers or more. 
The requirements set out in the two preceding recom­ 

mendations are intended for situations where workers must 
seek new employment opportunities; they would not apply 
in cases where layoffs are seasonal or short-term in nature. 
In light of accelerating economic change, the re­ 
employment problems faced by laid-off workers, and the 
observed benefits of advance-notice and adjustment com­ 
mittees, we believe that these proposals, which would 
clearly strengthen existing standards in most jurisdictions, 
would contribute to smoother adjustment in the Canadian 
labour market without imposing undue demands on em­ 
ployers. 

Employer-Based Human-Resource Development 

It is the Council's position that the overwhelming re­ 
sponsibility for job-related skill formation rests with busi­ 
ness and labour. Indeed, the role of the private sector in 
human-resource development is crucial. We have already 
emphasized that employer-based training is the most ef­ 
fective approach for developing vocational skills and that, 
increasingly, human-resource development within industry 
is essential to Canada's competitiveness. 

Ideally, a strong "training culture" should be created by 
forces operating at the flITO level- by employers viewing 
skill formation as an essential element of human-resource 
management, by unions making training apriority, and by 
employees taking initiative to update existing skills and to 
acquire new ones. Certainly, there are examples of Canadian 
firms where this commitment to training by all parties exists. 
However, our review in Chapter 7 of the available infor­ 
mation suggests that the extent of private-sector training in 
this country is inadequate. 

Overall, Canadian employers and employees need to 
make a much stronger commitment to training. This raises 



the question of what kinds of instruments might be effec­ 
tively used to stimulate human-resource development at the 
level of the finn. There are a variety of "training triggers" 
that could be considered, including earned time off for 
training, employer-sponsored educational leave, and firm­ 
level training trust funds. The most frequently discussed 
triggers are the grant-and-levy scheme and other tax-based 
arrangements. While there are a number of possible designs, 
a "training tax" would involve the imposition of an ear­ 
marked corporate tax that is refunded to firms up to the full 
amount, depending on the extent of training provided. This 
would create a financial incentive for firms to provide 
training and at the same time generate a pool of funds to 
finance training to ml gaps in the employer-sponsored 
effort. 

Indeed, Canada's apparent "training gap" and a growing 
awareness of the harm that it can potentially inflict on this 
country in a globally competitive, information-based 
economy have led to increased calls for some kind of uni­ 
versally applied policy intervention to stimulate skill for­ 
mation throughout the private sector. The credibility of this 
position as a serious option was established by a recom­ 
mendation of the De Grandpré report for a training levy. 

After reviewing training taxes and other types of triggers, 
however, we would not recommend the institution of a 
universally applied standard at this time. Any across-the­ 
board intervention would need to be based on a number of 
principles: a simple administrative format; no new spending 
by governments; recognition of differences in training in­ 
centives for firms of different sizes and in different indus­ 
tries; access to training for all employees; a flexible defi­ 
nition of "training" that would extend beyond the traditional 
notion of formal courses; and no additional costs for firms 
already meeting the agreed-upon standards. Clearly, these 
requirements pose substantial design problems that could 
not be solved easily. 

While ruling out the use of a universal instrument to 
stimulate training, we believe that a commitment to training 
could, in some industries where business and labour rec­ 
ognize that more skills formation is needed, be effectively 
created by planning at the sector level. We have noted some 
recent initiatives where employers and workers, together, 
identify skill needs in their industry and develop and im­ 
plement an appropriate training plan. Sectoral initiatives can 
take on a variety of forms, depending on the nature of the 
industry, its organization, and its key human-resource is­ 
sues. These approaches are not meant to replace but, rather, 
to encourage firm-level training plans. 

Where there is no existing tradition of human-resource 
development, the Council sees considerable potential in 
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sectoral approaches; while our remarks here focus on sector­ 
based plans, we also note the effectiveness of some initia­ 
tives operating at the regional or local level. 

The electrical-product and automotive-repair sectors are 
examples of industries that have created committees, in­ 
volving both labour and management, that are charged with 
identifying and addressing sectoral human-resource issues. 
In some respects, the example of the automotive-repair 
scheme is of particular interest. That industry, like many 
of the growing service industries, is dominated by small 
firms and does not have well-established formal organiza­ 
tions on either the employer or the labour side. While at 
first glance these characteristics would not seem to be 
amenable to a sectorwide initiative, the automotive-repair 
experience demonstrates that a fragmented industry can be 
coordinated. Indeed, there may be a particular need for 
sector-based pIans in industries of this type, which typically 
do not have a strong training record at the fmn-Ievel. 

While a sector-based human-resource approach may not 
be suitable for all industries - and indeed may be redun­ 
dant in industries with an established training record - we 
believe that these initiatives have a number of attributes that 
could make them interesting for sectors that do not have a 
strong tradition in this area. First and foremost, they can 
promote the private-sector responsibility that we see as be­ 
ing so critical. As well, there are advantages associated with 
being close to the scene, in terms of diagnosing the real 
problems and identifying tailor-made responses. Further­ 
more, these approaches offer a forum for labour and man­ 
agement to work together - and that, in itself, is a virtue. 

Ultimately, business and labour in any industry must 
determine whether a sectoral training plan is appropriate; 
where it is, the initiative must come from the industry it­ 
self, with respect to both the commitment and the resources. 
Government can make a significant contribution simply by 
facilitating the creation of the industry committee and the 
development of its priorities. The Industrial Adjustment 
Service, for example, played a key role in the start-up of 
the electrical-product and automotive-repair initiatives. 
However, the ability of the lAS to support the creation of 
other industry-level plans is restricted by the relatively 
limited funds available for this purpose ($1 million in 
1988-89). 

6 We encourage the provincial and federal governments 
to faclUtate the emerging trend towards sector-based 
human-resource development Initiatives. To this end, 
we recommend that the federal government allocate 
Increased funds to the Industrial Adjustment Service 
to be used as "seed money" for the development of 
sector-speclflc human-resource plans In industries that 
have chosen to initiate such plans. 
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The Council believes that the level of skills development 
in Canadian industry is an issue of national concern. In our 
view, more active employer-based training represents a 
major challenge. The necessary investment in human re­ 
sources should be generated by employers responding more 
realistically to the needs of the marketplace, by unions more 
frequently placing training issues on the bargaining table, 
and in some instances by industry-based human-resource 
committees implementing training plans more aggressively. 
One way or the other, training must become a fundamental 
activity for Canadian employers and a fundamental right 
for Canadian workers. Tomorrow's economy will require 
nothing less. 

Promote Economic Security for Workers 

The research undertaken for this report suggests that 
employment is becoming increasingly polarized into two 
categories - good jobs and bad jobs. This is most apparent 
when we look at trends in the distribution of employment 
income: over the past two decades there has been a notable 
decline in the share of the work force with middle-level 
earnings. At the same time, the growth in nonstandard em­ 
ployment forms is leading to the emergence of a related 
dichotomy within the labour force: workers with well-paid, 
relatively stable jobs and with extensive legal protections; 
and workers in employment forms that are often more 
tenuous, usually less well compensated, and nearly always 
less protected. 

This polarization raises policy dilemmas in the prevailing 
context of restraint, since it appears to have increased the 
redistributive task facing the transfer system. It is difficult 
to determine an appropriate response to the evidence on 
income distribution, as it is not yet fully clear what factors 
underlie the observed polarization and whether it is a tran­ 
sitory or permanent phenomenon. We do believe, however, 
that employment must be the fundamental source of eco­ 
nomic security in Canada; the capacity of the labour market 
to meet the economic security needs of workers should 
therefore be strengthened. 

The suggestions that we have made with respect to 
training should contribute to the economic security of 
workers. While training is not a panacea, many individuals 
experiencing difficulties in the labour market are severely 
constrained by a lack of education or by limited access to 
training. Improvements in those areas can substantially raise 
their prospects for upward mobility. 

We believe, also, that stronger policies to protect non­ 
standard workers represent an important means of address- 

ing some of the causes of the growing earnings inequality, 
since many low-income workers occupy those kinds of jobs. 
In coming to this conclusion, we have been struck by the 
complex nature of nonstandard employment and by the 
tensions involved in applying labour policies to those work 
forms. 

Traditionally, employment standards and benefit pro­ 
grams were designed to fit stereotyped images of an average 
worker - typically a male employed full time in the goods 
sector. While there has been progress, some regulations and 
benefits still afford a lesser degree of protection or coverage 
to certain groups of nonstandard workers. 

Should employment standards and benefits be further 
extended to offer wider coverage to workers in nonstandard 
jobs? We are aware that there are strong arguments in op­ 
position to this course of action. Some nonstandard workers 
are most concerned with their immediate cash flow - e.g., 
those with income problems and those who have only a 
casual attachment to the labour force. To the extent that 
improved security and benefits will result in less take-home 
pay, the short-run interests of these individuals will not be 
served by stronger policies in support of nonstandard em­ 
ployees. Another effect might well be to create disincentives 
to hire workers in nonstandard job forms, thereby reducing 
employment options for many workers and diminishing the 
operational flexibility of employers. 

Although these arguments are valid, the Council ulti­ 
mately supports the principle that nonstandard workers with 
an ongoing attachment to the labour force should not be 
excluded from the protections and benefits offered to those 
in full-time, more permanent jobs. The notion of labour 
force attachment has changed, and policies to support the 
working population must keep pace. Moreover, many 
workers are involuntarily in nonstandard jobs and would 
prefer full-time, full-year positions if they could fmd them. 
Our concern here is heightened by the fact that the incomes, 
benefits, and job security of workers in nonstandard jobs 
are generally lower than for people doing similar types of 
work in more conventional employment forms. 

Our analysis does lead us to the conclusion that the recent 
growth of nonstandard employment is part of a long-term 
trend. If that is indeed the case, steps must be taken to ensure 
that nonstandard work will offer more benefits and greater 
protection. This may well have social consequences too; 
indeed, we have noted the growing frequency of labour 
disputes where the central issue for labour is security. 

Policymakers must bear in mind the new employment 
diversity and explicitly address the situation of workers in 



the new employment forms. In doing so, they face the di­ 
lemma of providing the intended support to nonstandard 
employees without undermining the flexibility needs of these 
workers or of employers. 

Employment StIlndllrds 

Some of the current employment standards should be 
extended to certain nonstandard employment forms. The 
case is perhaps most compelling with respect to part-time 
workers, specifically those who develop a continuous and 
regular relationship with an employer. Indeed, part-time 
employees often have an attachment to their employer and 
to the labour market that is comparable to that of full-time 
employees. For example, some individuals (often those with 
household responsibilities) enter into an explicit arrange­ 
ment with an employer to work part-time on a continuing 
basis; for other part-time workers, an ongoing relationship 
with a particular employer develops over time. We believe, 
partly on grounds of equity, that part-time employees who 
develop such ongoing relationships with employers should 
be entitled to receive the same benefits, prorated, as full­ 
time workers. And beyond considerations of fairness, access 
to employee benefits is an important step in improving the 
prospects of many workers, very frequently women, for 
achieving economic security through employment. Many 
of those benefits, from pensions to various types of insur­ 
ance, have the effect of reducing the number of people who 
need the safety nets provided by public benefit programs. 
Accordingly, 

7 We support the adoption of legislation In all Jurisdic­ 
tions that will provide for the Inclusion of part-time 
empioyees with an ongoing employer attachment, on a 
prorated basis, in all employee-benefit programs nor­ 
maUy available to full-time employees. 

Although we have provided above a couple of general 
examples of what we mean by an "ongoing employer at­ 
tachment," we recognize that they constitute less than a 
complete definition. Developing such a definition is an 
appropriate subject for consultation among the groups af­ 
fected. 

Public Benefit Programs 

The economic security of nonstandard workers would 
also be favourably affected by ensuring that they are not 
unreasonably excluded from public benefit programs. Here, 
too, policymakers must recognize that the nature of labour 
force attachment - the "litmus test" for coverage - is 
changing. 
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8 As a general principle, we urge that awareness of the 
new empioyment diversity be incorporated into the de­ 
sign ofpubUc benefit programs, with a view to ensuring 
that workers In nonstandard employment forms are not 
excluded from these benefits. 

To offer one example, the unemployment insurance sys­ 
tem has traditionally determined eligibility for benefits, in 
part, on the basis of labour force attachment; in some ways, 
however, the criteria used to establish the degree of at­ 
tachment have not kept pace with changing labour market 
realities. At present, in order to qualify for benefits, em­ 
ployees must earn at least 20 per cent of the UI earnings 
ceiling or work 15 or more hours per week, for a specified 
number of weeks depending on their geographical location. 
As a result, a part-time employee may be ineligible even 
though he/she may have accumulated more hours of em­ 
ployment than, for instance, a full-time employee with the 
minimum number of weeks of employment. 

Pensions 

Relative to the working-age population, the economic 
status of Canadians aged 65 and over has improved sub­ 
stantially over the past two decades. And undoubtedly, they 
will benefit in the future as a result of improvements during 
the 1980s in pension-standards legislation in jurisdictions 
that cover 80 per cent of the Canadian labour force. Ben­ 
efits, protection, and portability will continue to be enhanced 
for those who are members of pension plans. As well, a 
larger proportion of the labour force has purchased regis­ 
tered retirement savings plans (RRSPs). 

Pension reform has not helped those who are not covered 
by a work-related plan, however. And it is important to note 
that the proportion of the work force taking part in employer 
pension plans has been declining - from 40 to 37 per cent 
between 1980 and 1986. The locus of employment growth 
in the 1980s - largely in nonstandard employment forms 
and in small firms - is very likely to have contributed to 
this decrease. We know, for example, that pension cover­ 
age is only about 15 per cent both among part-time workers 
and among workers employed in firms with fewer than 
20 employees. 

This recent decline in work-related pension coverage 
gives cause for concern. The design of Canada's public 
pension system (which includes Old Age Security, the 
Guaranteed Income Supplement, and the Canada and 
Quebec Pension Plans) is effectively predicated on the 
premise that Canadians will acquire private pension 
entitlements throughout their working lives. If the trends 
observed during the 1980s persist, however, they may call 
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into question the validity of that assumption. In light of these 
considerations, 

9 We urge governments to evaluate on an ongoing basis 
the adequacy of Canada's combined private and public 
pension systems. Governments should be alert to the 
posslbUity that labour market trends may necessitate 
further rethinking of the overall approach to retirement 
income security In the 199&. 

Recognize the Role of Services in 
Economic Growth 

While the main focus of our research has been on labour 
market policy, our study has led us to recognize that the 
shift to services also has profound implications for eco­ 
nomic development. Although specific recommendations 
in that area are beyond the scope of this report, we suggest 
general directions for economic development policies, in 
light of the changing contribution of services to economic 
growth. .. 
A strong conclusion of our examination of the growth of 

the service economy is that a successful economic strategy 
must not only reinforce the importance of both resources 
and manufacturing industries, but must also recognize the 
contribution of services to overall economic growth. Service 
industries are important sources of employment and output. 
Competitiveness and productivity growth are keys to an 
economy in which more and more people are working in 
services, especially since services are becoming increasingly 
internationalized. 

The efficiency and the quality of the service industries 
themselves must become a key focus of economic devel­ 
opment policy. Policies that identify and foster linkages 
between goods and service producers, and that improve the 
quality and effectiveness of those linkages. should be 
encouraged. 

Industrial Policy 

Historically, Canadian industrial policy has focused on 
the resource and manufacturing sectors. Eligibility re­ 
quirements for access to government grant, subsidy, and 
tax-relief programs have tended to apply to capital invest­ 
ments in plant and equipment for the production of goods. 
As the efficiency and quality of the service sector become 
increasingly important to overall living standards, however, 
those biases must be eliminated. Governments must become 
explicitly aware of the unintended "steering effects" built 
into policies and programs that were designed for a goods- 

based economy. Public policy that focuses on general 
economic development should, in fact, be neutral in its 
treatment of goods and services. 

One important example of the bias towards goods pro­ 
ducers involves technology policy. Innovation and tech­ 
nological change are fundamental to productivity growth 
and competitiveness in both goods and service industries. 
Canadian policy in this area, however, focuses on the de­ 
velopment of new technologies by the goods industries. 
Little research has been done on how the processes of 
innovation and diffusion take place in the service sector, 
although some pioneering work suggests that service-sector 
innovation patterns may be quite different from those in the 
goods sector. Innovation in the service sector does not come 
from scientists working in laboratories, for example, but 
rather involves new ways of organizing and delivering 
services. Accordingly, 

10 We urge governments to review their overall polley 
stance towards Innovation and the service sector. They 
should discuss these issues with the appropriate In­ 
dustry associations and with experts in the field, for 
the purpose of developing an Innovation polley that 
would refiect the contribution of R&D and techno­ 
logical change to economic growth In services. 

Some key questions need to be answered: How does the 
pace of innovation among Canadian service producers 
compare with that of their counterparts elsewhere? Are there 
identiftable problems in the process of innovation diffusion? 
If so, what actions could be taken by industry and govern­ 
ments? Are some service producers more in need than others 
of policy support to improve their innovation performance? 

Innovation represents just one example of non-neutrality 
in industrial policy. Industry, Science and Technology 
Canada (ISTC) is now undertaking a series of consultations 
with other federal departments to determine the degree to 
which anti-service-sector biases are built into a range of 
policies and programs. This effort is essential, in our view, 
and we urge all departments to regard this review as being 
of the utmost importance. 

linking Goods and Services 

An important emphasis of industrial policy should be on 
facilitating linkages between goods and service industries. 
Some programs recently initiated by ISTC incorporate that 
emphasis. A good example of this type of approach is a 
program developed by the Canadian Textiles Institute, the 
Canadian Apparel Manufacturers Institute, and the Retail 
Council of Canada in cooperation with ISTC. The Canadian 



Manufacturers and Retailers Council (CANMARC) provides a 
centralized source of specialized information to assist 
manufacturers and retailers in the coordinated use of 
technologies such as bar-coding and electronic data 
interchange. 

CANMARC has only recently been established, and it re­ 
mains to be seen whether its efforts will be successful. In 
our view, however, it has many attractive features: its pur­ 
pose is to facilitate industry linkages; its development 
heavily involved the private sector; and the industries that 
joined together have traditionally lagged in the introduc­ 
tion of new technologies. 

Other industries could benefit from similar types of ar­ 
rangements; indeed, interest has been expressed by some 
of them. CANMARC-type programs could be especially use­ 
ful in regions with a resource-based economy; those regions 
which are based on agriculture or fishing, in particular, face 
difficult problems in fostering linkages between sectors, 
since awareness and use of both the services themselves 
and of the technologies so important for linkages are rela­ 
tively low in those industries. 

11 We urge industry associations and governments to 
work together to develop programs that contain 
"linkage" features, sucb as those of CANMARC, for 
other groups or industries that are connected through 
customer/supplier relationships. Furthermore, we 
recommend that an early emphasis be placed upon 
involving resource producers. 

Government's role in the development of such programs 
should be to act as facilitator, bringing complementary in­ 
dustries together to develop cooperative arrangements. No 
new public spending commitments are implied. 

Service Infrastructure 

Given the largely intangible nature of service outputs, the 
key elements of that sector's infrastructure are telecom­ 
munications and computer technology: these are the 
"highways" that "transport" those "products" nationally and 
internationally. A nation or region that lacks an up-to-date 
infrastructure will lag behind others in attracting and 
developing dynamic services; not only will job opportunities 
in services suffer, but - given the synergies - the goods 
sector will be adversely affected as well. Traditional serv­ 
ices (notably, retail trade) are also critical components in 
an interdependent economy, since they represent the fmal 
contact between the commercial marketplace and the pro­ 
ducers of consumer products. Consequently, the infra- 
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structure linking producers and consumers through retailers 
must also be apriority. 

Canada's telecommunications system is among the most 
technologically sophisticated in the world. It has the po­ 
tential to provide Canadian industry with a comparative 
advantage in the current shift to information-intensive 
activities. That potential can only be fully realized, however, 
if a conscious effort is made to shape the telecommuni­ 
cations infrastructure so that it will help to foster the estab­ 
lishment and growth of a vibrant service sector in Canada. 
In addition, given the growing importance of human­ 
resource development, combined telecommunications and 
computer technologies can increasingly playa strategic role 
in education and training. 

The August 1989 ruling of the Supreme Court of 
Canada - stating that the federal government has sole con­ 
stitutional jurisdiction over all of the major telephone 
companies in Canada (including those previously held to 
be under provincial jurisdiction) - provides the opportunity 
for the development of an appropriate set of rules for tele­ 
communications across the country. With the removal of 
Crown immunity for some companies that were previously 
regulated at the provincial level, there is scope for design­ 
ing a single set of rules for telecommunications across the 
country, eliminating the inefficiencies and inequalities 
associated with a jurisdictionally fractured system. 

A detailed prescription for a Canadian telecommunica­ 
tions and computer policy that would promote the devel­ 
opment of a diversified, efficient, and high-quality service 
sector and of effective linkages between goods and services 
is far beyond the scope of this research report. However, 
there is no question that Canadian telecommunications 
policy must evolve as the structure of the global economy 
changes and as new technologies appear. That evolution will 
necessarily involve a large number of regulatory issues and 
key decisions regarding standards for the content and format 
of the information to be exchanged. An important issue will 
be the extent to which competition is used to achieve the 
desired results. 

It is also likely that regional issues will playa growing 
role in decision making in this area. Natural market forces 
will almost certainly create the strongest pressures for the 
introduction of new telecommunications capabilities in the 
highly developed parts of the country. Those areas which 
are lagging in terms of the range of telecommunications 
services offered will fmd it increasingly difficult to compete 
with the more advanced regions. Policy must therefore en­ 
sure that all regions in Canada are given equal opportunity 
to develop information-based industries by having the nec­ 
essary telecommunications capabilities in place. 
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12 We therefore urge the federal and provincial govern­ 
ments to view the Canadian telecommunications and 
computer infrastructure "proactively" as a vital 
component of an internationally competitive, diversi­ 
fied, Information-based economy. At least four 
dimensions must be considered In shaping such an 
Infrastructure: the technological capabilities of the 
system; the availability of enhanced services; the cost 
structure; and the adoption of international standards. 

Regional Development 

The labour market trends evoked in the present research 
report cannot help but make the job of reducing regional 
disparities more difficult. Since a detailed analysis of the 
implications of the growth of services for regional policy 
was not an explicit element of our research, we offer only 
general observations here. 

How can lagging regions improve their performance? 
Unfortunately, given the new economic realities, the fun­ 
damental challenge is to prevent further widening of the 
existing gaps - between urban and rural areas in general, 
and between smaller urban areas and major metropolitan 
centres, most of which are located in the already highly 
developed regions, in particular. 

The development of dynamic services in the less­ 
developed regions is constrained by the frequent lack of 
integration of branch plants with local service producers and 
by the fact that the head offices of multi-branch firms tend 
to be located in the highly developed regions. The possi­ 
bilities for a decentralized development of dynamic serv­ 
ices therefore appear to be limited to services that respond 
to the needs of locally controlled businesses, to services that 
have been decentralized to less costly locations by multi­ 
branch firms, to tradable specialized services that have de­ 
veloped on the basis of expertise related to the local indus­ 
trial base, and to services that respond to public-sector 
demand through procurement. With respect to the last of 
these, the federal Department of Supply and Services has 
recently initiated changes in procurement policy that appear 
to be based on a recognition of the role that this instrument 
can play in regional development. While competitive pric­ 
ing should unquestionably remain as the basis for awarding 
contracts, efforts must be made to ensure that goods and 
service producers have equal opportunity to bid on gov­ 
ernment contracts, regardless of location. 

Regional development efforts should build upon the 
complementarities that exist between services and the 
regional industrial base. In this country, that base is often 

resource-oriented; given the particularly strong stimulative 
effect (suggested by our analysis) of several resource 
activities on the demand for services, this traditional 
strength of the Canadian economy may be well-suited to 
generating growth in dynamic services. To make this 
happen, firms in the resource sector - and indeed in other 
sectors of the regional economy - must have computer­ 
based technologies in place. Regional lags in the diffusion 
of these technologies will handicap the entire regional 
economy because of the linkages between industries. Those 
concerned with regional development must, therefore, view 
the spread of technological change as an essential part of 
building the infrastructure of the 1990s and beyond. 

In other cases, services based on specialized local ex­ 
pertise often develop in association with universities, local 
research centres, or other specialized facilities. Here, too, 
the key is to capitalize on local skills, opening the door 
perhaps to other markets in Canada and abroad. 

It is not inconceivable that, at some point in the 21st 
century, new technologies - and, perhaps equally impor­ 
tant, social innovations - will lead to more dispersed pat­ 
terns of economic activity. For now, however, dynamic 
services remain an overwhelmingly urban phenomenon; and 
while subregional centres based on special skills may de­ 
velop, extensive decentralization is not likely over the me­ 
dium term. Therefore, regional planners must pay special 
attention to the health of their largest urban areas as a means 
of ensuring that disparities across regions do not widen. And 
by promoting competitiveness, especially in those services 
which are linked to local resource and manufacturing firms, 
those local firms will themselves benefit from higher-quality 
inputs. In that way, growth can spread throughout regions 
as well. 

Finally, a necessary condition for regional growth will 
be the development of a well-educated and skilled work 
force. Increasingly, cities that are able to offer specialized 
pools of skills will attract new business activities in unique 
niches. Those concerned with regional development, 
therefore, will have to be concerned with the issues related 
to training and education discussed in this research report. 

Measuring the Service Economy 

Economic policy would benefit from better data on 
service activity. Major problems have been consistently 
identified in the measurement of service output, productiv­ 
ity growth, and trade. In undertaking our research on serv­ 
ices, we identified a number of other data problems. For 



example, the instruments for tracking the business cycle - 
such as new and unfilled orders, productive capacity, and 
inventories - must be reshaped to reflect more accurately 
an economy in which the service sector has become so im­ 
portant. Also, data are needed on the in-house service ac­ 
tivities of goods-producing firms; such information would 
provide insights into an important component of real serv­ 
ice employment and would make possible a better assess­ 
ment of the magnitude of the contracting-out of services 
by goods-producing firms. To offer another example, 
methods of estimating productivity growth rates by sector 
need to be improved; estimates appear to be biased in such 
a way that the share of economy-wide productivity gains 
allocated to the goods sector is inflated, while the service 
sector's share is biased downward. As well, some of the 
key components of an information-based economy have yet 
to be defined and measured successfully; for example, 
there are simply no objective yardsticks for the concepts 
of "skill" and "knowledge." 

What is required is an extension and rethinking of the 
measures that economists have traditionally used. We 
strongly support the request, made by Statistics Canada, for 
resources to review the national statistical base in order to 
improve its capacity to measure service activity. Better in­ 
formation on services, by improving the basis for decision­ 
making, would, in the final analysis, benefit all Canadians. 

***** 
The Canadian economy, along with the economies of 

other highly developed countries, is undergoing tremendous 
change. The remarkable growth of the service sector is, at 
the same time, both a cause and a manifestation of that 
change. In this research report we have stressed the contri­ 
bution that services now make to competitiveness and 
overall performance - both in their own right and through 
their role in the production of goods. In the new interde­ 
pendent economy, the distinctions between goods and 
services are becoming blurred, and the success of one de­ 
pends on the efficiency and growth of the other. 
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Many Canadians still think of the service economy as 
"second rank" - as a source of weak productivity and bad 
jobs. That perception is true, but it is only half of the story. 
The service sector is also a source of good jobs and high 
productivity, providing new avenues for wealth creation 
and new scope for building stronger, more competitive 
industries. 

The trends that we have described raise major challenges 
for both workers and employers, on the one hand, and for 
governments, on the other. In the face of the polarization 
of the labour market and of the acceleration in economic 
restructuring, Canadian workers must commit themselves 
to a life-long personal strategy of skill formation and ad­ 
justment to change. In our view, Canadian employers will 
playa particularly critical role in the process of adaptation 
to the "double-edged" labour market. They must adopt a 
much stronger focus on human resources by investing more 
in people and, where possible, by transforming bad jobs 
with low pay, benefits, and stability into better jobs that 
provide greater economic security. The slowdown in the 
growth of the labour force and anticipated shortages of 
skilled workers will create some pressure to move in that 
direction. The degree of change required, however, will not 
occur unless more employers become highly committed to 
the development of human resources. 

While emphasizing the importance of the actions of em­ 
ployers and workers, the Council believes there is also an 
essential role for public policy in the emerging labour 
market. The bad-jobs side of the story is heightening the 
stakes for effective training and labour-adjustment programs 
and for other programs that influence the economic security 
of workers. The good-jobs side is placing new demands on 
Canada's education and training systems, and on industrial 
policies. 

Ultimately, many of Canada's traditional institutions and 
patterns of behaviour must be reshaped by governments and 
market forces acting in concert to build competitive indus­ 
tries and to enhance the security of Canadian workers. 
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between Leontief's and Miyazawa's approaches is that 
Leontief's approach calculates the effect of the interactions 
of the total economic system, thus showing the ultimate 
effect of any change on the economy. Unlike Miyazawa's 
approach, however, it does not quantify the "pure" effect 
of one sector's activities on the other.' 

A The Calculation of Stimulative Power by Industry 

In an economic system, industry (gross) output minus in­ 
termediate input is by definition equal to final demand, 
which includes consumption, investment, inventories, ex­ 
ports, imports, and gross current government expenditures 
on goods and services. The well-known Leontief input­ 
output system derives from this accounting identity and by 
simple matrix operation: 

* f g = 

intermediate 
input requirement 

by industry 

final 
demand by 
industry 

output 
by 

industry 

I is an identity matrix and all other symbols are either 
matrices or vectors, whose defmitions are noted above. The 
model states that output by industry is equal to the product 
of the total multiplier matrix (also known as the Leontief 
inverse) and final demand. After the system completes all 
transactions required for one production pass, the ultimate 
industry output of the economy can be calculated from the 
right of the equation for any given fmal demand. These are 
the cornerstones of input-output analysis. However, because 
this approach focuses on the impacts of final demand on 
industry outputs, information on the nature of the underly­ 
ing industry transactions is not provided explicitly and little 
attention has been paid in the literature to the details of 
interindustry input-output relationships, with the exception 
of Miyazawa.' 

Miyazawa first partitions the total economy into indivi­ 
dual sectors and then applies the input-output technique to 
them individually. By setting up each sector as an economy 
in its own right, while keeping all other parts of the economy 
unchanged, the importance of the interactions of the indus­ 
tries in the sector with the rest of the economy can be cal­ 
culated. This is, of course, a partial equilibrium analysis. 
The merit of this technique is that it unambiguously captures 
the effect of each set of sectoral activities on the rest of the 
system. For example, it enables the calculation of the 
demand of the goods industries for the outputs of individual 
service industries, based entirely on activity within the 
goods sector alone. The most fundamental difference 

We adapted Miyazawa's methodology for the Canadian 
input-output data in the following way. First, the input 
matrix of the input-output table - that is, the matrix which 
shows the goods and services needed to produce one unit 
of output in each of the industries in the system - is parti­ 
tioned into submatrices reflecting the goods and service 
inputs for goods production and the goods and service in­ 
puts for service production: 

goods 

Input matrix - IP 
- ~l 

services 

P~ goods 
S J services 

P shows the goods needed to produce one unit of output 
in each of the goods industries; P I shows the goods re­ 
quired to produce one unit of output in each of the service 
industries; SI shows the services required to produce one 
unit of output in each of the goods industries; and S shows 
the services required to produce one unit of output in each 
of the service industries. 

The goods sector is treated separately from the service 
sector, and following the same procedure used for input­ 
output analysis of the total economy, the internal multiplier 
matrix is derived for each of the two sectors. For the goods 
sector, then: 

B = (I-Ptl 

This means that because each goods industry requires 
other goods as inputs to the production process, one unit of 
output in each goods industries leads to the production of 
additional outputs in the industries supplying those goods. 
The B matrix therefore provides information on the total 
units of goods to be produced by each goods industry. 
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When the SI and the B matrices are multiplied, the pro­ 
duct is an estimate of the stimulative power of the goods 
industries on services, that is, the units of services required 
to satisfy the demand of goods production. Similarly, the 
stimulative power of services on goods also can be calcu­ 
lated. 

The end result is a matrix showing the stimulative power 
of the industries in each sector on each of the industries in 
the other sector (see Tables A-I and A-2). To find the 
stimulative power of each industry in one sector on the 
whole of the other sector, the columns are simply totalled 
(see Charts 3-4 and 3-5). 
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Table A-I 

The Stimulative Power of Each Goods Industry' on Each Service Industry, 1985 

Goods industry- 

1. AG 2. FIS 3. FOR 4. MIN 5. PET 6. QUAR 7. FOOD 8. BEY 9. TO 

(1981 dollars) 
Service industry! 
1. TRAN 0.0045 0.0098 0.1144 0.0131 0.0023 0.0587 0.0096 0.0031 0.0040 
2. PIPE 0.0023 0.0027 0.0008 0.0028 0.0005 0.0018 0.0025 0.0030 0.0012 
3. STOR 0.0001 0.0002 0.0034 0.0004 0.0001 0.0018 0.0003 0.0001 0.0001 
4. COMM 0.0054 0.0022 0.0023 0.0027 0.0014 0.0046 0.0067 0.0069 0.0056 
5. UTIL 0.0158 0.0034 0.0024 0.0278 0.0122 0.0225 0.0147 0.0143 0.0109 
6. WfR 0.0355 0.0239 0.0136 0.0244 0.0074 0.0413 0.0436 0.0216 0.0219 
7. RTR 0.0064 0.0079 0.0120 0.0038 0.0043 0.0161 0.0078 0.0048 0.0041 
8. FIN 0.0357 0.0216 0.0539 0.0424 0.1971 0.0301 0.0238 0.0215 0.0219 
9. INSU 0.0058 0.0034 0.0084 0.0069 0.0331 0.0041 0.0038 0.0033 0.0034 

10. ROY 0.0065 0.0038 0.0093 0.0077 0.0370 0.0046 0.0042 0.0037 0.0039 
11. DWE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
12. BSER 0.0049 0.0046 0.0050 0.0172 0.0212 0.0063 0.0078 0.0137 0.0116 
13. ED 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
14. HEAL 0.0000 0.0000 0.0002 0.0000 0.0001 0.0001 0.0000 0.0000 0.0000 
15. ACC 0.0002 0.0003 0.0005 0.0002 0.0007 0.0005 0.0001 0.0001 0.0001 
16. AMUS 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000 
17. PSER 0.0023 0.0029 0.0101 0.0028 0.0029 0.0130 0.0031 0.0033 0.0028 
18. OSER 0.0032 0.0040 0.0129 0.0043 0.0046 0.0166 0.0043 0.0047 0.0040 

Total services 0.1293 0.0914 0.2501 0.1573 0.3258 0.2228 0.1329 0.1049 0.0962 

Goods industryê 

10. RU 11. PL 12. LE 13. TX 14. CL 15. WD 16. FU 17. PA 18. PR 19. PME 

(1981 dollars) 

Service industry? 
1. TRAN 0.0018 0.0019 0.0021 0.0017 0.0017 0.0366 0.0045 0.0159 0.0041 0.0042 
2. PIPE 0.0032 0.0038 0.0017 0.0035 0.0010 0.0018 0.0020 0.0048 0.0015 0.0050 
3. STOR 0.0000 0.0000 0.0001 0.0000 0.0000 0.0011 0.0001 0.0005 0.0001 0.0001 
4. COMM 0.0079 0.0098 0.0082 0.0079 0.0083 0.0047 0.0080 0.0051 0.0225 0.0037 
5. UTIL 0.0168 0.0224 0.0099 0.0177 0.0083 0.0173 0.0121 0.0547 0.0158 0.0289 
6. WfR 0.0229 0.0297 0.0423 0.0335 0.0397 0.0362 0.0611 0.0281 0.0302 0.0349 
7. RTR 0.0029 0.0044 0.0061 0.0034 0.0020 0.0097 0.0040 0.0079 0.0037 0.0034 
8. FIN 0.0334 0.0211 0.0252 0.0195 0.0220 0.0317 0.0227 0.0221 0.0243 0.0163 
9. INSU 0.0054 0.0033 0.0040 0.0031 0.0036 0.0048 0.0036 0.0033 0.0039 0.0025 

10. ROY 0.0061 0.0037 0.0044 0.0034 0.0040 0.0053 0.0040 0.0037 0.0043 0.0028 
11. DWE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
12. BSER 0.0152 0.0119 0.0096 0.0091 0.0122 0.0077 0.0144 0.0087 0.0152 0.0088 
13. ED 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
14. HEAL 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
15. ACC 0.0001 0.0001 0.0002 0.0001 0.0001 0.0003 0.0001 0.0002 0.0001 0.0001 
16. AMUS 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
17. PSER 0.0023 0.0035 0.0037 0.0028 0.0015 0.0076 0.0025 0.0049 0.0026 0.0028 
18. OSER 0.0036 0.0050 0.0052 0.0040 0.0025 0.0099 0.0039 0.0065 0.0040 0.0040 

Total services 0.1225 0.1214 0.1233 0.1103 0.1075 0.1755 0.1438 0.1671 0.1331 0.1180 
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Table A-I (concl'd.) 

Goods industry' 

20. FME 21. MAŒ 22. TEQ 23. ELEC 24. NME 25. RPE 26. CH 27.0MA 28. CON 

(1981 dollars) 
Service industry? 
1. TRAN 0.0028 0.0017 0.0053 0.0029 0.0034 0.0021 0.0031 0.0021 0.0094 
2. PIPE 0.0024 0.0015 0.0011 0.0012 0.0083 0.0191 0.0121 0.0016 0.0014 
3. STOR 0.0001 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0000 0.0003 
4. COMM 0.0069 0.0092 0.0045 0.0139 0.0064 0.0026 0.0110 0.0117 0.0043 
5. UTIL 0.0130 0.0096 0.0069 0.0086 0.0308 0.0124 0.0294 0.0094 0.0065 
6. WfR 0.0326 0.0353 0.0175 0.0259 0.0239 0.0085 0.0277 0.0346 0.0498 
7. RTR 0.0038 0.0026 0.0034 0.0024 0.0089 0.0040 0.0055 0.0027 0.0120 
8. FlN 0.0180 0.0153 0.0091 0.0164 0.0255 0.1079 0.0366 0.0289 0.0184 
9. INSU 0.0028 0.0024 0.0013 0.0026 0.0037 0.0180 0.0058 0.0047 0.0026 

10. ROY 0.0031 0.0027 0.0014 0.0029 0.0042 0.0201 0.0065 0.0052 0.0029 
11. OWE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
12. BSER 0.0108 0.0119 0.0312 0.0115 0.0108 0.0164 0.0152 0.0156 0.0352 
13. ED 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
14. HEAL 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
15. ACC 0.0001 0.0001 0.0001 0.0001 0.0003 0.0004 0.0002 0.0001 0.0002 
16. AMUS 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
17. PSER 0.0031 0.0020 0.0029 0.0019 0.0076 0.0030 0.0043 0.0020 0.0057 
18. OSER 0.0044 0.0031 0.0050 0.0030 0.0100 0.0045 0.0061 0.0033 0.0087 

Total services 0.1045 0.0981 0.0904 0.0939 0.1444 0.2197 0.1644 0.1227 0.1581 

1 The increase in the output of each service industry that results from a one-dollar increase in the output of each goods industry. 
2 Goods industries: 1. AG - agriculture; 2. FIS - fishing and trapping; 3. FOR -logging and forestry; 4. MIN - mining; 5. PET - crude petroleum and 

gas; 6. QUAR - quarries and sand pits; 7. FOOD - food; 8. BEY - beverages; 9. TO - tobacco; 10. RU - rubber; 11. PL - plastics; 12. LE -leather; 
13. TX - textiles; 14. CL - clothing; 15. WD - wood; 16. FU -fumiture and fixtures; 17. PA - paper and allied industries; 18. PR - printing and 
publishing; 19. PME - primary metals; 20. FME - fabricated metals; 21. MACH - machinery; 22. TEQ - transportation equipment; 23. ELEC­ 
electrical goods; 24. NME - norunetalic minerals; 25. RPE - refined petroleum and coal; 26. CH - chemicals; 27. OMA - other manufacturing; 
28. CON - construction. 

3 Service industries: 1. TRAN - transportation; 2. PIPE - pipeline transportation; 3. STOR - storage; 4. COMM - communications; 5. UTIL - utilities; 
6. WTR - wholesale trade; 7. RTR - retail trade; 8. FIN - finance and real estate; 9. INSU -insurance; 10. ROY - govemment royalties on natural 
resources; 11. DWE - owner-occupied dwellings; 12. BSER - business services; 13. ED - educational services; 14. HEAL - health services; 
15. ACC - accommodation, food, and beverages; 16. AMUS - amusement and recreation; 17. PSER - personal services; 18. OSER - other services. 

SOURCE Estimates by the Economic Council of Canada, based on input -output data from Statistics Canada. 
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Table A-2 

The Stimulative Power or Each Service Industry' on Each Goods Industry, 1985 

Service industry- 

1. TRAN 2. PIPE 3. STOR 4. COMM 5. UTlL 6. WfR 7. RTR 8. FIN 9. INSU 

(1981 dollars) 

Goods industry' 
1. AG 0.0007 0.0001 0.0005 0.0003 0.0001 0.0014 0.0080 0.0004 0.0007 
2. FIS 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
3. FOR 0.0001 0.0000 0.0000 0.0000 0.0000 0.0007 0.0000 0.0000 0.0000 
4. MIN 0.0004 0.0007 0.0006 0.0002 0.0260 0.0003 0.0006 0.0008 0.0005 
5. PET 0.0034 0.0698 0.0037 0.0010 0.0033 0.0018 0.0031 0.0043 0.0044 
6. QUAR 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
7. FOOD 0.0051 0.0011 0.0036 0.0025 0.0008 0.0054 0.0054 0.0035 0.0033 
8. BEV 0.0004 0.0001 0.0003 0.0002 0.0000 0.0005 0.0003 0.0004 0.0004 
9. TO 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
10. RU 0.0052 0.0002 0.0013 0.0006 0.0002 0.0008 0.0014 0.0007 0.0006 
11. PL 0.0010 0.0002 0.0057 0.0006 0.0002 0.0032 0.0028 0.0007 0.0006 
12. LE 0.0004 0.0000 0.0001 0.0001 0.0000 0.0001 0.0001 0.0001 0.0001 
13. TX 0.0011 0.0001 0.0027 0.0004 0.0001 0.0008 0.0011 0.0003 0.0003 
14. CL 0.0003 0.0001 0.0003 0.0002 0.0000 0.0002 0.0008 0.0002 0.0002 
15. WD 0.0002 0.0000 0.0002 0.0001 0.0000 0.0020 0.0004 0.0001 0.0002 
16. FU 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000 0.0000 0.0001 0.0000 
17. PA 0.0015 0.0004 0.0155 0.0010 0.0003 0.0070 0.D103 0.0013 0.0013 
18. PR 0.0085 0.0033 0.0088 0.0103 0.0025 0.0147 0.0129 0.0151 0.0133 
19. PME 0.0015 0.0001 0.0004 0.0002 0.0000 0.0017 0.0003 0.0002 0.0003 
20. FME 0.0029 0.0005 0.0023 0.0015 0.0004 0.0038 0.0029 0.0017 0.0016 
21. MACH 0.0011 0.0002 0.0010 0.0012 0.0002 0.0008 0.0005 0.0008 0.0007 
22. TEQ 0.0137 0.0003 0.0022 0.0012 0.0003 0.0014 0.0009 0.0010 0.0010 
23. ELEC 0.0039 0.0008 0.0026 0.0155 0.0006 0.0028 0.0017 0.0029 0.0031 
24. NME 0.0007 0.0000 0.0003 0.0002 0.0000 0.0004 0.0002 0.0002 0.0002 
25. RPE 0.0895 0.0048 0.0340 0.0095 0.0202 0.0248 0.0164 0.0128 0.0084 
26. CH 0.0042 0.0007 0.0031 0.0019 0.0006 0.0036 0.0019 0.0020 0.0018 
27. OMA 0.0013 0.0002 0.0017 0.0014 0.0006 0.0013 0.0013 0.0009 0.0009 
28. CON 0.0409 0.0202 0.0334 0.0235 0.0284 0.0063 0.0097 0.0458 0.0178 

Total goods 0.1896 0.1050 0.1256 0.0751 0.0859 0.0871 0.0843 0.0975 0.0631 
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Table A-2 (concl'd.) 

Service industryê 

10. ROY 11. DWE 12. BSER 13. ED 14. HEAL 15. ACC 16. AMUS 17. PSER 18. OSER 

(1981 dollars) 
Goods industry3 
1. AG 0.0000 0.0000 0.0004 0.0006 0.0005 0.0158 0.0017 0.0007 0.0007 
2. FIS 0.0000 0.0000 0.0000 0.0000 0.0000 0.0007 0.0000 0.0000 0.0000 
3. FOR 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000 0.0001 0.0000 
4. MIN 0.0000 0.0000 0.0002 0.0009 0.0008 0.0006 0.0007 0.0004 0.0003 
5. PET 0.0000 0.0001 0.0012 0.0046 0.0013 0.0035 0.0019 0.0021 0.0018 
6. QUAR 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
7. FOOD 0.0000 0.0001 0.0034 0.0050 0.0038 0.1622 0.0071 0.0033 0.0054 
8. BEV 0.0000 0.0000 0.0003 0.0004 0.0003 0.0062 0.0007 0.0002 0.0004 
9. TO 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
10. RU 0.0000 0.0000 0.0007 0.0013 0.0010 0.0004 0.0014 0.0017 0.0013 
11. PL 0.0000 0.0000 0.0007 0.0012 0.0010 0.0026 0.0016 0.0007 0.0014 
12. LE 0.0000 0.0000 0.0001 0.0002 0.0001 0.0000 0.0006 0.0008 0.0002 
13. TX 0.0000 0.0000 0.0004 0.0005 0.0037 0.0044 0.0008 0.0071 0.0006 
14. CL 0.0000 0.0000 0.0002 0.0004 0.0004 0.0007 0.0005 0.0001 0.0005 
15. WD 0.0000 0.0000 0.0002 0.0002 0.0001 0.0001 0.0002 0.0092 0.0003 
16. FU 0.0000 0.0000 0.0000 0.0000 0.0000 0.0002 0.0000 0.0000 0.0000 
17. PA 0.0000 0.0000 0.0018 0.0021 0.0015 0.0071 0.0029 0.0025 0.0033 
18. PR 0.0000 0.0002 0.0124 0.0205 0.0088 0.0059 0.0320 0.0048 0.0142 
19. PME 0.0000 0.0000 0.0002 0.0004 0.0003 0.0001 0.0006 0.0003 0.0014 
20. FME 0.0000 0.0000 0.0017 0.0027 0.0021 0.0011 0.0057 0.0017 0.0041 
21. MACH 0.0000 0.0000 0.0007 0.0011 0.0009 0.0004 0.0013 0.0003 0.0013 
22. TEQ 0.0000 0.0000 0.0010 0.0017 O.OOll 0.0009 0.0018 0.0010 0.0016 
23. ELEC 0.0000 0.0001 0.0026 0.0031 0.0029 0.0014 0.0037 0.0011 0.0034 
24. NME 0.0000 0.0000 0.0002 0.0003 0.0004 0.0012 0.0004 9.0002 0.0004 
25. RPE 0.0000 0.0002 0.0091 0.0123 0.0124 0.0137 0.0131 0.0203 0.0232 
26. CH 0.0000 0.0000 0.0021 0.0032 0.0060 0.0016 0.0038 0.0255 0.0039 
27. OMA 0.0000 0.0000 0.0010 0.0012 0.0054 0.0011 0.0055 0.0010 0.0026 
28. CON 0.0000 0.0559 0.0042 0.0246 0.0043 0.0092 0.0108 0.0037 0.0034 

Total goods 0.0000 0.0567 0.0462 0.0900 0.0602 0.2426 0.1004 0.0902 0.0769 

1 The increase in the output of each goods industry that results from a one-dollar increase in the output of each service industry. 
2 Service industries: 1. 1RAN - transportaùon; 2. PIPE - pipeline transportation; 3. STOR - storage; 4. COMM - communicaùons; 5. UTIL - utilities; 

6. WTR - wholesale trade; 7. RTR - retail trade; S. FIN - finance and real estate; 9. INSU - insurance; 10. ROY - government royalties on natural 
resources; 11. DWE - owner-occupied dwellings; 12. BSER - business services; 13. ED - educaùonal services; 14. HEAL - health services; 
15. ACC - accommodation, food, and beverages; 16. AMUS - amusement and recreation; 17. PSER - personal services; IS. OSER - other services. 

3 Goods industries: 1. AG - agriculture; 2. FIS - fishing and trapping; 3. FOR -logging and forestry; 4. MIN - mining; 5. PET - crude petroleum and 
gas; 6. QUAR - quarries and sand pits; 7. FOOD - food; 8. BEV - beverages; 9. TO - tobacco; 10. RU - rubber; Il. PL - plasùcs; 12. LE -leather; 
13. TX -textiles; 14. CL - clothing; 15. WD - wood; 16. FU -fumiture and fixtures; 17. PA -paper and allied industries; 18. PR-prinùog and 
publishing; 19. PME - primary metals; 20. FME - fabricated metals; 21. MACH - machinery; 22. TEQ - transportation equipment; 23. ELEC- 
electrical goods; 24. NME - nonmetalic minerals; 25. RPE - refined petroleum and coal; 26. CH - chemicals; 27. OMA - other manufacturing; 
28. CON - construction, 

SOURCE Estimates by the Economic Council of Canada, based on input-output data from Statistics Canada. 



B Income Distribution Analysis: Methodology 

Type of Income 

Data on incomes can take the form of "total (money) 
income" or its constituent parts: employment earnings, 
income from investments, and income from government 
transfers. Naturally, distributional trends vary according to 
the type of income under consideration. Given the labour 
market perspective of this study, the analysis in Chapter 8 
concentrates on employment earnings (which is the largest 
of the three income components). Earnings from both em­ 
ployment (wages and salaries) and self-employment are 
included in our definition of employment income. 

Accounting Period 

The accounting period refers to the period covered by 
each data observation. This could be hourly, daily, weekly, 
monthly, yearly, or even longer. Research on trends in 
earnings typically use hourly or annual employment income. 
Analysis based on an annual accounting period reflects the 
impacts of changes in both hours worked and the wage rate 
per hour; the hourly accounting period only includes the 
latter. Trends in hours worked are going in the opposite 
direction from wage rate trends, and studies based on annual 
earnings can yield outcomes that are different again from 
those based on hourly earnings. In fact, analyses based on 
both accounting periods have found evidence of increasing 
inequality and polarization.' For this reason, and also 
because the variation in hours available to job holders is 
an important aspect of the distribution question, we report 
results using annual earnings in Chapter 8. 

Population 

Some researchers are interested in the distribution of in­ 
dividual income, while others focus on family incomes. The 
trends for these two populations can be quite different. For 
instance, changing family composition (more single parents, 
fewer children) and the increase in two-earner families are 
factors that do not necessarily affect individual earnings 
significantly but which obviously have direct implications 
for the income of families. We recognize the importance 
of family incomes and some of our results for this popula­ 
tion are reported in Chapter 8. However, given our primary 

interest in the labour market (which most directly affects 
incomes at the individual rather than the family level), we 
focus on individual earnings distributions. The analysis is 
restricted to workers with some degree of attachment to the 
labour market Here, we use the concept of "effective labour 
force participant" (ELFP), which we generally derme as 
those who earned at least 5 per cent of the average industrial 
wage (roughly equivalent to two and one-half weeks for 
someone with average earnings). We also report results 
using other ELFP selection criteria. 

Time Period 

Ideally, the analysis of distribution trends should cover a 
long time period so that secular (and not just cyclical) trends 
can be observed. But often research is hampered by lack of 
appropriate data. The formal analysis of our study is based 
on data from 1967 to 1986, and we also make some obser­ 
vations on both earlier and more recent developments. With 
respect to cyclical factors, comparisons between years at 
different points in the business cycle would confound the 
results. Accordingly, our analysis is based on four obser­ 
vation points - 1967, 1973, 1981, and 1986 - which were 
roughly at the mid-point of each economic cycle.' 

Measures 

Research on income distribution trends has tended to 
focus on two phenomena: inequality and polarization. While 
these concepts have much in common, they are not identi­ 
cal. "Inequality" relates to differences in the proportion of 
income held by individuals or families in the entire popu­ 
lation; "polarization" reflects the extent to which the popu­ 
lation tends to cluster at the two extremes of the income 
distribution.' While inequality and polarization are often 
observed together, it is possible to observe different trends 
for the two within a given income distribution. In the 
Economic Council of Canada-Statistics Canada study, both 
types of distributional concepts were included. 

To measure income inequality, we use the Gini coeffi­ 
cient which is the traditional indicator of inequality. In 
essence, the Gini measures the "distance" that the observed 
income distribution is from the state of perfect equality - 
that is, where any given percentage of the population 
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receives the identical percentage of the population's income. 
The Gini rises with the degree of inequality, ranging from 0 
(perfect equality) to 1 (complete inequality).' 

The principal index we use to gauge polarization involves 
calculating the proportion of the population falling into 
particular strata of the income (earnings) distribution. The 
most common type of polarization measure, and the one 
used in this study, defines three income groups (low, 
medium, and high) by those individuals (or families) whose 
income is within particular percentages of the current year 
median: for example, we included in the lower stratum those 
individuals who earn up to 75 per cent of the median; in 
the middle stratum those earning between 75 and 125 per 
cent; and in the upper stratum those over 125 per cent Since 
the selection of the thresholds used to determine the income 
strata is arbitrary, we also report some results from sensi­ 
tivity analyses in which we have changed the boundaries 
of these strata. 

Standardization 

It is important to identify the factors underlying any ob­ 
served changes in the income distribution over time. Many 
analyses simply compare inequality and polarization trends 
across various population subgroups to suggest reasons for 
distributional shifts. While such an approach - for example, 
comparing the pattern of income polarization in different 
industry groups - can be a useful descriptive mechanism, 
it cannot empirically establish the contribution of different 
factors to the overall picture. We therefore report our results 
using more sophisticated "standardization" techniques.' The 
standardization method is based on the premise that shifts 
in the distribution of income can result from changes in the 
composition of the population, and/or changes in the in- 

come of the members of that population. We label the first 
the "composition" factor, and the second the "income" 
factor. 

To offer a stylized example, assume that there is only 
one characteristic - say, education - that affects an indivi­ 
dual's income. Now, suppose that during a 2ü-year period 
the income distribution is observed to have become more 
unequal. This could be completely due to the "composition" 
factor (i.e., education became more unequally distributed, 
but the returns to different levels of education remained 
unchanged); to the "income" factor (i.e., the returns to dif­ 
ferent levels of education became more unequal, however 
the distribution of the education characteristics of the 
population stayed constant); or to some combination of both 
factors. 

The essential idea of our standardization technique is to 
measure how much of the change in the income distribu­ 
tion can be explained by each of these factors. It does this 
by "freezing" one of the factors (e.g., the education char­ 
acteristics of the population) for the entire time period at 
its state in the first year of the period. We can then observe 
how the hypothetical (standardized) income distribution 
trends differ from the actual (observed) trends. If there is 
no difference, the "standardized" factor (here, educational 
composition) has not been an important one; if the differ­ 
ence is large, the factor is obviously a significant determi­ 
nant. The standardizations reported in Chapter 8 address 
the "compositional" factor (i.e., changing population shares 
of different population subgroups) and the "income" factor. 
With respect to the latter, we used two types of standardi­ 
zation: one to control for changes in the shape of the income 
distribution of population subgroups, and the other to con­ 
trol for changes in the mean earning levels of these sub­ 
groups. 
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In 1986, Industry, Science and Technology Canada (then 
known as the Department of Regional Industrial Expansion) 
sponsored the Service Industries Study Program (SISP). Two 
of the major participants in the research were the Fraser In­ 
stitute and the Institute for Research on Public Policy. Over 
the two years of the program, over 80 studies addressing a 
range of issues relating to the service sector, including trade, 
were carried out. For a summary, see Industry, Science and 
Technology Canada, The Service Sector in the Canadian 
Economy, Interdepartmental Discussion Paper, July 1989. 
Details on the analysis have been published by the organi­ 
zations that conducted the research. For overviews of the 
economics studies, see Herbert G. Grubel and Michael A. 
Walker, Service Industry Growth: Causes and Effects 
(Vancouver: The Fraser Institute, 1988); and A. R. Dobell 
and H. E. English, "Canada's trade in services: An overview," 
Working Paper, Institute for Research on Public Policy, 
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ployment in the Service Economy (Ottawa: Supply and 
Services Canada, 1990). 

CHAPTER2 

This section is based on H. H. Postner, ''The goods/services 
convergence hypothesis: An analysis," a paper prepared for 
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CHAl'fER 8 
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comparisons of hours of work are based on published and 
unpublished data obtained from the Labour Force Survey. 
To calculate real wage rates, the annual hourly compensation 
figures were deflated by the current year Consumer Price 
Index (CPI). The hours figures include the hours of the self­ 
employed while the compensation figures from Labour Di­ 
vision exclude the earnings of the self-employed apart from 
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CHAPrER 9 

This chapter is essentially reproduced from the final section 
of the Economic Council of Canada, Goods Jobs, Bad Jobs: 
Employmenl in the Service Economy (Ottawa: Supply and 
Services Canada, 1990). 

APPENoIXA 

K. Miyazawa, Input-Output Analysis and the Struaure of 
Income Distribution. 

2 A detailed discussion of Miyazawa's methodology and a 
comparison of Miyazawa's and Leontiefs approaches can 
be found in Tom Siedule, 'The interdependence of industrial 
activities," a paper prepared for the Economic Council of 
Canada, Ottawa, 1990. 

APPENDIXB 

1 For example, in Canada, Myles et al., "Wages and jobs"; 
Picot et al., "Good jobs/bad jobs"; and in the United States, 
Bluestone and Harrison, "The great American job machine" 
and ''Increasing inequality." 

2 Specifically, economic growth and unemployment were not 
at extreme levels in those years. In 1967, 1973, 1981, and 
1986, the rate of economic growth (real increase in the gross 

domestic product) was 2.9, 7.7, 3.7, and 3.1 per cent. re­ 
spectively, and the rate of unemployment was 3.8,5.5, 7.5, 
and 9.5 per cent, respectively; within the context of each 
business cycle, these figures were in the middle range. 

3 For a discussion of the difference between inequality and 
polarization, see Wolfson, "Inequality and polarization." 

4 Other measures of inequality are available and have been 
used, but they generally yielded results similar to those using 
the Gini coefficient, although each has its weakness. For 
example, McWatters and Beach, "Factors behind the 
changes," have used quantile (quintile) income shares, but 
these have been found not to reflect changes within quantiles 
and whether the entire income pie is shrinking. Grubb and 
Wilson, "Sources of increasing inequality," used the Theil 
measure which, along with variance-log measures, has been 
found to be sensitive to changes in lower income ranges. 
Kosters and Ross, "A shrinking middle class?," have used 
the coefficient of variation, said to be sensitive to the upper 
ranges of the distribution. Even the Gini coefficient is sensi­ 
tive to changes in the middle, and like all measures but the 
quantile indicator, cannot pinpoint the location of inequality 
changes. Nevertheless, because the Gini enjoys wide ac­ 
ceptance, we use it here, along with quintile income shares 
for comparative purposes. For a detailed empirical discus­ 
sion of all of the above measures, see Roger Love and 
Michael C. Wolfson, Income IneqUlllity: Statistical Method­ 
ology and Canadian Illustrations, Statistics Canada, 
Cat 13-559, March 1976. 

5 Others have used the standardization methodology includ­ 
ing Wolfson, "Stasis amid change"; Bradbury, "The shrink­ 
ing middle class?"; and Myles et al., "Wages and jobs." 
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