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ABSTRACT 

This report presents the results of laboratory tests to determine the inter
facial tension and motion of crude oil bubbles under sea ice. Two different 
crude oils were used in these experiments (Swan Hills and Norman Well s ) . An 
assessment has also been made of; a) the ability of oil to penet rate sea i ce 
from beneath, b) the equilibrium thickness of a crude oil film on water under 
arctic conditions, and c) the redistribution of solutes in the oil . 

1. INTRODUCTION 

This report presents the results of a laboratory investigation i nto 
certain aspects of the behaviour of oil under ice. The topics studied 
were recommended by the Frozen Sea Research Group, Ocean and Aquatic 
Sciences, Environment Canada, as part of the Beaufort Sea Project 
(Oil in Ice Studies). Funding for this study was provided jointly by 
the Frozen Sea Research Group (DSS Contract OS24-O344) and by Imperial 
Oil Limited. 

1 .1 Objectives 

The major objectives of this study can be summarized as follows: 

l. To determine the interfacial tension between oil and water at 
the temperature of freezing water for Norman Wells and Swan 
Hills crude oils by the sessile drop method. 

2. To study the movement and/or absorption of sessile oil drops 
at an interface between sea ice and water in response to 
gravitational and drag forces produced by ice sheet tilt. 

3. To determine the movement of an oil film in a lead in response 
to a continuous oil input at a given po i nt in the l ead . 

4. To determine whether oil will penetrate from beneath into a 
growing sea ice sheet due to buoyancy forces and to assess t he 
effects of the redistribution of solutes in the oil on the i ce 
sheet. 

The work outlined above constitutes a small portion of the input 
information necessary for a better understanding of the effects and 
ultimate disposition of arctic offshore oil spills. Its main pur
pose is to serve as useful input information to the Beaufort Sea 
Project covering the 'Behaviour of Oil in an Ice-Covered Area'. 

1.2 Outline of Present Work 

In each Chapter, a brief discussion of previous work and of the s i g
nificance of each study objective is presented. Experi~ental and 
analytical procedures used in this study are then described, 
followed by a presentation of the results obtained. The significance 
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of the results is discussed and conclusions based on the results 
are presented. A final chapter summarizing the overall resul ts and 
conclusions of this work is also presented. 

2. SURFACE TENSION 

2. 1 Genera 1 

The surface tension parameter is used extens i vely in calculations 
concerning the rise and breakup of buoyant plumes and i n determi n
ing whether one liquid will spread on another. Both of t hese 
situations could be encountered in the event of an accidental 
release of oil in an arctic environment . The first would be the 
case of a blowout at the sea bottom, while the second would pertain 
to the spread of oil under ice or on the water surface. 

For the blowout case, in which a buoyant gas and oil pl ume r i ses 
through a water column, one is interested in determi ni ng (Topham , 
1976); a) whether the gas jet wil l penetrate the surface, b) the 
flu id velocity distribution, c) the entrained flow, d) the i nter
action with surface currents, and, e) the behaviour of the oil in 
the rising plume. Since there are two immiscible fluid s (oil and 
water) present, one would expect the surface tens ion (poss i bly in 
the form of a Weber number) to be an important parameter involved 
in the sol ution of each of the above mentioned points (Hinze, 1955; 
Christiansen and Hixson, 1957). The surface tension parameter wil l 
likewise play an important role in the determination of whether 
and how extensively oil will spread at an interface. The current 
literature contains many examples of such applications (eg. Fay, 1969; 
Chen et al, 1974; Gleaser and Vance, 1971; Keevil and Ramseier, 1975; 
and Garrett, 1973, to mention only a few). 

Our primary aim in th i s part of the work was to determine the inter
fac ial t ens ion between the two crude oi ls (Norman Wells and Swan 
Hills) and brine at the interface between ice and brine us ing the 
sessile drop method . An attempt was also made to assess the effects 
of ag ing (if any) on the surface tension. Severa l other pa rameters 
(eg. equilibrium bubble thickness and diameter, contact angle, etc . ) 
were also measured in the course of thi s wo r k. 

2.2 Ana lytical Development 

Surfaces can be classified according to the physica l state of the 
matter separated by them. Thus, one i s really deal i ng with inter
faces between liquid-gas, liquid-liquid, solid-gas, solid-liquid, 
and solid-solid surfaces. 

When one nonna l ly ta l ks of the surface tension of a substance, one 
i s actual ly referring to the interfacial tension between two sub
stances. Interfacial tension acts along the interface and tends 
to minimize the interfaci al area. The concept of interfaci al 
(surface) tension can be developed from mechani stic or energy consi 
derations. Both yield the same dimensions, expressed as either force 
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per length, or energy per area. References cited in the biblio
grapy give a detailed discussion of these viewpoints. 

The earliest comprehensive work on determining interfacial tensions 
using the sess ile drop method was by Bashford & Adams (B&A), 1883. 
B&A studied the form of sessile liquid drops (mercury) and were able 
to relate the coordinates (x,y) of points P(x,y) on a meridional 
profile of the drop to the first and second derivatives y' ~ dy/dx 
and y" = d2y/dx2 and to a constant parameter, s, given by 

- gpb2 
s - - y - ... (1) 

where g is gravitational acceleration 
pis the density difference of the fl uids 
y is the interfacial tension between the 

fluids 
bis the radius of curvature at the origin 

of the coordinate system 
The above are related by the equation [9] 

~ + {, + (~'2l~ = ( 2 + sy) {, +{~)2}312 dx dx} Jxdx dx ... (2) 

where x, y, are defined as :g: and { respectively, x and Y being the 
actual physically measurable dimensions of the drop. 

The above equation is applicable to drops resting on top of hori
zontal surfaces and also to the case of hanging drops as long as 
the density differences are taken as shown in the mathematical 
development of the above equation such thats is positive (see 
Append i X A) . 

B&A prepared a series of tables so that s could be determined from 
the geometry of the sessile drop. A second set of tables was used 
to obtain values of b which were then used to calculate y from 
equation (1). 

More recently, Staicopolus (1962, 1963, 1967) and Parvatikar 
(1966 , 1967) have verified and extended the B&A results to cover a 
larger range of s values. For the present study, the empirical 
equations explicitly relating the interfacial tension, y , to the 
experimentally obtainable quantities ;randy as presented by 
Staicopolus (1962) have been used. These are: 

2 
Y - ~ ( x) .i. 

- 2 'I' B/ 4i ... (3) 

and 

... (4) 

- - - - --- - - --
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where B¢ = e, F¢ = (x/b)¢ and G¢ = (Y/b)¢ are obt ained in t erms of 
fourth order polynomials of the quantity l =(X/Y)P - AP 

c¢ 
as fo ll ows: 

B¢ = exp{[P8(l)]¢} - D ... ( 5) 
¢ 

F¢ = [PF(l]¢ . . . ( 6) 

and 

G¢ = [PG(l]¢ .. . (7) 

Table I, taken from Staicopolus (1962) gives the val ues of the 
coeffi cients of the powers of l for ¢ = 45° and ¢ = 90° together 
with the corresponding constants A¢, C¢ and 0¢. Measurements of 
x and yon the maximum periphery of a sessile drop(¢= 90°) will 
therefore yield val ues of the interfacial tension bet ween oi l and 
water. 

In hindsight, it may be stated that the sessile drop method of 
analysis was perhaps not the best method to use in thi s study since 
measurement errors can have relatively l arge effects on the results 
(this is discussed in the next section). As a check on t he work 
and in order to obtain some additional information not avai l abl e 
from the sessile drop method, several tests wer e run at room tempera
ture us ing the du NoUy ring detachment t echni que. A der i vati on of 
this met hod can be found in Freud and Freud (1930); Har ki ns and 
Jordan (1930); and Fox and Chrisman (1952), and a genera l expl ana
tion in any of the surface chemi stry books l isted in the bibl iography. 

2.3 Experimental Procedure 

2.3.l Sessi l e Drop Method 

The general procedure used in this study to det ermine the 
surface tension by the sessile drop method can be summarized 
as follows: 

l . A brine solution (12°/ 00 sa linity for t his experi ment) 
was prepared and allowed to freeze in the cold room in 
clear pl exiglass tanks which were i nsulated on all sides 
except the top. A heating tape was placed di rectly below 
the tank so that a temperature gradient could be main
tained in the water. 

2. The tank was removed from the cold room once an ice sheet 
of approximately 5 cm thickness had grown . A hole was 
drilled through the ice and oi l was injected under the 
ice with a clean stainless steel syr i nge. Thi s usual ly 
resulted in several bubbles of var ious sizes as i t was 
very diff icul t to control t he injection process. 
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3. The insulation was removed from one side of the tank and 
photographs were taken of the oil bubbles. During this 
time, insulation was placed on top of the tank so as to 
reduce heat losses and to keep the temperature as uniform 
as possible . 

4. Pictures were taken with a· 200 mm fixed-focus lens (at 
various reproduction ratios). Once developed, the film 
was put into slide mounts. These were then projected on 
an optical comparator and measurements were taken 
directly from the slides. 

5. Measurements were taken of the diameter at the meridional 
plane, 2X, of the height from the apex to the meridional 
plane, Y, of the height from the apex to the interface 
between oil and ice, and of the contact angles a and e 
measured through the water phase. Average values of a 
and e were used for calculation purposes. These para
meters are shown schematically in Figure 1. 

6. The interfacial tension was then calculated from the 
measurement data according to the method described in the 
previous section. 

The camera was mounted on a cathetometer stand to which a 
special bracket had been added to allow for full 3-axis posi
tioning of the camera. This was particularly useful for 
rapidly focusing on a particular bubble. Figures 2 and 3 
show the· camera and tank in position ready for testing. 

A string of 21 thermistors spaced 0.5 inches apart was also 
constructed . It was usually frozen into one of the tanks, 
and when a test was run on the particular tank containing the 
thermistors , readings were taken both before and after the 
test to determine whether a significant temperature change 
had taken place during a test. Shown in Figure 4 are the 
temperatures as measured both before and after a test on 
April 11, 1975. Even though the temperature of the top layer 
of ice has warmed up considerably during the test, it may be 
noticed that both above and below the interface between the 
ice and water the temperatures before and after the test 
differ by at most l°F. The freezing temperature for the 
12°/00 brine solution can be seen from the graph to lie 
between 29.1 and 29.6°F . 

Table 2 gives measured values and calculated surface tensions 
for the two bubbles shown in Figures 5 and 6. These pictures 
were taken at 70 seconds and 25.5 minutes after injection 
respectively. The differences in the interfacial tensions 
calculated for the bubble at 70 seconds can be due to errors 
in x and y of ±0.001 inch or less. This is verified by taking 
the above values and recalculating foryusing x: 0.2896 inch 
and y = 0.1907 inch. Using these values in equations (3) and 
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(4) results in values for y of 27.952 and 27.972 dyne/cm 
respectively. 

Although accuracies of ±0.001 inch (±0.0025 mm) can be 
obtained with the optical comparator, the critical factor in 
taking measurements is the operator's ability to judge 
exactly when the crosshair on the comparator screen is aligned 
with the interface. It was found that in practice, an uncer
tainty of up to 0.001 inch could occur depending on the sharp
ness of the picture. Such errors are then multiplied by the 
inverse of the reproduction ratio. Thus, as shown in Table 2, 
the surface tensions calculated by using equations (3) and 
(4) and the measurement data for the first bubble (70 sec., 
1/2 x reproduction ratio) are in error relative to the lower 
value of 11.5% while the same calculations for the second 
bubble (25.5 min., 1 x reproduction ratio) are within 0.1 % of 
each other. The inability to grow a truly flat ice sheet 
caused difficulties in this phase of the program. Flat ice 
sheets could have been achieved by growing ice and subsequent
ly melting the bottom of the sheet until a flat surface was 
obtained. This was not done, since it was desirable to keep 
the structure of the underside of the ice essentially the 
same as would be found in nature. As a result, oil bubbles 
usually settled in a hollow making it difficult at times to 
make out the position of the interface between the ice and 
oil. Sufficient bubbles were photographed, however, so that 
a sufficient number of good bubbles sti l l remained for 
measurement purposes. A more annoying problem in this experi
ment was the lip of ice that formed around the tank at the 
interface between the ice and water. This was usua l ly 0.5 cm 
in depth and in most instances had to be melted by playing a 
heat gun on the tank along its length. The bond between the 
ice and plexiglass on that particular side was ~sually broken 
as a result and if bubbles subsequently rolled over to that 
side, they would spread up the interface due to capillary 
action and the presence of air. 

2.3.2 Ring Detachment Method 

Surface tensions were measured using the ring detachment method 
at a temperature of from 25.8 to 28.2°C. A Fisher Tensiomat 
model 21 was used for these tests. Four or five tests were 
run on each fluid and the apparatus was thoroughly cleaned 
between each test (see A.S.T.M., 1970, for cleaning proce
dures used between oil samples ). The apparatus was calibrated 
both before and after the tests according to the procedure 
recommended in the users manual supplied. Figure 7 shows the 
average calibration curve used in this work. When using this 
instrument, the scale value indicates only an apparent surface 
tension which must be corrected for ring dimensions and den
sity difference between the upper and lower phase being tested. 
This correction factor is shown in Figure 8 based on the dimen
sions of the ring used. The upper phase in all the tests was 
air and Table 3 gives the densities and density differences 
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between the fluids and air. The specific gravities of the 
different fluids were measured separately and the results are 
presented in Figure 9 and 10. Since the specific gravity of 
the 6% brine solution had not been determined, its value was 
interpolated as shown in Figure 11. Figure 12 is based on 
data given by Kreith (1968) and was used to obtain a value for 
the density of air. 

2.4. l Sessile Drop Method 

A total of 200 oil bubbles under an ice sheet were measured 
in this experiment (111 with the Swan Hills crude and 89 with 
the Norman Wells crude). Interfacial tensions were calculated 
according to the method described in Section 2.2. From these 
calculations, it was found that 19 of the Swan Hills and 7 of 
the Norman Wells interfacial tensions fell outside the range 
5 to 50 dynes per cm. A number of these measurements were 
rechecked and it was found that the photographs were out of 
focus or a low reproduction ratio had been used. This data 
was then discarded before further calculations were made and 
although the limits imposed may seem somewhat arbitrary, inter
facial tensions less than 5 and greater than 50 dynes/cm are 
considered unlikely for oil/water systems (Timmons and Zisman, 
1968). 

Table 4 gives a summary of the experimental results obtained 
showing the means and their standard deviations. Histograms 
are given in Figures 13 and 14 for the Swan Hills and Norman 
Wells results respectively. As may be noted, the standard 
deviations are quite high as are the mean deviations . This 
led to some doubt as to the validity of the results and to the 
statement in Section 2.2 concerning more appropriate measure
ment techniques. These deviations are of little importance, 
however, and their causes and effects will be explained in the 
discussion that follows. 

The first step in the analysis of these results was to deter
mine the effects of variations in the physical dimensions on 
the surface tensions. Shown in Figure 15 and 16 are the 
results obtained for the interfacial tension using equations 
3 (GAMMA X) and 4 (GAMMA Y) plotted as a function of X. 
Differences in values between GAMMA X and Y are almost indis
tinguishabl e on these graphs which is reasonable since 
equations 3 and 4 yield t he same results. That they do, can 
be seen in Figure 17 and 18. More difficult to explain is 
the large spread in GAMMA for small X in both Figure 15 and 16. 
Although Figure 16 (Norman Wel l s results) doesn't show this 
decreasing variation too well due to the lack of data at inter
mediate values of X, one would expect the variation to be 
similar to that of Figure 15 (Swan Hills results). These large 
deviations about the apparent mean value are due to small errors 
in the measurement process. To expla i n properly how this happens, 
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one must first look at the variation of Y with X as shown in 
Figures 19 and 20 for the Swan Hills and Norman Wells crudes 
respectively. One may note that X and Y vary linearly up to 
X ~ 0.2 cm and that both X and Y are very nearly equal up to 
this point. This is to be expected as the drops are still 
almost spherical. This means however, that X/Y is very nearly 
equal to +l and as shown in Figure 21 and 22, B (equation 5) 
approaches zero while F and G (equations 6 and 7) both 
approach one as X/Y goes to one. Equations 3 and 4 are there
fore, undefined at X/Y = 1. When X/Y is still very nearly 
equal to one, a small error in measurement can lead to quite 
large errors in the calculated value of the interfacial tension. 
Results of an error analysis are given in Table 5 for Swan 
Hills crude to demonstrate this fact . Values of Y were first 
calculated from the regression equation and error limits of 
±0.003 cm( ~ .0012 inch) were assigned to both X and Y. Ratios 
of X/Y were taken so as to maximize (i.e. X increases and Y 
decreases) and minimize Z. Figure 23 is a graph of the data 
in Table 5, and clearly shows that the calculated error 
decreases with increasing X. If one allows for no error in X 
and only a +0.003 cm error in Y, the resulting error is 
actually increased even though there is a smal ler relative 
error between X and Y. It is, therefore, concluded that the 
equations relating the interfacial tension to the bubble 
dimensions are not valid for values of X l ess than 0.2 cm. 

Graphs showing the effects of an error in the constant C 
(equal to g·~p) have also been prepared for both Swan Hills 
and Norman Wells crudes (Figures 24 and 25). These figures 
were prepared using values of Y calculated from the regression 
equations given in Figures 19 and 20. For the Swan Hills 
crude (Figure 24) the values of the interfacial tension are 
approximately constant over the range 0.2 < X < 0.7. It can 
not be interpreted from Figure 24 that the surface tension 
decreases after X = 0.7, since the apparent reduction is a 
direct result of the uncertainty in Y cal culated from the 
regression. A different type of regression procedure (eg. a 
quadratic spline fit with zero bending moment at the end 
points) would possibly have given a more uniform curve but 
some fluctuations would still have been present. Because of 
the smaller number of data points at the larger values of X, 
the value estimated for Yin the regression analysis will be 
either above or below the 'actual value' by a small amount, 
this error will cause a small error in the ratio X/Y which 
in turn will result in a large error in B (see Figure 21) 
with little effect on F2 and G2 . It is readily seen that 
B increases much more rapidly than either F2 or G2 decrease 
by comparing Figures 21 and 22. 

As a result, the calculated surface tension will show the 
fluctuating variations shown in Figure 24 and 25. For the 
Norman Wells crude, this effect is even more apparent 
(Figure 25). The interfacial tension calculated at X = 0.3 
compares favourably, however, with the average of the test 
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pair results (Table 4) . This was to be expected, however, 
because the majority of data points for this crude are very 
close to X = 0.3 . For values of X > 0.3 , the calculated 
values of Y from the regression analysis and the resulting 
surface tensions would therefore, be highl y suspect. 

The value of the constant (g• 6p ) was taken t o be 160 .7 and 
158 .3 for the Swan Hill s and Norman Wells crudes respectivel y . 
Values for the interfacia l tension of the Swan Hills and 
Norman Wel l s crudes at the temperature of freezing water (in 
this case, approximately 29.5°F for a 12°/oo water salinity) 
have therefore been taken as the average values obtained in 
our experimental progranme. These are (see Table 4) 25 . 5 and 
24.0 dynes/cm respectively for the Swan Hills and Norman Wells 
crude oils. 

No effects on the interfacial tension due to aging of the oils 
could be determined . If such ef fec t s do exist, they are well 
within the limits of accuracy of this method and would have to 
be determi ned in another manner. Some additional data relating 
the equili brium thickness H to the parameters X and Y have also 
been prepared . Shown in Figures 26 and 27 are graphs of Y vs 
H for all measurable data pa irs. Using these graphs and the 
asymptoti c values for Yin Figures 19 and 20, one can readil y 
arrive at an estimate for the equilibrium film thickness of the 
two oils . These are 0.80 and 0.88 cm for the Swan Hills and 
Norman Wells crude oils respectively. The latter number was 
determined by extrapolating the 'best line ' through the 
available data and plotting on this line a value of Y = 0.6 
whi ch was taken from Figure 20 as representative of the 
l imiting Y value . Figures 28 and 29 have also been included 
here for ease in relating H back to X. 

2.4 .2 Ring Detachment Method 

The test results for this part of the study are given in 
Appendi x Band plotted in Figure 20 . It should be noted 
that the interfacial tensions represented are with respect 
to the ambi ent air. To ca lculate oil/brine interfacial ten
sion, one can use Antonow 1 s Law (Adamson , 1960) which states 
that for mutuall y saturated liquids 

Yab = j Ya' - Yb ' . . . (8) 

This r ule generally holds approximately, and in the absence 
of sufficient data, it i s useful for estimation purposes . A 
more reliable method is that of Good et al, (1958) who have 
obtained a semi-empirica l equation for the interfacial tension 
which is, 

I 

Yab =Ya+ Yb - 2~{yayb) 2 
... (9) 
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where 

4> = 

... ( 10) 

and Vis the molar volume of the phase in question. 

For the Swan Hills crude 4> = 0.832 while for the Norman Wel l s 
crude 4> = 0.831. Using the average va lue shown in Figure 30 
for the surface tension of the 12°/ 0 0 brine solution and the 
surface tensions of the Swan Hills and Norman Wells crude 
oils as given in Appendi x Bone obtains the following inter
facial tensions between the oi l/bri ne phases. 

yab = 23.91 dynes/cm for the Swan Hills crude, and 

Yab = 24.32 dynes/cm for the Norman Wel l s crude . 

These numbers compare favourably with those arrived at in the 
previous section but before a comparison can be made, the above 
values must be corrected for the temperature difference. 
Assuming a -0 . l change in tension per °C (Washburn, 1927), and 
a temperature difference of 27.4°C results in a correction of 
+2.74· dynes/cm to be added to each of the above tensions . 
Final interfacial tensions arrived at are therefore, 26.65 
and 27.06 dynes/cm for the Swan Hill s and Norman Wells crude 
oils respectively. Though these results cannot be considered 
as absolutely correct, they should be within 10% of the correct 
value al lowing for errors in the ring detachment method itself 
and in the temperature correction factor. These results do, 
however, lend credence to t he results obtained in the previous 
section and have, therefore, fu lfill ed their purpose. 

2.5 Conclusions 

From the preceding discussion, one may conclude the foll owing: 

a) The interfacial tension between the Swan Hills crude and a 12°/o o 
brine solution is 24.5 dynes/cm at approximatel y 29.5° F whi ch was 
determi ned to be the average freezing temperature of the brine. The 
interfacial tension between the Norman Well s crude and a simi l ar 
brine solution is 23.8 dynes/cm. These values are estimated to be 
correct t o within 10% of the true val ue . 

b) An alternative method has been established for determining the 
interfacial tensions between the oils and brine at salinities other 
than 12°/ 00 using the results obtained for the ring detachment 
method. One could also use Figures 24 and 25 by assuming t hat the 
bubble dimensions will not change significantl y with a change in 
sal ini ty. Si nce the constant g·~p is dependent on salin i ty , one 
can t herefore, arrive at i nter facia l tensions by interpclation on 
these graphs . 



11 

c) Data allowing an estimation of the equilibrium thickness for use 
in under-ice spreading calculations has been presented. These are 
0.80 and 0.88 cm for the Swan Hi l ls and Norman Wells crude oi l s 
respectively. It is estimated that these values are within 6% and 
10% for the Swan Hills and Norman Wells crudes respectively. 

d) The sessile drop method reported here (as per Staicopolous) 
breaks down at small values of bubble radius because the bubbles at 
this point are still very nearly spherical. 

e) The use of polynomial least squares regression fit on the 
meridional height Y can be applied successfully up to values of 
X < 0.8 cm approximately. Beyond this point instabilities set in 
due to the numerical calculation technique. 

3. MOVEMENT OF OIL DROPS 

3.1 General 

When a buoyant gas and oil plume rises through a water column as 
would be the case in an underwater blowout, the oil will break down 
into small droplets. At the underside of the ice, most of these 
droplets will coalesce to form an oil slick. Should this slick move 
along the bottom of the ice, bubbles of oil will break away from the 
periphery due to interfaci al instability. This fact has been demon
strated recently by Norcor Engineering and Research limited i n films 
of their work on the behav iour of oi l under ice which is part of the 
Beaufort Sea Project . In this work, we have endeavoured to determine 
the force required to set such bubbl es in motion. This force can 
then be used to estimate the current necessary to initiate motion of 
an oil bubble. It should be noted that no attempt has been made here 
to define the flow conditions to the instability which causes these 
bubbles. 

3.2 Analytical Development 

Considering an oil bubble under an inclined ice sheet as shown in 
Figure 31, where R is the resultant buoyancy force, one can easily 
show that at the onset of motion 

R' = [ PW - l ] M g s i n a po o 
... (11) 

It is this quantity that has been determined in the present study. 
In an ideal ized field situation, the bottom of the ice sheet would 
be horizontal, and the driving force initiating the motion would be 
the shear stress T, exerted on the oi l by the moving water. The 
shear stress required to initiate motion can then be represented by 

R' = i TdA ... (12) 

where A, for large bubbles, becomes the area over which the oil has 
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spread. For bubbl es of t he si ze studied here, assuming an area of 
n·x 2 and neglecting the edge effects would yield a good first 
approximation to T. When considering large areas of oil, one can 
use the Blasius solution to f low over a flat plate (Schlichting, 
1968) to relate t he shear stress to U~. It should be noted that 
both of these approaches to the problem assume that the oil has 
spread to its equilibrium shape in the absence of any shear stress 
and t hat suddenly such a stress fie ld is applied to the oil. 

3.3 Experimental Procedure 

This series of tests was run in a refrigerated trailer using essen
tially the same equipment as described in Section 2.3. One modifica
tion required was a mechanism for tilting the tank. A plywood platform 
was bui lt for this purpose. It was hinged to t he workbench at one end 
and at the other end a lead screw was i nstalled through t he bench which 
allowed the platform to be raised or lowered. The tank sat on this 
platform toget~er with all the insulation. Both tanks were also modi
fied by enclosing a dead air space, along the length of the tanks, 
between the original and additional outside wall s. Thi s was needed 
to prevent the freezing of brine down the inside surfaces of the 
tanks during a test. 

Although the air gap did prevent the freezing of brine on the inside 
walls, it prevented one from thawing t he lip of ice formed due to 
conduction along the wall. This made it al mos t impossible to obtain 
a good picture from which the height of the bubble could be measured 
accurately . Operation in the trailer presented several additional 
difficul t ies. The action of the cathetometer slides became very 
stiff in the cold making accurate focusing of the camera difficult. 
Growing flat ice sheets was also difficult. A way was however, found 
of growi ng plane sheets (not parallel) and these were then levelled 
by blocking up the entire workbench . 

Once an ice sheet was ready for testing, a quantity of oil was in
jected under the ice. The bubbl es were then photographed and the 
tank t ilted until t hey started to move. This was determined 
visually and a measurement was t hen taken of the elevation of the 
tank at the l ead screw . On a number of occasions, it was not possible 
to obtai n a picture of the bubble and so an estimate of the volume was 
made based on the amount of oil injected and the relative size of 
other bubbles if any. 

Velocity measu rements were taken but were not i ndicat ive of the 
original bubble in most cases. This is because most of the bubbles 
broke into a number of smaller bubbles . In such cases, a l arge 
bubble would start slowly , then neck down, form a second bubble 
(which did not necessarily move at that angle) and then continue. 
The velocities that were recorded were for the first bubble to reach 
the finish marker and were, therefore, in no way representative of 
the original bubble that was meas ured. 
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3.4 Results 

Tests were run on both the Swan Hills and Norman Well s crude oils. 
Results of the sessile drop experiments were used to calculate the 
mass of a bubble as a function of X according to a method described 
by Staicopolus (1962). No significant difference could be deter
mined between the two oi l s as shown in Figure 32 where the data for 
both oils has been plotted. Figure 33 shows this data on a log-log 
scale and reveals that the calculation method is limited to X ~ 1. 
The exact reason for this is not known, but is is suspected that it 
is due to the polynomial functions used in the empirical equations 
liiven by Staicopolus. The mass of a cylinder of oil having a radius 
X and a height of 0.8 cm has also been plotted in Figure 33 for com
parison purposes. For subsequent calculati ons, the straight line 
extrapolation through the calculated data points has been used. 
Figures 34 and 35 were then prepared using the experimental data and 
clearly show that the angle of inclination necessary to initiate 
motion decreases with the mass of the oil which was to be expected. 
Application of equation 11 then results in the data presented in 
Figures 36 and 37 which give the relationship between the force 
required to initiate motion of an oil bubble and its mass. Equations 
describing the best lines through the data are, 

and 

F = 48.5M 0 • 486 

F = 23 .4MD.659 

... (13) 

... (14) 

for the Swan Hills and Norman Well s crude oils respectively. It is 
seen that the force required increases with the mass of oil present. 

3.5 Conclusions 

The following conclusions may be drawn from the preceding discussions: 

a) The angle at which an oil bubble will move up an inclined ice 
sheet decreases as the mass of the bubble increases. 

b) The force required to initiate motion increases with the mass 
of the oil bubble as shown in Figures 36 and 37. For the 
Swan Hills crude, t his force is given by F = 48.5M0 · 486 , while 
for Norman Wells crude it is given by F = 23.4MD•659. 

4. OIL MOVEMENT IN A LEAD 

4.1 General 

How far oil spilled on cold arctic waters will spread is of particu
lar importance, especially at ambient winter temperatures. In an 
offshore environment such spreading will typically occur in a lead . 
The ultimate extent of the spread will, of course, be dependent on the 
amount of oil released. Since this parameter can only be determined 
once a spill has occurred and then only approximately, it was 
thought that the best approach to this problem would be to determine 
the initial and final spreading coefficients from which an equilibrium 
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film thickness could then be cal cul ated . This thickness could then 
be combi ned with the volume estimate to give an estimate of the maxi
mum area l spread that could reasonably be expected. Determination 
of the rate of spread during the early life of the spi ll may be made 
using the methods described in the open literature (Chri stiansen and 
Hixson, 1969; Fay, 1971; Waldham et al, 1972; and , Fannelop and 
Waldham, 1972) and will not be presented here. 

4.2 Spreading Analysis 

The profile of an oil lens floating on water is shown in Fi gure 38, 
where t represents the equi l ibrium film thickness . Usually this 
quantity is used to calculate the spreading coefficient S from an 
equation given by Langmuir (1933) as: 

t 2 = -2Sp /gpb~P 
"" a ... ( 1 5) 

where the subscript a represents the water phase and b the oil 
phase. In the present work,equation 15 is used to calculate too by 
calculating values of S from the data presented in Section 2 of 
this report. It should be noted here that equation 15 is meaning
ful only if the spreading coefficient Sis negative. The spreading 
coefficient is defined as follows (Adamson, 1960), 

... ( 16) 

where the surface tensions of a and b in equation 16 are those for 
the pure liquids. When two substances are in contact however, they 
will become mutually saturated, so that Ya and Yb wil l become Ya• 
and Yb ' respectively. The correspondi ng spreading coef ficient is 
then written as Sb'/a' or just S'. It is this latter quantity which 
must be used in equation 15 to determi ne t 00 and is given by, 

... (17) 

Values of these parameters for the Norman Well s and Swan Hills crude 
oils (corrected to 0°C) are presented in Appendix C along with 
calculated values of Sand S'. The spreading coefficients li sted in 
Appendix Care for a particular poi nt in time and for the conditions 
indicated in the notes to Tables C-1 and C-2. Since t he samples 
were kept in sealed bottles, negligible aging occurred. In reality, 
considerable evaporation of the light hydrocarbon fractions would 
occur, t hereby not only reduci ng the volume of oil present, but also 
increas ing the density of the remaining oil. This woul d lead to a 
l oweri ng of the spreading coeff ic ient because this coefficient is 
positi ve only for the lower molecular weight hydrocarbons (Pomerantz 
et al, 1967). In addition, natural surfactants .present in the oil 
would diffuse i nto the water . Since these organic surface active 
constituents cause the spread ing (Garrett, 1973), one would expect 
the spreading coefficient to eventually decrease and become negative. 
That this did not happen for the Swa n Hills samples is most likely 
due to the fact that these samples were not thoroughly mixed with the 
brine as was the case with the Norman Wells samples. Attempts at 
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mixing the former sampl es yielded emulsions that couldn't be broken 
either by heating or centrifuging them. Even if a negative spread
ing coefficient had been measured for the Swan Hil l s samples, use of 
this in cal culati ng an equi librium film thickness would not be recom
mended because of the relatively high pour point of th i s crude 
(-9.5°C ). Below t his temperature, the oil becomes non-fluid in 
character (it gels) and spreading due · to surface forces would be 
essentially halted (Garrett, 1973). 

The film t hi ckness ca l culated for the Norman Wells crude (Appendix C) 
should be regarded as a minimum to be expected. With evaporation, 
etc. , this thickness would be increased. One should also note that 
these va l ues were calculated for a 0°C mean water and oil temperature. 
At lower temperatures, the spreading coefficient will be decreased 
even further which will also result in an increase in the equilibrium 
film thickness . 

4.3 Conc lusions 

From the preceding discussion, one may conclude the following: 

a) The mini mum equilibrium thickness of the Norman Wells crude on 
water under arctic winter conditions will be approximately 0.25 
cm {Appendix C). 

b) A similar mi nimum equilibrium thickness may be expected for the 
Swan Hills crude taking into account the effects of aging 
(evaporation) and t he relatively hi gh pour point of this crude. 

c) The equilibrium film thickness quoted is conservative i nsofar 
as one may reasonably expect this figure to increase as the oil 
weathers. 

5. SOLUTE REDISTRIBUTION AND OIL PENETRATION 

5. 1 Solute Redistributi on 

5.1.l General 

It is generall y thought that many crude oil s contain a certain 
amount of dissolved salt in their produced form. The probl em 
posed, t herefore, was whether or not the salt produced as a 
result of an underwater blowout would be transported by the oil 
to the under-ice surface where it may be r eleased causing 
possible rotting of the ice sheet. Whether the ice sheet rots 
is also a function of the amount of salt, in excess of the 
equilibrium concentration already present, ava il able at the 
under-ice surface for lowering the freezing temperature. This 
problem is important when one considers an oil well blowout 
in the winter during which time one would expect to be able 
to move considerable heavy equ ipment over the ice in a cleanup 
effort. Such movement could be impeded if significant rotting 
and weakening of the ice were to take place. 
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5.1.2 Method and Results 

It was decided that an experimental inquiry was unnecessary 
as all of t he perti nent infonnation was in hand. The problem 
was reduced to that of: a) determining the amount of dissolved 
salt that may reasonably be expected in the oil, b) examining 
the method used in arriving at· these figures, and c) discus
sing the probl em with several people in our analytical chemistry 
group. 

The property records of crude oils from 22 different locations 
were reviewed. Sal t contents of these crudes are presented 
in Tabl e 6 and in Figure 39 which shows t he results as having 
an exponentially decreasing frequency distribution . A des
cription of the test method used in determining the salt 
contents listed in Table 6 is given in Appendix D. It was 
pointed out in several discussions (personal communi cations 
with H.A. Jacobson, R.E. Heater and W.N. McKay) that this 
test does not necessari ly indicate that salt is actually dis
solved in the crude oil. Most of the sal t actually produced 
from a well comes in the fonn of bri ne which i s generally 
removed in the fiel d before the crude as such i s analyzed. 
Whether the salt subsequently measured is contained as dis
solved salt in the oil or whether it is present as minute 
brine droplets dispersed in the oil is still subject to 
debate, although the latter seems more likely (personal com
munications with H.A. Jacobson and R. E. Heater). In either 
case the physical si tuation strong ly mitigates against any of 
the sa l t reaching the under-ice surface. This is due to the 
violent agitation expected as the plume i ssues out of the pipe 
and rises through 15 to 60 metres of water . The ensuing break
down of the oil stream into very fine droplets during its 
ascent should release any salt in the stream to the water phase. 

If one assumes that this did not happen and that there was 
dissolved salt in the oil that was carried to the under-ice 
surface, then one can calculate an areal distribution of the 
salt due to the movement of the oil. Taking the average salt 
content as 27.1 pounds per M bbl, one obtains 40 .65 pounds 
per day assuming that the oil is r eleased at a rate of 1500 
bbl/day. Taking an equilibrium thickness of 0.8 cm for the 
oil and ignoring any additional spreading due to water cur
rents or ice movement, one obtains an areal spread of approxi
mately 29.83 x 107 cm2 . One can also assume that the salt 
would be quite slow in coming out of solution if it hasn't 
done so during its ascent in the oi l. On this basis, one 
obtains a figure of 6.2 x 10-s gm of salt in the oil per 
square cm of ice covered by the oil. Thi s can also be repre
sented as a sali nity of approximately 0.08°/ 0 0 • Since the 
oil has now displ aced the water, a reduction in the salinity 
at the interface ha s taken place. And assuming that a redis
tribution of the salt does take place )through sume 
concentration diffusion process ) , t hen it would be reasonable 
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to expect the concentration in the oil to increase and that 
in the ice (brine drainage channels) to decrease. 

5.1.3 Conclusions 

Whether salt actually exists as a dissolved species in the 
oil is open to question. Assuming, however, that it does, 
then one may conclude from the preceding discussion that the 
dissolved salt will not cause the under-ice surface to rot. 
It is also suggested, since the salt is more likely to be 
present in dispersed water droplets, that the majority of the 
salt would be released to the water column during the oil's 
ascent. 

5.2 Oil Penetration 

This section considers whether or not the small oil bubbles that rise 
to the bottom surface of the ice will penetrate the ice structure due 
to their buoyancy force. If this were the case, then a considerable 
amount of the oil resulting from an underwater blowout in the winter 
would be retained by the ice. This could considerably limit the 
spread of the oil but could also hamper recovery operations due to 
the large areal distribution possible for such drops. A combination 
of observational evidence and physical reasoning has been used in 
formulating a so lution to this question. 

In performing the surface tension experiments, a large number of oil 
drops were studied from an even larger group of drops that had been 
injected under the ice. At no time was any bubble observed to dis
appear into the ice during an experiment . An examination was made 
of several ice sheets after an experiment to determine whether some 
oil had actual ly penetrated the ice. No traces of oil could be 
found. Wolfe and Hoult (1972, 1974) in their study of oil under 
sea ice also observed that negligible amounts of oil are entrapped 
in the ice brine matrix. 

What was noticed, however, was that there were in many cases, small 
depressions left on the under-ice surface where the oil had been. 
These depressions are attributed entirely to our method of removing 
the ice from the test tanks which was to remove the tanks from the 
cold room and to allow sufficient ice around the edges to melt so 
that the ice block could be removed. This normally took quite some 
time and resulted in considerable heat gain by both the ice and the 
brine. 

Such behaviour is easily explained by considering that the average 
radius of the brine drainage channels at the bottom ice surface is 
of the order of 0.1 ITITI (Assur, 1958; Eide and Martin, 1975) and this 
size generally increases somewhat as one moves up from the under 
surface of the ice. These brine channels can be likened to inverted 
ink bottles, having narrow necks and being wider inside. Even though 
the openings are not truly circular, generally they are more ellipti
cal in shape (Assur, 1958), one can assume that they are circular. 

- - - - - - - - - - - - - -
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The pressure drop across the opening can be given by (Adamson, 1960). 
6P = (2y/r) cos e 

Takin~ y (the surface tension) as 25 dynes/cm and e (the contact 
angle) as 150° for this sample calculation, one obtains a pressure 
drop 6P (i.e. driving force required to penetrate the meniscus) 
dependent on orifice size as follows: 

r(mm) 
6P(dyne/cm2 ) 

= 0. 1 

= 4330. 
0.2 

2167. 
0.5 

866. 
0.7 

617 . 

If one now takes an oil bubble thickness of 0.8 cm, this is equiva
lent to a 6P across the oil (Pat the interface between oil and ice 
is reference) of approximately 636 dyne/cm2 (using a specific gravity 
of 0.81 for the oil). One can easily see that if the orifice size 
is increased to 0.7 mm (6P equivalent to 671. dyne/cm2 ) that some oil 
can then be expected to move into the channel. In the case of Wolfe 
and Hoult (1974), it seems that the oil was not cooled prior to its 
injection under the ice. Heat transfer from the warmer oil to the 
ice could have caused some melting to take place with a resultant 
increase in the size of some of the brine drainage channel orifices. 
Alternatively, the temperature gradient between the oil and the ice 
could have resulted in a thermal diffusion of the salt in the brine 
channels towards the interface between the oil and ice. A reduction 
of the freezing temperature of the brine would result with the effect 
that melting at the brine drainage channel orifices could occur 
causing an enlargement of some of these orifices. A similar result 
could be expected in either case; a) increase in orifice diameter, 
and b) a corresponding decrease in 6P . 

One can draw the following conclusions from the preceding discussion: 

a) Assuming the oil to be in thermal equilibrium with its surround
ings, one should not expect any significant penetration of oil 
into the ice. 

b) The limited penetration of oil that may occur will likely result 
from the oil encountering an oversized brine drainage orifice. 

c) Penetration will occur in the spii ng as melting proceeds and 
the drainage channels open. 

6. CONCLUSIONS 

An evalua tion of some of the parameters affecting the flow and areal dis
tribution of crude oil under a sea ice canopy has been presented. It was 
found that the interfacial tensions between oil and brine (1 2°/oo) for Swan 
Hills and Norman Wells crude oils were 24.5 and 23.8 dynes/cm respectively. 
Interfacial tensions at salinities-other than 12°/oo have also been pre
sented. Effects of aging on the interfacial tension could not be 
determined due to the scatter in the measured data. The equilibrium 
thickness of these two crude oils under ice was found to be 0.80 and 0.88 
cm for the Swan Hills and Norman Wells samples respectively. 
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Expressions relating the force required to initiate motion of an oil 
bubble have also been presented. For the Swan Hills crude, this force is 
given by F = 48.5M0 • 4 8 6 while for Norman Wells crude it is given by 
F = 23.4M0· 659 . In these expressions, the force, F, is in dynes and the 
mass, M, is in grams. Data relating the mass of oil to the shape of the 
bubble has also been presented. This wi l l enable calcul ations of the 
mi nimum currents requ ired to initiate motion of an oi l bubble to be made. 

When considering the spread of oi l on water under arctic conditions, as 
would be the case of oil spreading in a lead, it was found that a minimum 
equil ibri um film thickness of 0.25 cm should be expected for the two 
crudes tested. Taking i nto account the effects of evaporation and the 
leaching of natural surface active agents present in the oil into the 
water, it is reasonable to expect this figure to be conservative in most 
cases. A determination of the maximum areal spread of the oil, barring 
any external forces (e.g., effects of currents, etc.), is therefore 
possible. 

It was also concluded that the presence of dissolved salt in the oil, if 
indeed it does exist as a dissolved species in the oil, woul d not cause t he 
under-ice surface to rot. Penetration of the oil into the ice sheet i s 
not normally expected. When the oil encounters an oversized brine drai n
age channel of approximately 0.7 mm radius, limited penetration will 
l i kely result. As melting proceeds in the spring, and the brine drainage 
channel s open, a si gnificant amount of oil penetration should be 
expected . 
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TABLE 1 

~I 2R · x=R y B90 F90 · G90 y(eq 3) 
I ( i n . ) (in . ) (in . ) dyne/cm 
I 

70 . sec . 

25 . 5 min. 

/ 

o. 5772 0 . 2886 0.1917 7 . 7607 0 . 6557 o . 4598 28 .141 

0 . 5902 0 .2951 0.1955 8 .1312 0 . 6371 o . 4218 29,745 

Numerical Values of Coefficients (ak) and Cons tants A¢ , C¢ , D¢ 
used in Equations (5), (6) and {7). (From Ref . 10). 

TABLE 2 

Quantity r/J 
Polynomial Coef f i cients Constants 

Bg$ 

Fr/> 

Gr/> 

'-

ao al a2 a3 -a.4 Ar/, 

45 3,1713 1. 596 -0.1064 - 0.0526 0. 0464 3. 11 
90 2. 5924 2.1838 - 0.1302 - 0.1347 0.1141 1. 5922 
45 o. 4443 - 0 . 2027 0 . 0509 - 0. 009 --- 3.11 
90 0. 5864 - 0.3512 0 . 0859 0 . 00898 - 0. 01415 1.5922 
45 0.1425 - 0 . 0979 0 . 0408 - 0. 0124 --- 3.11 
90 0.3684 - 0 . 3555 0 .1857 - 0.07188 0 . 01838 1 . 5922 

Measurements and Cal cul ated Interfacial Tension of Sessile 
Drop at Two Times After Injection (Fig. Sand 6). 

CJ/) 

0. 6958 
0. 5922 
0. 6958 
o. 5922 
0.6958 
0. 5922 

y( eq l1) 
dyne/cm 

25 . 237 

29.770 

Dr/, 

4. 8 
1.7 
---
---
---
- - -
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TABLE 3: Fluid Densities Used in Calculations (at 25°F) 

FLUID SPECIFIC DENSITY DENSITY DENSITY 
3 

GRAVITY lo.m/ft • 
2 

DIFFERENCEt gm/cm 

Ai r ---- 0.074 0.001185 ----

Norman Wells 0 .8245 51.4488 0 .8241 0.8229 Crude 

~wan Hi lls 
0.8190 51. 1056 0 .8186 0 . 8174 

Crude 

6% Brine 1.004fr 62 . 6558 1. 0036 1 . 0024 

12% Brine 1.0082 62.9117 1. 0077 1 .0065 

18% Brine 1. 0112 63 . 0989 1. 0107 1 . 0095 

24% Brine 1. 0163 63.4171 1.0158 1.0146 

M % Brine 1.0201 63 . 6542 1 .0196 1.0184 

136% Brine 1.0241 63 . 9038 1.0236 1.0224 

3 t Density difference= Fluid Density - Air Density in gm./cm. 

T Taken from Figure 11. 



Crude No. 

rrype Observ. 

Swan 
92 l-!ills 

Norman 82 
Wells 

TABLE 4: Interfacial Tensions Between Oil and 

12% Brine Calculated From Experimental Data 

Mean Standard Max. Min. 

Deviation Value Value 

25,456 7.009 47 . 693 6.925 

23.982 7.904 49.151 5.686 

Range 

40. 768 

43.465 

Mean 

Deviation 

4.960 

6.103 

N 

°' 



TABLE 5: Error Analysis For Swan Hil l s Crude 

d d 

X y X/Y z B F2 G2 X2/ BF2 y2 /BG2 cx2 /BF
2 CY2/BG2 

(cm.) (cm.) 
a 

.1 .0966 1.0352 - .9406 . 1675 .9490 .8860 .0629 .0629 10.066 10.061 

. 3 .2680a 1.1194 -.7984 . 1129 .8303 .6636 .1520 .1518 24.326 24.291 

.s .3874a 1.2907 -.5092 2.6585 .6168 . 3700 .1525 . 1526 24.394 24.411 

.097b 
b 

.0996 0.9739 - 1. 0441 - .1170 1 .0398 1.0934 -. 0773 - .0775 - 12.372 -1 2.404 

.103b 
b 

.0936 1 . 1004 - .8304 .5717 . 8564 .7082 .0217 .0216 3.467 3.462 N ...... 
b 

.297b .2710 1 .0959 - .8380 .5400 .8626 . 7192 . 1894 .1891 30.297 30.253 

. 303b 
b 

.2650 1. 1434 - . 7579 .9088 . 7980 .6113 .1266 .1264 20.255 20.227 

.497b 
b 

.3904 1. 2731 -.5389 2. 3894 .6368 .3928 .1623 .1624 25 . 973 26. 984 

.503b 
b 

.3844 1.3085 -.4790 2.9519 .5969 - .3483 .1436 .1U 7 22. 974 22 .995 

C 

.100 .0996 1 . 0040 - .9932 .0125 .9948 .9860 .8009 .801 5 128.137 128.242 

a Y Value taken from r egression equation (see Figure 19) 

b Error of ±0.003 cm. Maximum error difference used. 

C Error of +0. 003 cm. in Y only. 

d C is the constant g·6p in equations 3 and 4 . Taken here as 160. 
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TABLE 6: SALT CONTENTS OF VARIOUS CRUDE OILS 

CRUDE OIL ORIGI N 

Mi dale (Sask.) 

Leduc-Woodbend (Alta . ) 

Sturgeon Lake (Al t ~.) 

Nor man Wel l s (N . W.T.) 

Pembina (Alta.) 

Redwater (Al t a.) 

Rose lea (Man.) 

Stettler (Alta.) 

Smiley (Sask.) 

Aches on (Alta.) 

Ratcliff (Sask . ) 

Cantuar (Sask . ) 

Bonnie Glen (Al t a.) 

Forget (Sask.) 

Wapella (Sask . ) 

Success (Sask . ) 

Fosterton (Sask.) 

Coleville (Sask . ) 

Virden (Man.) 

Wizard Lake (Alta .) 

Ivik (N . W. T. ) + 

Atkinson Point (N.W .T. ) • 

GRAVITY 

API 

27 . 9 

39 . 7 

37.1 

40 . 8 

37 . 3 

34.7 

35 .5 

27.2 

33 . 0 

36 . 6 

31. 3 

20.3 

42.5 

31. 4 

26.5 

21.1 

24.1 

13.8 

32.6 

37 . 2 

* 

SALT AS NaC l 

lb. / M bbl. 

1.58 

28.6 

14 . 8 

2 . 3 

1. 2 

40.8 

NIL 

32.6 

15.1 

14 . 2 

193 . 0 

57.0 

1.8 

23.3 

NIL 

4.0 

1.0 

64 . 0 

14.5 

1.0 

5 . 9 

80 . 0 

* These anal yses are from t he mi d 50 ' s. These figur es change with time . 

+ From recent analyses. 
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SCHEMATIC OF MEASUREMENT PARAMETERS 
IN THE SESSILE DROP METHOD 

.,__ _ __ 2X ---------. 

FIGURE 1 

---------------- - -- -
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Figure 2. Close-up of Camera and Lens . 

Figure 3. Camera and Tank in Test Position. 
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Figure 5. Bubble No. 6 of test on March 27, 70 seconds after 
inj ection (l/2X Reproduction Ratio). 

Figure 6. Bubble No. 6 of test on March 27, 25.5 minutes 
after injection (lX Reproduction Ratio). 
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FIGURE 16 
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MASS· SIN a vs MASS FOR NORMAN WELLS CRUDE 
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FORCE TO INITIATE MOTION vs MASS FOR SWAN HILLS CRUDE 
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FORCE TO INITIATE MOTION vs MASS FOR NORMAN WELLS CRUDE 
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PROFILE OF AN OIL LENS ON WATER 
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HISTOGRAM OF SALT CONTENT 
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DEVELOPMENT OF THE EQUATION FOR 

THE PROFILE OF A SESS ILE DROP 
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APPENDIX A. DEVELOPMENT OF THE EQUATION FOR THE PROFILE OF A SESSILE 
DROP. 

y 

cp 

1/1 //I;/,,, // // ;I 11 I I I I/ I I // ICE ~ 
B 

OI L WATE ~ 
02 P1 

D1 o P2 A 

Consider fi rst a po i nt A on the surface of t he bubbl e with P1 t he pres~ 
sure on t he concave side of A and P2 t he pressure on the convex side . 
Let D1 be the dens i ty on the lower side and D2 that on the upper . Let 
P1 - P2 = C, C being determi ned by t he curvature at A. Now the pres~ure~ 
at P will be 

Pl - gD2y and P2 - gD1y 

where Pi s a point on the surface at a l evel y above A. 
1 1 6P Now from (9) -R + ffl = 

Yo/w 

where Rand R1 are the pri ncipa l radii or curva t ure at any point, 

then at po i nt P 

or 

l + l = 
R R1 

1 1 
R + R1 = 

P1 - P2 + gy(D1 - D2) 

Yo/w 

.. . (A-1 ) 

Let x be the horizontal and y the vertical coordinate of any point i n a 
meridi onal section of the sur face of the f l uid, r the radius of curva
ture of the meridional section at that point, and¢ t he angl e wh ich the 
normal t o the surface makes with t he axi s of revolution (i. e., y axi s). 
Then t he l ength of the norma l termi nated by t he axi s i s x/si n¢ and 

o
0

o R =r and R1 = ~ s in¢ 

Eq. (1) t hen becomes 

l + sinp = 
r X .. . (A- 2) 
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Let b be the radius of curvature at the origin, so that at that point 
we haver= band lim(x/sin¢) = b 

0 °0 when y = 0 one gets 

.£ = f. or C = £t 
b y b 

Substituting into (2) we get 

Let 

!..2t 

= 2 + g b 2 ( p w - po ) ( t) 
Yo/w 

- 13 

- r - x _ v 
r = - . X = - . y = L b ' b , b 

Equation (3) then simplifies to 

... (A-3) 

. .. (A-4) 

1 + s i np = 2 + SY . .. ( A-5) 
r X 

Also , when ¢ = 0, y = O, r = and limit (s~n¢)= 1 
d 2y 

and 

and 

dx2 

r -{1 •(~) '} 
QI 
dx 

sin• -{1 +(m '} 

3/2 

1/ 2 

av d2-letting Q'i... = y' and~ 
dx dx2 

= y" 

Then equation (5) becomes 

or 

y" 
[l + (y ' )2J 3/ 2 

y' -
+ [1 + (y' )2J1/ 2x - 2 + sy 

y " = ( 2 + 8Y ) [ 1 + ( y , ) 2 J 3 / 2 _ ~ [ 1 + ( y , ) 2 ] 
X 

... (A-6) 



69 

APPENDIX B 

TEST RESULTS FROM RING DETACHMENT METHOD 
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Abbreviations used in the fo l lowing table are: 

a, A 

m, ti 

nc 

The automatic mode was used for tensiomat 
operation. 

- The tensiomat was operated manually. 

- Indicates that the apparatus was not 
cleaned between tests. 

Notes to the fo 11 owing tab 1 e are: 

+ 

* 

From data in Tabl e 3. 

- Pis the calibration corrected value of 
the measured tension in dynes/cm. 

- Taken from Figure 8. 



TEST RESULTS FOR RING DETACHMENT METHOD 

I 1 TEHP. AVG .OF- TEST 

I FLUID TEST VALUES ON TENSIOMAT DYNES/CM CALl !!AATlUN D- d + P / (D-d) 'f ORRECTION ::,URFALt 

I TYPE •c TEST 2 TEST 5 
VALUES CORRECTED 

GM./OP DY. o {Z / GM FACTOR* 
TENSION 

- TEST_l__ TEST 3 TEST 4 --DY./CM_ VALUL D.UCM DY. ICM. 

Brine 6% 26 . 65 67 .6 (rn. 68. 4 (rn 68. 3(rn) 68.0 (rn -- 68.075 67.626 1. 0024 67 .4617 0. 9280 62.76 

6% 27. 2 70. 7 (rn: 73.6(rn 74. 7(A) 75.2(A 75. 4 (A) 73.92 73. 4 32 1. 0024 73. 254 Q. 9 339 68.57 

12\ 26.65 68. 7 (rn, 69. 3 (rn 68.8(rn) 6 8 . 7(rn - 68. 8 75 68.420 1 . 0065 67.9761 0.9286 63 . 53 

12% 26.25 75. 4 (rn 76. 0 (A 76 . 0 (A) 76.0(A 75 .5(rn) 75 . 78 75. 28 1. 0065 74 . 79 1 0 . 935 3 70 .41 

18% 71. 2 (m 69. 6(m 69{J) 68. 7(m - 69. 70 69. 240 1. 00% 68.5861 0.9292 64. 34 

18\ 26.5 65.5(rn 72 . 8 (A 74.0(A) 76 . 8 (A 75 . 5 (m) 72.92 72. 439 1. 0095 71. 755 0 . 9 324 67 .54 

24\ - 73.6(m) 73 . 7 (M) 73.5(M 
73.8(M 73.65 73. 164 1. 0146 72 . 1089 0 . 9325 68. 2 3 -

- 24\ 25.95 66.9(m) 68. 2 (A) 73.5(A 75 . 9(A 75. 9 (M 72.08 71 .604 1.0146 70. 572 0.9312 66. 6 8 

24% - 76 . 3(A) 76 . 4 (A 76.4(A 76.5 (M 76 .l (M 76 . 34 74. 743 7c; o~.c. l.014t o . 9352 70 .92 

76.0 (m) 75.9 (M, 76.4(A 76.4(A 75 . 9(M 
24\ - 76.12 75.618 1.0146 74 . 528 0,9350 70 . 71 

30\ 73.8 (M) 73.9(M 73. 9 (M 73 . 8 (M - 1.0184 72. 0350 0.9320 - 73.85 73.363 68.37 

30\ - 71. 9 (M) 75 . 0 (M 75. 7(M 76.4(A 76. 2 (A 75.2 74 . 704 1.0184 73'. 352) 0. 9339 69 . 77 
7f.. 0 ( A' 

36\ 26. 85 73.2 (M) 73 .0(M 73. 2 (M 73.l(M 73.125 72 . 642 
1.0224 

71. 0489 0 . 9317 67 . 68 -

36% 26.7 66 . 8 (M) 71.6 (A 75 .1 ( A 76. 4 (A 75. 8(M' 
76. 4(A 

73 . 68 
73.194 1.0224 71. 589 0. 9322 68. 23 

36\ 71. 5 (M) 75. 2 (M 75.8(M 74. 78 
74. 286 1. 0224 I/L .657 o. 9332 69.33 

- 75. 7 (M 75. 7 (M 

75.8(M) 76 .0 (M 76. 2 (M 76 . 0(M 76. 6(A /0 . l I 
75 . 667 

36\ - 76.4(A 1.0224 74. 007 0. 9345 70. 71 

N.W. /S6%B - 24.8 24.8 25 .0 25.4(A 1 25 . o 25 . 00 24. 835 0 .8229 130 .1790 0 . 8871 22.03 

N.W/S 6\ 
27 .15 

25. 0 (M) 25.6(A 25 . 6(A 25.6(A 1 25.0(M 
25 . 36 

25 .19 
0.8229 

130. 610 0.8877 22 . 36 



I - 1 TEHP. I FLUID TEST VALUES ON TENSIOMAT DYNES/CM 
TI'PE oc 

_ TES.I...l.. TEST 2 TEST 3 TEST 4 'TEST 5 

N.W./S 12%1 27,8 24,8 25.3(A 25.3(A) 24. 5(M )25,l (A) 

N.W./S 18%1 27.65 25. 4(A) 25.4(A 24.8(M) 25.0(111) 25.4(A) 

N. W. / S 24\ 1 25 .8 25.l (M) 25.7(A 25. o(M) 25.8CA: 25.7(A) 

N.W ./S 30\1 25 . 95 27 . 9(M) 28.5(A 28.6(A) 27.9(M 28.0(M) 

N. W./S 30% 27.1 28.0(M 28.6(A 28.5(A) 28 .6 (A 28.l(M) 

N. W. /S 36% 27.0 28.0(M 28.6(A 28 .6 (A) 28. 7(A 28 . 2 (M) 

N. W. /S 36\1 26.2 27 . 6(M 27.9(A 28 .0 (A) 27.S(M 27.S(M) 

6% B/S N. W 26.85 46.4 45.0 44.4 43.5 -- -

12\ B/SN.W 25 . 9 40.2 39 . 7 36.6 37.0 ---

2% B/S N.W 26.7 49.l(M 49.4 (A S0.6(A) S0.9(A so. 8 (~ 

18% B/S N.W 26.0S 47.7 46 . 8 46.6 46. 0 ---

24\B/S N. W 26.4 45. 2 43.S 4_ ,) 42.8 ---

124\ 8/S N.W 26.7 48 .l (M 56. 7 (A) 5S.6(A 55.S(A 55. 4 (~ 

30% 8/S N. W 26.5' 50.2. 49.2 48 .8 48. 7 -- -

36\ B/S N. W 26.8 50.8 
so . 7(11 hS0.6 52.0(A) ---Sl.9(A7 51. 4 (M) 

S. H. /S1,6\ B --- 27.7(M 28 .4 (A) 28 ,4(A 28 . 4(A) 27.7(M 

S. H. /S12% B 27.9 27.7(M 28.3(A) 28.3(A 28 .4(A) 27 1 8(M 

S.H. /S18\ B 28. 1 27.3 (M 28.l(A) 28 .l (A 28. i(A:) 27. 6(M] 

AVG. OF TEsfTCAIT1ffl7u l UN D-d + 
. VALUES I CORRECTED 

GM./CW -DY _/Qi._ YALUL!2Y.LCM 

25.00 24.835 

25.20 25. 034 

25 .46 25.292 

28 . 18 27.994 

28.36 28 .17 0 . 8.229 

28. 42 28 . 23 0.8229 

27.70 27.517 

44.825 44 .529 1.0024 

38.375 38.122 1.0065 

) so .16 49.83 1.0065 

46.775 46.466 1.0095 

43.625 43.337 1.0146 

)54.26 53 . 90 1.0146 

49. 1'!2S 48.900 1.0184 

51.233 50 .895 1 .0224 

28.12 27.93 0.8174 

28 .10 27 .91 

27 .84 _27.66 

P/ (D-d) ::j: 

DY.O-t2 /GM 

30 .1 790 

30.4209 

30 . 7344 

34 . 0178 

34.232 

34 . 305 

33. 4382 

44 . 4208 

37.8745 

49.506 

46.0272 

42 . 7111 

53.123 

48.0152 

49.7787 

34 .168 

34.114 

33.838 

ORRECTION 
FACTOR* 

0 . 8871 

0.8874 

0.8878 

0 . 8918 

0.8921 

0.8922 

0. 8911 

0. 9039 

0.8964 

0:8638 

0.9057 

0.9020 

0. 9134 

0.9079 

0 .9098 

0.892 

0.892 

0.892 

!:iURl'ACt: 
TENSION 
DY /0-1. 

22.03 

22.22 

22. 45 

24.97 

25 . 13 

25. 19 

24.52 

40.25 

34 .17 

46.56 

42.08 

39.09 

49 .23 

44.40 

46 . 31 

24.91 

24.89 

24.66 

I 

-....J 
N 



I 
FLUID 

1 1u1P. TEST VALUES ON TENSIOMAT DYNES/CM 
'IYPE oc 

TE.ST 1 TEST 2 TEST 3 TEST 4 (rEST S 

S.H./S 24\1 28.05 27 . 8(M) 28.4(A) 28 . 5(A) )27.8(M) 28.4(A 

S.H./S 30\1 28.1 27.8{M) 128. S (A) 28.4(A) 28.4(A )27.8(M) 

S.H. /S 36ll 28.1 27.8(M 28.5(A) 28.4(A) 28.4(A: 27. 7(M) 

6\B/S S.H. 27.4 58.3(M 58.2(M) 60. O(A) 60.9(A; 61. 7 {A) 

12\B/s S. H 27.4 SSlS(M 55.l(A) 55.9(A) 56 ·" (JI 56.1 (M) 

18\B/S S.H. 27.5 56 . 6(M: 57.3(A) 57 .4(A) 57 ,8 (A 57. 8(M) 

24\B/S S. H 27.55 58 . 7 (NJ 59. 7(A) 60.5(A) 60.9(A 61. O(M) 

30\B/S S. H 27.65 56. 9(M) 57.3(A) 57.7(A) 58.4(A 57.9(M) 

36\B/S S. H 27.75 56.7(M 56.9(A) 57 . l(A) 57.7(A 56.9(M) 

N.W. 26.9 27. S(A. 27.4(A) 26.8(M) 26.8(M 27.S(A) 

S.11. 26.S 28. 0 (M" 27. 7(M) 28.4(A) 28.4(A ---
CENTRIFUGE 
S.H./S 24\1 --- 27.8(M 28. 4 (A) 28.3{A) 28.5(A 27.80, 

DISTILLED 
H--" 28 .2 72 . 3(M 73.3(M) 14 .1 (M 73.9(M 73.9(M) 

DISTILLED 
H.,O 28 .2 74.4(A 74. 4 (A) 74.4(A 74.4(A 74.5(A) 

DISTILLED 
H.ll 27.5 74.6(M 74 . 7(A) 14.4(A 115. 2 (A 74. 6 (M) 
-

6\B/S S .H. 24.7 57.0 DI 57. lm• 57.9a• 58. la 57 . Sm,. 

12\B/S S.H. 25.6 51.4m 51. 9a 52.0a 51.9m; ·Sl~6n~ 

18\B/S S.H. 26.65 55.4 m 56.2a 56.4a 56.4a 56. lm, 

AVG.OF-TEST'CALIBRATlUN D-d + 
; VALUES . I CORRECTED 

GM./OP -DY.j.Q.i_ YA.L!l~_J:!'UCM 

28.18 27 . 99 

28.18 27. -99 

28.16 27.97 

59.82 59.425 1.0024 

55.SIJ~ 55.432 1.0065 

57.38 57.001 1.0095 

60.16 59.763 1.0146 

57.64 57.260 1.0184 

57.06 56 .683 1.0224 

27.20 27.020 0.8245 

28. 125 27 . 9393. 0.8190 

)28.16 27.9.741 0. 8190 

73.50 73.014ft 0.9988 

14.42 43.9287 0.9988 

74.7 74. 207. 0.9988 

57.52 57.14 1.0024 

51.82 51.48 1. 0065 

56.10 55.73 1.0095 

P/(D-d) 1' ~ORRECTION 

DY.c:M2/GM FACTOR* 

34.242 0.892 

34.242 0. 892 

34. 217 0.892 

59.281 0.920 

55.072 0.916 

56.463 0.917 

58.901 0.920 

56. 224 0.917 

55.440 0.916 

32. 7719 o.~903 

34.1139 0.8919 

34 .1564 0.8920 

73.1014 0.9337 

74.0164 0.9345 

14.295 0.9348 

57.00 0.9176 

51.15 0. 91-12 

55.20 o. 156 

«;,;.JIDr • L. 

TENSION 
DY IOI. 

24.97 

24.97 

24.95 

54.66 

so. 75 

52.27 

54.95 

52.49 

51.92 

24.06 

24. 92\ 

24.95 

68.17 

69.09 

69.37 

52.43 

46.91 

51.03 

I 

--..J 
w 



I I AVG.6F-TEsflCALIBRAT1uN I FLUID I TEMP. TEST VALUES ON TENSIO~tAT DYNES/CM D-d + P/ (D-d) :j: ~ORRECTION SURFA\..t 
TYPE •c TEST 2 TEST 3 TEST 4 h'EST 5 VALUES I CORRECTED 

GM./CW DY. Of /GM FACTOR* TENSION 
TEST_J_ - -- DY../CM- VALUl;_R_)'_LCM ny 101 

24%B/S S.H 25.75 59.4 m 60.lac 60 . 3ac 60 . 5ac 60 . omc 60 .06 59.66 1.0146 58.80 0.9194 54.85 

30%B/ S S.H 25. 2 59 . 2m 59. lm 59. 9a : 60 . 9m 60. _&, 59.98 59.58 1. 0184 58.·50 0.9191 54 . 76 

36%8/S S.H 25. 8 56. lm 56.Sa 56.7a 57.0a. 56 . Sm. 56.62 56.25 1. 0224 55.02 0.9154 51. 49 
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APPENDIX C 

DATA FOR CALCULATI NG THE SPREADING COEFFICIENTS 
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APPENDIX C 

In preparing the following tables, values of the surface tensions of 
the pure liquids (ya and Yb) and of the mutuall y saturated liquids 
(ya• and Yb ') have been taken from the best l ines through the data in 
Figure 30. The values shown have been corrected to account for the 
5 percent error in the average value of the measured surface tension 
of distilled water (68.88 dynes/cm) compared to an average va l ue of 
72.44 dynes/cm as reported on page 43 of Adamson (1960). For the 
mutually saturated liquids which were al lowed to stand for twenty-four 
hours before the measurements, the notation Ya ' and Yb ' has been used 
while Ya" represents those sampl es measured after one week. These 
values were then corrected to 0°C and the temperature corrected values 
are shown as y (TC), Yb (TC), Ya' (TC), et c. Spreading coeff icients 
corresponding io the unsaturated and mutua l ly saturated states are 
represented as S, S' and S11

, respectively. 



Salinity Ya Ya• 
ppt dynes/cm dynes/cm 

6 °/oo 69.9 55 .6 

12 O/oo 69.9 55.6 

18 °/oo 69.9 55.6 

24 0 /oo 69.9 55.6 

30 0 /oo 69.9 55.6 

36 °/oo 69.9 55. 6 

oil only 

TABLE C- 1: DATA USED FOR CALCULATING THE SPREADING COEFFI CIENTS FOR SWAN III LLS CRUDE 

Ya" 
dynes/cm 

54.6 

54 . 6 

54.6 

54.6 

54.6 

54 . 6 

1. 

2. 

3. 

5. 

6. 

Yb Yb• Ya(TC) l Ya, (TC) l Ya 11 (TC) l Yb(TC) 2 Yb• (TC) 2 
dynes/cm dynes/cm dynes / cm dynes/cm c!ynes/cm dynes/cm dynes/cm 

26 . 2 74.2 60 . 0 58.7 29.0 

26.2 74 . 8 60. 0 58.7 29 . 0 

26 . 2 75.4 60 . 0 58 . 7 29.0 

26 . 2 76. 0 60.0 58.7 29.0 

26.2 76.5 60.0 58 . 7 29 . 0 

26.2 77. l 60 . 0 58.7 29.0 

24.9 28.9 

u . ay _0 _16 dt:;:~s/cm 
s ing yT " (32) . 

Using 2-.I" - o i dynes /cm (25) yT . °C . 

Calcu l ated using Ya (TC) and Yb(TC) in equation 9 with~" 0 .832. 

Calculated using Ya (TC), Yb (TC) and Yab in equation 16. 

Calcul ated using Ya' (TC), Yb' (TC) and Yab in equation 17 . 

Calcu l ated as follows: S'' " Ya" (Tq - Yb• (TC) - Yab · 

Yab 3 
dynes/cm 

26. 0 

26. 3 

26.6 

26 . 9 

27. 2 

27. 5 

s 4 S' 5 S" 6 
dynes/cm dynes /cm dynes /cm 

19 . 3 5.0 3. 7 

19 . 6 4.7 3.4 

19 . 9 4.4 3.1 

20 . 2 4. 1 2. 8 

20 .4 3.8 2. 5 

20.7 3.5 2.2 



Salinity Ya Ya' 
rr·~ dynes/cm dynes/cm 

6 O/oo 69.9 41. 9 

12 0/oo 70.5 43.2 

18 °loo 71. l 44 . 4 

24 °/oo 71. 7 45.7 

30 °/oo 72.2 46 .9 

36 °too 72. 8 48 . 2 

oil only 

TABLE C-2: D!\TA USED FOR CALCULATING THE SPREADING COEFFICIENTS FOR NORMAN WELLS CRUDE 

Yb Yb' Ya(TC) 1 Ya' (TC)l Yb (TC) 2 Yb•(TC)2 Yab 3 s 4 

dynes/cm dynes/cm dynes/cm dynes/cm dynes/cm dynes/cm dyncs/cm drnes/cm 

. 
23 . 2 74. 2 d6. l 25 . 9 26.4 19 . 7 

23 .2 74. 8 47 .4 25.:l 26.7 20. 0 

23. 4 75 . 4 48 .6 26. 1 27.0 20. 3 

23.6 76.0 49 .9 26.3 27.3 20 . 6 

24. 7 76.5 51.1 27. 4 27.5 20. 9 

26.9 77 . I 52. 4 29.6 27.8 21. 2 

24 . l 28.1 

1. Us ing b:. = yT 
_0 16 drnes/cm 

. "c [32 ] . 

2. Using ay = 
yT 

-O.l d>'i;}~s/cm [25 ]. 

3. Calculated using Ya(TC) and Yb (TC} in equation 9 with t = 0 . 831. 

4 . Calculated using Ya (TC), Yb(TC} and Yab in equa t ion 16. 

5. Cal cula t ed us ing Ya•CTC) , Yb1(TC) and Yab in equation 17. 

6 . Calculat~d us ing S' in equat i on 15 and densit y dat a f rom Tab l e 3. 

S' 5 
dynes/cm 

-6.2 

-5.2 

-4 . 5 

-3 . 7 

- 3. 8 

- 5. 0 

t .. 6 
cm 

0.29 

0.27 

0.25 

0.22 

0.22 

0. 25 

--.J 
o::> 
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APPENDIX D 

TEST METHOD USED IN DETERMINI NG SALT CONTENT OF 

CRUDE OILS 

I 
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APPENDIX D - MODIFIED BLAIR METHOD FOR DETERMINING TOTAL CHLORIDE 
CONTENT OF CRUDE OIL 

Scope: 

This method is intended as a rapid and reasonably accurate method of 
determining the total chlorides content of ·crude oil. 

Reference: "Blair Method" ind. Engl Chem., Anal. Ed., 10, 207 (1938). 

Apparatus: 

a) Separatory funnel, 500 ml. 
b) Beaker, 250 ml. 
c) Pipette, 100 ml. 
d) Graduate, 100 ml. 
e) Graduate, 50 ml. 
f) Funnel. · 
g) No . 41 filter paper. 

Regeants: 

a) Benzene, C.P. 
b) Silver nitrate 0.05 N. 
c) Potassium chromate indicator. 
d) Tret-0-Lite Destabilizer "A" or "B". 
e) Sodium bicarbonate, 10% soln. 

Procedure: 

l. 100 ml. of crude oil shall be pipetted from a well shaken sample 
into a 500 ml. separatory funnel. 

2. 100 ml. of Benzene shall be added and a drop of Destablilizer A or 
Bin concentrated form. The funnel and contents sha l l be shaken 
for 30 seconds. 

3. Exactly 100 ml. of boiling distilled water shall be added to the 
funnel and the contents shaken gently, relieving pressure until 
safe. 

4. The separatory funnel and contents shal l be shaken vigorously for 
5 minutes and allowed to settle . Any interface shall be cleared 
with a warm wire. 

5. The separated aqueous solution shall be drawn off through filter 
paper into a 50 ml. graduate, until exactly 50 ml. are obtained. 

6. The contents of the graduate shall be transferred to a 250 ml. 
beaker and the graduate rinsed with 25 ml. of distilled water. 
The washings are added to the beaker. 
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7. The pH of the solution shall be regul ated to approx. 6.5 with 
sodium bicarbonate and the extract titrated with 0.5N silver 
nitrate using 5 drops of a 5% sol ution of potassium chromate as 
indicator. 

8. The endpoint so obtained shall be matched with a titration using 
75 ml. of distilled water and 5 drops of indicator. The volume 
of silver nitrate required shall be subtracted from the previous 
titration and the result expressed as pounds of NaCl per 1000 bbl s. 
of crude by multiplying the remaining volume of silver nitrate by 
19.8. 

Note l : 

The factor, 19.8 takes into account the difference in volume between the 
water added and the extract withdrawn, due to difference in temperature. 

Note 2: 

An experimental determination will quickly show which type of destabi
lizer is most suitable to the crude under test. 




