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EXECUTIVE SIMMARY

As part of the NWRI commitment to the Canada Climate Program a
major fesearch effort was undertaken to eLamdne the long-term heat
balance for the Lower'Greaf Lakes. Prior to this initiative, detailed
inveStigations‘on Lake Ontario were limited to the IFYGL program and
on Lake Erie previous results were reported primarily as montﬁly
means. In this investigation, a new model of the surface heat flux is
developed and verified with IFYGL data. The verified model is applied

over a 30-year data base for each lake. The model is used to simulate

the daily surface heat flux components and ltime series are developed

from which annual and interannual Variabiﬂity of - the hydrometeoro-
logical and limhological parameters are assessed. The results form a

reliable baseline of the Vclimatolbgy of Lake Erie and Lake Ontario
|

from which climate change scenarios can be iﬁitiated.

|



MANAGEMENT PERSPECTIVE

This study is concerned with establishing the climatology of
surface heat excahnges on Lake Erie and Lake Ontario for the NWRI
C1imate Studies on the Lower fireat Lakes. -Accurate representation of
the air-water interactions at the water surface is essential for simu-
lation of the complex lake responsés to climate change. The present
verified model is capable of producing good ;orrespondence between
calculations and observations in both Lake Ontario and Lake Erie
largely due to improvements in modelling of the solar flux. Addi-
tional development is required for climate applications in the latent
heat f]Qx and atmospheric longwave sub-models to accommodate the
influence of atmospheric 'green-house' gases.

This investigation has produced an enormous hydrometeorological
data base for Lake Ontario and Lake Erie spanning the period 1953 to
1983. This data base of hourly and daily parametérs will be invalu-

able for future long-termm studies on these lakes.



ABSTRACT
A nevs; model for evaluating radiation and surface energy balance components for
Lake Ontario and Lake Erie is described and illustrated with calculations for the
period 1953-1983. Radiation and turbulent fluxes are evaluated directly while the sur-
face heat flux is determined as a residual from the surface energy balance equation.
The model performs calculations on a daily basis, however, results may be combined

into weekly, or longer, time periods.

The model contains many improvements on previous energy balance studies.
Shortwave radiation receipts are evaluated from a true radiative transfer model thai
treats multiple scattering effects explicitly. Estimates of incoming longwave radiation
incorporate effects of aerosols and clouds. Root mean square errors for differences
between estimates and measured net radiation over Lake Ontario during the Interna--
tional Field Year for the Great Lakes (IFYGL) are apprqximately 3.2 MJ‘ m-2day~!, an

improvement of approximately 25 percent over previous studies.

i?.st,imates of overlake meteorological data incorporate effects of atmospheric
stability, while evaporation estimates are derived from a mass transfer fdrr_nu,lat_ion
that includes a dependency on wind speed and atmospheric stability. Comparison of
evaporation estimates with weekly and monthly values tabulated by the IFYGL Energy

Balance Panel shows excellent agreement.

The model includes a method for estimating surface water temperatures based
on lake heat content. This relationship represents a strong negative feedback
mechanism and provides a constraint that prevents numerical instabilities from
amplifying. The model includes a simple relatldnship based on cumulative freezing
degree days for estimating ice concentrations. Comparison of predicted ice concen-
trations shows excellent agreement with values tabulated by Assel et.al. (1983) for
both Lake Ontario and Lake Erie. Extensive comparisons with measured data and pre-

vious estimates suggest the model can simulate daily radiation and surface energy

if



balance components accurately and efficiently.

The model was applied to estimate daily su-rfacg radi(ation" and energy balance
components for Lake Erie and Lake Ontario for the period 1953-1983. Comparison of
estimated lake heat content shows good agreement with heét contents determined
from bathymetric measurements. Calculations demonstrate that, on an annual basis,
surface heat flux is balanced over periods ranging from three to six years for Lake Erie
while Lake Ontario appears to be gaining heat ovef the 31 year period. The gain, how-
ever, is small and within the uncertainty of the heat content méasurements. These
results may be compared to air temperature climatology at shoreline meteorological
stations which indicate decreasing air temperatures from 1953 to the late 1970’s with

a small increase since that time.

The results contained herein describe NWRI Climate Studies conducted from
1984 to 1987 with respect to modelling the air-water interactions of surface heat

exchanges. This final report synthesizes results from heat modelling conducted in

DSS Contracts KW405-4-1340, KW405-5-0531, and KW405-5053;2_.;
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RESUME POUR LA DIRECTION -

Dans le cadre de la participation de l'INRE au Programme
climatoiogique canadien, d'importantes recherches ont été éntreprises
pour étudier le bilan thermique i long terme des Grands lacs
inférieurs, Avant cette initiative, les études détaillées sur le
laé Ontario se limitaient au programme IFYGL, et les résdltats
antérieurs relatifs au lac é;ié_oht été principalement commuhiqués
sous forme dé moyennes mensuelles, Au cours aes présentes
recherches, un nouveau ﬁodéle de flux thermique de surface a été
mis au point ét vérifié 3 1'aide des données IFYGL. Le modéle
vérifié est appliqué 3 chaque lac selon une base de données s'étalant
sur 30 aﬁs. Le modéle siﬁule les constituants journaliers du fl#x g
thermique de surface; des‘sériés temporelles sont éiabérées é
partir desquellés on évalue 1la vafiabilité annuelle et interanhuélle
des paramétfes hydrométéoroiogiques et limnologiques., Les fésuitats
donnent une ligne de bése fiable de la climatolégie du lac é;ié et
du lac Ontario, 3 partir de laquelle des scénarios de variation

climatologique peuvent &treé préparés.



PERSPECTIVES DE GESTION

La prégente étude vise 3 caractériser la climatologie
felatiVe aux échanges thermiques en surface sur le lac é;ié et le
lac Ontario, dans.le cadre des é;udes climatologiqﬁes INRE‘sur les
Grands lacs inférieurs. Une représentation exacte des interactioné
air-eau a la surface de 1'eau est primordiale pour la simulation
des réactions complexes du lac aux variations climatiQues. L'actuel
modéle vérifié permet une bonne correspondance entre les calculs
et les observations aﬁssi bien pour le lac Ontério que pour le lac
g?ié, grace surtout a 1'amélioration du modéie de flux solaire.
D'autres fraVaux sont nécessaires pour les applications
climétologiques’aux sous—modéles de flux de chaleur totale et de
rayohnemenﬁ atmosphériqqe de grénde longueur d'onde, de f%qon a
pouvoir tenir.ccmpte de 1l'influence des gaz atmosphériques 3 éffet

de "serre”.

Ces recherches ont ﬁexmis d'obtenir une énorme base de
. ' : ’
données hydrométéréologiques pour le lac Ontario et le lac Erié,
couvrant la période de 1953 i 1983, Les paramitres horaires et

quotidiens de la base de données seront précieux pour les études

- futures i long terme de ces lacs.
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RESUME

Un nouveau modéle pour 1l'évaluation des constituants du
bilan énergétique Qe surface et radiatif dans leilac Ontario et le
lac Erié est décrit et illustré, avec les calculs pour la ééfiode
1953+l983. Les flux de rayonnement et de turbulence sont évalués
directement, alors que le flux thermique de surface est détefminé
sous forme de fraction résiduelie d partir de 1'équation du bilan
énergétique de sﬁrfacé. Le modéle effectue les calculs selon une
base quotidienne, mais les résultaté peuvent €tre combinés en

périodes hebdomadaires ou plus longues.

Le modéle comporte beaucoup d‘améliorations si on le compare
aux études‘antérieures du biléh-énergétique, ‘L'apport de
rayonhement a onde courte est évalué i partir d'uﬁ.modéie vrai de
transfert radiatif, qui tfaite explicitement‘les.effets deA
dispersion multiplé.‘ Les estimations du ragonnement incident de
grande longueur d'onde incorporent les effets des adrosols et des
nuages. Les erreurs de moyénné quadratique pour les différences
entre les estimations et le rayonnement net mesufé au;dessus du
lac Ontario pendént 1'Année internationale d'étude des Grands lacs
(IFYGL) sont de 1'ordre de 3.2 MJm-zjour’l, soit une amélioration

d'environ 25 pour cent par rapport aux &tudes précédentes.



Les estimations des données météoroldgiques au-dessus des
lacs tiennent compte des effets de 1la stabilité atmosphérique,
alors que les estimatioﬁs relatives a l'évaporatién sont dérivées
d'une formulation de transfert massique; qui inclut une dépendance
de la vitesse du‘vent et dé la stabilité atmosphérique. Une
coméaraison des estimations d'évaporation avec les valeurs |
hebdomadaires et mensuelles du.tableau,de bilan énergétique IFYGL

révélent une excellente corrélation.

Le modéle comprend une méthode permettant d'évaluer la
température de ;'eau de surface d'aprés la chaleur totale du 1lac.
Cette relation représente un'mécanisme de rétro-action fortemént
négétive,'et donné une contrainte qui empéche'l'ahplificatiéh,des
instabilités numériques. Pour l'évélﬁation'des'concentfations de
glace, le modéle inclut aﬁssi une rélation simple, fondée sﬁr le
nombre cumulatif de degrés#jours de gel. Une compéraison des
concentrations de glace prévues montre une excellente corrélation
avec les valeurs de tabulation d'Assel et g£ (1983) pour le lac
Ontario et le lac Erié. Une comparaison poussée avec des valeurs
mesurées et des estimations antérieures montre qué le modéle peut
simuler exactement et efficacement le rayonnement quotidien et le

bilan énergétique de surface.



Le modéle a été utilisé pour évaluer le bilan
énergétique et le rayonnement de surface quotidiens du lac Erié
et du lac Ontario pendant la période‘1953—1983.' Une étude
comparative montre qu‘il existe une bonne corrélation entle lé
chaleur totale estimative des lacs, et la chaleur totale
déterminée grice A des mesures bathymétriques. Les calculs montrént
qu'annﬁellemenf le flux thermique de surface s'équilibre sur uné_
période variant‘de trois a six ans péur le lac é;ié, alors que le
lac Ontario sembie faire un gain de chaleur pendant la période de
31 ans. Mais, ce gain est faible; et il se situe dans 1e$ limites
d'incertitude des mesures de la chaleur totale. Les résultats
obteénus peuvent se compérer.a la climatolégie des températuxes de
1'air aux stations météorologigues littorales, qui~réyéle une
diminution de ces températures de 1953 jusqu'd-la fin des anndes i

70, avec une faible augmentation depuis cette époque. ‘ ‘

Les résultats présentds ici décrivent les‘études
climatologiques INRE, effectﬁées de 1984 a 1987, et plus précisément
la modélisation des interactions air-eau au niveau ‘des |
échanges thermiques de surface. Ce rapport final présente la
synthése des résultats de la modélisation thermique, effectuée en

vertu des contrats MAS KW405-4-1340, KW405-5-0531 et KW405-50532.
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1. INTRODUCTION

ism in the fom’mtlbn and decay of thermal stratification of a water body and in
knowledge of how water bodies moderate climate. Modelling this exchange may be
accomplished by évaluatlng components of the surfaée energy balance equation.
Neglecting minor energy gains and lossés. such as from chgmlcal and biological

Sources, the energy balance equation at the lake surface may be glven as (Lain et.al,,
1983):

Q-Q-Q:-Q-0-gy=0 [
where Q' is net radiation, Qj, is sensible heat flux, Q is latent heat

surface heat flux, Q, is ice heat flux,

flux, Q, is the
and Q, represents minor heat flux terms such
as exchanges resulting from inflow and outflow of water into the lake and from pre-
cipitation over the Jake, Surface heat flux may then be evaluated as a

residual term
in eq.(1).

measurement of individual components at representative locations at the lake sur-
face. This is seldom possible except during specialized experiments such as the
International Field Year for the Great Lakes (IFYGL). One must therefore mode]

mean meteorological conditions at the lake surface by averaging meteorological

data from adjacent shoreline stations. Computational techniques may then be

applied to estimate radiation and energy balahce components of eq.( 1).

This approach was applied by Derecki (1975) for estimatin
tion totals for Lake Erie (1950-

g monthly evapora-
1968) and, with some modifications, by Lam et.a].

(1983) and Scherzter (1987) for Lake Erie (lakewide and individua
1967-1982.

] basins) for
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however, whether these differences are due to differences in how radiation and

energy balance components were parameterized , or to differences in time period

for which computations were performed, or to some combination therein.

Few comparable long-term studies exist for Lake Ontario, although intensive

Mmeasurements and calculations of energy balance components were performed duyr-
ing IFYGL from April, 1972 to March .1973 (Pinsak and Rodgers, 1981). Quiinn and

den Hartog (1983) compared latent and sensible heat fluxes evaluated from solving

the energy balance components with other methods, such as estimates from the

water balance equation and mass transfer models, with values recommended by the

IFYGL Energy Balance Panel. These authors observed that evaporation estimates
varied widely during the April to June period, but with only minor differences
thereafter. These analyses indicate the potential sensitivity of some computational

techniques during certain portions of the year, although specific causes remain to
be identified.

It is also important to note that the energy balance comparisons performed
with IFYGL data were based on an extensive data base comprised of detailed over-

laké measurements. Such detajled measurements are not likely to be available on a

routine basis. Thus, studl_es of the long-term behaviour of surface energy balance

components will have to rely on modelling techniques that perform accurately for

all times of the year and utilize crude, but routinely measured, Mmeteorological data,

Objectives of the Study

This study has two major objectlv‘es. The first objective Is to devélop a mode]
for evaluating daily values of surface radiation and energy balance components.
Many of the models appearing in the literatyre (some of which are described in Sec-
tion 2 and 3) éontaln empirical and site-specific parameterizations that render gen-
eral application difficult. The thrust of the present modelling effort has been to

replace empirical and site-specific formulations with physical models (where



i
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possible) thus leading to a numerical algorithm with general application. Consider-

able effort has been expended in ensuring the algorithm is numerically stable,

pro-
vides accurate flux estimates,

fequlres little computer time, and performs in all
environmental conditions. Sections 2 and 3 describe model development. Section 4
describes model performance.

The second objective is to apply the model to surface heat flux calculations for

Lake Ontario and Lake Erie (lakewide and individual basins) for the period 1953 to

1983 to evaluate the magnitude and \fariabl_ljty of surface energy balance com-

ponents and to compare these estimates, where possible, with estimates from other

long-term studies.
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2. MODELLING THE ENERGY BALANCE AT A LAKE SURFACE

The model to evaluate energy balance components consists of component algo-
rithms to estimate each term of eq.(1). This section describes the defining equations

for each component Section 3 describes how the model was implemented for calcula-

tions and the requlred data sources.

2.1. Net Radiation

Net radiation is a dominant term of the surface energy balance of large midlati-
tude lakes such as Ontario and Erle (Pinsak and Rodgers, 1981). It ls also the most
difficult term to model because it is strongly dependent on the state of the atmo-

sphere and the underlying surface. It will seldom be possible to prescribe these con-

ditions, especially cloudiness, precisely.

Models of net radiation are derived by partitioning net radiation Q’into its com-
ponents:

Q’=(1 —vﬁs)Kp"'l-D-l-r—Gsﬂ"} (2]

where ag is the albedo for shortWave radiation, Kp is the incoming shortwave radiation

at the ground surface, Lp is the incoming longwave radiation, L, is the (upward)
reflected longwave radiation, ¢ Is the surface emissivity, ¢ s the Stefan-Boltzmann
constant (5.67x10-8 Wm=2K%), and Tis the surface temperature (K). The first term on
the right hand side of eq.(2) represents the net shortwave radiation (0.3 ym
<A<4.0um). The remaining terms represent the net longwave radiation (4.0um

<A< 100pm). Kpis the sum of a direct- beam component § and the downward diffuse
flux D. Eq.(2) may then be restated as:

Q"-(l-as)(S+D)+Lp-Lr*csvT§ o [3)

Evaluation of Q° was based on a term-by-term evaluation of eq.(3).



2.1.1. Shortwave Radiation

Shortwave radlatlon-atmosphere interactions are complex: they include spectraj
absorptlon by atmospheric gases, multiple Scattering by air molecules, aerosols, and
clouds, and spectral reflection at the Earth's surface. A variety of models have been

| proposed to evaluate radiative fluxes Incorporating these processes. They range in
complexity frorﬁ detailed numerical solutions of the radiative transfer equation
(Bergstrom and Viskanta, 1972; Brasiau ahd Dave, 1972; Liou, 1973, 1980) to simple

- Statistical relationships based on one or two paramefe,rs such as relative sunshine
duration (Angstrom, 1924, 1956; Mateer, 1955; Davies, 1965; Driedger and Catchpole,
1970) or cloudiness (Laevastu, 1960; Kimura and Stephenson, 1969).

Models based on detailed numerical solutlons of the radiative transfer equation
have the advantage of incorporating all processes aﬁ‘ectlng the radiative transfer pro-
cess. The primary disadvantages are the requirements of: 0] extensive computing

resources and (ii) detailed knowledge of vertical profiles of atmospheric composition.

Radijative transfer algorithms have, for the most part, found application to theoretical

studies of changes in the radiation balance of the Earth-Atmosphere system when it

experiences a change in composition. Application to studies where radiation fluxes

must be repeatedly evaluated remains largely untested.

Simple statistical models, on the other hand, require little computation but are
generally suited to monthly time periods (Davies, 1980) and involve coefficients that

are site-specific. Little confidence can be placed in these models for providing accu-

rate flux estimates over short time periods such as a day.

. The shortwave radiation model developed in this study (the Delta-D; model) is a
blend of these two extremes. It represents a modification of the more general
Delta - Dy model of Sawchuk (1983) to evaluate daily totals of shortwave fluxes
(direct-beam, upward and downward diﬂ'use fluxes) at the ground surface accurately

and efficiently. Multiple Scattering by air molecules, clouds, and aerosols is accounted
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for, as is spectral absorption by ozone and water vapour. The model includes partia]

cloudiness and provides a realistic treatment of boundary layer aerosols.

The Delta - D, algorithm represents a two-term discrete ordinate solution to the
radiative transfer eq’uatjo.n for diffuse shortwave radiation In a scattering and absorb-
ing atmosphere. The heart of the Delté-Dz algorithm is an algorithm termed the
homogeneous Delta - D, for evaluating radiative fluxes in a homogeneous atmo-
sphere. Evaluation of shortWave fluxes in a vertically inhomogeneous atmosphere
containing multi-layer clouds and one or more aerosol species may be evaluated by
res,olvlng vertical profiles of atmdspheric composition into layers that are homogene-
ous with respect to composition and into spectral intervals across which gaseous

absorption is effectively constant, Spectrally integrated fluxes are then obtained by

applying the homogeneous Delta - D, algdrlth_m to each layer-spectral interval combi-
nation and suming the results.

2.1.1.1."The Delta-D, Model for a Homogeneous Atmosphere

Model description may be simplified by first considering radiative transfer in a
homogeneous atmosphere where atmospheric composition is everywhere identical.

The solar beam is assumed to be incident at the top of the atmosphere from an angle ¢
from the local vertical.

The radiative transfer equation defining the diffuse Intensity in a ho
atmosphere is then (Chandrasekhar, 1950); o

mogeneous

2x +1

uw2lsd) ~Krud) + 52 [ jl' Plsdin’ &) ot ')’ g [4]

+ e PluboddexXp(—r/iy)

) where y =cosg and ¢ is the

is the single scattering albedo, and Pud; u'¢')
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is the scattering phase function describing the angular distribution of radiation scat-

tered by an elemental volu‘me of atmosphere. The optical depth, single scattering
albedo, and scattering phase function are the optical properties of the atmosphere

and are determined from, e.g. Mie theory, when the physical characteristics of the

" atmosphere, e.g. aérosol number density, complex index of refraction, are s‘pjeclﬂed,

Physically, the first term on the right hand side of €q.(4) represents the attenya-

tion due to scattering and absorption along direction (u4). The second term accounts
for the contribution of multiple scattering of photons into Kru,4) from all directions
(#’.¢') while the third term accounts for those photons Scattered directly from the

solar beam at direction (4a#0). Equation (4) therefore describes the net gain in diffuse
intensity along direction (.9).

Equation (4) may be simplified for flux computations. First, the scattering phase

function may be appfoxlmated as an M-term series of Legendre polynomials:

M
Pldin’s$') = Y JuiPilcosys) [5]
k=0

where Pi(cosyy) is the Legendre polynomial of order k, ¢ is the Scattering angle (Fig.
2.1) between (u,4) and (#'.¢'), and w, are the phase function moments of p(u,4;4’,4°) with

respect to P,.

Second, when the scattering phase function is approximated by €q.(S), Kr.u.4) can

be expanded as an M -term Fourier cosine series (Chandrasekhar, 1950):

M . .
Kruig) = 2 I(ru.8)cos[k(s’ - ¢)) | , (6]
- k=0 -

Only the I, term of €q.(6) contributes to the flux. Substituting eqs.(5) and (6) into

eq.(4), and integrating over azimuth yields the azimuthally-averaged radiative transfer
equation for the diffuse intensity:
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Figure 2.1 - Definition of the scattering angle (Raschke,

zenith and azimuth angles, respectively, while subscrip
scattering directions, respectively.

1978). Angles ¢ and ¥ deriote
ts i and s denote incident and

4 81'(;7.#) =<Kr,u) + - f Kr,p) Zwkpk(ll) Py’ dy’ : 7]

k=0

S i) Zwmmmo:,)

where the subscript o has been omitted for clarity.

A variety of techniques have been Proposed to solve eq.(7) (Lenoble, 1977). One
technique that has been extensively analysed and shown to possess several advan-

tages from the point of view of both accuracy and computational efficiency, is the

discrete ordinate method (Sawchuk, 1983). This method consists of approximating

the integral term of eq.(7) by a Gaussian integration formula:

f fidda= 3 i i8]

k=0

where the w; are weight functions and the u, are the abscissas, or points of division on
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[0,1] (with symmetric points on [-1,0]), at which the function is to be evaluated, The

value chosen for M is a balance between accuracy (obtained with large values of M)

and computational efficiency (obtained with small values of M), In general, the amount

of computation is Proportional to M3, and for this reason it is desireable to keep the

value of Mas small as possible. Sawchuk (1983) has shown that the two-point integra:
tion formula has an accuracy of better than ten percent compared to hlgher values of

M,eg. M=16. In this study, Mis chosen to be 2 leading to a two-point, or "two-stream’,

formula. Section 2.1.1.2 describes how two-stream formulae may be modified to per-

form well for all conditions. For the two-point formula, Wir=w_ =1, while 4, =%

and 4_; = -¥% (Abramowitz and Stegun, 1972).
Repeated application of eq.(8) to €q.(7) by setting # In eq.(?) equal to each

abscissa ylelds a pair of coupled linear differential equations defining downward (u;)
and upward (s_,) diffuse intensities:

Ir.s _ N
% = Ulr.m1) + Vi(r,4s_1) + Pexp(—r/,) [s]
dl(;fﬂ) ==Ulrp1) = Vi(rin_y) ~ Qexp(=1/u,) 10

where

U=if1+38) -2
V"";o(l - -3f)
P=G,f1 +%)

Q= fi1 - 2,

f=(xF)2x

and whereg = -‘;—1 is the asymmetry factor.

Solution of equatjons (9)-(10) is straightforward. Application of matrix tech-
niques, for example, yields:
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Krp)) =c R e & C2R2e7" ¢ aexp(—r/u,)

(11]
' Kipoy) = CiRye*" + C2R e +pexp(~r/u,)

[12]
where

A= VUZZVE

Ry =3%(1 +(U+ V-
Ry=%(1 -(U+ 17080
o =[-Pp;' ~U) - vQI/D
p=1Qw;' +U) -vA/D

D=Vy2-y2 +p;2
and c,,c; are constants.

For the two-stream approximation considered in this study, + ) are the two

eigenvalues and the columns of the (2x2) matrix R:

R, R,
R= R; R,
are the corresponding eigenvectors. Letting A be the diagonal matrix
exp(\r) 0
A=l 0 " exp(ens)
and ca column vector with elements ¢ 1and ¢,,

egs. (11) and (12) can be expressed as a
matrix equation:

r.6) = RAc + exp(—1/u,)p

where p is a column vector with elements o and 4. The first term on the right-hand

side then represents the homogeneous solution and the second term represents the

particular solution. Mathematically, €1.C2 arise because eigenvectors can only be

determined up to some arbitrary constant.
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Since there are two constants, a pair of linear equations defining ¢, and c, are
required to solve for them. The equations defining these constants are obtained from

boundary conditions for diffuse fluxes at the top and base of the atmosphere.

At the base of the atmosphere, the upward diffuse intensity is assumed to be pro-

portional to the total incoming (direct + diffuse) Intensity and surface albedo:

Krp) = Z(Fp+5) 3]
where Fpis the incoming diffuse flux at the base of the atmosphere (eq.[ 15]) and S'is
the incoming direct beam solar radiation at the base of the atmosphere (eq.[17)).

At the top of the atmosphere, the direct beam radiation is assumed to be the only

incident radiation:

Kr=0u,) =0 | [14]

Equations (13) and (14) constitute a system of linear equations defining c, and c2

and may be solved by conventional Gaussian elimination methods.

Upward Fyand downward Fpdiffuse fluxes are obtained by integrating intensities

over zenith and azimuth directions:

ex 41
o [ [ Kouvududs = sttry | [15]
0 O
2 O : )
Fom [ [ Krudududs = <<irp [16]
0 -1 =

The extinction of the direct beam radiation is described by the Beer-Bouger- Lam-

S=po(xFo)exp(~1/j,) - 7]
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2.1.1.2. Application of the Delta-M Method

Extensive numerical testing of several low order (e.g. M=2 or 4) radiative
transfer models indicates that all algorithms experience numericai difficulties when
5.—,.1 (quasi-conservative scattering), g—1 (increasing forward scattering) and/or

' some combination of thgse two cases. One expression of these numerical difficulties
are negative fluxes for some combinations of optical depth and solar zenith angle (e.g.
Liou, 1973). mése observations would appear to preclude application of low-order
radiative transfer algorithms to real atmospheres, which would be the most useful

from the viewpoint of computing times.

Joseph et.al. (1976) and Wiscombe (1977b) have demonstrated, however, that it is
possible to extend the range of the Eddington approximation (a two-term spherical
harmonjcs solution to the radiative transfer equation), and thus any radiative transfer
algorithm to all (&,.g) combinations, even to non-absorbing, h‘lghly asymmetric, scatter

'suc_h as by cloud droplets at visible wavelengths. This extension to all (Z;,.g) combina-

~ tions was made with the Delta~M method (Wiscombe, 1977b).

The Delta—M method provides a rational basis for transforming a highly asym-
metric scattering problem to an equivalent transfer problem with reduced valyes of w,
and g for which most radiative transfer algorithms, including two-term approxima-
tions, perform well. The essence of the Delta~-M method is that the large forward peak -
in the scattering phase function associated with large particle (e.g. aerosols, and cloud
droplets) is truncated by an amount f; which depends on both the order of approxi-
mation M}and the scattering phase function used to represent the scattering process.
For the Henyey-Greenstein phase function, which has been shown to simulate Mie

scattering well (Hansen, 1969) (and which is used in this study) and the M =2 discrete

ordinate solution described above, fs=g%

In application, the Delta~M method consists of simply scaling the optical proper-

ties describing the transfer problem and applying these scaled Parameters in place of
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the unscaled parameters in the radiative transfer equation. The scaling relatlohships

for two term solutions to the radiative transfer equation are:

7 =a/1+g) | . (8]
‘;o' =(1 - &)5./(1 -‘:’o&) ' [19]
' =(1 =g, fo)r [20]

where g’ is the scaled asymmetry factor, wo' Is the scaled single scattering albedo, and
7' is the scaled optical depth.

Extensive numerical testing by Joseph et.al. ( 1976), Schaller (1979), and Sawchuk
(1983) indicates inclusion of the Delta~M method can lead to (often) dramatic
improvements in flux estimates, When the Delta-M method is combined with the
two-term discrete ordinate approximation of Section 2.1.1.1 (thus leading to the
Delta-D, appr‘oxit‘hatlon). where one can take advantage of numerous symmetries,

one obtains both accurat":‘y.and computational efficiency.

2.1.1.3. The Multi-Layer Component

The real atmosphere is characterized by vertical inhomogeneities such as aero-
sols, clouds (possibly at several altitudes), aﬁd varying concentrations of spectrally
absorbing gases. The Delta~D, model may be applied to this vertically inhomogene-
ous atmosphere by first resolving the solar spectrum into spectral intervals across
which the gaseous absorption coefficient is effectively constant and second, by resolv-
ing the vertical profile of atmospheric composition into layers within Whlch atmos-
pheric composition is eﬁ'ectively constant. Spectrally integrated fluxes are then
obtained by applying the Delta-D; model to each layer within a spectral interval to
obtain spectral fluxes (in practlce. quasi-monochromatic fluxes). Spectral fluxes are
then summed to obtain diffuse fluxes integrated over the solar spectrum. This pro-
cedure entails two distinct sub-algorithms: calculating shortwave fluxes for a single -
spectral interval (the ‘multi-layer formulation’), and subdividing the solar spectrum

into spectral intervals (the ‘multi-spectral formulation’).
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The multi-layered atmosphere is shown In Figure 2.2,

- %F,

) ; =70
{ ', ¢, @an } loyer 1

— . 7!
l "’20 820 (ar) :" ldyer 2
| 7 . 72

{w", ", (Ar)'-' } - .oyér n
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Figure 2.2 - The multi-layer atmosphere (Sawchuk, 1983).

It has been subdivided into homogeneous layers across which w, and g are constant.

The solar beam, with incident ﬂux density equal to =F, enters the atmosphere at an

angle 6, from the local vertical. The ground surface is assumed to reflect radiation iso-
tropically with albedo ag. Layer numberlng begins at the top of the atmosphere while

layer quantities are indicated by superscripts within parentheses. For example, r&
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indicates total optical depth from the top of the atmosphere to the base of the k-th
layer while Ar® represents the optical depth of the k-th layer. The homogeneous

Delta-D, is applied to each layer to obtain the homogeneous solution (\(*, R, R

and the particular solution (a®,s%),

. The system of equations defining the ¢ for each layer are obtained from boun-
dary conditions for diffuse Intensity at the top and base of the atmosphere and con-
servation of energy at layer boundaries. A two-layer atmosphere will illustrate the

process. There are four constants in all. Therefore, four equations defining the ¢, are

required.

The first equation states that the direct beam solar radiation is the only radiation

incident at the top of the atmosphere, i.e., there is no diffuse radiation incident at the
top of the atmosphere:
Kr=0,u,) = 0 - [21]

The second equation states that the downwelling diffuse flux at the base of the

first layer equals the downwelling diffuse flux at the top of the second layer:

(D 0) = 122 ) | [22]
whilé the third equation states that the upwelling diffuse flux at the top base of the

first layer equals the upwelling diffuse flux at the top of the second layer:

I(’l)(fu)-ﬂ-l) - I(z)(r(l)dl-l) [23]

The last equation specifies the u’pwa}d diffuse intensity at the base of the atmo-

sphere:

1D 1) = 22 [1P) + e e ] [24]

| Subst;lmtlng expressions for I(r.p,)'and Kr.u.y) (eqs.[11] and [12]) yields a system

of linear equations defining the ¢;;
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Ac=ph '(25]
where
[
Rsl) RS’-’ 0 0
A= |R{Ve; RVe_, ~RPe, -RiPe_,
RPe; RVe_, ~ =RPe, -RPe._;
0 0 (RP —asRP)e, (RP —asRP)e,|

[ oM
exp(—M/u,) [am - am]

exp(=r/u,) [ﬂ(z) - ﬂ(l)]
exp(~1/u,) [.,s[am + _{'o:FoJ _ ﬁm}

@
]

r
c= [d". &b, dz’.c?’]’ » €1 = exp(+)\V), and the superscript T denotes the transpose.

The order of the system of equations defined by eq.(25) can become large even
when the number of layers is kept to a minimum. The coefficient matrix A, however,

has a special structure: it is a banded matrix. For the two-stream approximation used

‘in this study, the number of non-zero diagbnals is five, leading to a penta-diagonal

system of equations. Sparse systems of equations may be solved efficiently and accuy-
rately with well-written subroutines, e. g. the International Mathematical and Statistical
Library (IMSL), that take advantage of the sparse structure (e.g. Wiscombe, 1977a). A
similar method, but one which reduces the computations much further, is applied in -
this study. It makes use of a block-tridiagonal solution to €q.(25). It is essential that -
€q.(25) be solved accurately and efficiently, because lntegrated fluxes for one solar
zenith angle are obtained from solving €q.(25) for each spectral interval that the solar

spectrum has been subdivided into (Section 2.1.1 4).
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The block-trldlagonal solution evaluates the LU decomposition of A by organis-

ing A as a tridiagonal matrix where each element is an M x M matix (block):

l;‘x G [
)
B; A; C; lb,(z)
A= . . B -
- n
B, A,,J b J

where the A; B, and C, are square matrices of order M, and the p¥ are column vectors
each with M elements. The vector of unknowns c? is assumed to have this same parti-

tioned form. The LU decomposition of A has the form (Isaccson and Keller, 1966):

A=L-U
“ |
Ay - nLr
B, A, ) I T,
= 83 AS . « .
) * Tn-1)
Bﬁ An ’n
| | |

where the I, are identity matrices of order M, and the A; and I’ are square matrices of

order M. The definition of A, L, and U provides a recursion relation for evaluating the

Al and rg
A=A, I =A7'-C [26]
Ak =Ak =By k=23, - [27]
I‘k-Ak ‘G k=2,3, - e (n=— l) [28]
The solution stage involves two steps: (1) first solving:
L:y=p [29]

by forward substitution. The vector y l';as the partitioned form of band c. The recur-

sion relation is:
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y a7l p [30]
y® 47t [b("’ -Byy®- 1_)] 131]
The second step involves solving
Uc=y (32}

Equation (32) is normally solved by recursion, although the important observation is
that ¢ =y, When only surface fluxes are required, as in this study, the ¢, required
for evaluation of surface fluxes are available when the last layer has been processed.
Thus, the back substitution step (eq.[32]) can be obviated entirely (this step normally

entails approximately one quarter of the time required to solve a system of linear

equations).

Equations (26)-(32) highlight other advantages of the block-tridiagonal solution.
First, the B, are lower-half zero, while the C; are upper-half zero. This reduces matrix
products by a factor of two, in effect saving a matix-matrix product for each layer.

Equatlons (26)-(32) can be coded in a form that avolids calculating inverses explicitly. -

For example, eq.(28) can be re-written as:

ﬁ'kl‘k - fk
Evaluating I'; by solving this system of equations is both quicker and more accurate
than finding .i; ! and performing an additional matrix-matrix product. In addition, by
computing the LU decomposition of Ak one obtains a rapid solution for the y®, since
eq.(30) may be re-written as eq.(28) was. Thus, both €q.(28) and (30) may be solved by
computing the LU decomposition of A‘k once and only once. Sawchuk (1983) list

several other advantages of the block-tridiagonal solution. One important further

advantage is described in Section 3.3.

2.1.1.4. The Multi-Spectral Component

It Is crucial to compute spectral fluxes efficiently, because spectrally integrated

fluxes entail solving eq.(25) for as many spectral intervals as the solar spectrum has
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been subdivided. Because @f the highly osclllatory nature of gaseous absorption
coefficients, a sufficiently detailed subdivision would require on the order of several
thousand spectral intervals. Clearly, processing thousands of spectral intervals to
evaluate (lnteg"ratédj fluxes for one solar zenith angle would lead to prohibitive com-
putjxig times. Therefore, a method for reducing the number of spectral intervals must
be implemented to render computations feas_lble. The ‘multi-spectral’ component

identifies the precise manner in which the solar spectrum is subdivided.

In the solar spectrum, water vapour and ozone are the principal absorbing gases.
These gases are also spectrally separate and this observation leads to a major subdivi-

sion of the solar spectrum into two major bands at 0.83 zm. Wavelengths less than

"0.83 um will be referred to as the visible band, while wavelengths greater than 0.83 ym

will be referred to as the near infrared band.

For the near infrared band, this study has applied the wing scaling approximation
of Chou and Arking (1981) to reduce the number of spectral intervals to a minimum

(=9) while retaining high accuracy.

Briefly, the wing scaling approximation seeks to approximate the spectrally
dependent gaseous absorption coefficient k,(p,T), where p Is pressure and T is tem-
perature, as a function of some (ideal) reference pressure p; and reference tempera- .

ture 7,. That is:

k,(p.n=kp(p,.‘r,)[{}']' | [33]

where tis a scaling parameter (0 < t< 1) to account for the non-saturation at the line

- centre. T, p, and t are empirically chosen to minimize the difference k. (p.T) and

k.(pnT)). Chou and Arking choose p,=300mb, T,=240K, and t=0.8 on the basis of

sensitivity tests.

Molecular line data of McClatchey etal. (1972) were then used to compute

kp,=300mb, T,=240K ) at 472,000 wavelengths between 0.83 pm and 4.0 ym. This
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wavelength range includes the five major water vapour bands centred at 0.94 sm, 1.14
pm, 1.38 um, 1.87 sm, and 2.7 ym. Distribution of absorption coefficients were then
tabulated for each absorption band and the entire near lnfrared band at equal inter-
vals of Alog(k,)=0.3 for log(k,) =-5.0 to log(k,) =3.7. By noting the incident
shortwave flux asebcleted with each Alog(k,), and by dividing the shortwave flux con-
tained within Alog(k,) by the shortwave radiation incident over the entire abserptltm
band, a set (i.e. distribution) of weights (fractions) and absorption coefficients k, is
obtained for both individual absorption bands and the entire near infrared spectrum
is obtained. Sawchuk (1983) applied these tabulated data of Chou and Arking (1981)

to reduce the number of spectral intervals within the near infrared spectrum to only

nine.

‘Sawchuk (1983) applied a slmﬂa‘r technique using low resolution (20 cm™Y)
transmittance model LOWTRAN 4 (McClatchey et.al., 1974) to parameterize ozone
absorption across the visible spectrum 0.2um to 0.82 um with only nine spectral
intervals. Weights and absorption coefficients for each of the 18 spectrals are given in

TABLE B.2 (Appendix B).

Chou and Arking (1981) have demonstrated excellent agreement between the
wing scaling approximation and line-by-line calculations, which may be considered
the most accurate that may be performed within the limits of uncertainty of line
parameter data. In addltion Sawchuk (1983) demonstrated that the nine spectral
interval bands described above were superior to other methods of representing the

distribution of absorption coefficients.

Reflected shortwave radiation is evaiuated from the product of the incoming
shortwave radiation and the surface albedo. The albedo of vthe water surface is
assumed constant at 0.08 for both visible and near-infrared bands. The albedo of ice
Is set'at 0.75 for the visible band and '0.45 for the near infrared band. These values

were determined from spectral values of albedo for snow tabulated by McClatchey
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etal. (1972). Reflected radiation integrated over the solar spectrum were then

obtained by areally weighting water and ice surfaces.

2.1.2. Longwave Radiation

Evaluation of longwave radiative fluxes is simpler than for the shortwave case
- because multiple scattering effects are small and may be neglected. In addition,
infrared transfer is dominated by absorption and emission processes and these are

easily parameterized in terms of the Stefan- Boltzmann law.

Incoming longwave radiation at the ground surface Ly may be viewed as being
comprised of two terms: a clear:sky component L, originating from emission by water
vapour, carbon dioxide, ozone, and other trace gases, and a cloud-aerosol component

Loy

Lp=Lo+Lcy . [34]

The clear-sky component is easiest to model and a variety of émpirical expres-
sions for L, have appeared in the literature (Brunt, 1932; Swinbank, 1963; Idso and
Jackson, 1969; Brutsaert, 1975; Satterland, 1979: Idso, 1981). These statistical models
represent L, as simple functions of surface air temperature and vapour pressure,
except the Swinbank and _ldsd and Jackson formulae where L, is a function of air tem-

perature only. Swinbank’s relationship, for example, is:

L,=531x10""T§ (Wm™?) " [35]
Paltridge and Platt (1976) observe that €q.(35) was derived by Swinbank from

predominantly nighttime conditions which are likely to be associated with inversion

conditions. During daytime, when lapse conditions predominate, the actual centre of

- gravity temperature is lower relative to screen temperature and eq.(35) overestimates

observed radiative fluxes by approximately 20 Wm=2 (winter) to 30 Wm=2 (summer)

for midlatitude stations such as Aspendale, Australia. Paltridge and Platt (1976) con-
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clude that eq.(35) provides good estimates of L, If daytime estimates are reduced by
an average of 20 Wm-2, Unfortunately, these authors do not indicate the correction

factor to be applied when daily values of L, are computed from the daily mean T, as in

this study.

There are other problems assoclated with application of simple statistical
models for longwave ﬂuxés. For example, most expressions, as eq.(35)»il,lustrates, are
.power functions or polynomials that perform well near the centre of gravity of the
data from which the relationship was determined but may deteriorate at higher or
lowér temperatures. Most authors simply do not state the range of validity appropri-
ate for their model. Some models, e.g. Brunt (1932) and Idso and Jackson (1969), con- |
tain constants that are site-specific and thus not strﬁctly applicable to locations other
than that for which they were developed. Finally, none of these simple models

attempt to incorporate the effects of aerosols. Aerosol effects on L, may be small in

' some circumstances, but there is a growing body of experimental (Rouse et.al., 1973:

Dalrymple and Unsworth, 1978) and theoretical (Welch and Zdunkowski, 1976) evi-
dence which indicates that these effects are not insignificant. These studies suggest
aerosols may contribute from 30 to 60 W m=2to L, The lower Great Lakes straddle the
industrial ,hea,,rtlénd of Canada and the United States: aerosol effects on both the

shortwave and longwave spectrums must be significant.

These problems frustrate attempts to apbly simple models for I, generally and
lead to the development of a phys_lcally.-based model for L, for this study, although it

may be applicable to other geographical regions.

2.1.2.1. Clear-Sky Formulation

The physical basis for the model of L, developed in this study Is that the atmo-
sphere radiates as a blackbody outside the window region (8.3 um < A <128 pmi (Pal-
tridge and Platt, 1976). Then,
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L=(1-feTf (Wm) [36]
where T, is the radiating temperature (K) of the atmosphere, and fris the fraction of
the Planck curve \‘ﬂthin the atmospheric window at temperature T4 f» a function of
temperature, is routinely required for evaluation of L,and L¢y. An efficient evaluation
of fp was developed by first integrating the Planck function between 8.3 and 12.8 um

from Ty==100°C to T,=100°C in steps of AT, =35 °C (Houghton, 1986 (p.236-237)).
These values of f3= f{T,) were then fit to a combination of Legendre polynomials of

order 0 to 3 inclusive to obtain a third order polynomial:

fp"Ao‘i'T(A] +T(A2 +A3T» [37]

where T is the scaled temperature:

T i 38]
Equation (38) scales T to the interval [-1,+1], as required for evaluation of Legendre
polynomials, which are the basis functions of €q(37). The value of T, applied in
eq.(38) must be representative of the centre of gravity temperature of the radiating

atmosphere. Following Paltridge and Platt (1976), these altitudes are assumed con-

stant at 300 m in summer and 200 m in winter.

Comparison of values of f, computed from eq.(3'7) and numerical integration of
the Planck. curve reveals root mean square errors of 0.0012 over thé temperature
range [-100°C,100°C}; the root mean square error decreases to 0.00087 over the tem-
perature range [-40°C, +40°C] where the majority of fp evaluations will be made.
lhcr’easl‘ng the order of approximation in eq.(37) does not appreciably reduce root

mean square errors.

Equation (36) will underestimate L, because frincludes emission by ozone at 9.1
#m and 9.65 pm. The 9.1 um band is only partially absorbing. Kondratyev (1965, p.130)

suggests this band extends from approximately 8.97 um to 9.17 ym with a mean



-24-

transmission of approxlmatély 0.55. The 9.65 sm band is much more intense. It
extends from 9.4 um to 9.9 um with a mean transmission of 0.05. Legendre Polynomial
approximations were developed for both bands, as in eq.(37). Coefficients for
estimating each of the three portions of Planck curve are given in Table D.3 (Appendix

D).

In the presence of aerosols, radiation emitted by gases will be scattered by aero-
solé. To a first approximation, it Was assumed that the asymmetry factor could ade-
quately describe the transfer to the ground surface. The asymmetry factor depends
critically on the type of aerosol and relative humidity. The urban aerosol modeél pro-
posed by Shettle and Fenn (1979) was assumed to best represent aerosol conditions
over the lower Great Lakes. These authors surveyed amd merged direct nieasure-
ments of aerosols from several different environments to obtain models of physical
and che‘n"xiéa] properties for several aerosol species, e,.g.Aurban. marine, continental, in
the atmospheric boundary layer. These authors then applied Mie theory to evaluate
optical properties for each aerosol model as a function of i_rélative humidity and

wavelength for both solar and infrared spectrums.

- In the infrared spectrum, the spectrally-averaged asymmetry factor might be
assumed to be heavily weightéd to the value near 11 pm, as the bulk of emitted radia-
tion will be at these wavelengths, as Wien's law demonstrates. It was therefore
assumed that the asymmetry factor at 11 uym best described the average asymmetry
factor in the infrared spectrum. A Legendre Polynomial approxlma,t‘ibn for the
infrared-averaged asymmetry factor g as a function of surface relative humidity was

determined as:

@ir=ao+Uka, +Uxlaz+a;Uyp) [39]

where U'ris the scaled relative hum,ldlty.
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~ 2Ur-99
Up= T [40]

where Ug is the relative humidity (percent), and the a, are tabulated in TABLE D.4
(Appendix D). -

2.1.2.2. Effects of Clouds and Aerosols

Evaluation of longwave emission from clouds and aerosols is more difficult

because fluxes depend explicitly on cloud-base temperature and liquid water content

of cloud and on aerosol species.

For aerosols, spectral values of optical properties tabulated byﬂ Shettle and Fenn
were applied to approximate radiative transfer. To a first approximation, it was

assumed that aerosols contribute to Lp through émlsslon at window wavelengths:

| Ly=feero T}, f41)
where ¢ is the aerosol emissivity averaged across the atmospheric window, and Ty is
the mean temperature (K) of the aerosol layer. Radiation emitted outside window

wavelengths may be assumed to be completely absorbed by atmospheric gases.

Since the single scattering albedo defines the ratio of scattered radiation to total

radiation attenuated for an individual scattering event,

eg=1 '-::, : [42] _
Following Hunt (1973), it was assumed that the value of woatX =11 ym was representa-
tive 6f the entire window region. Values of 5, at 11 um for relative humidities ranging
from 0 to 99 percent (Shettle and Fenn, 1979) were used to derive a Legendre Polyno-
mial approximation relating (1 -5,) to relative humidity, as in eq.(39). Coefficients are"

given in TABLE D.2 (Appendix D).

Clouds are ofteh assumed to radiate as blackbodies, al‘though this is not likely to
be true for thin clouds such as Cirrus or, more generally, for clouds with low liquid

water contents (Stephens, 1978a). Stephens (1978a) has demonstrated that cloud
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emissivity ec is approximately an exponential function of cloud liquid water content.

- Stephens (1978a) has parameterized ¢ at window wavelengths for downward emis-

sion as:

€c=1-exp(-0.116 W) [43]
where Wis the total liquid water content (g m-2). Assuming the cloud contribution to

Lp to be that emitted at window wavelengths, cloud emission may be approximated as:

Le=freco T} - 44]

where T3 lis cloud base temperature (K). Evaluation of Wis descri_béd in section 3.2.1.
The net effect of cloud and aerosol emission Lc will be less than the sum of L,
and L because some of the fadlatlon emitted by the cloud will be attenuated by the
aerosol layer. Short of developing a radiative transfer algorithm to determine the
Joint effect, it was assumed that L. ;; could be modelled as the sum of radiation emitted
by the aerosol layer plus cloud-emitted radiation transmitted by the aerosol layer.
The small optical depths of the haze layer at window wavelengths suggested the

transmission of cloud emitted radiation throﬁgh the aerosol layer could be approxi-

mated by Beer’s law:

Kon) = Loexp(—ra/iny) | [45]
where 7y Is the optical depth of the aerosol layer averaged across window
wavelengt’hs.v I, is the radiation emitted by cloud, and #o is the cosine of the zenith
angle of incident radiation. Clouds will emit radiation in all directions so that incom-
ing radiation at the top of the aerosol layer cannot be strictly considered a collimated
bearﬁ as, for example, the solar beam. Therefore, u5' was assumed constant and set
equal to 1.66, which Is approximately the mean value of the cosine of the zenith angle

over the range [0, 90].

Aerosol optical depth was computed from data for the urban aerosol model of

Shettle and Fenn (1979). By definition, optical depth is given by an integration over
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altitude of the extinction coefficient. When the extinction coefficient is constant with

respect to altitude, as assumed in this study, optical depth may be determined from:

71 = (Exx)np X Dy [46]
where Dy is the depth of the aerosol layer (km), and (E,)xp Is the extinction coefficient

at 11 ym corresponding to an aerosol particle density of ND particles cm-3.

Shettle and Fenn (1979) provide extinction coefficients for a number denélt_y of
20,000 cm=3 and tables with particle number density as a function of visibility and
relative humidity. The number density tables are set as a bi-cubic spline function
which estimates particle number density ND as a fiinction of ambient visibility (km)
and relative humidity. The corresponding ext_i_nctl/on coefficient is then computed

from:

(Ex)np= 'E&ITDOG- *(ExdND = 20,000 [47)

\

Incoming longwave radiation from clouds and aerosols is then given by:

Loy =eno Th+(freco TEOexp(~1.661) [48]

The radiation flux density emitted by the ground surface Lyis assumed to follow

grey-body emission:

Ly=esoT} [49)
where ¢ is the surface emissivity and T5 iIs the ground surface temperature. There
appears to be little difference in spectrally integrated values of snow/ice and water

emissivities. Therefore, ¢ was assumed constant at 0.985 (Davies et.al., 1971). In the

presence of ice, the ice-covered surface is assumed to have a temperature of 0 °C. T

is then modelled as:

Ts=Ty(-p)+Tep; (50]

where T,, Is the surface water temperature (K), Tx is 273.15 K, and p: is the fraction of
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lake surface covered by ice.

2.2. Turbulent (Latent and Sensible Heat) Fluxes

Latent Q¢ and sensible Qu heat fluxes were evaluated by application of the

‘Bowen ratio method:

Qy
, ﬂn. o \ [51]

Expressing Q; and Qy; in terms of the turbulent transfer mechanisms and assuming
eduality of eddy diffusivities for heat and water vapour, S may be expressed as

(Quinn and den Hartog, 1981):

-kpiTn=Td

‘_ﬂk (e: - ea)

[52]
where kis a constant (=6.1x10™4), Pis atmospheric pressure (mb), T,, is surface water

temperature (°C), 7, Is air temperature (°C) at a level a above the water surface, ¢, is

the saturation vapour pressure (mb) at Ty, and e, is the vapour pressure (mb) at level

a.

k 15 often assumed to be a constant (e.g. Elder et.al., 1974; Pinsak and Rodgers,

1981), although it may be evaluated directly from (Monteith, 1973):

. CpP
-1 ‘ [53]
where cpis the specific heat of air:
cp=(1+0.99)cp, [54]

where q is the specific humidity (kg kg-!) and cp, Is the specific heat of dry air

(1005J kg=') K-!, Pis pressure, L is the latent heat of vapourization, and e is the ratio of

gas constants fc_ir dry air to that of water vapour (0.622)

Vapour pressures were determined from (Pruppacher and Klett, 1980):
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&=d,+T(a, +Ta, + Nas + Nay+ Nas + Tag))))) [55]
where ¢, is in mb and T in °C. Equation (55) is valid over the temperature range -50
°C < T<50°C. Values of the g are given in TABLE C.1 (Appendix C). Actual vapour

pressures are obtained by substituting the dew point te'mperature Tain eq.(SS).

With gp determined from eq. (S 1), either Q4 or Qs must be independently
evaluated In this study, Q;;is evaluated from a variant of the mass transfer approach.

Sensible heat flux is then obtained from:

Qy=BrQis [56]
In the mass transfer approach, evaporation is modelled as a function of wind

speed and vapour pressure difference between the lake surface and the overlying air

(Quinn and den Hartog, 19,81)':

E=M(e;—e)U,tp [571
where E ls the evaporation rate mm day-!, M is the mass transfer coefficient, e; and e,
are defined by eq.(55), and U, is the wind speed at level a (defined below). Alterna-

tively, evaporation may be computed from a bulk transfer (aerodynamic) equation as:

E=Crp(q; - q)Ustp [58]

- where Cg is the bulk evaporation coefficient at level a, p Is air density (kgm=3), q is

specific humidity (kg kg~!), and tp is the number of seconds in a day. Specific humidity

is deﬂned as:

0.622¢,
~P-o0. 378e,

Since 0. 378e, «< P, qzo 622e./Pand substituting this expression for gin €q.(58) yields:

E=Crole;—eUatp | [59)
where tpis the product of 0.622 and t,.



' I

-30-

Comparison of like terms In eqs.(57) and (58) shows that the mass transfer

_ coefficient M is proportional to the bulk evaporation coefficient C¢ , air density, and

surface pressure:

iy [60)

In application, p and Pwill be given while Cg will have to be evaluated. Quinn and den
Hartog (1981) examined three methods of evaluating C; from data collected over l.ak_e
Ontario during IFYGL, each of which employed a different method for assessing
atmospheric stability. For given values of T,, e,, €q and U, it may be shown that these

methods predict different stability measures.

Quinn and den Hartog (1981) concluded that, for most Great Lake studies, inclu-
sion of variation of C; with stability was not warranted. These authors then regressed

Cragainst U, for neutral conditions and obtained:

Cex10°=0.713 +0.07U, \ ' 61}
where Ug is windspeed at Z=8 m. Equation (61) includes the significant variation of
Ce with windspeed. Stability effects were Incorporated indirectly by scaling overlake
wind speeds as a function of stabl,llty-crlterla established by Phillips and Irbe (1976)
(see Section 3.1). |

Some insight into the evaporation behavlour of large lakes may be obtained by
prescribing values of U,, vapour pressure difference between lake surface and overly-
Ing air, and air density in eq.(57) with M evaluated from eq.(60). For Ug=11ms-!,
Mg =0.0971, which is identical »to. that determined for Lake Hefner and used by many
investigators (e.g. Dereckl, 1975).

Over Lake Ontario during IFYGL, average wind speeds were 4 to'5 ms=!, with max-
imum average dally wind speeds of 7 ms~! during November (Quinn and den Hartog,
1981). Asshmlng the Lake Hefner value for M would result in substantial overesti-

mates of Lake Ontario evaporation rates. It is therefore expected that evaluation of M
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by eq.(60), rather than assigning it a constaht (in particular, the Lake Hefner) value, will
result in improved evaporation estimates. '

With evaporation rates computed from €q.(57), corresponding energy flux densi-

ties are obtained from:

Qe =psLE : [62)
where ps is the density of water (assumed constant at 1,000 kg m~3?) and L is the latent
heat of vapourization at surface water temperature Tw- Lis a weak (linear) function of

temperature and the following simple linear regression equation is sufficiently accu-

rate:
L=25003571 -0.0023571T,, (MJ kg [63]

2.3. Ice Heat Flux

Ice formation and decay are significant events in the thermal regime of a midlati-

‘tude lake because of both the thermal exchange between ice and water (release of

latent heat of fusion during ice formation and heat loss In melting) and the large
reflectivity of the ice surface to shortwave radiation. From data collected over Lake
Ontario during IFYGL, Pinsak and Rodéers (1981) observé average daily values of
=05Wm2 Largest daily values, 25 —-50Wm=2, were observed during late February

and early March when ice concentrations began rapidly decreasing. By comparison,

these maximum values amounted to z%Q'at this time of year.

Previous studies either affix a constant value for Q (e.g. Derecki, 1975) or neglect
it altogether (e.g. Hendersdn-Sellers. 1986). Indeed, Pinsak and Rodgers (1981)
observe that, for Lake Ontario during IFYGL, a 15 percent difference between observed
and predicted ice concentrations amounted to a héa_t flux dlfferencg of =1wWm-2,
which is not significant at any time of the year. These results suggest that the thermal

exchange between ice and water may be relatively insensitive to accuracy of predicted
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ice concentrations. Net mdlatjon.-hoWeVer. will be much more sensitive to ice concen-

trations and this was the motivation for modelling ice concentrations in this study.

The ice concentration model developed in this study may be described as a
statistical-physical model. The statistical part of the model relates to characterizing
fce concenfratlons .('fract,lon ‘of lake surface covered by ice) as a function of time of
year t. This relationship will clearly be unique for a given lake because this will
depend on lake depth as well as topographical controls. The relationships developed
in this study for Lake Ontario and Lake Erie are derived from lée data prepared by
Assel et.al. (1983). These authors, using several data sources ranging from historical
ice-chart to satellite imagery, quantified maximum, normal, and minimum ice concen-
trations for each of the Great Lakes for each half of winter months from the second

half of December to the end of April.

Assel etal. (1983) related ll_mitlng ice concentrations to an easily computed quan-

tity, the cumulative freezing degree days Xfp. The freezing degree day fpis defined as

_the difference between the mean daily temperature and 0°C, e.g. fp=4If mean daily air

temperature is —4°C. In addition, Zfpisa non-néga_tlve function of time of year. Bi-
monthly ice concentrations for both lakes are given in TABLE H.1 (Appendix H). These

data were used to establish six spline functions for each lake:

Iex = 0 (64]

In=f(?) [65] .
Imin = ) -[66]
(2‘fD)mlx - ﬂ t) (6 7]
(Efoln= A1) : [68]
(S foduin = ) | t69]

where /is ice concentration and the subscript nrefers to normal ice concentrations.
Spline functions [64] through [69] estimate ice concentrations for an arbitrary
day D, with corresponding cummulative freezing degree days Tfp, as follows. First,

two arrays (x and y) each containing three elements are evaluated,' x, contains (X fp)min
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for D,, x; cont,l,lllns (Z/p)a for this day, while x; contains maximum ice concentrations
fdr this day. These x; are computed from splines [69] to [67] respectively. The y,are
the corresponding ice concentrations determined from cubic splines l64]_ to [66).

The arrays x and y define a new relationship for this day D, where £, (l.e. x) Is
the independent variable and I (Le. y) Is the dependent variable, A new spline func-
tion is determined using f_he xand yarrays. This allows estimation of Ip, correspond-

ing to =fp,.

This procedure may appear time consuming, but the computa;ional effort is actu-
ally quite small. This is because the first step (evaluating spline fuhctions [64] to [69])
need only be perférmed once, before any other ice concentration computations. Com-
putations are further economized by noting that the spline functions will remain con-
stant for a given day. Therefore, this information may be stored as a (2x3) matrix, one
for each day of the winter season. Then, estimation of Ip, for any day requires only

one function evaluation.

One disadvantage of this procedure is that for any day D, estimated ice concen-
trations will be constrained to the interval (I min. Imsx)p,- Thus the model cannot simu-
late a new minimum or maximum ice concentrations for a given day D,. However,
there are likely to be few such instances since the original data bas_e spans almost a

century of ice observations.

Ice heat fluxes Q, are evaluated from:

Q=ANLpy, [70]
where Al, is the change in ice volume, Ly is the latent heat of fusion (0.335 M} kg-h,
and p, is the density of ice, assumed constant at 916 kgm=3. The computer code keeps
a rﬁnnlng counter of daily total ice volume. The change in ice volume is determl_hed
from the product of fractional lake surf;ce area covered by ice (eqs.[64)-[69]) and the

estimated depth of ice, 14 which is assumed to be a simple function of the ice concen-
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tration:
l4=02l5, (m) | [71]

lg=0.4exp(ip,5~1) (m) [72]
Equation (71) is applled'when ice concentration Is less than 50 percent; eq.(72) when
Ip, Is greater than or equal to 50 percent. Equations (71) and (72) are approximate fits
to ice depth and c_oncentrétlon data fbr’Lake Ontario during IFYGL (Pinsak and Rodg-
ers, 1981). |

2.4. Minor Energy Heat Fluxes

Minor heat fluxes include exchanges resulting from inflow and ou'tﬂow of water
of dlﬂ"erlng tempe_rﬁture to and from the lake, precipitation, and waste heat from
industria! and power plants. Detailed analyses of these éne_rgy exchanges By Boyce
etal. (1977) for Lake Ontario during IFYGL reveal that these exchanges are small,
approximately one percent of the daily surface heat flux or less. These results agree

well with values given by Derecki (1975) for.l.,ake Erle.

In this study, daily values for minor heat fliixes were set according to monthly
values. Values for Lake Ontario are based on values reported by Pinsak and Rodgers
(1981), while values for Lake Erie are taken from Derecki (1975). The values are given
in TABLE L1 (Appendix I). These estimates of Q may not be very accurate, however,

they are probably correét in order of magnitude.
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3. MODEL IMPLEMENTATION

The equations defining energy balance components of Section 2 require several
data sources for implementation. These include; overlake meteorological data, verti-
cal profiles of a_tmospherlc temperature and humidity, and specification of boundary
conditions: incoming shortwave radiation at the top of the atmosphere and surface

water temperature. This section describes how these quantities were evaluated.

3.1. Meteorological Data Base

The model equations implicitly assume input meteorological data representative
‘of overlake conditions. In the absence of direct measurement, overlake meteorologi-

cal data must be modelled from a knowledge of mean conditions at the lake perimeter.

“The procedure applied in this study consists of two steps. The first step involved con-

struction of a data base consisting of mean hourly data from stations at or near the
lake perimeter for each day of the study period (1 January, 1953 - 31 December, 1983)
for Lake Ontario, Lake Erie, and the three basins of Lake Erie. Meteorological st',ations
are shown in Fig. 3.1. Hourly station data included: wind speed (ms-!), pressure (mb),
air temperature (°C), dew point temperature (°C), relative humidity (percent), visibility

(km), and total cloudiness (percent).

The second step involved application of scaling relatjonshipé to overland data to
estifnate overlake values. Previous Great Lake heat balance studies (e.g. Derecki, 1975;
Lam et.al., 1983; Schertzer, 1987) have applied scaling ratios derived for monthly time
scales (e.g. Richards and Fortin, 1962). Extensive statistical analyses of paired
overland-overwater measurements of wind speed, air and dew point temperatures,
reveals that the difference between overland and overwater values depends on fetch,
duration of air over water, and atmospheric stability over the lake (Phllllpé and Irbe,

1976, 1978; Phillips and Almazan, 1981):

Phillips and Almazan (1981) summarized these comparisons according to (i)
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Figure 3.1 - Meteorological stations for Lake Ontario and Lake Erie.
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fetch, (ii) overland wind speed, (iif) atmospheric stability, and (iv) stepwise multiple
- regression equations for estimating overlake values in terms of overland values and

other statistically significant variables (g.g. duration of air over water, surface water

temperature). Analyses in terms of atmospheric stability included classifications rang-

ing from very stab.le to very unstable and averages over all stability classifications.
Unfortunately, Phillips and Almazan did not compare overlake values predicted by
these methods with direct measurements. Thus, there is no indication which m‘ethod

best simulates overlake meteorological conditions.

As part of the model verification process, this study exa_mméd methods (i), (i) ,
and (iii). Method (iv) could not be examined because required data were eitherlacking

or could not be a'dequately evaluated.

The scaling functlor_l_s for simulating overlake data from overland data are

defined in TABLE 3.1.

TABLE 3.1 - Definition of Scaling Functions for Overlake Variables.

Parameter Scaling Function Definition
Ua, tand
Ta A‘Ta Ta. land — Ta. lake
T4 ATy T4 tand = T4, lake

Analyses of predicted evaporation totals and modelled lake heat content (Sec-
tion 4) during IFYGL indicates that evaporation rates are sensitive to how overland
values of U,, T,and T,are scaled. In general, all methods were found to perform simi-
larly during the heating portion of the year (early‘Marc_‘h to late August), especially
when wind speeds are low, say <5 ms-!. Major differences were observed during high

evaporation episodes in autumn and winter, particularly with high wind speeds (say,
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‘Ug>8ms™Y). In these circumstances, method (ii) underestimated evaporation rates
(and thus sensible heat fluxes), in some cases quite dramatically. Method (iii) was

found to predict evaporation totals that were too large compared with values recom-

was found to perfo'rm best in these circumstances (in fact, at all times of the year) and

was therefore chosen as the scaling method.

Method (f) represents scaling functions in terms of fetch and overlake atmos-
pheric stability (AT), which is defined as the difference between the overland air tem-

perature T, ianq and the surface water temperature T,. Stability classifications and

corresponding scaling ratios are shown in TABLE 3.2.

TABLE 3.2 - Definition of Stability and Scaling Functions.

v mended by the IFYGL Energy Balance Panel (Quinn and den Hartog, 1981). Method (i)

Stability Class Definition - Rw AT, AT,
veﬁ stable CAT> 10.4°¢ 1.1 878 438
stable 3.5°C<AT<10.4°C 1.1 374 050
neutral -34°C<AT<35°C 14 -0.17 -1.08
unstable -104°C<AT<-34°C 17 -281 -1.63
very unstable AT <-10.4°C 18 -526 -3.08

Values for Ry are given by Phillips and Irbe (1976); scaling ratios for air and dew point

temperatures are given by Phillips and Irbe (1978).

Overlake relative humidity Uz must be re-evaluated on the basis of these scaled -

temperatures. Ug was evaluated from the definition of relative humidity (Barry and

Chorely, 1976):
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Ur=- % 100% [73]
e

where ¢, Is saturation vapour pressure (mb) at T,, and e is the actual vapour pressure

(mb) evaluated as saturation vapour pressure at temperature T4

Values of surface atmospheric pressure obtained from the data base are
equivalent sea-level pressure. These v’al.ues were adjusted to surface values by appli-

cation of the hypsometric equation:

P(z) = P,exp(-gz/RT,,) - [74]
where P, is sea-level pressure (mb), g is gravitational acceleration, z is surface eleva-
tion (m), Ris the gas constant for air (287 Jkg~!K~1), and T, is the average air tempera-

ture (K) of the layer midpoint between surface and sea-level, obtained by applying the

~ (average) environmental lapse rate v = -6.5°C km-! from the surface to the layer mid-

point.

No transformations were applied to values of visibility or cloudiness.
3.2. Model Atmosphere

3.2.1. Vertical Profiles of Temperature and Humidity ’

Application of raﬂlative transfer models for estimating surface fluxes requires a
knowledge of vertical profiles of temperature, humidity, and atmospheric composi-
tion. These quantities were not measured in this study and Atherefore had to be
modelled. In this study, the atmosphere was modelled as a six-layér atmosphere with

three layers above 5 km and three layers below 5 km.

Temper#tu_re and humidity profiles above 5 km may be viewed as slowly varyi,n§ '
functions of time of year. For these layers it was assumed that climatological tem-
perature and humidity profiles for a model midlatitude atmosphere (McClatchey et.al.,

1972) were applicable. These authors provide climatological data for winter and sum-
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mer seasons, although seasons are not defined by dates. For this study.‘ it was
assumed that summer lasted from 1 May to 31 October, while winter lasted from }

November to 30 April.

Day to day variations in temperature, humidity, and atmospheric composition

will be much greater in the lower troposphere. Vertical profiles of these quantities

- were generated from a knowledge of surface conditions. The lowest layer (the sub-
" cloud layer) was Initialized first. The environmental lapse rate is assumed to be

- =7.6°Ckm~! (summer) and 8.1 °C km*! during winter (Matveev, 1965). The depth of

the sub-cloud layer then becomes:

Ds=300+2, (m) ' [75]
where Dg is the depth of sub-cloud layer (m) and Z, is given by (Matveev, 1968):

Zp=DAT,4 (m) [76]
where AT, 41s the_ difference between surface air an'd dew point temperatures, and D

is given by:

3 i b -1
O P (™K t77)

where b =L/R, T3 with L being the latent heat of vaporization, R, the gas constant for
water vapour, and T, the dew point temperature (K), |+ is the absolute value of the
environmental lapse rate (°Cm™!), H, is the alititude of the tropopause (m) (12 km in
summer, 10 km in winter), and H = RT /g, where Ris the gas constant for dry air, is the
scale height (m). The factor 300 (eq.[75]) is included to ensure that the depth of the
first layer is not equal to zero when the air-dew point temperature differéence is zero.
A depth of 300 m may be considered as the approximate cloud-base altitude under _
completely overcast, precipitating clouds for mid-latitudes (Matveev, 1984). Pressure
at the top of the sub-cloud layer is determined from the hypsometric equation where

the appropriate temperature is the mean temperature of the sub-cloud layer.
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Cloud, If present, is assumed to occupy layer number 5. The saturated adjabatic
lapse rate iIs assumed to adequately describe the temperature lapse rate within cloud
(Mcintosh and Thom, 1979) at cloud-base temperature Tp The corresponding

saturated adiabatic lapse rate T, is approximated from Rodgers (1976):

Il +(Lw/RTp)]

; = (] m=1 .
M+ @ewp AR T kM) 178]

where L is the latent heat of vapodrlzatlon. W; Is the saturation mixing ratio for bres-
,s'ure and temperature at the cloud base, R is the gas constant for air, ¢ is a constant ( =
0.622 ), cp Is the specific heat of air (1,005 Jkg='K*1), and I is the dry adiabatic lapse
rate (-9.8 °C km-1). |

There is no way of adequately assessing cloud depths, and since the model
assumes that all cloudiness is contained within the cloud layer, cloud depths were
specified as a function of time of year (TABLE D.5 Appendix D). The cloud depths -
given in TABLE D.5 are smaller than those frequently considered in numerical radia-
tive transfer studies but are more representative of low stratified clouds encountered
in experimental radiative transfer studies (e.g. Neiburger, 1949, Slingo et.al. 1982,
Schmetz et.al. 1981). |

The cloud liquid water content Wis estimated from (McIntosh and Thom, 1969);

We=Wo,D. (gm-2) : [79]

where W, is the equivalent condensed water:

ATy
We=—=%2= (kg™ ~ I80]
where AT;_ris the temperature difference between cloud-top and cloud-base, p, is the

average air density (kg m-3) within cloud, and Dcis the cloud depth (m).

Aircraft observations of cloud liguid water contents (e.g. Slingo et.al,, 1982) often
indicate measured values of W less than that computed from following the saturated

adiabat to cloud top. The difference is accounted for by entrainment of drier air from
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above cloud. Accordingly, cloud liquid water contents determined from eq.(78) were
reduced by 25 percent of those estimated from eq.(78). This scaling is approximately
the reduction observed from aircraft traverses through midlatitude cloud decks.
Vertical profiles in the above-cloud layer are determined once pressure and tem-
perature at the cloud-top are determined. Layer water vapour Py and ozone P,

amounts are evaluated from from:
Py=pu,0fu,0DL (g cm2) [81)

Po=po;fo;D.  (cm-atm) (82]
where py,0 Is the water vapour density (gm~3%) at layer midpoint (Selby and

McClatchey, 1975):

Piz0 = Up[AeXp(18.9766 ~ 14.9595 A ~ 2.4388A J)
where A=273.15/T4 +273.15), T, is the mean temperature of the layer (°C), Uz is the
fractional relative humidity, po; Is ozone density (gm-?) at the layer midpoint,

fi,0(=0.1) and fo, (=46.667) are constants to convert water vapour and ozone densi-

- tles to mass densities per unit altitude (Braslau and Dave, 1972), and D; is layer thick-

ness (km).

Layer water vapour amounts calculated from €q.(81) were then scaled for the

wing-scaling approximation:

Py =Py(P/P)*® [83]
where P is the pressure at the layer midpoint (mb) and P, is the reference pressure

level (300 mb).

~ 3.2.2. Optical Properties of Clouds and Aerosols

Optical properties of clouds and aerosols were evaluated from the physical pro-

perties of individual layers. Bulk layer optical depths, single scattering albedo, and
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asymmetry factor must be defined when two or more atmospheric species contribute
to layer attenuation of radiation. Cloud effects are restricted to layer number 5, while
effects of boundary layer aerosols are incorporated in the sub-cloud layer (layer

number 6).

- lncorporationbf aerosol effects for estimation of longwave radiative fluxes was
described in Section 2.1.2.2. Shortwave radiation calculations required spectral band
averages of 7, w,, and g 1.e. over the ﬂélble and near infrared spectral bands defined in
TABLE D.1. AVef‘age values of E,,, 5,. and g were computed for both bands and for each
value of relative humidity considered by Shettle and Fenn (1979). Because of the wide

-spectrél limits, band-average quantities were determined as weighted averages of the
spectral shortwave flux incident at the top of the atmosphere. Incident spectral inter-
val fluxes were taken from the Labs and Neckel (1968) solar spectrum. Aerosol optical
depths are determined by first estimating the particle number density as a function of
surface visibility and relative humidity as described in Section 2.1.2.2. Assuming the
extinction coefficient does not vary with altitude, band-average values of aerosol opti-

cal depth 7, are given by:

EMnp = fevum

T E(\)np = 20,000 t ‘ (84]

Cloud optical thickness was determined from empirical relationships of cloud.

optical depth and cloud liquid water path (Stephens, 1978b):

log(rcv) = 0.2633 + 1.7095In[log(W)) [85]

log(rc») = 0.3492 + 1.6518In[log(W)] [86]

. where rcyis cloud optical depth in the visible band and 7 Is cloud opt.ical depth for

the near infrared band. Stephens (1978b) has demonstrated that eqs.(85) and (86) pro-
vide excellent approximations for cloud optical thickness and that all cloud types lie

on, or deviate only slightly from, these curves. This observation suggests that, for
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radiative transfer calculations, cloud liquid water path Is the important parameter, not
necessa,rl_ly' cloud type per se. Band-average values of single scattering albedo and

asymmetry factor for clouds are given in TABLE D.1 (Appendix D).

Bixlk layer optical depth 7, single scattering albedo w, » and asymmetry factor g;

are then computed from (Leighton, 1978):

Tp=rc+ra+rRr+7¢ » (87]
wWop = (TR +Woctc+won)/ T8 (88]
08 =(Gcwo crc + Gavto arA) /(o 575) [89]

Values of Rayleigh scattering optical depth 7g for a layer AP (mb) in thickness is

given by:

TR=1,AP/P, [90]

where P, is surface pressure (mb) and 7o Is given by (Hansen and Travis, 1974):

7,=0.00856924(1 +0.0113)2 + 0.00013)~4) [91]
where )\ is wavelength of radiation (zum). Values of 1, for visible and near infrared

bands are given in TABLE D.1 (Appendix D).

Optical depths due to gaseous absorption r; are given by:

rc=k,Us [92]
where k, is the gaseous absorption coefficient averaged over the spectral interval

(TABLE B.2) and U is the mass of gas in a given layer (egs.[81] and [82)).

3.3. Delta—D, for Dally Totals of Shortwave Radiation

The equations describing the Delta-D, model describe the procedure for
evaluating shortwave radiation for a single solar zenith angle. For partial cloudiness,
the shortwave calculations must be performed twice: once for the clear-sky portion
and once for the overcast portion of the sky. Total radiative income is then the

weighted sum of the clear- and cloudy-sky radiation fluxes. Previous studies (e.g.
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- Fouquart and Bonnel, 1980) weight radiation fluxes according to fractional cloudiness

0 whlle calculations are often performed on an hourly basls (e.g. Atwater and Ball,

1974) to account for diurnal variations in cloudiness.

This procedure was initially implemented in this study. The results were not
encouraging from the viewpoint of computing times. The reasons lie in the large
number of times the radiation code was called: from 18 times per day in December to
a_pproxlmately 32 tlmes per day in June for days in whlch partial cloudiness was
recorded in each hour. The number of calls to the shortwave routine was reduced
when an hour was either clear or completely overcast, although these occasions form

a small portion of distribution of hourly cloudiness.

A procedure for reducing the number of calls to the shortwave radiation routine
was therefore established to reduce computer time requirements. This prbcedure
proved almost as accurate as performing calculations on an hourly basis and reduced

the number of calls to the radiation to a maximum of two calls per day, independent of

time of year.

The procedure partitions the day into two periods: a bright sunshine period and -
an equivalent oVercaSt period. Prior to calls to the shortwave radiation routine, each

daylight hour was examined to evaluate the fraction of the hour that was in bright

-sunshine and the fraction of the hour that was overcast. Each portion of the hour is

then weighted by the cosine of the solar zenith angle at the mid-hour. This process

yields four quantities:
G=3r [93]
sunset ‘
So=3f [94]
sunrise
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boc = é 2 cosZr fe, \ [95]
| et |
Fos =5 D CoSZcfs, [96)
2

where G, is the duration of overcast sky, and S. is the duration of bright sunshine, Nis
the duration of daylight for the day in question (N=S, + C,), fs, Is the fraction of the I-
th hour that is in bright sunshine, fc, Is the fraction of the i-th hour that'ls overcast, n_,s
is the mean zenith angle for the bright su‘hshlne portion of the day, and ;T,: is the mean
cosine of the solar zenith angle for the overcast portion of the day. Part hours at the

beginning and end of the daylight period are not considered, as radiative fluxes at

these times are negligible.

Duration of overcast and bright sunshine is obtained from a knowledge of total

cloudiness. The duration of bright sunshine is often assumed to have the form:

So=1-C | [97]
Equation (97) can only be true at the maximum and minimum values of C assuming the
values do not change during the hour. Moreover, ¢q.(97) cannot be true for high-
altitude cl!ouds. such as Cirrus clouds, which transmit most of the shortwave radiation

incident on them.

Analyses of the relationship between duration of bright sunshine and total
cloudiness (e.g. Timanovskaya and Feygel'son, 1972) often reveals a curvlinear rela-
tionship between S, and C where S, is much larger for 0.2 < €< 0.6 than predicted

from eq.(97). An approximate fit to the So—C data given by Timanovskaya and _
Feygel’son (1972) is:

o= 1,— CRO+0 | (98]
where Cls the total fractional cloudiness. Equation (98) was applied to partition each

daylight hour lnto bright sunshine and overcast. C, is then determined from
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G=1-5,

The shortwave radiation routine is then called twice per day, once to process the
clear sky ponjc;n of the day, and once to process the overcast portion of the day.
Dally totals were then obtained from a weléhted average of duration of clear sky and

duration of overc__a#t,. For example, the direct beam radiation Sis given by:

S=(S,-R; + CRA/N [99]
where R, is the direct beam flux for the bright sunshine period of the day and R.is the
direct beam radiation for the overcast portion of the day. Only one call to the

shortwave radiation routine is required when S, or C, equals zero.

The majority of days over the Great Lakes will be classified as partial cloudiness
which, by virtue of eq.(39), means that the shortwave calculations will have to be per-

formed twice. The computational advantage of the block tridlagonal solution of the

. DeIta-Dz model is that calculations for the clear-sky are performed first. The yandT

matrices (eqs.[28] and [31]) will be identical for the cloud-sky case, except for the
cloud layer. Thus, if these results are saved from the clear-sky ca,léulatlons. as they
are in this study, only the cloud layer needs to be processed. This greatly reduces the
computation, and éﬂ'ectlvely reduces the total shortwave calculations by a factor of
two. Shortwave radiation codes which solve €q.(25) with library subroutines must

solve this system of equations for the clear-sky and overcast sky cases separately.

3.4. Boundary Conditions

3.4.1. Incldent Top-of-the-Atmosphére Shortwave Radiation
Instantaneous incident shortwave radiation at the top of the atmosphere is given -
by Lambert’s Law:
I=1l,c08Z-R"2 [100]
where R°? is the (normalized) radius vector, Z is the solar zenith angle, and I, is the

solar constant (1370 W m-2). The zenith angle depends on the latltude I, time of year s
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(solar

declination), and the time of day h (hour angle) according to:

cosZ =sinisins + coslcosscosh | [101]
Mid-hourly values of cosZ are required for evaluating z,, and Hoc- While dally values of
R’are required for evaluating incident shortwave radiation for each spectral interval.
Hour angle was e'viluated from:
h=15(12 -LAT) (degrees) [102]

where LAT (hours) is the local apparent time (true sun time) and evaluated from (Lati-
mer, 1971): |

LAT=CT+AL+E, } [103]
where AL is the longitudinal difference between the station longitude L, and the stan-

dard longitude for the time zone of the station L, (75 °W for this study)

AL=(L,-L)/15 (hours) ‘ [104)
and CTis clock time (houts).

Spencer’s (1971) approximations for R’, § (radians), and E, (radians) were applied:

R*=a, +a,cosb, + a,sins, + a3cos26, + a,sin2¢, [105]

where 6, is the Julian day of the year expressed in radians:

2xd,

0,-‘3—65- [106]

where d, Is the day of the year (0 on 1 January, 364 on 31 December). The solar decli-

nation and equation of time are determined from:

§=ag ~-a;cost, +a,sing, — a3c0s20, + a,sin26, - a §€0s30, + agsin3i, [107]

E=ay+a,cosf, - azs'lno, = @a3cos26, - a,sin24, [108]

Values of the coefficients g, are given TABLE E.1 (Appendix E).



8.4.2. Surface Water Temperature

Surface water temperatures were modelled in this study, as measured values

were unavallable prior to 1966. Schertzer and Sawchuk (1985) summarized all avail.

. able surface water temperature ‘me‘asurements (bucket measurements from ship sur-

veys, airborne radiometer thermometer (ART) surveys, and satellite measurements)

for the lower Great Lakes for the period 1966-1983.

Figure 3.2 compares available paired surface water temperature measurements
(bucket measurements from ship surveys and ART measurements) for Lake Ontario
for this time period. The comparison includes paired measurements taken within 24
hours of each measurement. This time. delay is not considered significant as diurnal

variations in surface water temperatures are believed to be small. Strong upwelllng

events are an obvious exception.

Agreement between the two methods appears good. Temperatures measured
from ship shrveys are elmbst always less than corresponding temperatures from ART
surveys. This may result from the the nature of butket measurements which are usu-
ally made a few centimetres below the surface. Evaporation at the surface would

account for a lower temperature.

The dashed line in Fig.3.2 represents + 1 °C limits from the 1:1 line. The majority
of comparisons fall within these limits. The root mean square err‘or of the difference
between paired measurements is 0.75 °C. This value serves as a benchmark com-

parison for the algorithm to estimate surface water temperatures described below.

The algorithm to estimate surface water temperature is based on the relationship
between surface water temperature and the total heat content of the lake (Fig.3.3).
The relationships were derived by using paired surface water temperatures and heat
content values obtained from (vertical) temperature surveys conducted from vessels
by personnel from the National Water Research Institute at the Canada Centre for

Inland Waters. Sur_fac‘e water temperatures included temperatures obtained ffom both
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Figure 3.2 - Comparison of Paired Surface Water Temperatures (Ship and ART) for Lake
Ontario, 1966-1983. | . .

ship ind ARTsu'r_veys. so that some of the variability is accounted for by the variabil-

ity between these types of measurements.

Figure 3.3 illustrates this relationship f'or. two periods of the year: a warming
phase (15 March to 10 September) and a cooling phase (11 September to 14 March).
Separation of the relationship into two periods became necessary because of the large -
thermalv inertia of the lakes. This is especially apparent for Lake Ontario where the
relationship is very different for heating and cooling periods. The difference between
heating and cooling periods are much less for Lake Erie because it Is much shallowerh
than Lake Ontario. For both lakes therg is a much larger variability during the warm-
ing period of the year, especially during late summer when heat contents are at, or

near, their maximum values. Some of this variability can be accounted for by
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differences in lake levels, while much of the variablility is probably accounted for by

upwelling of colder water to the surface.

The relationship between T,, and Qwas approximated by a linear combination of
Legendre Polynomials of order 0 to 5 inclusive. These are shown as the solid and
dashed curves in Fig. 3.3. Higher-order approximations were attempted but they did
not appreciably reduce the root uiean square error of the estimates or improve statis-
tics of the fit. In addition, higher-order approximations displayed erratic behaviour

(e.g. oscillations) near the upper and lower limits of Q The relationship has the form:

s .
Tw= ZalQ'l (109]

t=0
where the coefficients are tabulated in TABLE F.1 (Appendix F), and Q is the scaled
lake heat content to the interval [Q. Q. where Q is the smallest measured heat con-

tent, and Q, is the largest irxeasured heat content. The scaling relationship is:
Q =(2Q-Q-Q)Q.~-Q) 1110]
Equation (110) converts Q to the interval [-1, 1] as required for the evaluation of the

Legendre Polynomials implicit in €q.(109). Values of Q, and Q are given in TABLE F.]
(Appendix F). |

Statistics of the approximation (eq.[109]) are shown in TABLE 3.3, which summar-
izes root mean square errors of the difference between predicted and observed sur-
face water temperatures for data given in Figure 3.3.

TABLE 3.3 - Root Mean Square Errors of Differences between Predicted (eq.[109]) and
Observed Surface Water Temperatures (°C).

e a———
———

Lake Ontario  LakeErie  Lake Erie Lake Erie  Lake Erie |

Warming Phase 132 1.19 Ll4 112 1.09
Cooling Phase 1.05 0.98 0.87 0.82 111

TABLE 3.3 illustrates that, in almost all cases, the approximations perform better dur-
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Figure 3.3 - Relationship between Surface Water Temperature T,; and Total Lake Heat
Content Q for Lake Ontario, Lake Erle, and Lake Erie Basins (upper half). Relationship
between Q and T, is shown in the lower half. Full line represents warming period;
dashed line represents cooling period. :
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the cooling period than the warming period.

Root mean square errors are slightly larger than the root mean square error of the
difference between bucket and ART surface water temperatures during the cooling

period. Root mean square errors average 0.97 °C during the cooling phase and 1.15 °C

'_ during the warming phase, reflecting the effects of upwelling of cold water. This effect

is most evident for Lake Ontario, which is the deepest of the water bodies considered.

The lower half of Fig. 3.3 shows the inverse relationship Q= RT,). This relation-
ship, derlvevd' in exactly the same maimer as eq.(109), is applied 6nCe and only once at
the start of the simulation. Surface water temperature is initlalized either by specify-
ing a known value for T, or estimating the mean daily surface water témperature
(des’c’ﬁbed below).‘ The inverse relationship is then called to estimate the lake heat
content on the day immediately prior to first day of the simulation. For each day of
the simulation, Q; Is evaluated from the energy balance equation. Lake heat content is
then updated by adding the surface- integrated surface heat flux to the lake heat con-
tent. Surface water temperature for the following day is then evaluated from the
dlrect'rela‘tlonsh'ip Tw=RQ (eq.[109)). In the event of missing data for a day, the pro-
cess is modified to estimate daily T,, from a function for mean daily T,,. Lake heat con-

tent is then updated with this value of T,,.

Dally mean T,, was estimated from linear combinations of Legendre Polynomial
functions (order O to 15, inclusive) using all available surface water temperature meas-

urements (Schertzer and Sawchuk, 1985) for each of the water bodies exarhined in this

- study. These approximations are similar to those developed for eq.(109), except that

the dependent variable is Julian day. Coefficients and scaling functions are provided

in TABLE G.1 (Appendix G), while the resulting functions are plotted in Figure 3.4.
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Figure 3.4 - Mean Daily Surface Water Temperature for Lake Ontario, Lake Erie,and the
Basins of Lake Erle, 1966-1983. From Schertzer and Sawchuk ( 1985). Symbols

" represent surface water temperature collected by ship survey (open squares), ART

(open circles), gnq s‘atellhe imagery (open diamonds).

Lake Erle

Lolke Ontario
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Figure 3.4 - continued.
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4. MODEL VERIFICATION TESTS

Individual model components were tested with data for Lake Ontario for the
period May, 1972, to March, 1973 (IFYGL). Lake Ontario was lhtenslvely monitored
during this period and the resulting data base has served as the basis for model
verification of many radiation (e.g. Atwater and Ball, 1974; Davies et.al., 1975) and
energy balance studies (e.g. Elder et.al, 1974; Phillips, 1978; Quinn, 1978), since that
time. This study adheres to this practice. Model verification lnclucied assessment of
overlake meteorological conditions, radiative fluxes, turbulent fluxes, ice concentra-

tions, surface heat flux, and estimated lake heat contents.

Many of the comparisons between model estimates and measured values are

presented in graphical form. Numerical measures of goodness-of-fit include root

mean square error Epy,g, mean bias error Epy, and the index of agreement D. The root

mean square error,

[ N
1§ 2
where x, is the estimated variate, X, is the observed or measured valué. N is the total

number of observations, indicates the size of the difference between model estimates

and measured values (defined as error in this study). The mean bias error is defined

N
1
Ewb --ﬁg%‘d, , 2]

where 4, is the jth deviation. The mean bias error describes the tendency of the

model to overestimate or underestimate over the entire data set.

The index of agreement (Willmott, 1981) is defined as:



N
3 x5,
D=1t [13)

;[Ix'ql +lx,,

where x’.,ax,,-éz and Xo; =X, — %, where th,e' overbar denotes the mean. The

D-statistic esumatés the overall agreement between model estimates and measured
values. As described by Wlllmoft ( 1981). "D specifies the degree to which the observed
deviations [alSout Xl cdrrespond. both in magnitude and sign, to predicted deviations
[about X;]". The numerator in the second term on the rlgi'nt-hand side of eq.(113) can
be shown to represent the portion of unéXplalned error, while the denominator
represents the total potential error. Physically, Drepresents the fractlbn of explained

error accounted for by the model and ranges from O (little or no agreement) to 1 (per-

* fect agreement). The advantage of this D-statistic, as opposed to the correlation

coefficient, is that assumptions regarding the underlying distribution of the indepen-
dent vm&ble ére not required. Moreover, "unlike the correlation coefficient, the
D-statistic Is sensitive to differences between the observed and predicted means as

well as other changes in proportionality” (Willmott, 1981).

4.1. Overlake Meteorological Data

Comparison of mode| estimates of overlake air temperature, dew point tempera-

ture, wind speed, and cloudiness, are shown in Figs. 4.1 - 4.3.

Figure 4.1 compares mean three-day air overlake temperatures (thin line) with
buoy measurements (t',hlck'lln’e) compiled by Almazan (1980). This was the smallest
time interval for which comparisons could be made. Deviations are shown in more
detail in Fig. 4.1(b). The root mean square error of the chlatlohs is 2.2 °C, while the
mean bias error is -0.2 °C. Figure 4.1(b) illustrates that the model both overestimates
and underestimates overlake air temperature. In general, model underestimates are

larger in magnitude than overestimates, accounting for a negative mean bais error.
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Figure 4.1 - Comparison of Estimated Three-Day Mean Air Temperatures (thin line)

‘'with Measured Values (thick lines) over Lake Ontario, 1 May to 30 November, 1972.
From Almazan (1980).
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Model estimates are generally in phase with measured values and show best agree-
ment from May through early july. The magnitude of errors appears to increase
thereafter. Part of the explanation must lie with errors in surface water temperature

(Section 4.2), because the scaling functions for overlake meteorological variables are
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functions of the difference between overland values and surface water temperature.
Figure 4.4 fllustrates that surface water temperature was overestimated during July.
This would decrease AT, thereby decreasing the scaling for overlake air temperature,

thus accounting for the large underestimates shown for july.

u:"gestf model overestimates occur during October and November. These
overestimates appear to be assoclated with the first outbreaks of true Arctic air over
the lake. Although errors in surface water temperature may be a contributing factor,
the analysis seems to suggest that the open-ended nature of the scaling functions
(Table 3.2) for very stable and very unstable classes may be contributing to these
overestimates. This seems j:artlcu_la_rly true for overestimates during Nbvember.

when surface water temperature is well estimated.

Figure 4.2(a) compares mean monthly overlake air temperature estimates (thin
line) with buoy measurements averaged over the lake (thick line) tabulated by Alma-
zan (1980 ). The root mean square error (1.1 °C) and mean bias error (0.09 °C) both
decrease with the increase in averaging period. Figure 4.2(a) suggests that air tem-
peratures are generally underestimated during the summer months by approximately
1°C and overestimated during the winter months, although the sample size (= 8) is
small.

Figure 4.2(b) compares mean monthly dew point temperature estimates (thin
line) with values tabulated by Quinn and den Hartog, (1981) (thick line). The root
mean square error (1.1 °C) is similar to that for air temperature while the mean bias
error (~0.8 °C) indicates an overall underestimate. Nine of the 11 months have _
underestimated &ew point temperatures, with the largest errors occurring during the
month_s of September to November when the difference amounts to approximately

1.6°C.

- Figure 4.2(c) compéares mean monthly wind speed estimates (thin line) with meas-

ured values (thick lines) from towers (8 m) and buoys (3 m and 4 m) (A!_maza_ri. 1980).



10 8
g T (d)
aa (c) | |
T = ]
@ A 8+
3 o 3
ér L. I ] B
2 ‘ ;"- >
€ . B %4--
2.l . = F
g = - e d § L
-
[ TS I T T S OO O I | L1 1 i1 1 1 1 |
MJJ ASONDUJUFM M J J A S O N D

-61-

Figure 4.2 - Comparison of Estimated Monthly Mean Air Temperature (a), Dew Point
Temperature (b), Wind Speed (c), and Wind Speed over Central Basin of Lake Ontario
(d) with Observed Values during IFYGL. Dew point temperatures given by Quinn and
den Hartog (1981); values of wind speed and air temperature are from Almazan (1980).
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Average wind speeds tabulated by Almazan (1980) refer to a reference height of 3 m
and were obtained by assuming neutral stability and the logarithmic wind profile.
Wind speeds in this study refer to a height of 8 m. There is generally good agreement

between estimated and measured wind speeds, especially in the spring and early
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summer months when the differences are less than 0.1 ms-!. The errors are much
larger from December to March when the difference averages more than 2ms-!. The
large diﬂeren'cgs at this time of year account for a root mean square error of 1.6 ms-!
and a mean bias error of 1.16 m s~! for the entire study period. Part of the disagree-
ment arises from the uncertainty of wind speed values during the winter months tabu-
lated by Almazan. Many of the buoys stationed in Lake Ontario became ihoperative in
early December. Almazan does hot indicate how wind speeds from December to

March were determined.

Part of the disagreement is also due to differences in reference levels. This
difference can be (partially) removed by transforming estimated wind speeds to 3 m.

Assuming neutral stability and the logarithmic wind profile:

Us Inzg-Inz,
Us 1Inz;-Inz,

where z is height (m), U are wind speeds, and z, is the roughness height (0.01 cm

[114]

(IFYGL Atmospheric Boundary Layer Panel)), U; =0.913U,. These values are shown as
the dash-dot lines in Figure 4.2(c). The agreement has improved, with the root mean
square error at 1.1 m s~! and mean bias error of 0.6 m s-!. The maximum difference is

2.4 ms~1in January.

A more instructive tomparison is Figufe 4.2(d) where estimated wind speeds
(thin line) are compared with average wind speeds derived from buoys in central
basin of Lake Ontario, which is what the model is attempting to simulate. The agree-
ment over this time period appears quite good. The roét mean square error is
0.5ms"! ‘a,nd the mean bias error is 0.4 ms~!, which as Figure 4.2(d) demonstrates,
represents a consistent underestimate. These differences must be larger on a daily
basis. Unfortunately, there are no published tabulations of average daily wind speeds.
Such tabulations wbuld pfovide a better verification of scaling functions applied in

this study.
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Atwater and Ball (1974) performed extensive analyses of _cloudiness over Lake
Ontarjo during IFYGL. These authors combined cloud data from land stations, ship
surveys, and satellite imagery, to form a cloud data-base for IFYGL. In addition,
regression equations were developed to account for lake effects on cloudiness. Two
effects were considered. First, during springtime, it was assumed that the lake surface
was much colder than the overlying air. This condition strongly suppresses cloudi-
ness over the lake in comparison to values reported at land stations. The second
effect occurred during autumn when the lake surface was warmer than the overlying
air. These ci_r’cumétanc,es would enhance convective activity over the lake surface, so
that cloudiness, especially low level cloudiness, coﬁ_ld be expected to be greater over
the lake compared to values at land stations. The correlation coefficients for these
statistical relationships were on the order of 0.25, corresponding to a coefficient of
determination (pe_rcent,ag.e. of explained variation) of approximately 6 perce.nt.» The
low dég‘ree of explanation attests to the difficulty of quantifying lake effects on

cloudiness.

Figure 4.3 illustrates the deviations between estimates. of daily total cloudiness
and values tabulated by Atwater and Ball (1974). Deviations are positive when values
from the present study exceed values given by Atwater and Ball, and negative other-
wise. The root mean square error of these deviations is 0.13, which is close to the
estimated uncertainty of cloudiness observations. The largest discrepancy between
the two cloudiness values occurs during May, when differences reach 0.92. The

difference may arise from Atwater and Ball's fog model, which predicts almost com-

" plete overcast on these days. There is some evidence (Section 4.3.1) that Atwater and

- Ball’s cloudiness values on these days are much too large. Their estimated incoming

shortwave radiation on these days are underestimated by over 20 MJ m-2 day-!. Their

cloudiness values must therefore be seriously in error.

Differences between the two data sets are much less for the remainder of the



-64-

Figure 4.3 - Comparison of Estimated Daily Overlake Total Cloudiness with Values Re-
ported by Atwater and Ball (1974) over Lake Ontario during IFYGL. Deviations are
defined as the difference of Atwater and Ball's values from values in the present study.
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study period. Values for the present study appear as positive deviations on most days
from September to March, although the differences are not much greater than could be
expected from the uncertainty of cloud observations. Mean monthly estimates of
incoming shortwave radlation (Section 4.3.1) are underestimated by amounts of order
0.1 M]J m-2day-?, however, these differences could easily arise from assumed cloud
depths. Cloudiness values also appear overestimated during September and October.
These months are also months in which incoming shortwave radiation is overes-
timated. There is thus little evidence to suggest cloudiness values in the present

study are in serious error.

4.2. Surface Water Temperatures

Comparisort of estimated and measured surface water temperatures during
IFYGL are illustrated in Figure 4.4. The full line shows estimated daily surface water
temperatures while symbols represent measured values. The measured values
include both ship and ART surface water temperatures. For this reason error bars,
representing 0.75 °C, have been included on measured values. Deviations between

estimated and measured values are shown in more detail in Figure 4.4(b).

Figure 4.4 demonstrates generally good agreement with measured values. The
root mean square error of the deviations is 1.24 °C which is within the range of root
mean square errors for the temperature-heat content relationship for the lower Great

Lakes (Section 3.4.2). The mean bias error is positive, as is evident from Figure 4.4(b).

Largest errors occur on a few selected dates. These dates correspond to major
upwelling and hydrodynamical events in Lake Ontario. The large overestimates dur-
ing the latter half of June, 1972, for example, are associated with Hurricane Agne_s'
(Boyce et.al, 1977), while colder upwelled water near the middie of August was aesoci-
ated with the "Betty” storm. Boyce et.al. noted other major upwelling events on 19
September, 18 October, and 1 to 7 November. Overestimated surface water tempera-

ture on these dates are clearly shown in Figure 4.4(b). These results were not
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anticipated when the temperature-heat content relationship was developed. The
effects, however, do not appear long-lasting, because the temperature- heat content
relationship is a strong negative feedback mechanism. There appears to be a rapid
adjustment in most lnstanc_es.. October seems to be a general exception, although, as
shown later, evaporati'on totals for October are in excellent agreement with recom-

mended values (IFYGL Energy Balance Panel).

There are two discontinuities in the estimated surface water temperatures.
These occur on 10 September, when surface water temperature decreases from

apprbximately 20.5 °C to 16 °C, and on 15 March, when temperature increases from

' approximately 1.5 °C to 2.5 °C. These discontinuities arise from the switchover of the

temperature-heat content relationship from heating to cooling phase and cooling to

- warming phase, respectively. Both functions predict nearly the same surface water

temperature in mid-March and the resulting temperature discontinuity is small, usu-

ally less than 1 °C.

The resulting temperature discontinuity in mid-September, however, can be
large. Only if the position on the warming phase function is close to the intersection
of the warming and cooling phase functions will the resulting discontinuity be small.
One method of avoiding potentially large temperature discontinuities is to rescale the
problem as follows. One first estimates the heat content for the first day of the cool-
ing phase and the heat content from the cooling phase relationship assuming tem-
perature continuity and average these two values. Surface water temperature is then
re-initialized, using the Tw = f(Q) relationship. This value of Ty is then used as the

surface water temperature for the first day of the cooling phase. This procedure pro-

' duces an error in Ty of less than 2 °C, which is less than errors resulting from the ina-

bility to simulate upwelling of colder sub-surface water.
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Figure 4.4 - Comparison of Estimated Daily Surface Water Temperature with Measured
Values (Schertzer and Sawchuk,1985) during IFYGL.
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4.3. Surface Radiation Fluxes

This section éumma;izes comparisons of estimated and measured surface radia-
tion values. Davies and Schertzet (1974) compiled measiired surface radiation totals
for a number of stations in and a,,rouﬁd Lake Ontario during IFYGL. Values included all -
components of the surface radiation balance for each of 13 zones comprising Lake
Ontario. These data have been used to derive maximum and lﬁinimum daily flux den-

sities and a mean daily value by areally weighting values recorded for each zone.

The comparisons presented in this section include estimates of radiation fluxes
by Atwater and Ball (1974). These authors performed radiation calculations at a
numbe.r of grid points over Lake Ontario to describe spatial and temporal variations
of surface radiation fluxes over the Lake Ontario. These radiation values were applied
by the IFYGL Energy Balance Panel to estimate evaporation totals, as well as other

parameters.

Incoming shortwave, incoming longwave, and net radiation, are considered in
this section. The first two fluxes represent the largest components of the surface radi-
ation balance and are the most difficult to model, as they are strong functions of the
state of the atmosphere and ground surface. Errors in reflected shortwave and
longwave fluxes are much smaller; analysis of net radiation will include effects of

errors in these fluxes.

4.3.1. Incoming Shortwave Radiation

‘Incoming shortwave tadiatidn comparisons are shown in Figures 4.5 - 4.8. Figure
4.5 illustrates the range and estimates from the present study (upper half) and Atwa-
ter and Ball (lower half) expressed as deviations from mean measured values. Vertical
scales for graphs afe’ not the same. Figure 4.5 illustrates that the shortwave fadiat,ion.
model deveiopéd in this study is capabie of estimating incoming shortwave radiation

quite well. Daily estimates are almost always within the range of measured values.
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Largest errors occur }du'rlng the spring and early summer months, as is the case with
Atwater and Ball's 'mod’el. The Delta-D, model, however, both overestimates and
underestimates. This contrasts with results from the Atwater and Ball model, where
errors of the same sign tend to oc‘cﬁr for several consecutive days. Moreover, these
errors are large, amounting to 10 to 20 M) m-2day-!. Averaged over the surface area
of the lake, this must seriously underestimate surface heat flux. It seems likely that
cloudiness values employed by Atwater and Ball for these days were seriously overes-

timated.

Averaged ‘over the study period, the root mean square error of estimates from |
the Delta-D, model are 2.46 M) m-2day-L. This is a large improvement from the
corresponding value from the Atwater and Ball model of 3.6 MJm-2 day-l. Both
models provide acceptable estimates during the winter months, although estimates
from the Atwater and Ball mode'l are consistent underestimates. This may stem from

their model which neglects multiple scattering effects.

The dis-t'ribution of radiation estimate errors are illustrated in Fig. 4.6. Figure 4.6
illustrates that errors from mean measured values (Fig. 4.6(a)) and from the range (Fig.
4.6(b)) are more evenly distributed for the Deélta-D, model. Errors from the Atwater
and Ball model tend to be negative, demonstrating that, overall, the Atwater and Ball
model tends to underestimate incoming shortwave radiation. This may be the result
of both model formulation and cloud input data, which, hc;we'ver. was more detaijled

than available for this study.

Figure 4.7 compares incoming shortwave radiation estimates from both models
as a function of cloudiness. The intervals represent 0.1 total cloudiness. Figure 4.7
shows that there is not a large dif_ferénce In estimates for C>0.6 (Delta-D, estimates
have a lower En, in all cases). The major difference between model estimates occurs
when the sKky is partially overcast with small cloud amounts. Delta-D, estimates are

superior in these circumstances, which is important because these conditions are
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_Flgufe 4.5 - Deviations of Estimates (present study - upper half; Atwater and Ball
(1974) - lower half) of Daily incoming Shortwave Radiation from Mean Measured
Values (Davies and Schertzer, 1974) over Lake Ontario, 1 May, 1972, to 31 March, 1973.
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Figure 4.6 - Frequency Distribution of Absolute Errors (Difference of Mean Measured
Values from Estimated Values) of Estimates of Daily Incoming Shortwave Radiation.
Solid line refers to results from present study; dashed line for Atwater and Ball's
(1974) results. (a) refers to deviations.from mean measured values; (b) refers to devia-
tions from the range.
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Relative 'anumy

. associated with large radiative gains at the surface, especially during spring and early

summer months.

Figure 4.8 illsutrates the effect of averaging period on root mean square errors
and D-statistic for periods ranging from 1 to 10 days. Root mean square errors for

Delta-D, estlma,tes decrease almost exponentially with increase in averaging period.
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Figure 4.7 - Comparison of Estimates of Daily Incoming Shortwave Radiation as a Func-
tion of Cloudiness over Lake Ontario, 1 May, 1972, to 31 March, 1973. Symbols
represent results from present study (full circles) and Atwater and Ball (1974) (open
circles). Diagonal lines represent the 1:1 line. :
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Figure 4.8 - Comparison of Root Mean Square Errors and D-Statistics of Estimates of
Daily Incoming Shortwave Radiation over Lake Ontario, 1 May, 1972, to 31 March,
1973, as a Function of Averaging Period. Symbols represent results from present
study (*) and Atwater and Ball (1974) (open circle). :
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Five-day estimates are almost as good as 10 day estimates. Estimates from the Atwa-

ter and Ball model decrease more slowly with averaging period; 10 day estimates are

only marginally better than 5 day means. The 7 day mean estimates, which were used

by the IFYGL Energy Balance Panel, have an error that is comparable to 3 and 4 day

mean estimates from the present study. Beyond five day periods, Ems begins to oscil-

late by approximately 0.5 MJ m~2 day-}, fllustrating the efféct of large errors occurring

~on consecutive days. Root mean square errors for Delta-D, also display this
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behaviour, but in this case oscillations are strongly damped. On a monthly basis, root
mean square errors for Delta-D; are 0.69 MJ m-2 day~! compared to 1.43 MJ m-2 day-!
for estimates from the Atwater and Ball model. These results attest to the dramatic

improvement in flux estimates possible with radiative transfer models.

4.3.2. Incoming Longwave Radiation

Comparison of estimates of Incoming longwave radiation are shown in Figs. 4.9
to 4.12. Figure 4.9 illustrates daily estimates of incoming longwave r‘adia‘tion during
IFYGL. It demonstrates that while estimates from the present study both overestimate
and underestimate, incoming longwave radiation is generally 'undetestiinated as
confirmed by Fig. 4.10. The majority of deviations lie in the range -4 to 1 MJ m-2 day-},
as compared to results from the Atwater and Ball model, where most of the deviations
are in the range -2 to 3 MJm-2day~.. These deviations are within, or close to, the
unce‘rtainty of incoming longwave radiation measurements (approximately 10 per-

cent, Latimer (1971)) for the majority of days for both models.

These comparisons emphasize the importance of accurate overlake air tempera-
tures which were available for Atwater and Ball's calculations. Figs. 4.1 and 4.2 both
suggest that overlake air temperatures are underest;!matgd in the breSent study. The
largest underestimates occur during the spring and early summer months, which is
also the period wheh errors in estimates of incoming longwave radiation are largest.
There may be another source of error. The present study assumes the altitude of the
centre of gravity temperature for emission varies from 200 m (winter) to 300 m (sum:
mer). With the assumed environmental lapse rates used in this study, this reduces the

radiating temperature by a further 2 to 3 °C. This height may be too great, e.g. an alti-

-tude of_ 100 m may be more appropriate.

On a daily basis, the root mean square error of model estimates is approximately
3.2 M m-2 day~! for the present study and 2.5 MJ m-2 day-! for the Atwater and Ball

model. Figure 4.11 coinpares estimates of lncoming} longwave radiation as a function
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of cloudiness. Figure 4.11 shows that there is very little difference between flux esti-
mates for the two models for C>0.5. The striking difference is for low values of
cloudiness, where estimates from the present model consistently underestimate
measured values. One p.osslblljty that was not considered during the model develop-

ment stage was the possbility of temperature inversions. Although the strength and

location of temperature inversions will depend on both time of day and season, orie

might reasonably assume that the diurnally-averaged environmental lapse rate in
these circumstances might be quite small, say, close to zero. Even small differences in
the assumed enVironmen_tal lapse rate could lead to large differences in flux estimates,
especially during summertime, because of the fourth power nature of‘the Stefan-
Boltzmann law. This seems td be evident in Fig. 4.11, where the largest underesti-
mates occur when the measured ﬂuxés are greater than 25 MJ m~2 day-!, i.e., summer.
These results emphas,lzé the sensitivity of longwave fluxes to air temperatures, in

contrast to shortwave fluxes which are somewhat " insensitive to the exact

- composition-temperature profile.

Figure 4.12 illustrates roét' mean square eri‘ors and D-statistic for flux estimates
as a function of averaging period. Flux estimates from both models improve with
increase in averaging period. There is little difference between estimates from either
model for 10 day perlods; One interesting result is that the D-statistic for estimates
from the present model continue to increase with averaging period. Analysis suggests
that estimates from the present study are in better agreement for averaging periods
greater than 5 days. One possible explanation for this result is the distribution of
errors as a function of time. Figure 4.9 shows that estimates from the Atwater and Ball
model are almost consistently less than mean measured values from May through Sep-
tember. Thereafter, model estimates are almost consistently grea_t_er than mean meas-
ured values. Average flux estimates do not appi‘.éclably improve with averaging

period because improvement depends on both overestimates and underestimates
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Figure 4.9 - Deviations of Estlmates (present study - upper half; Atwater and Ball
(1974) - lower half) of Daily Longwave Incoming Radiation from Mean Measured
Values (Davies and Schertzer, 1974) over Lake Ontario, 1 May, 1972, to 31 March, 1973.
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Figure 4.10 - Frequency Distribution of Absolute Errors (Difference of Mean Measured
Values from Estimated Values) of Estimates of Daily Incoming Longwave Radiation.
Solid line refers to results from present study; dashed line for Atwater and Ball's
(1974) results. (a) refers to deviations from mean measured values; (b) refers to devia-
tions from the range.

Relative Prequency

- 2% "' . 2 " ity
=10 =8 8 - -2 [ 2 4 [] [] 10

Deviations MJ m™2 day™?

ok ®

Relative Frequency
L 3
I

rvvrrveg

e el * " "% 2 2
g«m -8 -8 = -2 [] 2 4 s &8 1

Deviations MJ m~% day—?

-occurring within the averaging interval. The present model both overestimates and

underestimates and this leads to a better agreement with increase in averaging period.
On a monthly basis, root mean square error of flux estimates is 1.31 MJ m-2day-! for

the present model and 1.38 MJ m-2 day~! for Atwater and Ball's model.
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Figure 4.11 - Comparison of Estimates of Daily

Incoming Longwave Radiation as a

Function of Cloudiness over Lake Ontario, 1 May, 1972, to 31 March, 1973. Symbols

represent results from present study (full circles
circles). Diagonal lines represent the 1:1 line.
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Figure 4.12 - Comparison of Root Mean Square Errors and D-Statistics of Estimates of
Daily Incoming Longwave Radiation over Lake Ontario, 1 May, 1972, to 31 March, 1973,
as a Function of Averaging Period. Symbols represent results from present study *

and Atwater and Ball (1974) (open circle).
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It is difficult to explain why both models ﬁnderestimate incoming longwave
fluxes. Atwater and Ball had temperature and humidity profiles frorﬁ radiosonde
ascents. Therefore, boundary cbnditions for solving the radiative transfer equation
were known, as opposed to modelled. There is the possibility that these profile data
were not applicable or representative of conditions over the lake. Or, their treatment
of aerosols on infrared radiation transfer, e.g. assumed physical properties of the

aerosol model, may be inappropriate.

Flux estimates from the present model are known to be sensitive to sma_ll tem-
perature changes. For example, the root mean square error for monthly flux estimates
decreases from 1.31 M) m-2day-! to approximately 1.07 MJ m-2 day-! when the step

function for scaling functions (Table 3.2) is replaced bya polynomial approximation.
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Thus, only small temperature changes may be required to bring flux estimates into
better agreement with measured values. This might result if surface water tempera-

tures could be more accurately modelled.

There Is one other possibility that is relevant to both models. Neither model
treats multiple scattering effects in the infrared region in a credible manner. The
Atwater and Ball model relies on what is essentially a transmittance model derived

from the radiative transfer equation, while the present’model relies on elementary

- concepts from radiative transfer theory. Neglect of multiple scattering effects was

assumed on the basis that such effects are small in the infrared spectrum, since optical
depths are likely to be small. This assumption may not in fact be valid, and consistent
flux underestimates may simply be reflecting the neglect of multiple sc’atterlvng‘ effects.
The previous section demonstrated that even simple two-term radiative transfer
models .can greatly improve shortwave flux estimates compared to conventional

transmittance models. This possibility should be investigated in future research,

4.3.3. Net Radiation

Net radiation estimates include errors from each component term. Improvemént
in flux estimates will depend on simultaneous improvement in each terin, or on com-
pensating errors. Comparisons of net radiation estimates with measured values are

summarized in Figs. 4.13 and 4.14.

Figure 4.13 illustrates deviations 6f daily estimates from mean measured values
and range of daily values for both the present study and Atwater and Ball's model.
Vertical scales in Fig. 4.13 are not identical. Figure 4.13 is similar to Fig. 4.5 for
shortwave estimates. Rbot mean square error of daily flux estimates is 3.2

M) m-2day~! for the present model and 4.1 M) m-2day-! for the Atwater and Ball -

model. These root mean square errors decrease with averaging period for both

models, althohgh the decrease is much greater for estimates from the present study.

The D-statistic increases with averaging period, as both shortwave and longwave
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Figure 4.13 - Deviations of Estimates (present study - upper half; Atwater and Ball
(1974) - lower half) of Daily Net Radiation from Mean Measured Values (Davies and
Schertzer, 1974) over Lake Ontario, 1 May, 1972, to 31 March, 1973.
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Figure 4.14 - Comparison of Root Mean Square Errors and D-Statistics of Estimates of
Daily Net Radiation over Lake Ontario, 1 May, 1972, to 31 March, 1973,as a Function of
Averaging Period. Symbols represent results from present study (*) and Atwater and
Ball (1974) (open circle).
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Both models yield acceptable estimates during the winter months, although the

present model yields estimates that exceed the range by 1 to 2 M) m-2 day~!. Esti-

mates from the present model during the spring and summer months are clearly supe-

rior to those from the Atwater and Ball model, both in terms of magnitude and fre-

quency. This is significant from the surface energy balance point of view: this is the

time of maximum energy gain at the lake surface. It is important, therefore, that radxa-

tion models perform well at this time of year. The present model for estimating net

radiation perform_s well in this respect.
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4.4. Turbulent Fluxes

Estimates of turbulent energy fluxes depends upon values of the Bowen ratio,
wind speed and the mass transfer coefficient. Figure 4.15 compares estimates of daily
Bowen ratio (thin line) with values tabulated by Pinsak and Rodgers (1981) for Lake
Ontario for the period 1 May, 1972, to 11 December, 1972. Values tabulated by Pinsak
and Rodgers are considered to be exact in this analysis, as values were deri?éd from
overlake values of air and dew poiﬁt temperature, as well as known values of surface
water temperatures. They assumed a constant value for the psychrometric constant
(eq.[53]), whereas k was evaluated directly from the definition of this parameter in this
study. In addition, values from the present study incorporate the effect of humidity
on VaiUes of specific heat of air. While the net effect is likely to be small, some of the
variation between Bowen ratios shown in Fig. 4.15 will arise from this difference in

evaluation of k.

Figure 4.15 illustrates essentially two regimes of agreement. Estimated daily

' Bowen ratios fluctuate considerably from May to August , a time when overlake stabil-

ity can be generally classified as stable. Largest disagreement between model esti-
mates and observed values occur at this time of year, although individual deviations
tend to be isolated. Figure 4.15 suggests that estimates are generally in phase with
observed values, while absolute differences may be large. Much of the error in.
estimated values can be traced to errors in surface water temperature. The l‘arge‘devi-
ations occurring in early June and late July result from overestimated surface water
temperature. The impact of underestimated surface water temperatures from mid

June to early July results in underestimated Bowen ratios.

Figure 4.15 illustrates a second Bowen ratio regime beginning in September. Esti-
mates and observed values are in virtual agreement. An exception occurs near the
middle of September, when estimates of surface temperature changes from the heat-

ing to cooling period functions. This agreement is encouraging because evaporation
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Figure 4.15 - Comparison of Estimates of Daily-Averaged Bowen Ratio over Lake On-
tario, 1 May to 16 December, 1972. Values tabulated by Pinsak and Rodgers (1981)
shown by thick line. Results from the present study shown by thin line.
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rates are greatest during the autumn and winter months. The agreement is also some-

what surprising during October, where surface water temperaturés are overestimated

by approximately 2 °C. This suggests that the joint effect of errors Iniestimates of air
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Figure 4.16 - Comparison of Estimates of Weekly-Averaged Serislble Heat (upper half)

and Latent Heat Fluxes (lower half) with Values Détermined from Objective Analyses
(Holland et.al., 1981) over Lake Ontario, 1 May to 26 October, 1972.
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and dew point temperatures and surface water temperature are largely compensating.

The good agreement between estimated and observed Bowen ratios indicates that

errors in evaporation must therefore derive from errors in estimates of wind speed
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and/or the bulk evaporation coefficient Cg.

Figure 4.16 corhpafes estimated latent and sensible héat fluxes with values
obtained by objective analyses (Holland et.al., 1981). These vé_lues are considered as
the measured values in the following discussion. The utility of ;hesg values lies in the
fact that it is possible to attach confidence limits to (mean) values. Ninety-five percent
confidence limits are implied in values shown In Fig. 4.16. Estimated latent and sensi-

ble heat fluxes are shown by open squafjes in Fig. 4.16.

‘,l'he_‘root mean square error of the difference between mean measured values and
flux estimates is 0.78 MJ m-2 day~! for sensible heat flux and 1.77 MJ m~2 day-! for
latent heat flux over this time period. These values may be cor,ﬁpared with the root
mean square of the range of measured values in Fig. 4.16: 1.91 MJ m-2 day-! for sensi-
ble heat and 3.53 MJ m~2 day"! for latent heat flux. These comparisons indicate excel-
lent agreement over the period considered, which includes s‘tabilit’y classifications

ranging from very stable to very unstable.

Estimates are within the range of measured values for almost every week. The
major disagreements for sensible heat flux (approximately 1 MJ m"f’ day-!) occurs dur-
ing June when surface water temperatures are overestimated. These overestimated
surface water temperatures apparently have little or no effect on lalitent heat flux esti-
mates, however. A similar situation occuts in September, howe‘ver; the effect is quite
different. Sensible heat flux is reasonably well estimated 'whi!e‘i latent fluxes are
underestimated. These underestimates may be related to the undv'.eresti,mated wind
speed (Fig. 4.2 (d)) and/or the mass transfer coefficient which is es,séntialiy a function
of the bulk evaporation coefficient Cz. This question cannot be resolVed at the weekly
time scale. Accurate knowledge of atmospheric stability and wind speed on a daily

basis will be required to resolve this question.

Figure 4.17 compares estimated weekly evaporation totals with values tabulated

by the IFYGL Energy Balance Panel for the period 4 May, 1972, to 28 March. 1973. The
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Figure 4.17 - Comparison of Estimates of Weekly Evaporation’ Totals (thin line) with
Values Tabulated by the IFYGL Energy Balance Panel (Qulnn and den Hartog, 1981) for
Lake Ontario, 4 May, 1972, to 26 March, 1973.
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values tabulated by the IFYGL Energy Balance Panel employed Atwater and Ball’s net

radiation values and surface heat fluxes determined from verncal temperature
l
profiles on Lake Ontario. Evaporation may then be evaluated from:

Q-Q+Qu+Q
p(1 +p8)L |
The largest differences occur during August, September, and October, when

E=
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evaporation rates are approaching maximum values. The effect of errors in surface
water temperature appears ambiguous. During the latter half of June, surface water
temperatures are overestimated. This appears to have little effect on evaporation

totals. Surface water temperatures are also overestimated during early July, when the

difference between the two evaporation totals is 13 mm. Duririg the August to Sep-

' tember period, relatlye errors range from 5 to 50 percent, with overestimates and

‘underestimates being approximately equal in magnitude. From November onwards,
deviations from measured values range from -6 mm to 8 mm on% a weekly basis. The
root mean square error of the difference betwéen estimated aﬂd measured weekly

evaporation totals is 9.3 mim week-! with a mean bias error of 08 mm week !, sug-

- gesting an overall underestimate of evaporation totals.

Figure 4.18 compares weekly evaporation totals from the present study with esti-
mates by Phlflips (1978) (heavy line) and Quinn ( 1978) (dash-dot line). Phillips per-
formed evaporation calculations b;/ applying multiple regression equations to esti-
mate overlake wind speed, air, and dew point temperatures (as deséribe_d in Section3)
for a grid over Lake Ontario. Fetch and surface water temperaiUres, were known
exactly. Aerodynamic equations were applied tqestir’nate latent l'and sensible heat
fluxes, where C; was allowed to vary with atmospheric stability, élthough this was
specified as a step functiop. Phillips’ apbroach is thus similar to thé present study in

form, except that many variables are modelled in this present study.

Quinn's approach is similar in that aerodynamic equations were applied to esti-
mate daily evaporation totals. Thé major difference was that Cy was Qetermined as an
explicit function of atmosph'eric stability throtigh the nondlmensib‘nal wind speed
gradient, potentlal temperature gradient, and the Monin- Obukhov length. Input
meteorologlcal data was derived from buoys stationed in Lake Ontarlo The buoys -

became inoperative in early December.’ Quinn’s results therefore end at this time.

Figure 4.18 demonstrates that all three methods yield nearly iaéntical results
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Figure 4.18 - Comparison of Weekly Evaporation Totals for Lake O‘ntario. 7 May, 1972, -
30 March, 1973. Thick line represents estimates from Phillips (1978); dash-dot line
represents estimates from Quinn (1978); estimates from present study shown by thin
line. /

b
3

—

2
MRS AL

]
l._.

'—|:|

IJ‘.

-
o

MRAAAR IS |

Feekly Evaporation Tofals, mm
]
|

_:_EFF L e 4]

—10b—1 11 1 1 | L1 I -

MAY JUN  JUL  AUG SEP OCT NOV DEC JAN FEB  MAR
Time, 7 May, 1972, — 30 March, 1973

from the beginning of the study period (7 May, 1972) to early September. The largest
disagreement occurs in September and October with more minor va'riation§
thereafter. Accepting Phillips’ values as the measured values Ylelds a root mean
square error of 10.3 mm week~! for estimates for the present study and a mean bias

error of +0.8 mm week~!. Accepting Quinn’s values as the measured values yields a
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Figure 4.19 - Comparison of Estimated Monthly Evaporation (thin line) with Values
recommended by the IFYGL Energy Balance Panel (Quinn and den Hartog. 1981) for
Lake Ontario, May, 1972, to March, 1973.
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x"oot mean sciuar,e error of 9.4 mm week-! and a mean bias error of -0.2 mm week-1.
These results are similar to those obtained for evaporation totals recommended by
the IFYGL Energy Balance Panel, although the mean bias error is much closer to zero,
vsuggesti.ng a better overall estimate. There are clear differences in weekly evapora-

tion totals between the four sets. It is encouraging, however, that results from the
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Figure 4.20 - Comparison of Estimates of Monthly Evaporation with Values Recom-

mended by the IFYGL Energy Balance Panel for Lake Ontario, May, 1972, to March, 1973
(Quinn and den Hartog, 1981). Symbols represent present study (full circle), aero-

dynamic method (open circle), energy balance (diamond), and water balance (square).
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present study are comparable with recommmended values since the present study uses

input data collected at land stations.

Figure 4.19 compares estimated monthly evaporation totals (mm) from the
present study (thin line) with recommended values (Quinn and den Hartog, 1981). Fig-
ure 4.20 compares monthly evaporation totals from this study with values determined

from the mass transfer method, energy balance approach, and water balance methods.
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The largest difference in the present study occurs durlngvSeptem_ber when the

difference amounts to 15 mm, or 15 percent of the recommended value. Estimated

~evaporation is essentially exact in all months except September and Novembet. In no

other month does the relative error exceed 5 percent of recommended values.

Figure 4.20 demonstrates that, on a monthly basis, estimates from the present
study 'coinpare very favourably with other methods surveyed by Quinn and den Har-
tog (1981). Monthly estimates are on or near the 1:1 line for both low and high eva-

poration rates,

4.5. Ice Heat Flux

Figure 4.2]1 compares estimated weekly ice heat flux over Lake Ontario for the
period 2 November, 1972, to 28 March, 1973, with eétimates tabulated by the IFYGL
Enérgy Balance Panel. Thé agreement between the two estimates is generally éxcellent
throughout the studyvperiod. This suggests that the fractional ice concentrations
predicted by the ice mo}dvel are correct, at least in order of magnitude. The largest
differences occur over a four week period from mid-February to mid-March, when the
error ranges from 1 to 3 MJ m-2 day~!, which is similar to errors in incoming longwave

radiation. Errors at other times are insignificant.

Ice heat fluxes presented by the IFYGL Energy Balance Panel for these four weeks
may be overestimated. Boyce et.al. (1977) estimated minor energy fluxes, including
ice heat flux, and found ice heat flux values of approximately 1 MJ m-2 day~! from
mid-February to mid-March. Estimates from the present study agree with these values

closely.

4.6. Surface Heat Flux and Lake Heat Content

Figure 4.22 compares estimated ‘weekly surface heat flux with values derived
from vertical temperature profiles from ship surveys in Lake Ontario during IFYGL

(Boyce et.al., 1977). Figure 422 de_mon,ét,rates that weekly surface heat fluxes fluctuate
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Figure 4.21 - Comparison of Estimates of Weekly-Averaged Ice Heat Flux with Values
Tabulated by the IFYGL Energy Balance Panel (Quinn and den Hartog, 1981) for Lake
Ontario, 1 November, 1972, to 26 March, 1973. Modelled values are shown by thin line:
tabulated values shown by thick line. :

Ice Heat Fluz, MJ m™ day™
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about measured values by within the 5 MJ m~2 day-!, which is within the u.ncertainty
of the heat content measurements. Errors in flux estimates are evenly distributed
with respect to sign and time of year. Root mean square errors are 4.8 MJm-2 d_ay"»_.-
2.2 MJ m-2day-), and 1.0 Mjm-2day-! for _weekly.. biweekly, and monthly periods,

respectively.

Accurate surface heat fluxes are required for evaluation of lake heat content,

which, in turn, is required in estimating surface water temperature. Comparison of
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Figure 4.22 - Comparison of Estimates of Weekly-, Biweekly-, and Monthly-Averaged
Surface Heat Flux with Values Interpolated from Heat Content Measurements (Boyce
et.al., 1977) for Lake Ontario, 3 May, 1972, to 28 March, 1973. Model estimates shown
by thin line; values inferred from heat content measurements by thick line.
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- Figure 4.23 - Comparison of Estimates of Daily Lake Heat Conténts with Measured
Values (Boyce et.al., 1977) for Lake Ontario, 1 May, 1972, to 31 March, 1973. Model es-
timates shown by full line; measured values given by error bars.
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estimated daily heat contents with measured values (Boyce et.al. 1977) are illustrated
in Figure 4.23. The full line represents the modelled heat content, while symbols

represent measured values. Boyce et.al. estimated the magnitude of several sources
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of error aﬂ'ecting heat content measurements. The error bars represent these meas-
urement errors. In general; measurement errors vary from approximately 1 to 10 per-

cent of heat content values.

Flgur'e_ 4.23 illustrates excellent agreement betweén estimated and measured
heat contents. The largest disgreement occurs in the September-October period,
when surface water temperature must be estimated from the c,oolivng‘phase function.
Errors in surface water temperature at this time of year are therefore critical. During
the rest of the year, heat contents are accurately estimated. Estimates are within, or
close to, uncertainty limits of measured values. Part of this good .a.greement arises
frpm the negative feedback nature of the surface water temperatiire-heat content rela-
tionship. Errors are never allowed to amplify. The agreement is also good because
major components are estimated well at the times that it is important to estimate
accurately, l.e., net radiation during the spring and early summer months and latent

and sensible heat fluxes during autumn and early winter months.
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S. ENERGY BALANCE CLIMATOLOGY OF THE LOWER GREAT LAKES

'~ The model for evaluating radiation and energy balance components described
in Sections 2 and 3 was applied to estimate daily values for the lower Great Lakes

for the period 1953-1983. This Section describes the results of this simulation.

Figure 3.1 illustrates shoreline stations from which meteorological data were

merged to form a meteorological data base for each lake. Meteorological stations

are not equally distributed: the data base is biased to data from Canadian stations
for Lake Ontario and to the American stations for Lake Erie. No sensitivity analyses
have been performed to estimate the impact of station bias to the data base, but it
is believed to be small as prevailing winds are from the west to southwest, which is

nearly coincident with the major axis for both lakes.

S.1. ENERGY BALANCE COMPONENTS

Figures 5.-1 and 5.2 illustrate maximum, mean, and minimum five-day values for
selected -hydrometeorological variables, radiation and energy balance components
for Lake Erie and Lake Ontario, 1953-1983, respectively. Comparison of mean
monthly values is shown in Fig. 5.3. In general, maximum and minimum values

represent approximately two standard deviations from estimated mean values.

Air and dew point temperatures are similar for both lakes. The largest
difference occurs from April to July, when Lake Erie air temperatures are greater
than for Lake Ontario. The difference in air temperatures is approximately 4 °C,
and approximately 1 to 2 °C for dew point temperatures. Part of this difference
arises from Lake Erie’s more southerly position, while much of the difference is
accounted for by low surface water temperature of Lake Ontario at this time of
year. This pattern Is reversed during late autumn and eafly winter months when

Lake Ontario is warmer than Lake Erie, although the differences are small.

Maximum wind speeds are observed during December and Januaty, when they
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Figure 5.1 - Maximum, Mean, and Minimum Five-Day Hydrometeorological, Radiation, -
and Energy Balance Components for Lake Erie, 1953-1983.
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| average approximately 11 m s for Lake Ontario and 8 ms™* for Lake Erie. Lowest

wind speeds are observed during May and June when they average approximately 4

\ to 5 ms™. There is little difference in wind speeds during early summer months.

! The difference is much larger, however, during the winter months when it amounts

w " to approximately 3 ms™. The difference arises from the greater scaling for wind

speeds over Lake Ontario that arise from the larger difference between overland air
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Figure 5.1 - Maximum, Mean, and Minimum Five-Day Hydrometeorological, Radiation,
and Energy Balance Components for Lake Erie, 1953-1983.
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temperatures and surface water temperatures at this time of year.

Cloudiness is slightly greater over Lake Erie than over Lake Ontario during
winter and early spring, although these differences are slight. Cloudiness is nearly
identical for both lakes from May to November. Maximum cloudiness for both lakes
occurs during November and Dec¢ember (approximately 80 percent) and is least dur-

ing July, August, and September (approximately 50 percent) when surface pressure
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Figure 5;1 - Maximum, Mean, and Minimum Five-Day Hydrometeorological, Radiation,
and Energy Balance Components for Lake Erie, 1953-1983. '
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is greatest over both lakes. Largest surface pressure at this time of year occurs in

association with maximum poleward displacement of the hermuda anticyclone.

Seasonal variation of surface visibility is similar for both lakes.  The data
reveal a primary maximum during April and October, when cyclonic activity is
greatest. Minimum values are observed during the winter months when migratory

anticyclones stagnate over the Great Lakes basin. This is also the time when indus-
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Figure 5.1 - Maximum, Mean, and Mlnlmum Five-Day Hydrometeorological, Radiation
and Energy Balance Components for Lake Erie, 1953- 1983
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trial activity is greatest and convective motions are least. A weaker, secondary
minimum occurs during August when the Bermuda anticyclone is displaced pole-
ward. Visibility is consistently greater over Lake Ontario than over Lake Erie. This

difference averages approximately 4 km.

Monthly estimates of ice concentration are in excellent agreement with

tabluated values of Assel et.al. (1983). It is therefore anticipated that estimates of
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Figure 5.1 - Maximum, Mean, and Minimum Five-Day Hydrometeorological, Radiation,
and Energy Balance Components for Lake Erie, 1953-1983.

N Fes wn AR MAY  JUN  JUL AUG SEP  OCT WOV DEG
e of Year

surface albedo are correct. Bowen ratios are similar for both lakes. Largest values

are observed during the winter months. Minimum values are found du,riﬁg the late

spring and early summer months, when g, is approximately zero. Bowen ratios are,

however, most variable at this time of ye'ar. They fluctuate within a much narrower

range during the winter.

Shortwave radiation K, is greatest during June and July and least d‘ur‘ingv
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Figure 5.1 - Maximum, Mean, and Minimum Five-Day Hydrometeorological, Radiation,
and Energy Balance Components for Lake Erie, 1953-1983.
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December, when the intensity of the incoming solar beam at the top of the a’t_mo-

sphere is least and cloudinéss is generally greatest. Shortwave radiative income is

very similar for both lakes from September to December. Incoming shortwave radi-

ation is greater over Lake Erie from January to March, while Lake Ontario has a

larger receipt from May to July. 'B<’>th lakes have similar geographical position.

Therefore, differences in daylight period are minor. These differences in shortwave
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Figure 5.1 - Maximum, Mean, and Minimum Five-Day Hydrometeorological Radiation,
and Energy Balance Components for Lake Erie, 1953-1983.
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income arise for» two quite different reasons. During the wihte,r months, Lake Erie is
largely ice-covered. Ice-cover greatly enhances multiple scattering of shortwave
radiation and is responsible for the larger shortwave radiative income over Lake

Erie. Lake Ontario experiences rela;ive,ly little icé-cover during the winter and mul-

~ tiple scattering effects are therefore reduced.

Cloudiness is similar for both lakes at all times of the year, however, visibility
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Figure 5.2 - Maximum, Mean, and Minimum Five-Day Hydrometeorological, Radiation,
and Energy Balance Components for Lake Ontario, 1953-1983.
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is greater over Lake Ontario than over Lake Erie. This results in a greater shortwave

radiative income over Lake Ontario for the May through July period. The difference,

approximately 2 to 4 Mj m™ day™, is not insignificant and emphasizes the impor-
tance of incorporating aerosol effects on radiative transfer.

The reflected shortwave radiatlc;n, being directly proportional to Kp and the

surface albedo e, is largest over Lake Erie during February and March when ice con-
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Figure 5.2 - Maximum, Mean, and Minimum Five-Day Hydrometeorological, Radiation,
and Energy Balance Components for Lake Ontario, 1953-1983.
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centrations are greatest. Reflected shortwave radiation is approximately one half of
the incoming shortwave radiation at this time of year. The small ice concentrations
over Lake Ontario have little impact on reflected radiation as the incoming
shortwave radiation at this time of year is also small. Thus, annual variation of
-reﬂécted shortwavé radiation over Lake Ontario is very similar to that for incoming

shortwave radiation.
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Figure 5.2 - Maximum, Mean, and Minimum Five-Day Hydrometeorological, Radiation,
and Energy Balance Components for Lake Ontario, 1953-1983.
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Incoming longwave radiation is largest during July and August and least in

January and February. This pattern strongly mirrors the seasonal variation in air

temperature. Longwave fluxes are greater over Lake Erie than over Lake Ontario at
all times of the year except during November, December, and January, when they
are approximately equal. During May and June, incoming longwave over Lake Erie

exceeds that for Lake Ontario by 2 to 4 MJ m™> day'l. This difference results from



- 108 -

Figure 5.2 - Maximum, Mean, and MlnlmumLFive-Day Hydrometeorological, Radiation.
and Energy Balance Components for Lake Ontario, 1953-1983.
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greater air temperatures over Lake Erie at these times, but may also reflect a greater
radiative income from greater aeroso] concentrations.
On an annual basis, incoming longwave radiation ranges from approximately
23 MJm~2day” in January to 34 ‘MJI m~2day” In July for Lake Erie and 22
MJ m~2 day™ in January to 33 MJ m~2day™! in August for Lake Ontario. This is a

range of approximately 11 MJ m™2 day™! for both lakes and is approximately one
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Figure 5.2 - Maximum, Mean, and Minimum Five-Day Hydrometeorological, Radiation,
and Energy Balance Components for Lake Ontario, 1953-1983.
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half the annual range for incoming shortwave radiation. This is a consequence of
cloudiness which affects longwave radiation income differently from shortwave
radiation receipt. During winter months, when cloudiness is greatest, incoming
longwave radiation is greater than would be observed if there less clbud. The
opposite effect occurs dur’i'ngzs'um‘m'er months when cloudiness ls' less. In these

months, incoming longwave radiation is less than would be observed if cloudiness
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Figure 5.2 - Maximum, Mean, and Minimum Five-Day Hydrometeorological, Radiation,
and Energy Balance Components for Lake Ontario, 1953-1983.
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were greater. The net result is that the seasonal variation of cloudiness reduces the
annual range of ihcoming longwave radiation. Shortwave radiation is directly pro-

portional to cloudiness. In wintertime, cloudiness reduces an incoming solar beam

that is initially low in intensity. During the surimer months, the incoming solar

beam is much more intense while small cloud amounts result in large radiative

gains at the surface.
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Figure 5.2 - Ma,xlmum. Mean, and Minimum Five-Day Hydrometeorological, Radiation,
and Energy Balance Components for Lake Ontario, 1953-1983.
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The upward emitted lbn_gwave radiation L, being directly proportional to sur-
face water temperature, displays the same seasonal varia_tion as the latter. Outgoing
longwave radiation is largest during August for both lakes and least in February
when surface water temperatures are at, or near, minimum values. Outgoing
longwave radiation is slightly larger for Lake Ontario from December to February

when Lake Ontario is slightly warmer than Lake Erie. The largest difference occurs-
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C,dmparison of Mean Monthly Values for Selected Hydrome‘teoiolog’ical

Variables, Radiation, and Energy Balance Components for Lake Erie (thin line) and

Lake Ontario (thick line), 1953-1983.

Figure 5.3 -
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during the May through August period when Lake Erie is significantly warmer than
Lake Ontario.

Net radiation balance is the joint effect of the net shortwave and net longwave
balances. For both lakes, net radiation is a sl_owly' varying function of_ time of year.
It is approximately zero from late November to early February. It has a broad,
rather featureless. maximum in summer when it averages approximately 15
MJ m~2 day™ (Lake Erie) to 18 M) m™2 day™ (Lake O'ntario) from mid- May to late
July and then begins decreasing rapidly thereafter. Net radiation income is very
similar for both lakes and strongly mirrors the shortwave income, except that
values are reduced by approximately 4 M) m™2 day‘l. which is approximately the
amount outgoing longwave radiation exceeds the incoming longwave radiation. Net
radiation is greater over Lake Ontario (approximately 3 to 4 M] rri'2 daf’) from May
to August. This result largely reflects the increased shortwave radiative income

arising from reduced aerosol concentrations.

Seasonal variation of latent and sensible heat fluxes is opposite to that of net
radiation. Largest latent heat fluxes occur during autumn and winter months while
smallest valueé are observed during late winter and spring months. Figure 5.3
shows, however, that times of maximum and minimum values for Lake Ontario lag
behind those for Lake Erie by approximately two to three months. Largest latent
heat fluxes occur during October for Lake Erie and December for Lake Ontario.
These differences arise from the differences in timing of occurrer;ces of maximum
temperature and vapﬁur pressure grad_ients betwe‘e"n lake surface and overlying air.
The larger heat éontent of Lake Ontario ensures that surface water temperatures
decréase at a slower rate, while Arctic air masses generally appear in late November
and early De'cember. The magnitude of latent heat fluxes during the high evapora-

tion months is similar for both lakes, approximately 10 Mj m™> day".

Latent heat fluxes decrease during the winter months, although the decrease is
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much more rapid over Lake Erie because of seasonal ice-cover. Lake Ontario, with
little ice cover, averages 5 MJ m™ day™ during these months. During the spring
months, latent heat fluxes over Lake Erie are small, but positive, and become large
by July and August as surface water temperature rapidly increases. Lake Ontario
heats up much more slowly. During May and June, ambient dew point temperatures
are abproxlmately equal to, 6r greater than, surface water temperature of Lake
Ontario. The result is that latent fluxes are frequently close to zero or negative
(condensation) for these months. Surface water temperatures begin increasing

rapidly during July and August, and latent heat fluxes begin increasing.

Seasonal variation of sensible heat fluxes mirrors that of latent heat fluxes,
since sensible heat flux is directly proportional to the la_t_e_ht heat flux by the Bowen
ratio. Sensible heat fluxes are less than latent heat fluxes, as the average Bowen
ratio is less than one. Largest differences between the ’lakes occurs from Deceﬁber
to March, when the difference is appréxl_mate_ly,s MJ m™ da'y“. Differences are
much smaller at other times of the year. Lake Ontario sensible heat fluxes a_veragé
-1 to -2 MJ m= day'l from April to July, indicating a heat gain at the surface. Sensi-
bl.e heat fluxes over Lake Erie during these months is approximately zero or slightly
negative. On a annual basis, maximum sensible heat fluxes lag behind maximum
latent heat fluxes for both lakes. This effect arises from the difference in seasonal
variation of latent heat ﬂu.'x‘ and Bowen ratios. The latter lags behind the former in
such a way that the increase in Bowen ratio is larger than the decrease in latent heat
flux. The difference is usually sx'hal]. but large enough to yield maximum sensible

heat fluxes after largest latent heat fluxes have occurred.

The surface heat flux is the joint effect of net radiation and turbulent heat
fluxes. Seasonal variation for both lakes is very similar: maximum heat gain occurs
during June for both lakes, while largest losses occur in November for Lake Erie and

December for Lake Ontario. Maximum and minimum heat fluxes are approximately
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20 MJ m™ day'l for Lake Ontario and approximately 12 M} m™ day'l -for Lake Erie.
Annual net surface heat flux is not zero, however. It is close to zero for Lake Erie
over periods ranging from three to six years. Lake Ontario appears to be gaining
heat on an annual basis, although the gain over the 31 year period is small, amount-
ing to appfoxlma_tely 0.4 percent of average annual minimum heat content. This

value is well within the estimated measurement error for heat contents.

5.2. LAKE HEAT CONTENT

Accurate evaluation of lake heat content is a crucial step in model calculations

~ because surface water temperature, upon which estimates of several other variables

are made, is directly proportional to heat content. On the other hand, lake heat
content serves as an important constraint on estimated surface heat fluxes and, in
turn, on estimated turbulent heat fluxes. Heat content measurements afford an
independent verification of surface heat estimates and provide some insight into
the stability of the numerical algorithm. This section describes the comparison of
daily estimates of heat content with measured values for Lake Erie. Similar com-
parisons have been performed for Lake Ontario, however, they are not very

different from those presented in Figure 5.4 for Lake Erie.

Figure 5.4 illustrates daily estimates of heat contént for Lake Erie for 1953 to
1983. Measured heat contents, obtained from vertical temperature profiles from
ship surveys, are available for the period 1967 to 1980. These are shown as filled
circles on the appropriate dates. Mean daily heat contents, obtained by averaging

over the 31 year period, are shown by the dotted line.

The estimated daily heat contents were obtained with a single run of the com-
puter programme. The results are encouraging. Agreement between estimated and
measured values are generally quite good, especially between 1967 and 1973 when
estimated values are in virtual agreement with measured values. Estimated heat

contents appear consistently overestimated during 1978 and 1979, while the
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agreement improves during 1980. The overall agreement is thus seen to be good,

especially since the inodel had been simulating daily heat contents for 14 years

before the first measured values became available,

The good agreement suggests that the model representation of the physics of
the surface heat transfer is correct. The major uncertainty are heat contents during
the winter months, when ice conditions preclude ship surveys. No "run-away" situa-
tions (e.g. négative heat contents which arise in frequent large heat losses during
winter) were ever witnessed during the 31 year period, however, and this suggests

that wintertime heat contents are reasonably well estimated.

There is one source of uncertainty in these results. This is the effect of lake
levelsAon heat content values. Lake surface area is assumed cons‘tani in this study,
which implies a constant lake level. Lake levels vary seasonally.le.g. snowmelt dur-
ing March and April, and with heavy precipitation events. The good agreement
between estimated and measured heat contents between 1967 and 1973 suggests
these effects may be small, although they may have some bearing on overestimated

heat contents in 1978 and 1979.

Finally, the model was developed and tested with data from Lake Ontario. It is
therefore encouraging that the model has performed well for Lake Erie. These
results provide confidence that the model has captured the essential physics and is

numerically stable.

5.3. LONG-TERM VARIATIONS

. Figures 5.5 and 5.6 illustrate txhe annual variation of hydrometeoroiogic’al vari-
ables, radiation, and energy balance components for Lake Erie. and Lake Ontario,
respectively, for the period 1953-198'3. Trends are observed for some of the vari-
ables, while other variables display little or no trend. The best documented trend

has been the decrease of air temperatures since the late 1940's. Figures 5.5 and 5.6
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demonstrate decreasing air temperatures over both lakes sl’nce‘ 1953. The decrease
is not consistent and several years (1953, 1955, 1959, 1964, 1973, 1975, and 1983)
stand out as years with well-above average (for 1953- 1983 period) annual tempera-
tures. The decrease in annual temperatures appears to have halted near 1965 and
fluctuate fbr approximately the next ten years. Air temperatures over both lakes
then begin increasing. Since 1978, mean annual air temperatures have risen 2.3 °C
over Lake Erie and 1 °C over Lake Ontario. By 1983. mean annual temperatures
were well above the 31 year average and close to values observed near the begin-

ning of the study period.

Dew point temperatures and surface water temperatures closely mirror the
changes that have occurred in air temperatures during this time. Since 1978, annual
surface water temperatures have increased for both lakés. although the increase has
beén more moderate for l;ake Ontario than for Lake Erie. In this same period, how-

ever, dew point temperatures have increased by the same amount for both lakes.

Annual variation 6f Bowen ratio appears erratic over Lake Ontario, with largest
values occuring between 1968 and 1980. Over Lake Erie, annual Bowen ratios

appear to be inversely proportional to mean annual temperature.

Annual variations in cloudiness appear to be the same over lakes, with a very
smﬁll increase over this period. There appears to be iittle variation in annual mean
visibility over Lake Ontario. Lake Erie visibilities fluctuate about the 31 year mean
until approximately 1970,' after which time visibilities begin increasing. Since 1972,
annual meéan visibility has increased by nearly 3 km. The value for 1983, 12.7 km, is

close to values observed for Lake Ontario (13.1 km).

wind speed has varied similarly over both lakes. Values increased between
1953 and 1958 and then began slowly decreasing until 1976. Wind speeds for 1976
are amongst the highest values observed for both lakes during the 31 year period.

Wind speeds have .decreased since 1977. By 1983, annual wind speeds had
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Figure 5.5 - Annual Variation of Hydrometeorological Variables, Radiation, and Ener-
gy Balance Components for Lake Erie, 1953 - 1983. Mean values for 1953-1983
period shown by thin dashed line.

decreased close to low values observed in the early 1950’s.

Ice concentrations have varied inversely with air temperatures. Thus, there has

been a slow, but steady, increase in annual mean ice concentrations over Lake Erie
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Figure 5.5 - Annual Variation of Hydrometeorologlcal Variables, Radiation, and Ener-
gy Balance Components for Lake Erie, 1953 - 1983. Mean values for 1953-1983
period shown by thin dashed line.
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which apparently culminated in 1970." Ice concentrations then decrease dramatically
to 1975 (to low values observed in the early 1950’s) and then increase rapidly to

near record values in 1978. Values decrease slowly thereafter and especially in
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Figure 5.6 - Annual Variation of Hydrometeorological Variables, Radiation, and Ener-
gy Balance Components for Lake Ontario, 1953 - 1983. Mean values for 1953-1983
shown by thin dashed line.
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1983 when there is a large decrease associated with the record warmth of 1983.
This pattern is also observed for Lake Ontario. Surface albedo is directly propor-

tional to ice concentrations, and thus annual variation in surface albedo and
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Figure 5.6 - Annual Variation of Hydrometeorological Variables, Radiation, and Ener-
gy Balance Components for Lake Ontario, 1953 - 1983. Mean values for 1953-1983
shown by thin dashed line.
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reflected shortwave radiation is almost identical to that for ice concentrations.

Incoming shortwave radiation appears to fluctuate around the 31 year period

mean from 1953 to 1963 and then begins to slowly decrease thereafter. This pat-
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tern is observed for both lakes. The decrease appears to have halted ih 1973 for
Lake Erie and 1972 for Lake Ontario. The decrease appears to be related to iricreas-
ing cloudiness over this period of time. The decrease, 1.6 M] m™2 day~’, Is the same
for both lakes. Incoming shortwave radiation receipts have lnci'eased over Lake

Erie since 1972, mostly as a result of increased visibility. Incoming shortwave radi-

-ation receipts have fluctuated 'about the 31 year mean value for Lake Ontario,

although the results suggest a steady Increase since 1979,

Incoming longwave receipts have generally declined from 1953 to approxi-
mately 1970 after which time receipts begin increasing. The decrease prior to 1970
amounts to approximately 1 MJ m™ day". and is slightly more than half the
decrease in lricoming shortwave radiation. This may be the result of increasing
cloudiness which has reduced, at least partially, thé effect of decreased tempera-
tures. Incoming longwave fluxes have generally inc;eased since 1970, with values in
1983 close to, or equalling, the large values observed near the beginning of the
study period. The upward emitted longwave flux, being directly proportional to

surface water temperature, varies in almost the same manner as the latter.

The net effect of changes in radiative fluxes is summarized by variations in net
radiation. For Lake Ontario, annual variations in net radiation are small, rarely
exceeding 0.3 M] m™ day—l. Variations are much larger over Lake Erie, amounting
to approximately 0.8 MJ m™ day"'. Net radiation over Lake Erie appears to respond
much more closely to changes in air temperature. For example, annual net radiation
decreases by 1.4 M) m™ day™' between 1975 and 1978 when the corresponding
change in annual mean air temperature is 1.8 °C. In contrast, the corresponding
temperaiure change over Lake Ontario during the same time period is 0.8 °C while

net radiation decreases by only 0.3 MJ m™ day".

Annual variations in latent heat transfer closely follow variations in net radia-

tion. Thus, evaporation and latent heat fluxes have generally decreased from the
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large values observed for the 1950's until approximately 1972 (Lake Erie) and 1974
(Lake Ont_a_rlo). Thereafter, latent heat fluxes display minor fluctuations, with
increased Vaiues near 1975 when wind speeds increase. Sensible heat fluxes are
proportional to both the Bowen ratio and latent heat fluxes. The net effect is one in
which sensible heat fluxes; for both lakes, fluctuate on a time period of approxi-
mately three (Lake Erie) to five (Lake Ontario) years with little or no trend over the

31 year period.

The net effect of annual variations in radiation and turbulent fluxes is one
where annual surface heat fluxes are approximately balanced for Lake Erie over
periods ranging from three. to five years, while Lake Ontario has recorded a small
gain over the 31 year period. These results suggest that lake hgat content is a
strongly conservative property of the lake system and resilient to thirty year period

variations in hydrometeorological variables.

Several years emerge as distinctly different from average conditions. Figure
5.4 illustrates these years for Lake Erie. These years include: 1953, 1955, 1959,
1982, and 1983. These years are notable for the well-above average heat contents
compared to normal. These years are similar in that above-average heat contents
were recorded during summer months. The winters of 1953/54, 1954/55, 1963/64,
1973/74, 1979/80, and 1982/83, also emerge as unusually mild winters with well-
above heat contents. Some abnormally cold years with well-below average heat
contents are also observed. These include the summer months of 1963, 1965, 1971,
1972, and 1976; The winter periods of 1961/62, 1969/70, 1976/77, 1977/78,
1978/79, and 1981/82, are notable for winters with below average heat contents.
These deviations from average conditions are remarkable for length of time over
which they occur, lasting anywhere from four to six months. Thesé variations in
heat content are clearly different from the synoptic effects on, fbr example, eva-

poration described by Quinn and den Hartog (1981).
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These longer-term variations suggest a persistence of certain synoptic events.
Three of these events have been examined In further détall for Lake Erie. These
include: (i) June to October, 1983, (ii) November, 1982, to Api'l,l. 1983, and (iii) June
to September, 1972. The first two periods represent above normal lake heat con-
tents during summer months and winter months, respectivelfy. The third period

represents below normal lake heat contents during summer.

Figure 5.7 illustrates five-day mean values of selected hydrometeorological
variables (thlck line) and corresponding mean (1953-1983) five-day values (thin
line). Throughout this period, air (and'dew point) te_inperatures are well above aver-
age V‘alues_. ranging ffom 2 to 4 °C above average. Atmospheric pressure is above
average for most of the time, while wind speeds and cloudiness are both bélow
average. This combination suggests extended anticyclonic wevatyhe'r arising from a
poleward displacement of the Bermuda anticyclone. In this situation, both incoming
shortwave and longwave radiation are well above noi'mal. Throughout much of
June and July, net radiation averaged 4 to 5 MJ m™ day‘l above average, and was

near normal, or slightly above normal, throughout the remainder of the period.

The Bowen ratio was generally below average during this period, and was fre-
quently negative, especially during June and July indicating sensible heat transfer
to the lake surface. Latent heat fluxes are also observed to be below average. The
aver:;ge deviation throughout much of the June to August period is approximately 2
to 4 MJ m= da’y'l. The combination of increased radiative receipt, reduced loss of
latent heat, and (a small) gain of sensible heat results in above average surfa,_cé heat
flux. Surface heat flux is found to be abbve average through most of June, the first
half of July, and most of August and early September. The average deviation is
modest, approximately 3 MJ m~2day~’, but extended over a long period of time

amounts to a large heat gain by the lake..

Figure 5.8 illustrates five-day means for hydrometeorological variables from
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Figure 5.7 - Five-Day Mean Air Temperatures, Dew Point Temperatures, Surface Wa-
ter Temperatures, Wind Speed, Cloudiness, Net Radiation, Latent, Sensible, and Sur-
face Heat Flux, for Lake Erie, 1 June, 1983- 31 October, 1983 (thick line) and
Corresponding Long-Term (1953-1983) Values (thin lines).
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Figure 5.8 - Five-Day Mean Air Temperatures, Dew Point Temperatures, Surface Wa-
ter Temperatures, Wind Speed, Cloudiness, Net Radiation, Latent, Sensible, and Sur-
face Heat Flux, for Lake Erie, 1 November, 1982 - 30 April, 1983 (thick line) and
Corresponding Long-Term (1953-1983) Values (thin line).
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November, 1982, to April, 1983. This period is notable in that it coincides with one
of the most intense and longest lasting E! Nino events on record (Ramage, 1987).
Like most El Nino events, the event of 1982/83 began in early December, but unlike
most occurrences lasted much longer, in this case until mid-April. Air temperature
(and dew point temperatitre) averaged 2 to 10 °C above average, and was below
average (approximately 1 °C) on only three occasions from the beginning of

November to the middle of April.

The distribution of atmospheric pressure illustrates several intense cyclonic
events, following a more poleward than normal path, were largely responsible for
warm air advection into the Great Lakes basin. Some of the above average tempera-
tures, however, with clearly associated with the poleward extension of the Bermuda
ahticyclone. It is these conditions that resulted in a Bowen ratio average value of -2
during February. Bowen ratios were below normal throughout most of the period,
as were wind speeds, especially from mid-January to mid-March, when they aver-

aged 2 to 3 1 s~ below average.

Cloudiness was abové averége throughout much of the period. Net radiation

~was above average for most of the period, and in fact, was positive for most of

November, Dgcember. and January, when it is normally negative. Most of the gain in
net radiation can be attributed to increased incoming longwave radiation, which

increased in response to both increased cloudiness and atmospheric temperatures.

The combined effect of below average Bowen ratios, reduced wind speeds, and

_ positive net radiation, resulted in greatly reduced latent and sensible heat losses

from the lake surface. In fact, on a number of occasions in November and
December, .the lake was actually gaining sg’nslble heat from the atmosphere. The
net effect on the surface heat flux was;to greatly reduce the heat loss at the surface.
The effect was most notable during November and December and from mid- Febru-

ary to mid-March, when heat losses were as much as 12 M) m™ day™! below average.
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On one-third of the days in December, the lake experienced a net heat gain,
although the gain was small, generally less than 1 M} m™ day™. This value may be
comphred with an éverage daily loss of -12 MJ m™> day'l for December for the 31

year period.

Figure 5.9 illustrates extended, below normal, heat contents that existed over
Lake Erie during the summer months of 1972.' In many ways, meteorological condi-
tions over Lake Erie during this time period were very similar to those over Lake
Ontario during IFYGL. Thus, air temperatures averaged well below average from
‘early June to mid-July and from the third week of July to the third week of August.
Five-day mean air temperatures exceeded average values on only three ofcasions
from the beginning of June to the middle of September, and never by more than 0.5

°C. Throughout much of this period, air temperatures averaged 2 to 4 °C below

- average, which Is similar to results obtained over Lake Ontario (Phillips and Alma-

zan, 1981).

The overall synoptic pattern for thlese summer months was characterized by
the polar vortex over Baffin Island with a mean trough to Lake Ontario. The result-
ing wind flow was described as weak westerlies (Phillips and Almazan, 1981).
Eicept for two exceptions in June, mean wind speed was below normal for most of
June and July. The remnants of Hurricane Agnes, on 21 June, was the only major
cyclonic event of the summer (mean pressure, 968 mb). There is relatively little
variation in surface pressure, suggesting relatively little movement of the trough.
Cloudiness was well above average, especially during June, and from the middle of

July to the middle of August.

~ The above average cloudiness accounted for a well-below average net radia-
tion, which was reduced through reduction of incoming shortwéve radiation. The
increased cloudiness partially offset the reduction in incoming longwave radiation

due to lower air temperatures. The reduction in net radiation is observed to be
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Figure 5.9 - Five-Day Mean Air Temperatures, Dew Point Temperatures, Surface Wa-
ter Temperatures, Wind Speed, Cloudiness, Net Radiation, Latent, Sensible, and Sur-
face Heat Flux, for Lake Erie, 1 June, 1972 - 30 September, 1972 (thick line) and
Corresponding Long-Term (1953-1983) Values (thin line).
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large: five-day mean values were reduced by 5 to 12 MJ m™ day',l from the begin-

ning of June to the middle of August.

Latent heat losses were generally above average during June, as were sensible ,

heat fluxes, largely as a result of above average wind speeds, especially during the
passage of Hurricane Agnes. Wind speeds were below normal throughout much of
July, with the result that the latent heat flux was well below average values, by

approximately 6 M] m‘z day™. There was a slight gain (approximately 1

MJ m™ day"_) by the lake of sensible heat from the atmosphere. The reduction in

latent and sensible heat losses reduced the impact of a below average radiative
v \
receipt. Nevertheless, the surface heat flux was below average through all of June

and much of July and August. On approximately one third of the days of june,

when surface ‘heat flux averages approximately 14 MJ m™ da‘y". the surface heat

flux was close to zero or negative.

' 5.4. COMPARISONS WITH OTHER STUDIES

There are few studies of the lorig-term surface energy balance of the lower
Great Lakes. Derecki (1975) applied the water balance method and two variants of
the mass transfer a'pproa_ch (MT-1 and MT-II) to estimate monthly evaporation totals
for Lake Erie for the period 1950-1968. Yu and Brutsaert (1969), using meteorologi-
cal data from Toronto and Rochester and a mass transfer procedure, estimated
monthly evaporation totals for Lake Ontario for the period 1872 to 1965. Schertzer
(1987) applied what is essentially Derecki’s MT-I approach for Lake Erie for the
period 1967-1982, although calculations were not performed for the months of
December through March. These four studies overlap with the present study and

permit comparisons of evaporation estimates.

Figures 5.10 and 5.11 compare monthly evaporation estimates from the present
study with Derecki’s MT-1 (Fig. 5.10) and MT-lI (Fig.5.11) estimates for the period

1953 to 1968, while Fig. 5.12 compares evaporation estimates from the present
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study with those of Yu and Bruts_aeft for Lake Ontario for the period 1953 to 1965.
Figure 5.13 summarizes the comparlsbns for mean monthly values for the respec-
tive time periods. The studies are similar in that evaporation is determined from
variants of the mass transfer method. The major differences lie in: (i) the number of
stations from which data was used to estimate mean meteorological conditions over
the lake, (ii) determination of surface water temperature, (iii) incorporation of

atmospheric stability effects, and (iv) evaluation of net radiation.

Derecki’s (1975) MT-1i approach consisted of surface water temperatures
derived from water intakes at Erie and Lake Avon, Ohio, with adjustments to over-
lake conditions. Derecki observes that "the average temperature from these two
sta.tvlons was considered to be sufficiently representative of the whole lake by
Powers et.al., (1959)". The time period associated with this average is not given, nor
are any comparisons between estimated and measured surface water femperatures.
The number of meteorological stations used in Derecki's study and the present
study is the same, while overlake wind speeds were scaled by Lamire's (1961)
monthly wl_rid ratios -for March through October and Richards and Fortin's wind
ratios for November through February. The mass transfer results shown in Fig. 5.10
is based on Harbeck’s (1962) mass transfer coefficient where the need for adjust-
ment of hu‘midity values is eliminated. Richards and Fortin’s monthly scal,ing ratios
foi- wind speed during the autumn and winter months (October through February)
are lgrge: they range from 1.94 in February to 2.09 in November. These values are
considerably larger than usé,d in the present study and must have considerable
impact on evaporation estimates. Derecki considered effects of atmospheric stabil-
ity on wind ratios (with values from Richards etal., 1966), but elected to not
include stability effects on the basis that evaporation estimates using monthly wind

ratios gave better results.

Derecki’s MT-1 approach is similar to the MT-II approach, except that the mass
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 transfer coefficient is that determined for Lake Hefner, while overlake vapour pfes~

sures are scaled by Richards and Fortin (1962) monthly humidity ratios. Like the
MT-1l approach, wind speeds are scaled by Lamire's (1961) monthly wind ratio’s,
while wind ratios for the winter months (November through February) are from
Richards and Fortin (1962). The difference between the present study and Derecki's
study thus amounts to differences Iﬁ scaling overlake meteorological variables,
treatment of atmospheric stabllity. and evaluation of surface water temperature and

net radiation.
Figure 5.10 illustrates that differences in monthly evaporation estimates occur
at approximately three times of the year. The first period occurs dliring January

and February, when Derecki’s estimates are much larger than those from the

'present study. They differ by approximately 50 mm in each month. Almost all of -

this difference can be accounted for by the neglect of the effect of ice in Derecki's
study: his results resemble evaporation from Lake Ontario, which is largely ice-free

during winter.

The second major difference occurs during July and August, when estlimates
from the present study are approximately 40 mm larger than estimates from
Derecki’s study. The third difference occurs during the high evaporation months of
November ahd December, when estimates from the study average 10 to 30 mm less
than estimates by Derecki. Much of this difference must lie in the offsetting effects
of atmospheric stability and Lemire's monthly wind scaling ratios. Application of
monthly wind ratios cannot faithfully replicate individual monthly evaporation
because no allowance for posslble_ differences in meteorological conditions for a
given month can be taken into account. Monthly wind ratios implicitly assume that
differences among same months are 'minor. Section 5.3 demonstrated that this is
not necessarily true, and deviations in climatic means for same months can be con-

siderable. The agreement between the high evaporation months of September and
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October is, however, good. As Fig. 5.10 illustrates the agreement can be quite good
during some years, bﬁt not necessarily in all years. We suspect, although we can
not demonstrate this conclusively, that evaporation estimates derived from applica-
tion of monthly wind ratios may prove suitable when averaged over a sufficiently

ldngl number of years, e.g. 20 to 30.

Figure 5.11 illustrates the Cdmparison between mbnthly evaporations totals
and Derecki’s MT;I approach for the same time ‘pérlod. The agreement between
these resu:lts and the present Study is slightly better, and demonstrates the
improvement from including humidity ratios even if they are only monthly values.
The large differences between evaporation totals for July and August (Fig. 5.10)
have been reduced substantially. The agreement has also improved for December,
March, and June. The difference for April is much larger, with Derecki's approach
predicting a mean condensation of 30 mm over thi§ time period compared Ito a
mean evaporation of less than 20 mm from the present study. This is a sizeable
difference. Examination of five-day means for Lake Erie evaporation does indicate
frequent, but small, condensation occurring during the early spring months but

never as large as predicted by Derecki’s approach.

This difference could arise from the combination of errors in wind speed and
values of monthly humidity ratios. Derecki observes that the wind and humidity
ratios are both based on limited overlake data, although evaporation estimates
agree with calculations from the water balance approach. This statement, too, must
be qualified. Derecki has shown that evaporation estimates derived from the water
balance are extremely sensitive to values of inflow and outflow of water into the
lake. Errors as small as one percent in inflow/outflow values can result in changes
in evaporation estimates as large as 70 percent. These errors must be larées‘t dur-
ing spring when snowmelt is largest. While the uncertaintly of springtime evapora-

tion totals can be reduced by considering monthly time periods in the water bal:
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ance approach, it must still be large. One approach that might be applied to resolve
these differences would be to evaluate lake heat content on the basis of these eva-
poration estimates. Lake Erie surface heat fluxes are close to zero on an annual

basis and this provides a rigorous test for evaporation estimates.

Figure 5.12 illustrates evaporation estimates from the present study and Yu
and Brutsaert's (1969) study. Théir approach is almost identical to that described
for Derecki's mass transfer method (MT-II). Overlake wind speeds and hﬁmidity
were scaled by monthly scaling ratios given by Richards etal., ( 1966). while surface
water temperatures were estimated from Millar’s (1952) tabulation of mean monthly
surface water temperatures. These values were "corrected” for individual months
by temperature data from water intakes at Hamilton, Ontario, and Rochester, New
York. No error estimates of this approach are given by these authors. Théy simply )
assume that these errors are sufficiently small to be negligible. Effects of atmos-
pheric stability are not explicity taken into account, except as expressed 'by

Richards et.al., monthly scaling ratios.

Figure 5.12 illustrates the evaporation estimates. It shows many of the same
features as Figs. 5.10 and 5.11, namely, that there is considerable variation for given
months. The major difference is that the two evaporation estimates compare favor-

ably during the January to May period. The present study yields a small condensa-

~ tion during both May and June, while Yu and Brutsaert observe condensation during

May only. Their estimated evaporation for July is higher than for the present study
by approximately 30 mm. The estimates agree during August and September, but
are consistently different during the Octpber to December period, when Yu and
Brutsaert’s estimates average 30 mm less per month. It is likely that this difference
arises from the application of monthly wind ratios as described above. There is
another possibility. Harbeck’s mass transfer coefficient was developed from studies

over water resevoirs in the western United States. The coefficient may produce rea-
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Figure 5.12 - Cdm“paﬂson of Monthly Evaporation Estimates from Present Study
(thin line) with Estimates from Yu and Brutsaert (1969) (thick line) for Lake Ontario,

1953 - 1965.
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sonable estimates for Lake Ontario during the late winter months, but there can be

little guarantee that it will provide valid estimates at other times.

Schertzer (1987) applied what is essentially Derecki’s MT-I approach to evalu-
ate surface energy balance components for Lake Erie for the period 1967 to 1982.
This study did not consider the months of December through March._ There is one

major refinement in this study, namely, the availability of surface water tempera-

tures, although interpolation was necessary for days between ship and ART surveys.

Nevertheless, the availability of surface water temperatures, as opposed to values
based on water intakes and (largely dubious) correction factofs. removes a major
source of uncertainty in surface energy balance calculations. Unfortunately, values
for individual years were not tabulated. so that only comparisons of mean monthly

values could be made.

These comparisons are shown in Fig. 5.13(d), while mean monthly comparisons
for Derecki’s results are shown in Fig. 5.13 (a) (MT-I) and (b) (MT-II), and Yu and
Brutsaert’s results are shown in Fig. 5.13(c). The symbol and error bars in Fig.
5.13(d) illustrates mean, +1, and -1 standard deviation for fnont_hly evaporation
totals from 1967 to 1982. Corresponding results from the present study are shown

by the thin and thick lines. The application of surface water temperatures has

- resulted in excellent agreement between Schertzer's results and results from the

present study for July and August. There is still a large disgreement between eva-
poration estimates during April while the agreement during the high evaporation
months of September through November can only be described as poor.

Net radiation estimates, averaged over this time peériod, are small and cannot
account for these differences, except in individual months, while differences in sur-
face water temperature are likely to-be small. This leaves overlake scaling func-

tions and atmospheric stability as the possible source for the disagreements.
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Figure 5.13 - Comparison of Mean Monthly Evaporation Estimates from the Present
Study (thin line) with Estimates from Derecki (1975) for Lake Erie, 1953-1968, (@)
[MT-1] and (b) [MT-Il], Yu and Brutsaert (1969) for Lake Ontario, 1953-1965, (c), and
Schertzer (1987) for Lake Erie, 1967-1982, (d). In Figure (d), Schertzer’s mean values
shown by symbol, while error bars represent +1 and -1 standard deviations, while
mean values from present study shown by thick line with upper and lower thin
lines denoting +1 and -1 standard deviations.
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There are two possible ways of interpreting Fig. 5.13(d). First, values for over-

lake scaling functions applied in the present study may be in error, with much of
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the error ari_sl_xxg during very stable and very unstable conditions. Over Lake Erie,
these will occur during March through May (for very stable conditions) and during
September through November (for very unstable conditions). In thé present study,
these events are given values derived from statistical analyses. There is no real

functional relationship between ovetlake conditions and overlake scaling functions,

' although the impact on wind s'péeds is reduced because the bulk evaporation

coefficent is determined as a function of wind speed.

The second possibility is that the mass transfer coefficient and/or scaling
ratios for overlake data, as applied in Derecki’s and Schertzer’s study, were inap-
propriate. First, the value of the mass transfer coefficient used was that for Lake
Hefner. Quinn and den Hartog (1981) have shown that application of the Lake
Hefner mass transfer coefficient to Lake Ontario during IFYGL resulted in an eva-
poration overestimate of approximately 20 percent éompared to recommended
values, ‘with largest overestimates generally occurring during the autumn months
when evaporation rates are largest. This might account for large evaporation totals

over Lake Erie during the autumn months.

Second, monthly wind ratios, as noted by Derecki, are based on limited over-
lake data, while values derived from data over Lake Ohtario may not be strictly
applicable to Lake Erie, as assumed in the present study. Nevertheless, wind ratios
applied by Schertzer andA Derecki for Lake Erie, especially during the autumn and

winter months, are large: they average 2.0 during these months. While these values

- may be fairly representative of storm events and very unstable conditions, most

~ autumn and winter months are not dominated by these évents in a statistical sense.

This is evident from Phillips and Irbe’s (1976) detailed analyses of paired land-lake
meteorological data. Presumably, good agreement between the two approaches
arises when a large frequency of days within a given month can be classified as very

unstable. These circumstances lead to largest wind speeds in the present study,
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and hence good agreement with wind speeds predicted from Richards and Fortins
m,onthly wind speed ratios. Unfortunately, this hypothesis cannot be examined
here, as Schertzer provides only statistical summaries of monthly evaporation esti-

mates.

These comp’aﬁsons serve to. emphasize that evaporation estimates derived
from application of monthly scaling ratios should be considered with caution. They
may vyield good estimates when meteorological conditions in a given month are
close to average values predlq:ted by the sbal_ing ratios for that month. Over the

lower Great Lakes, however, few months are like the average for that month.

We thus leave the reasons for differences in evaporation estimates depicted in
Fig. 5.13 as unresolved. Figure 5.13 illustrates that these differences are neither
trivial nor easily reconciled. Carefully designed numerical experiments with bench-

mark results will be required to resolve these differences.
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6. SUMMARY AND CONCLUSIONS

The study objectives were to develop a physical model to éstimate daily com-
ponents of the fadiation and energy balances ata lake surface from a limited data base
and apply the model to the lower Great Lakes. The data base consists of hourly
meteorological data recorded at shoreline stations. The overall thrust of model
development was to replace, where possible, empirical and/or site-specific formula-
tions with physically-based models to achieve general application while providing
confidence in numerical estimates. Each of the model components was tested with
data collected over Lake Ontario during IFYGL and compared with results from previ-

ous radiation and energy balance studies over Lake Ontario.

Modei development focussed on three aspects: radiation receipt, evaporation
rates, and ice cover. Net radiation was estimated from the sum of net shortwave and-
net longwave radiation fluxes. The shortwave model is a true radiative transfer model
and marks the first time that such a model has been applied to evaluate shortwave
radiation receipts in a boundary-layer study. Comparison of model estimates with
measured values shows the model can estimate daily totals of incoming shortwave
radiation that are within, or close to, the range of values measured on most days dur-
ing IFYGL. Largest differences between model estimates and measured values were

observed on days with predominantly thin, high-altitude clouds, e.g. Cirro-Stratus

- combinations. Maximum differences between model estimates and measured values

on such days amounted to thifty percent of measured values. The i_mpact of high-
altitude clouds on surface radihtion receipt was much less when low clouds were

present.

Estimates of longwave radiation were obtained from a variant of Beer's law that

incorporates effects of clouds, aerosols, and atmospheric gases on incomihg longwave

radiation. Estimates of daily totals of incoming longwave radiation were usually

within 2 to 3 M) m~2day~! of measured values, which is within the uncertainty of
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incoming longwave measurements on most days. In general, largest errors in esti-
mates of incoming longwave radiation were observed for mostly clear days. The
model underestimated incoming longwave fluxes in these circumstances. These
underestimates may result from: (i) underestimated overlake‘air temperatures, (ii)
inaccurate specification of refefence height for mean atmospheric temperature for
emission of radiation and/or ingccurate specification of vertical temperature profile
for a mostly clear atmosphere, and (iii) neglect of multiple scattering effects.
Specification of reference height and vertical temperature profile is likely the most
important consideration. This study assumed a reference height ranging from 200 m
(winter) to 300 m (summer) as recommended by Paltridge and Platt (1976). If the refer-
ence height was changed to 50 m, as recommended by van Ulden and Holtslag (1985),
mean atmospheric temperature for emission would increase by approximately 2.5 °C.
This temperature increase would,be'sufficie'nt to bring clear-sky longwave radiation
estimates to within instrumental uncertainty of measured values on most days. This

hypothesis should be investigated in future research.

The evaporation m.odel is a variant of the mass transfer approach. The key
improvement is the replacement of the Lake Hefner value for the mass transfer
coefficient with a formulation that mcludes a dependency on wind speed (Quinn aﬁd
den Hartog, 1981). Although this formulation is strictly applicable to neutral condi-
tions, atmospheric stability is incorporated through scaling of overlake wind speeds.
This approach resulted in evaporation estimates for Lake Ontario during IFYGL that
compare very favcurabiy with values recommended by the IFYGL Energy Balance
Panel. Estimated daily Bowen ratios were found to compare favourably with values
tabulated by Pinsak and Rodgers (1981).

A simple model of ice extent, based on the CUmulative freezing degree day con-
cept, provided acceptable estimates of ice heat flux due to ice formation and decay.

Although the heat transfer associated with ice formation and decay is small, ice extent
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is important because of the high albedo for shortwave radiation and the effect of ice in
reducing evaporation rates. Comparison of mean ice extent derived from a 31 year
simulation for Lake Ontario and Lake Erie with tabulated values of Assel et al. (1983)

showed good agreement.

The model was applied to produce a 31 year simulation of daily radiation and
energy balance components for Lake Erie and Lake Ontario. Daily iake heat contents
were obtained from the product of estimated surface heat flux and lake surface area.
Heat content estimates were compared with measured heat contents for both lakes for
the period 1967-1982 when vertical temperature surveys conducted from ship cruises
permitted dlfect evaluation of heat coritent. Estimated and measured heat contents
showed excellent agreement on most days, usualiy within fhe accuracy of heat content

measurements.

Examination of annual surface heat flux values, obtained from summing daily
estimates, reveals that annual surface heat fluxes are not balanced on an ap’nual basis.
For Lake Erie, surface heat flux appears to be balanced over periods ré_nglng from
three to six years. Lake Ontario appears to be gaining heat, although the gains are

small and within the uncertainty of measured heat contents.

Comparison of computed monthly evaporation totals with previous studies
displayed some Interesting comparisons and suggests avenues for future research.
These may be briefly outlined as follows. First, there are a variety of ways for scaling
overland meteorological data to estimate overlake conditions. These methods should
be'e,xamined rigorously with benchmark heat contents collected for Lake Onta_rio dur-
ing IFYGL. This is important, not only from the viewpoint of accuracy of overlake
meteorology, but also in understanding why different models predict cl;)se]y in some

months but not in others. .

Second, there are several ways of incorporating atmospheric stability into over-

lake data and it is not at all clear which approach performs best in combination with
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the method for scaling overlake variables.

Third, and perhaps most importantly, future research should examine improve-

ments in estimating surface water temperature. This is the crucial variable in energy

balance studies over lakes. It arises in estimation of overlake meteorological vari-

ables, Bowen t"atio, and incoming and emitted longwave radiation. Thus, almost all
components of the model require a knowledge of surface water temperature. One cru-
cial aspect of model d‘evélopment' should be incorporation of effects of (colder)

upwelled water.
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APPENDIX A - List of Symbols

Variables are dimensionless, except where noted. Bold-face quantities represent
vector-matrix quantities.

I(7,u.9)

Ky

UPPER CASE ROMAN
Coefficient matrix for linear system of equations defining diffuse radi-
ation fluxes in a vertically inhomogeneous atmosphere.
fractional cloudiness

duration (hours) of overcast

- bulk evaporation coefficient

clock time (hours)

diffuse radiation flux (M} m~2 day™’), D-statistic

cloud depth (m)

depth of haze layer (m)

day of winter season ( = 1 on 1 November).

evaporation rate (mnmday ™)

mean bias error

root mean square error

equation of time (radians)

extinction coefficient (km™)

downward diffuse flux (W m'z)

upward (reflected) diffuse radiation at the ground surface (W m™2)
length of daylight period (hours)

lehgth of half-daylight period (radians)

maximum ice concentration (fraction of lake surface area)
minimum ice concentration (fraction of lake surface area)

normal ice concentration (fraction of lake surface area)

solar constant (1370 W m™%)

intensity of diffuse radiation at a point in the atmosphere (W m“zsr")

total incoming shortwave _ radiation at the ground surface
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(M) m™ day™)
latent heat of vapourization (M] kg”)
longwave radiation emitted from cloud base

net l_r}c):omlng longwave radiation emitted by cloud and aerosol

Wm"™

total _Jncom‘ing longwave radiation at the ground surface

(M) m™ day™)

incoming clear-sky longwave radiation w m'z)

stagd;xrd longitude (degrees) for time zone of station (75°W for this
study

reflected longwave radiation (M] m™ day")
station longitude (degrees)

?;gwas!) ef}litted longwave radiation by ground surface
M) m ~

day”
local apparent time (true sun time) (hours)

mass transfer coefficient

aerosol number density (particles cm"s) _
atmospheric pressure (mb) (also denoted as p - see below)
Legendre Polynomial of order k '

layer ozone amount (atm-cm)

layer water vapour amount (g cm'z)

minimum (lake) heat content (J)

maximum (lake) heat content 4))

lake heat content scaled to [-1, 1]

surface heat flux (MJ m~ day™)

sensible heat flux (M) m~ day™)

latent heat flux (M} m™ day")

minor heat flux terms (MJ m™ day™)

" net radiation (M) m™2 day™)

gas constant for air (287 Jkg'il('l)
ratio of overlake to overland wind speeds (ms™)

(normalized) radius vector (radians)
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direct-beam radiation flux (MJ m>2 day"’)

duration (hours) of the daylight period that sky is cloud-fre'e
temperature (° C, K)

air temperature (°C, K)

cloud-base temperature (K)

dew point temperature (°C)

~ ice-surface temperature (273.15 K)

reference temperature in wing-scaling approximation for absorption
of radiation by water vapour

lake surface temperature (K) (ice-water combination)
surface water temperature (°C)

scaled ([-1, 1]) air temperature

mean temperature (°C, K)

wind speed at level a above lake surface (ms’l)
wind speed (ms™’) at z = 8m

amount of absorbing gas in an atmospheric layer
relative humidity (percent)

visibility (km) | |

cloud liquid water content (gm‘z)

equivalent condensed water corresponding to cloud depth D, (g kg™)

solar zenith angle (degrees)
LOWER CASE ROMAN

right-hand side vector in system of linear equations defining diffuse
radiation fluxes for a vertically inhomogeneous atmosphere.

specific heat of air (1005 Jj kg™ K™)

(column) vector of unknowns in system of linear equations defining
diffuse radiation fluxes for a vertically inhomogeneous atmosphere

‘day of year (0 on 1 January; 364 on 31 December)

ambient atmospheric vapour pressure (mb)

atmospheric vapour pressure at a level a above lake surface (mb)
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saturation vapour pressure (mb)
fraction of Planck curve within window wavelengths (8 yum - 12 #m)

fractional truncation of scattering phase function in the Delta—M
method.

gravitational acceleration (9.8 m s"z) or asymmetry factor
bulk layer asymmetry factor

scaled (Delta—M method) asymmetry factﬁr

hour angle (degrees) |

ice depth (m)

constant in expression foi' Bowen ratio

spectral gaseous absorption coefficient as a function of pressure and
temperature

latitude (degrees)
atmospheric pressure (mb)

reference pressure (300 mb) in the wing-scaling approximation for ab-
sorption by water vapour .

fraction of lake surface area covered by ice

scattering 'phase. function

ambient specific humidity at a level a above lake surface (kg kg"l)
saturation specific humidity (kgkg“)

number of seconds in a day |

constant, = 0.622 t,

welght factors for Gaussian quadrature, weight factors in the wing-
scaling approximation for absorption of radiation by water vapour

height or altitude (m)

UPPER CASE GREEK

dry adiabatic lapse rate (-9.8 °C km™)
saturated adiabatic lapse rate (°C km™)
generally, temperature difference (°C, K)

overland air temperature - overwater air temperature
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overland dew point - overwater dew point (°C)
temperature difference between cloud base and cloud top (°C)

maximum cumulative freezing degree days on a given day of the
winter season D, .

minimum cumulative freezing degree days

normal cumulative freezing degree days
LOWER CASE GREEK

surface albedo
Bowen ratio
environmental lapse rate (-6.5 °C km™)

ratio of gas constant for dry air to water vapour (= 0.622)

~ surface emissivity

cloud emissivity

aerosol (haze) emissivity

zenith angle (degrees)

day of year expressed in radians

(positive) eigenvalue, or wavelength (um)

generally, cosine (zenith angle)

cosine (solar zenith angle) |

cosine of (mean) solar zenith angle for overcast portion of the day
cosine of (mean) solar zenith angle for clear portion of the day.
frequency of radiation

incident top-of-the-atmosphere shortwave radiation (W m‘z)
generally, density '

density of ice (916 kgm"’)

density of water (kgm™)

Stefan-Boltzmann constant (5.67 x 10*W m2 K™

generally, optical depth

aerosol (haze) optical depth
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bulk (layer) optical depth

Rayleigh scattering optical depth

cloud optical depth for the near infrared band of shortwave radiation
cloud optical depth for the visible band of shortwave radiation
Delta—M scaled optical depth

scattering angle (degrees)

generally, azimuth angle

azimuth angle of the solar beam

(scattering) phase function moments

single scattering albedo

bulk (layer) single scattering albedo

Delta—-M scaled single scattering albedo
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APPENDIX B - Spectral Data for Delta—D, Model

TABLE B.1 - Band Limits, Incident Radiation, and Absorbers for Delta-D, Model.

e —

Band Spectral Limits Incident Ra_glation Absorber
(pm) ~ Wm
1 © 0.20-0.83 799.1 ~ Ozone

2 0.83 - 3.80 550.7 Water Vapour

TABLE BZ - Spectral Weights w and Absorption Coefficients k for Water Vapour
(g™ “lem ) and Ozone ( (atm—cm)’ ) in the Delta—Dzmodel

Band Interval Weights, w, Absorption

Dimensionless Coefficient, k
1 1 0.1889376 0.0
2 0.1530344 0.0046545
3 0.4792264 0.0453514
4 . 0.1350144 0.1151237
5 0.0188087 0.8960393
6 0.0070454 5.371737
7 0.0069078 21.22268
8 0.0041797 67.33543
9 0.0068452 221.0945
2 1 0.2081286 2.23873E-5
2 0.1281448 2.23873E-4
3 0.1652784 2.23873E-3
4 0.1788882 2.23873E-2
5 0.1538072 2.23873E-1
6 0.0991907 2.23873
7 0.0475173 2.23873E+1
8 0.0150750 - 2.23873E+2
9 0.0039158 2.23873E+3




- 156 -

APPENDIX C

Coefficients for Estimating Saturation Vapour Pressure

TABLE C.1 - Coefficients for Estimating Saturation Vapour Pressure e, (mb). [Prup-
pacher and Klett, 1980].

e, =ay+ T(ay + T(a, + T(as + T(a, + T(as+agT)))

with T (°C) and ¢, in mb.

a, = 6.107799961 x 10°
a, = 4.436518521 x 10~
a; = 1.428945805 x 107
a; = 2650648471 x 10™*
a,=3.031240396 x 107
as = 2.034080948 x 107
‘ag = 6.136820929 x 107!

Range of Validity: -50 °C to +50 °C (for water).
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APPENDIX D - Optical Properties of Clouds and Aerosois

TABLE D.1 - Band-Average Values of Single Scattering Albedo and Asymmétry Factor
for Clouds and Normalized Rayleigh Scattering Optical Depths.

Band Spectral Limits R g 7o
. »pm ) ’ '
" Visible 0.20 - 0.83 0.9999 0.8689 0.19295

Near Infrared - 0.83 - 3.80 0.8203 0.8936 0.0048235

TABLE D.2 - Coefficients for Estimating Aerosol Emissivity (¢;;) at 11 pm as a Func-
tion of Relative Humidity.

ao - . a, az a‘g a4 as rh“m

-0.24300 -0.20551e-2  0.81030e-1 0.16252 -0.47488e-1 -0.12591 - 99.0

¢, may be evaluated with the following FORTRAN code:
“xrh = amin1(rh, rhlim) :
srh = (2.0*xrh - rhlim)/rhlim
hazem = srh*a(5)
dolj=5,1,-1
1 hazem = (hazem + a(j))*srh
hazem = 10.0**(hazem + a(0))

where -hazem- represents ¢, and -rh- is the relative humidity (percent).
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TABLE D.3 - Coefficients for Estimating Fraction of Planck Function.

a; 83um-128 um 9.4 gm - 9.9 sm 897 um-9.17 um
a, 26721 - 30074e-1 11547e-1
a, 10942 16638¢-1 78395¢€-2
a, -68153e-1 -74495¢-2 -24480e-2

as -.14258e-2 -.15143e-2 -.10605e-2

TABLE D.4 - Coefficients for Estimating Asymmetry Factor at Infrared Wavelengths

qO al az a; 04 as . l"hlim

-.19851 .6211le-1 .,98930e-1 -10799e-2 -34113e:1 .16006e-1 99.0 |

FORTRAN code for evaluating infrared stmmetry factor is identical to that given in
TABLE D.2.

TABLE D.5 - Monthly Values of Thickness of Aerosol Layer (km) and Cloud Depths
(m). .

Month Aerosol Layer (km) Cloud Depth (m)
January 0.20 225
February 0.20 ' : 225
March 0.35 250
April 0.35 250
May 0.50 275
June 0.50 . . 275
July ‘ 0.50 300
August 0.50 300
September 0.35 275
October 0.35 275
November . 020 - ' 250

December - 0.20 250
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APPENDIX E

Coefficients for Estimating Atronomical Parameters

TABLE E.1 - Coefficients for Estimating Astronomical Parameters R’ (Normalized
Radius Vector), E, (Equation of Time), and § (Solar Declination). From Spencer (1971).

*

é

R E,

a, 1.000110 0.000075 0.006918
a, 0.034221 0.001868 -0.399912
a, 0.001280 -0.032077 0.070257
a, 0.000719 -0.014615 -0.006758
a, 0.000077 -0.040849 0.000907
as : -0.002697
ag 0.001480
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APPENDIX F

Coefficents for Estimating Surface Water Temperatures

TABLE F.1 - Coefficients for Estimating Surface Water Temperature (°C) from Total
Lake Heat Content Q (EJ).

a; Ontario Lake Erie Lake Erie Lake Erie Lake Erie
(lakewide) west basin central basin east basin

Warming Phase
X; 40E] 20E] 0.2 EJ 20E] 0.75 EJ
X, 56.0 EJ 424 E) 24 E) 28.0 E} 120E)
a, 0.82643e+01 0.13724e+02 0.14832e+02 0.14280e+02 0.15161e+02
a, 0.15407e+02 0.12236e+02 0.11734e+02 0.11487e+02 0.15818e+02
a, 0.75194e+01 «17184e+01 0.35468e+01 -.10608e+01 -.25469e+01
a; -50768e+01 -.73865e+00 0.45731e+01 0.25846e+01 -.84817e+01
a, -.5683%e+01 -.14363e+01 -81691e+01 -.75174e+00 -.37557e+00
as -51098e+00  0.00000e+00 -51634e+01 -.31538e+01 0.39948e+01
Cooling Phase
X 40E] - 2.0E]) 0.2 EJ 20E] 0.75 EJ
X, 56.0 E} 424 E} 24 E) 28.0 EJ 12.0Ej}
a, 0.36163e+02  0.18809e+02 0.10579e¢+01  0.13006e+02  0.53041le+01 -
a, 0.19963e+02 0.18270e+02 0.12109e+01 0.11966e+02 0.43129e+01
a, 0.56224¢€+01 0.10396e+01 0.10952e-01 0.13132e+01 0.32590e+00
as 0.39791e+01 0.12633e+01  -54137e+00  0.21834e+01 0.19230e+01
a, -.14835e+02 -.22080e+01 0.34588e+00 -.78715e+00 -.21486e+00
as -.23086e+01 0.00000e+00 0.24897e-01 -.11266e+01 -.13190e+01

EJ denotes exa (10"’) Joules.

Surface water temperature may be obtained by the following FORTRAN 77 code. Let
variable -q- represent total lake heat content (EJ). Let variable -tw- represent sur-

face water temperature (°C).

*
*
*

scale -g- to the interval [-1, +1]

qpr = (2*q - x; —

x,)/(x, — X))

tw = a(5)*qpr + a(4)
dolj=31.:-1
1 tw = tw*gpr + a(j)
tw = tw + a(0)

The above code assumes the coefficients have been stored in an array -a- dimen-
sioned as: dimension a(0:5)
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TABLE F.2 - Coefficients for Estimating Total Lake Heat Content Q (EJ) from Daily
Mean Surface Water Temperature (°C)

Lake Erie

q ‘Lake Lake Erie Lake Erie Lake Erie
Ontario lakewide west basin  central basin  east basin

Warming Phase
X 0.2°C 0.2°C 0.2°C 0.2°C 0.2°C
X, 24.0°C 24.0°C 24.0°C 24.0°C 24.0°C
a, 0.36163e+2  0.18809e+2  0.1057%+1  0.13006e+2  0.53041e+1
a, 0.19963e+2  0.18270e+2  0.1210%e+1  0.11966e+2  0.43129%e+1
a, 0.56224e+1  0.10396e+1  0.10952e-1 0.13132e+1  0.32590
a 0.39791e+1  0.12633e+1 -0.54137 0.21834e+1  0.19230e+1
a, -0.14835e+2 -0.22080e+1  0.34588 -0.78715 - -0.21486
as -0.23086e+1 0.0 0.24897e-1  -0.11266e+1- -0.13190e+1
Cooling Phase
X 0.2 °C 0.2°C 0.2°C 0.2°C 02°C
X, 24.0°C 24.0°C 24.0°C 24.0°C 24.0°C
a, 0.48147e+2 0.24345e+2 0.11112e+1  0.15562e+2  0.72691e+1
a, 0.78752e+1  0.21845e+2 0.10060e+1  0.14617e+2  0.60597e+1
a, 0.13206e+1 -0.5408%e+1 -0.21496 0.39205e-1 0.28320
a, 0.30410e+2 -0.11124e+1  0.14084 -0.11531e-1  -0.56904e+1
a, -0.29281e+2 -0.35103e+1  0.18906 -0.24354e+1  -0.34716e+1
as -0.23910e+2 0.0 -0.15333 -0.99768 0.58219e+1

E] denotes exa (10“) Joules.

Values of Q (EJ) obtained in same manner as described in TABLE F.1, except that Q
is the independent variable and must be first scaled to the interval [-1, +1] with
scale parameters x; and x,,.
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APPENDIX G - Mean Dally Surface Water Temperature

TABLE G.1 - Coefficients for Estimating Mean Daily Surface Water Temperatures (°C)
from Julian Day for Lake Ontario, Lake Erie, and Basins of Lake Erie.

a, Lake Lake Erie Lake Erie Lake Erie Lake Erie
Ontario lakewide west basin central basin east basin

X -27.0 -46.0 -46.0 -46.0 -46.0

x, 385.0 486.0 486.0 486.0 486.0

a 0.80687e+1 0.80339e+1 0.82985e+1 0.80765e+1 0.77241e+1

a, 0.45313e+1 0.13207 0.73451e-1 0.14442 0.13607

a, -0.82138e+1 -0.12429e+2 -0.13960e+2 -0.12472e+2 -0.11505e+2

a; -0.10205e+2  -0.46734e+1 -0.77306 -0.47287e+1 -0.66188e+1

a, 0.50333e+1 0.14905e+2 0.16454e+2 0.14972e+2 0.13985e+2

as 0.63675e+1 0.24774e+1 0.74508 0.24699%e+1 0.33434e+1

ag -0.13872e+1 -0.59669e+1 -0.62509e+1 -0.58893e+1 -0.59795e+1

a, - -0.39342e+1 . -0.14051e+1 -0.11553e+1 -0.15000e+1 -0.13210e+1

as 0.12666 0.27684e+1 0.28398e+1 0.25877e+1 0.32154e+1

aq 0.22003e+1 -0.49606 0.20994 -0.56877 -0.51692

a -0.18160 -0.98244 -0.18352 -0.83773 -0.19092e+1

ay, -0.11911e+1 0.63489 -0.18616 0.80162 0.64314

a,; 0.99835e-2 0.35397e-3 -0.81433 -0.50919e-2 0.44718

a; 0.26826 -0.15105 0.20263e-1 <0.19075 -0.62935e-1
-0.73768 0.31140 0.34955 0.30950 0.40840

Mean daily surface water temperatures may be evaluated as follows. Let variable
-jday- represent the Julian day for which surface water temperature is desired. Let
variable -tw- represent the surface water temperature. Surface water temperature
(°C) may then be determined from the following FORTRAN 77 code. .

*
*
*

*

scale -jday- to interval [-1, +1]

daynot = (2*jday - X, - X,)/(x, — X;)

~ tw = a(0) + a(1)*daynot .

pm2 = 1.0

pml = daynot

dolj=214
n=j-1 _
p = ((n + n - 1)*daynot*pm1 - n*pm2)/(n + 1)
tw = tw + a())*p
pm2 = pml
pml=p

1 continue
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APPENDIX H - Ice Concentration Data

TABLE H.1 - Maximum, Mean, and Minimum Cumulative Freezing Degree Days (£ f,)
and Corresponding Ice Concentration (I) for Selected Days of the Winter Season
(D,) for Lake Ontario. ‘

Date D, lpu®) ) lpu® Eldan’C Eo°C Cfodan’C

1 Nov 1 0.0 0.0 0.0 0.0 0.5 1
15 Nov 15 0.2 - 05 1.0 1 1 3
1 Dec 31 0.4 1.0 3.0 2 8 44
15 Dec 45 08 20 17.0 22 42 130
1 Jan 62 1.0 8.0 28 44 102 217
15 Jan 76 0.0 7.0 52.0 48 172 356
1 Feb 93 5.0 19.0 84.0 65 262 ‘ 517
15Feb 107 5.0 24.0 91.0 - 91 350 644
1 Mar 121 2.0 10.0 51.0 117 407 739
15 Mar 135 0.8 6.0 28.0 135 432 783
1 Apr 152 0.4 2.0 18.0 96 408 739
15 Apr 166 0.2 0.5 1.0 46 341 687

30 Apr 181 0.0 00 0.0 0 231 396

TABLE H.2 - Maximum, Mean, Minimum Cumulative Freezing Degree Days (= fp) and
Corresponding Ice Concentrations (I) for Selected Days of the Winter Season (D,)
for Lake Erie. '

bate Do N ‘Il‘l,ln (%) ’n (%) ’_max (%) (2 fD)inlnoc kz fD)no (2 fD)maxoc

1 Nov 1 0.0 0.0 0.0 0 0 0

15Nov 15 L0 1.0 1.0 1 2 3
1 Dec 31 0.2 2.0 3.0 2 6 44
15 Dec 45 04 9.0 - 64.0 3 30 : 91
1 Jan 62 0.6 36.0 100.0 22 73 200
15 Jan 76 0.8 65.0 100.0 9 122 309
1 Feb 93 1.0 90.0 100.0 44 185 478
15 Feb 107 2.0 90.0 100.0 - 48 249 593
1 Mar 121 1.0 64.0 99.0 52 286 630
15 Mar 135 0.8 26.0 94.0 56 287 604
1Apr 152 04 10.0 84.0 22 244 534
15 Apr 166 0.2 3.0 17.0 1 175 500

30 Apr 181 0.0 0.0 0.0 0o 88 326
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APPENDIX I - Minor Energy Balance Terms

TABLE 1.1 - Average Daily_}lalue,sl of Minor Energy Balance Terms Q, for Lake
Ontario and Lake Erie (M) m™" day™ ).

Month Lake Ontario Lake Erie
January 0.40 0.38
February 0.40 0.29
March 040 -0.13
April -0.19 0.38
May -0.19 -0.46
June -0.19 -0.13
July -0.19 0.13
August -0.19 0.25
September <0.19 0.25
October 040 0.46
November 0.40 0.46

December 0.40 0.46

s H )
. H | '
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