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MANAGEMENT PERSPECTIVE 

The effect of changes in analytical ~methodology, 
sampling methodology or laboratory on water quality measurements 
may need to be evaluated from monitoring data collected over 
time due to either inadequate evaluation of compatibility prior 
to the change or to other circumstances. The possibility of 

doing this is‘ considered for sodium and nitrate plus nitrite 
concentrations measured at locations on the Bow and South 
Saskatchewan Rivers between 1977 and 1987. Models were fitted 
to account for seasonal and yearly variation plus methodological 
changes. lSodiu concentrations were found to be unaffected by a 

single laboratory change but inconclusive results were obtained 
for nitrate plus nitrite. Although such a procedure may be used 
when no better alternative ism available, the present results 
underline the need for proper evaluation of the effect of 
methodological changes prior to- the implementation of such 
changes. 

Useful insights into modelling the inherent vari- 
ability in the monitoring data were also obtained. Variation 
introduced by the yearly hydrological regime is the largest 
source of variability in the data sets and to obtain precise 
estimates of other changes, seasonal terms must be included in 
models. To illustrate, the percentage of variation explained 
did not exceed 5% when only method or laboratory terms were in 
the model, compared with 72 to 87% for N03 + N02 and 38 to 76% 
for Na when yearly mean and seasonal terms were also included. 
At the monthly sampling frequency, it was difficult to charac- 
terize seasonality if it was more complex than a summer
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minimum. The nature of the seasonal variation did not consist 
only of differences in level between seasons and thus a compari- 
son of seasonal means will not be appropriate in some cases: 
For example, the N03 + N02 concentrations in the first four to 
five months of the year consists of a rapid decline; The report 
is to be incorporated into the report of the departmental task 
force on design and assessment of water quality data.collection 
programs. - -



'PERSPECTIVES DE LA DIRECTION 

I1 pourrait étre nécessaire d’évaluer l'effet des 
changements de méthodes d'analyse, de méthodes d'échantil1onnage ou 
de laboratoire sur les mesures de la qualité de l’eau d'aprés les 
données de surveillance recueillies pendant un certain temps, parce 
que l'éva1uation de la compatibilité faite avant le changement s'est 
révélé inadéquate ou pour d'autres raisons.' On envisage une telle 
évaluation pour la concentration de sodium et la concentration de 
nitrate et de nitrite mesurées 5 divers emplacements des riviéres 
Bow et Saskatchewan-Sud entre l977 et 1987. On a ajusté des modéles 
pour tenir compte de la variation saisonniére et annuelle en plus 
des changements méthodologiques. Un seul changement de laboratoire 
n'a pas eu d'influence sur les concentrations de sodium; mais les 
résultats ne sont pas concluants dans 1e cas concentrations de 
nitrates et de nitrites. Bien que la méthode décrite ici s'applique 
5 défaut d'une mei1leure- solution, il ressort a l'examen des 
résultats qu'il faut faire une évaluation dans les régles de 1'effet 
des changements méthodologiques avant de réaliser ceux-cit 

Par ailleurs, on a appris des achoses utiles sur la 
modélisation de la variabilité inhérente des données de 
surveillance. La variation liée au régime hydrologique annuel est 
la plus grande source de variabilité dans les ensembles de données; 
pour faire une estimation précise des autres changements, i1 faut 
introduire des termes saisonniers dans les modéies. Par exemple, le 
taux de variation justifiée n'a pas dépassé 5 Z lorsque 1e modéle ne 
comportait que des termes de méthodologie ou de laboratoire, tandis 
qu'on a obtenu des valeurs de 72 5 87 Z pour le N03 + N02 et de 38 
a 76 % pour le Na-lorsqu‘on a_introduit en plus un terme de moyenne 
annuelle et un terme saisonnier. Avec un échantillonnage mensuel, 
il était‘ difficile de caractériser l'aspect saisonnier lorsque 
celui-ci était plus complexe qu'un minimum estival. La variation 
saisonniére n'était pas simplement une difference de valeur d'une



séison 5 l'autre; la comparaison des moyénnes saisonniéres n'est 
done pas toujours ~ifidiqqée. C’ést ~1e cas par exemple des 
concentratiqns de N03 + N02, qui baissent rapidement au coups des 
quatre ou cinq premiers mois de 1'angée. Ce rapport doit étre 
intégré an rapport du groupe de travail ministériel sur 
l'é1ab0ration et .l*éva1uation des programmes d'acquisition de 
données sur la qualité de 1'eau.

r
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ABSTRACT 

V When data is collected over many years within a moni- 
toring program, it is often impractical or impossible for 
analyses to be done by the same method or laboratory. Ideally, 
the compatibility of the methods or laboratories should be 
evaluated before the change is made. If this is not done, or 
sometimes even if it is done, it may be necessary to assess the 
effects of such changes from the monitoring data collected over 
time. The possibility of doing this is investigated using two 
water quality parameters, nitrate plus nitrite (N03 + N02) and 
sodium (Na), measured on samples collected approximately monthly 
within the period 1977 to 1987 at five locations on the Bow and 
South Saskatchewan Rivers. The statistical analysis consists of 
fitting a model with mean, seasonal, method and laboratory terms 
by regression methods. As would be expected at this sampling 
frequency and from a reasonable model for the year and seasonal 
components, the residuals did not exhibit positive serial corre- 
lation. Inconclusive results about the effects of method and 
laboratory changes were obtained for N03 + N02, the parameter 
with more changes. However, Na concentrations were not found to 
be affected by the single laboratory change. 

Although not the primary objective, the analyses 
showed that at this sampling frequency it is difficult to 
characterize the seasonality in the data, unless it consists of 
a simple summer minimum. A higher percentage of the variation 
was accounted for in modelling the N03 + N02 concentrations (72 
to 87 percent) than for the Na concentration (38 to 76 per- 
cent), ‘The consensus over the five locations and eleven years



is that seasonality is important for both parameters and all 

locations. This does not consist only of changes-in mean level 
on is between seasons. For example, the N03 + N02 concentrati 

characterized as a rapid deeline from early-in the year until a 

summer minimum is reached. These observations are of importance 
'to questions of time trends and spatial differences,



RESUME 

Lorsqu'on recueille des données pendant plusieurs années 
dans le cadre dfun programme de surveillance, il est souvent 
difficile, sinon impossible, que les analyses soient toujours faites 
selon la méme méthode ou dans le méme laboratoire- ldéalement, il 
faudrait évaluer la compatibilité des méthodes ou des laboratoires 
avant de faire un changement. Si l’on néglige de le faire, et 
parfois, méme dans le cas contraire, il peut étre nécessaire

¢ d‘evaluer les effets des changements d’aprés les données de 
surveillance recueillies. On examine cette possibilité en étudiant 
deux paramétres de la qualité de l'eau, les concentrations de 
nitrate et de nitrite (N03 + N05) et de sodium (Na), qui ont été 
mesurées dans des échantillons prélevés 5 peu prés tous les mois de 
1977 5 1987 dans cinq emplacements des riviéfes Bow et Saskatchewan~ 
Sud. L’analyse statistique a consisté 5 ajuster un modéle avec des 
termes de moyenne, de variabilité saisonniére, de méthodes et de 
laboratoires par régression. Comme on pouvait s'y attendre 5 une 
telle fréquence d'échantillonnage et avec des termes annnels et 
saisonniers raisonnables, les variances résiduelles n'étaient pas en 
corrélation sériale positive. Dans le cas de la concentration de 
N03 + N02, paramétre pour lequel il y a eu le plus de changements, 
l'évaluation des effets du changement des méthodes et de laboratoire 
n'a pas donné de résultats concluants. "Par contre, ole seul 
changemenc ce laboratoire qui a été fait dans le cas dp Na n'a pas 
eu d'influence. 

. Méme si ce n'était pas le principal objectif, les analyses 
ont montré qu'a cette fréquence d’échantillonnage, il est difficile 
de caractériser la variation saisonniére d'une donnée, 5 moins qu'il 
s‘agisse d'un simple minimum estival- Avec le modéle des 
concentrations de N03 + N03, on a pu rendre compte de la variation 
dans une proportion plus élevée (de 72 5 87 Z)" qu'avec la 
concentration de Na (de 38 5 76 Z). La concordance observéc ontre



les cinq emplecements et les onze années examifiées est importante 
pout les deux paramétres ainsi que pour tous les emplacements. I1 
ne s'agit pas simplement de changements de la valeur moyenne d'uneA 
saiéon 5 1'autre. Par exemple, la concefitration de N03 + N02 se 
caractérise par une baisse rapide commengant au début de l’année et 
se.poursuivant jusqu'a ce qu’un minimum estival soit atteint. Ces 
observations ont_une incidence en ce qui concerne les tendances en 
fonccion du temps et les différences en fonction du lieu.
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INTRODUCTION 

i Water quality sampling networks are providing long- 
term data sets, where samples have been collected at selected 
locations within a watershed at some specified frequency, It is 
expected that such a data set can be used to determine whether 
long-term trends in water quality exist and to estimate differ- 
ences in water quality between locations, where, for example, 
sampling locations are upstream and downstream from a city or 
agricultural region. However, sometimes there are features of 
the data set that may limit its usefulness for such purposes. 
An example is the change 'in method or laboratory during the 
period of interest. without first showing_ that the different 
methods or laboratories will produce compatible results. The 
latter question is addressed here, using data at the locations 
on the Bow and South Saskatchewan Rivers which were described in 
the preceding chapter. This was considered to be a necessary 
first step, veven though the questions of primary interest 
concern the existence of trends and spatial differences, since 
estimates of the latter should be free of methodological biases. 

Objectives ' 

On the basis of a model, which includes the features 
of the data set, determine whether differences in the concentra- 
tion of a water quality variable, attributable to analytical or 
laboratory changes, can be detected.
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Qescription of the Data 

A set of 16 water quality variables were available for 
analysis. To choose variables to use as examples, these l6 
variables were examined for completeness and features related to 
the quality of the data, such as precision. Calculated vari- 
ables were excluded due to the difficulty of method changes at 
different times for variables entering the calculation. Several 
variables, such as pH and chloride, showed little variation at 
the headwater location BA00ll._ Some variables had more changes 
in method or laboratory than others» The two variables chosen 
were nitrate plus nitrite (N03 + N02) and sodium (Na). The 
former is a nutrient, with considerable seasonal variability, 
and several method and laboratory changes. The latter is a 
parameter expected to reflect-urban and agricultural inputs, and 
for which only a change in laboratory occurred. 

A detailed description of the analysis is given for 
N03 + N02 concentrations at the BA00ll location, and the results 
of the analyses for N03 + N02 at the other four locations and 
for Na at all locations are given. The nitrate plus nitrite 
data for the headwater station of the Bow River (BAOOII) was 
chosen as the example for several reasons. The existence of a 
pronounced seasonality for N03 + N02 concentrations plus changes 
in both method and laboratory were expected to lead to a model 
of sufificient complexity that similar steps applied to other 
parameters and stations fibuld provide an adequate analysis. The 
regularity of the seasonal cycle of N03 + N02 over years for 
station BAOOl1, as judged by a plot such as Figure l, suggested 
that there would be less unexplainable variability than at the 
other stations, and hence, a better chance of _detecting any
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effect due to changes in method or laboratory. Thus, the analy* 

sis for the station most likely to be used for drawing conclur 

sions about effects of method and laboratory changes, would be 

given in detail. 

The sampling program was begun at the BH00l7 location 

in 1977 and, thus, to use the period in which all stations can 

be compared, the statistical analyses here used data within the 

interval 1977 to 1987. During these years the analytical method 

for N03 + N02 was the same (NAQUADAT code 07110, Water Quality 

Branch, 1984) except for alternate periods of laboratory filtra- 

tion (O7l10L) and field filtration (07llOD) indicated as 10L and 

10D in Figure 1, respectively. The analyses were performed in 

the Calgary laboratory prior to December 1, 1983 and in the 

Saskatoon laboratory thereafter. The analytical method for Na 

was constant over the entire period (NAQUADAT code 11103, Water 

Quality Branch, 1984) with a change from the Calgary laboratory 

to the Burlington laboratory on October 24, 1983.
A 

Results in the NAQUADAT data files which are the means 

of several replicate samples are indicated by a code, but the 

number of replicates is not given. -These concentrations have 

been used as if they were single analyses. To be consistent, 

means of multiple samples taken on one day at location AK0001 

have been calculated and used in the analyses. V 

HODEL WHICH FORMS THE BASIS OF TH ANALYSIS 

Although the objective is to determine whether differ- 

ences in concentration-have occurred due to method or laboratory
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changes, it is clear from Figure 1 that there isla seasonal 
cycle in the nitrogen concentrations‘ Further, differences in 
yearly mean level and seasonal cycle might be expected. Since 
the periods_of stable methods and laboratory combinations are at 
least two years, yearly effects as well as those due to method 
and laboratory can be included in the model. 

A model taking all these effects into account is 

Yijks ='u + oi * mj + 2k4+ mljk + (B11 cos wtis + B12 sin mtis) 

+ (YJ1 cos wt is-+ Yjg sin wtis) + eijks (l) 

where Yijks = nitrate + nitrite concentration on day s of 
year i where the analysis was performed by 

< laboratory k using method j 

\u “=< general mean level - 

oi 
' = shift in the mean due to year i 

mj F shift in the mean due to method j 

lk _* = shift in the mean due to laboratory k 
mljk = shift in the mean due to interaction between 

' method j and laboratory k ' 

tis = day s of year i where t goes from l to 365, 
or 366 in a leap year ' ' 

,w = frequency of the seasonal cycle 
V eijks =l error term 

The sum ,(B11_¢os mtis + B12 sin mtis) gives the sea- 
sonal_ cycle due to year i and the su (711 cos mgis +-Yjz sin 
mtis) gives the adjustment of the seasonal cycle due to method 
j. Sums such as (B1 cos mt + B2 sin mt) can be shown to oe 
equivalent to R cos (mt + ¢) where the amplitude R; and phase, 

¢, are given by .

‘
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2 Z . 
' R = (B1 + B2)l/2 and ¢ = arctan - B2/B1.

/ 

The form involving B1 and B2 is used since it is linear in the 
parameters (El-Shaarawi et al., 1983). 

STA_1‘iS'l“ICAL ngmons 

' A model such as (1) above can be fitted by multiple 
regression methods. The terms mi, mj, lk and mlijk are handled 
by the method of dummy variables (Draper and Smith, 1981). Con- 

sider the general form of the regression. model in terms of 

matrices, 

1 = X£"'£ (2) 

and the specific situation of our case study (Figure 1), To put 
model (1) into the form of model (2), the elements of §_were 
chosen as follows 

u = 

d1,(I2,..v.,G1Q = 

Q =

\ 

i 

ml = 

general mean 
effect due to ten of the eleven 
years relative to some standard 
difference between the two methods 
difference between the Vtwo laborar 
tories 
modification to the difference 
between methods when the second 
laboratory performed the analyses 

(Bldé Bfg), (3%}» Bag)» ---» (311,; 611,3) = C0“

Y efficients of the yearly seasonal 
component
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(Y1, Y2) = .coeffieients of the adjustment to 

the seasonal component when the 

second method was used. 

The first column of the matrix X is a column of ones. 

Different parameterizations of the dummy variables corresponding 

to the next thirteen elements of §_are possible. The simplest, 

consisting of coluns of zeros and ones, was used here; Since 

the columns of X cannot be dependent, there is one parameter 

fewer than the nuber of years, methods and laboratories. Thus, 

for example, if the yearly means are determined as pl 
= p and 

u1‘= u + Q1 for 1 = 2, ..., ll, as was done here, columns 2 

to ll of X are 

xrc = 1 if the sample corresponding 
to row r was taken in year c 

0 otherwise 

where c = 2,3, ..., ll. Columns 12, 13 and lk also consist of 

zeros and ones where 

X1-'12 = 1 if row r corresponds to av 

sample analyzed by method 2 

O ‘otherwise 

xr§13 = 1 if row r corresponds to a result‘ 
produced by laboratory 2 

0 Votherwise 

, xr,1“ = 1 if the sample of row r was analyzed 
by method 2 in laboratory 2 _ 

0 otherwise
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The columns of X corresponding to the seasonal terms 

are columns 15 to 36. For examp1e,_ the first pair of columns in 

this block of columns is given by 

‘X1-,1S = COS Utr 

Xr,16 = Sin (Dtr 

if row r corresponds to a sample collected in year 1 and tr is 

the day of sample collection, for t defined as above. Other- 

wise, XI-,15 = x1-A6 = 0. The last two columns of X are 

given by - 

xr,37 = COS Utf’ 

'xt,38 = $111 (Ott- 

if row r correspondsgto a sample analyzed by method 2 and 

xi-,,37 = xi-.33 = O, otherwise. 

- Due to the non-orthogonality of the data, the import-— 

ance ofuthe sets of comP<:>'r_1ents is determined by fitting a model 
with all the parameters, a model with a reduced set of para-> 

meters and then comparing the mean square obtained from the 

difference between the residual sums of squares of the two 

models with the estimate of 02, given by the residual mean 
square of the model with more parameters. Clearly an automatic 
selection procedure cannot be used here because both terms in a 

seasonal component must be left in the modell Similarly, if an 
interaction term is included in the model, the individual terms,
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which are components of the interaction, should appear in the 
model. 1- 

, 
Diagnostic procedures to assess whether the assup— 

tions underlying the analysis are met were also performed. This 
includes examination of the residuals for normality, equality of 
variance, serial correlation, and adequacy of the form of the 
model (Draper and Smith, 1981). -The analyses were performed 
using programs based on_ IMSL 'subroutines (IMSL, 1987) and 
plotting programs written previously, for similar applications. 

ANALYSIS OF N03 + H02 CONCENTRATIONS AI BAOII‘ 

- The number of samples for which N03 + N02 concentra- 
tions are available, are shown (Table 1) for each year and.for 
the successive periods of consistent method and laboratory. 
Figure 1 and Table 1 are part of the preliminary examination of 
the data; The figure led to the postulation of the terms in 

model (1), including the two terms with coefficients“ (yjl, 
Yjz) which represent the apparent larger amplitude of the 
seasonal cycle under method 1 (10L). The table shows the number 
of samples available for estimating ithe vparametersv and the 

unequal numbers of samples in the periods of consistent method 
and laboratory combinations. Figure 1 also indicates that the 

seasonality_can be represented by a single cosine function and 
thus the frequency was taken as w * 0:O172.
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Steps in the Regression Analysis 

The objective of this analysis was to look for evi- 

dence of changes in concentrations associated with. method or 

laboratory changes, having accounted for yearly differences in 

mean level and seasonal cycle. In the regression analysis, this 

is done by fitting a model with only yearly means and yearly 

seasonal terms, and another with method or laboratory terms as 

well as the yearly means and yearly seasonal terms. The mean 

square, corresponding to the reduction in the residual sum of 

squares obtained by adding method or laboratory terms, is then 

compared to a residual mean square which provides a good esti- 

mate of 62, the variance of sijks in model (1). The analysis 

of variance table for the complete model is shown in the top of 

Table 2, and the sequential tests in the lower part of the 

table. The sequential test of any set of terms occurring as a 

row in the lower part of the table gives a test of significance 

for inclusion in the model of the terms in that-particular row, 

given that all terms in the rows above have also been included 

in the model. *
' 

The complete model explains 86-8 percent of the varia- 

tion and the regression is highly significant (Table 2). The 

fitted values are plotted with the data in Figure 2. In this 

plot and all of the other plots of fitted values; the curves are 

not smooth because fitted values were calculated only at times 

when samples were taken. Also, discontinuities between years 

are present in plots of models with yearly mean and seasonal 

terms. It is clear that both yearly mean and seasonal terms 

should be included in the model since the F value is 22;2 for 

seasonal terms, alone in the model, and 3.7 for yearly means,
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with yearly season also in "the model. However, method and 

laboratory explain a much smaller proportion of the variance, as 

does the method by season interaction. The order of entry of 

terms in the model may affect the conclusions drawn from sequen- 

tial tests, and hence, for our stated purpose, the order given 

here should be used. For example, if yearly means are followed 

by the method and laboratory terms, then method and method by 

laboratory interaction are significant at a level of 0.003 or 

less because these terms remove some of the residual variation, 

which is considerable since the seasonal cycle terms are not in 

the model. 

To see the importance of the different types of terms, 

the residual mean squares »and Cp statistics (Draper and 

Smith, 1981) for each set of terms and some selected combina- 

tions are given in Table 3. The residual mean square for a 

total of p parameters is obtained with only the indicated para- 

meters in the model. The expected value of C? is approxi- 

mately equal to p and thus values of Cp near p are taken to 

indicate models which do not suffer from lack of fit. The last 

model in the table has the lowest residual mean square and this 

was used as s2 in the calculation of Cp . Comparing the 

values of the mean square and Cp over all rows shows that both 

the model with only yearly mean and seasonal terms, and the 

model with these terms plus method and laboratory effects are 

nearly as good as the last model. The high Cp values for the 

models without seasonal terms indicate a large degree of lack of 

fit and the seaonal terms are seen to explain much more vari- 

ability than any of the others.
‘
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The conclusion is that changes in the mean level or 
the seasonal cycle associated with method and laboratory 
changes, were not detected. The different results obtained by 
alternate ordering of the terms entering the regression show the 
difficulty of trying to answer the question of the effect of 

methodological changes from data' such as this, with so many 
factors confounded. At best the conclusions are weak. 

Checking the Assumptions of the Analysis 

p 

The examination of the residuals, Eijks, given by the 
difference between the observations‘ Yijks, and the- fitted 

values, Yijks, is the primary method for checking the validity 
of the assumptions. The small differences in the residual mean 
squares for models with seasonal terms (Table 3) suggest that 

the residual mean square from model (1) will provide a reliable 
unbiased estimate of 02, the variance of eijks, if no impor- 
tant terms have been omitted from the model. The plot of éijks, 
obtained from model (1), versus day within year over all years 
(Figure 3) gives no indication of omitted terms. "This is 

clearer if contrasted with the same plot of the residuals from 
the model without year terms (Figure 4), in which the residuals 
are predominantly ‘positive for some years and negative for 
others. 

The assumptions of normality and constancy of variance 
(homoscedasticity) for eijks also appear reasonable. Eigure 3 

has the form of an approximately horizontal band, consistent 
with homoscedasticity, except that there are a few more resid- 
uals of larger magnitude in the years 1977 to 1979, the period
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in which the Calgary laboratory used method 10L. The assumption 

sot normality was checked by means of a probability plot called a 

Q-Q plot. If the eijks are normally distributed, the points 

should lie approximately on a straight line. This is seen to be 

the case for the ,residuals of .model (1) shown in Figure 5, 

except for several residuals of larger magnitude at each end, 

which tend to shift the slope of this general linear trend away 

from the 45 degree line. However, minor variations in the 

extremes of a few points are common even in samples from a truly 

normal distribution. 

It is the general picture of the residual plot that is 

to be assessed with respect to the assumptions of constancy of 

variance and normality, and on this basis the conclusion is that 

these assumptions are met. It is often suggested that a-logar- 

ithmic transformation should be applied if the assumption of 
M 

_ 

_ 

_ _t,u 
normality is to be appropriate. However, the assumption kéé‘ 

Y f :\‘\_ -di 
V Qt ._> _, _§€’='\ ts an '... '1'-*9 -'0“ -\‘_ _ 

_normaliey—here—44r~o£' he error terms{"€;%ks,Tnot'the_orI§ifial 
concentration.1 In fact, after transforming to logarithms and 

jusing log Yijks in the, analysis, the QéQ, plot showed, marked 

departure from a straight line (Figure 6) _and, although the 

residuals. of' large magnitude in the years 1977 to 1979 were 

reduced, non constancy of variance was induced due to smaller 

variance in 1984 and 1985 (Figure 7). V

. 

The assuption of independence was checked by means of 
the runs test (Draper and Smith, 1981) applied to the residu— 

als. A run consists of residuals of like sign which are con- 

tiguous in time.‘ Too few runs indicate positive serial correla- 

tion, the type of serial correlation to be expected for the 

present type of data if measurements are close in time. There

/ 

QQ 
‘.‘-vibe 5‘-on. ,
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was no evidence of positive serial correlation in the residuals 

from models fitted to this data, even when the residual plots 

indicated additional terms were needed, for example, yearly 

means. 

Estimates of Seasonal Terms, Means and jijks 

To show how the various terms in model (1) contribute 

to the fitted value, lijks, the terms affecting mean level 

(Table 4) and those contributing to the seasonal cycle (Table 5) 

in terms of amplitude, R, and phase shift, ¢, are given. As an 

example, the seasonal ‘components for 1986' are plotted in 

Figure 8a. Finally, lijks is plotted in Figure 8b together with 

the final mean for 1986 (last column of Table 4) and the data. 

Note that the estimate of the day at which the N03 + N02 concen- 

trations peak can be obtained from the amplitude and phase form 

of the seasonal component and this is given for each year in 

Table 5. V 

Method Qifferences within the Saskatoon Laboratory 

» The analysis was also performed for the period 1984 to 

1987, during which both methods, 10L and 10D, were used in the 

Saskatoon laboratory. There is no evidence of differences in 

concentration due to method for this subset of the data 

(Table 6). Further, the same seasonal cycle applies to all four 

years, although the mean levels differ from year to year.
\ ‘



.14

E 

ANALYSIS OF R03 + N02 CONCENTRATIONS AT THE OTHER STATIONS 

The N03 + N02 concentrations plotted against time are 
given for the four other stations (Figure 9). Comparison with 
the corresponding plot for BA00l1 (Figure 1), shows that the 

predominant seasonal cycle is present, but that there are con- 

siderable differences between stations. Even though the first 
three stations are upstream from major urban centres and the 

irrigation districts, and have nitrate plus nitrite concentra— 
tions in‘ the same range, there are marked differences. The 
larger amplitude of the seasonal cycle in years during which the 
Calgary laboratory used method 071l0L relative to the years when 
the laboratory used method 07l10D on samples from BA00ll is not 
present for BE00l3 or BHOOI7. There appears to be a second peak 
of lower magnitude at location BH00l7. The fairly consistent 
spike in the trough of the seasonal cycle for BN000l and AK000l 
suggests the same thing, but there are at most two observations 
defining these spikes for the latter two locations. The range 
of concentrations is much larger for the two lower locations, 
which also exhibit periods of constant concentration during 
minima at a concentration of 0.01 mg/L, higher than the reported 
detection limit of 0.005 mg/L (Water Quality Branch, 1979). As 
will be seen. below, these features iaffect the analysis and 
results. ‘ 

Results , 

- The single consistent conclusion for all the stations 

is the existence of seasonality in the N03 + N02 concentra- 

tions. The terms which correspond to-a single seasonal cycle
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for all years account for the most variability at all locations, 
\

,

\ 

as can be seen from the mean squares in Table 7. The additional 

variability accounted for by fitting a seasonal cycle for each 
year differs between the stations. Allowing for a second peak 
in the seasonal cycle at BHOOI7 accounts for half as much vari- 

ability as the single peak. 

The conclusions about the effects of method and labor- 

atory changes on the N03 + N02 concentrations vary between loca- 
tions. The apparent difference between methods at location 
BE00l3, when data from both _1aboratories are used, is unot 

present when only data from the Saskatoon laboratory is used in 

the analysis (Tables 7 and 8). There is no evidence of method 
or laboratory" effects at BH0017 'and the interpretation for 

BN0001 is unclear. The umthod term is significant when the 
non—significant yearly mean and seasonal terms are in the model 

(Table 7), but the significance probability rises to 0.28 when 
all of the terms with p7~0.14 are excluded. Both method and 

laboratory terms are significant (p = 0.003 and 0.02, respec- 

tively) for location AK0001 and these p values are maintained 
even when interaction terms are removed. The most satisfactory 
models, given in Table 8, are shown in Figure 10 and as the 

bottom set of plots in Figure ll. .

“ 

As with BAOOOI, no strong conclusions can be drawn 
about the effects of method and~ laboratory changes. First, 
there is an inconsistency about the conclusions from different 
locations. Second, the effects of method and laboratory changes 
cannot be separated from the yearly mean and seasonal terms at 
two of the locations. _The significance levels for method at 
BE0013 and laboratory at BN0001 depend upon the other terms in
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the model, ‘namely how the seasonal cycle is modelled. _ For 
example, the significance level of 0.04, for method when a sea- 
sonal cycle with a single peak is fitted to BE0013 data, rises 
to 0.62 when a two—peak seasonal cycle is fitted. However, the 
regression diagnostics suggest overfitting. The runs test indi- 
cates too many runs and the probability plots show that some of 
the data- is ‘fitted much better than the remainder by" this 
model. "The difficulty of trying to fit a seasonal model with 
only'twelVe observations per year is also shown for location 
n,no017' in Figure '11. - 

ANALYSIS OF SODIUM CONCENTRATIONS 

. From the plots of concentration versus time for 
N03 + N02 (Figures l and 9), the existence of a seasonal cycle 
was evident for all five stations. The seasonal pattern is much 
less clear for Na (Figure 12), except for a reasonably consis- 
tent sumer minimum. A more consistent seasonal cycle is seen 
for BA00ll during the.years in which the analyses were done in 
the Burlington laboratory than during the period in which the 
analyses were done in the Calgary laboratory. Locations BNO001 
and AKO0Ql Show more variability and higher concentrations than 
the other three locations. 

For location BNOOOI, and to some extent BHOO17, from 
the examination of the plot of the concentration of Na alone 
(Figure 12), it is difficult to see whether a sumer minimum is 
npresent.“ The coparison of the Na and discharge plots is useful 
heres For .locations _BA001l, BEOOI3, and AKOOOI, summer Na 
minima are quite consistent. In most instances, these minima
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correspond to summer discharge maxima, although sometimes there 
appears to be a lag for Na. Thus, a correspondence between a Na 
minimum and a discharge maximum would be expected at the other 

'

I 

stations. Once the plots for Na and discharge at BN0001 are 
superimposed (Figure 13), it can be seen that the Na minimum, 
which is narrow and poorly defined at the monthly sampling 
frequency, usually corresponds to the flow maximum. Fro this, 
it seems reasonable to include seasonal terms in the models for 
all locations. 

Results 

Seasonal terms are significant for all locations but 
the percentage of the variation explained by the regression is 

generally lower than that of N03 + N02. Two peaks are present 
in the seasonal cycle of BHOOI7, BN000l and AKOOOI. Differences 
in the Na concentration due to the laboratory change were not 
detected, with the lowest significance level being 0.23 at loca- 
tion AKOOOI (Table 9). The poorly defined seasonal cycle at 
BA0001, during analyses at the Calgary laboratory, results in a 
lower 100 R2 (41.7) when all the years are included (Table 10), 
compared with 59,2 when only 1983 to 1987 data are used. Also 
the estimated residual variance for 1977 to 1982 is two times 
the estimate (0.0l606) for 1983 to 1987. Thus there is higher 
variability in Na concentrations at BA00ll while analyses were 
performed in the Calgary laboratory. 

Isolated high concentrations had more effect on the 
'fit of the seasonal cycle of Na than on N03 + N02, and omission 
of points (one for each of locations BA00ll and BE00l3 and
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three for BH0017) resulted in improvements in 100 R2 of up to 

20 percent. rThe objective is to test for the effect of the 
laboratory change, having included yearly mean and seasonal 
terms. Points which prevent a fit of-the seasonal cycle can 
result in. unexpected results because all the observations in 
that year will contribute large terms to the residual variation.

1 

. The most satisfactory models, summarized in Table 10, 
are plotted in Figure l4. The fitted model for BEOOL3, although 
leaving considerable residual variability, shows a single smmer 
minimum. The residual diagnostics are also satisfactory. The 
other three locations show much more variability not associated 
with a single seasonal cycle. A model with two peaks in the 

seasonal cycle explains 76.4 percent of the variation at BH0017 
but the residuals exhibit features associated with overfitting. 
A good fit was not obtained for BN0001 even wifl1 a two-peak 
seasonal cycle. »The more regular seasonality resulted in 100 R2 

equal to 71 percent at AK0001, with the probability plot indi- 
cating "only variations in the extremes. However, there are 
again indications of overfitting. 

Despite the above comments, the c0ncluSions regarding 
no detectable differences in Na concentrations due to changes in 
laboratory are tenable. The many analyses which were done to 

arrive at Tables 9 and 10 and Figure 14, show that the signifi- 
cance level for the laboratory effect is always high, and gener- 

ally, those related to seasonality are consistent. These models 

included single seasonal cycles accounting for a smaller percen- 
tage of variation but satisfactory residual diagnostics and 

models with many parameters which explained more variation but 
sometimes indicated departures from assumptions of the analysis.

_/
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DISCUSSION 

The above analyses illustrate the difficulty of trying 
to draw conclusions about method and laboratory changes from 

complex data sets not designed for that purpose and emphasize 
the need for proper evaluation before such changes are made in 

monitoring networks. For this specific set of data, conclusions 
can be drawn about how to use the N03 + N02 and Na data to esti- 
mate differences between locations. For N03 + N02, a conserva- 
tive position is to compare stations within periods in which 
only one laboratory and umthod combination occurs. For Na, 

apart from the modest differences in variabiity between labora- 

tories for location BA0011, there is no indication of laboratory 
effects and it is reasonable to use the data in the period 1977 

to 1987. 
V

" 

' Although not the primary purpose of the analyses, use- 
ful results about the ability to characterize the seasonality of 
the two parameters were obtained. The seasonality of N03 + N02 
is much more pronounced than that of Na and thus more satisfac- 

torily modelled. However, from the consensus of the five loca- 
tions and the dilution effect on Na during the summer discharge 
peak, it is reasonable to assume seasonality in the sodium con- 
centrations as well. The usual reasons for including seasonal 
tenms in a model is to remove this variability from the error 
and thus permit more precise estimation ’of trend or, spatial 
differences or to remove bias from estimates. The above analy- 
ses indicate that monthly samples are not adequate, at least for 

stations and paraeters with a cycle more complex than a sumer 
minimum. A further important point is the form of the seasonal 

cycle, since means within season are often used. Consider
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N03 + NQ2 at location AK000l, for example. The period before 
the summer minimum, in most years, consists of a rapid decline 
in concentrations. To report a mean of these values gives no 

indication of what is happening._
V 

l 

V 

To show the importance of fitting yearly means and 
seasonal terms, models without these terms were fitted for 

N03 + NO2~ and Na concentrations (Table 11). The highest 
100 Rzwas 5.3 and the test for runs always indicated too few 
runs. The probability plots were highly irregular and non- 

normal. t 
'

_ 
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TABLE 1: The number of samples analyzed for K03 + N02 by year 
and method and laboratory combination for station 
BA001l. 

Year 
Location of ' 

i ni Filtration .Laboratory nm(£) n(z) 

1977 
1978 
1979 
1980 

1981 
1982 
1983 

1984 
1985 

1986 
1987 

Total

\ 
4 28 72 

10 
11

L
L
L
L
D
D

C

C

C
C
C
C

C
C
S

S

S
S

S

S 

1 12 33
3
9 

12 

12 D 
11 L ' 

1}“ L 
11 L ' 

9 L 
3 D

D
D 

32 
48 

} 12 27 

12 
12

\J 

s 120 120 120 

"1 

L,D 

c,s 

is the number of samples in year i, with the number by 
either different‘ methods or laboratories indicated. 
nm(1) is the number of samples analyzed by method my in 
laboratory 1 and nz is the number of samples analyzed by 
laboratory 1- 1 

indicate filtration in. the laboratory and field, 
respectively. 
indicate Calgary and Saskatoon, respectively.
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TABLE 2: Analysis of variance tables for NO + N02 concentra- 
tions at station BAOOI1 1977 to 19824 

Degrees 
of 

Source ‘Freedom 

Sum 
Mean 

Squares_ Square 
V 

F p 100 R2 

Regression 
Residual 
Total, corrected V119 

37 0.04546 
82 0.00693 

0.05239 

0.001229 14.5 <0.000l 86.8 
»0.000085 

Degrees 
Term(s) Entering of ' 

the Model Freedom 

Sum 
of 

Squares 
Mean 
Square Fi P 

Yearly season 22 

Yearly mean 10 
Method, laboratory 3 

and interaction 
Method, season 2 

interaction 

0.04153 
0.00315 
0.00036 

0.00042 

0.00189 
0.00032 
0.00012 

0.00021 

22.2 
3.7 
1C4 

2.5 

0.0001 
0.0004 
0.25 

0.09 

F is the ratio of a regression to a residual mean square and it 
follows an F—distribution. p is the probability of the value 
of an F variate exceeding the value of F in the fifth column. 

.* The F ratio is formed from the mean square in column four of 
this part of the table and the residual mean square from the 
complete model, equal to 0.000085..

I
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TABLE 3: Measures of<a satisfactory fit for selected sets of 
parameters in the model for N03 + noz, BA00ll. 

Numbe r _ 
Re s idual 

of ' Mean_ . 

Sets Sets of Parameters Square p 

‘ 
, 1 

1 ¢ui; ~0.00046 11 
Vs 

_ 

0.00013» 3 
‘s1- 0.00011 23

4 (m,Z;mx£) 0.00045 

2 1 ;ui;,{s1} ~ 0.00009 33 
~_ui‘- ,(m,2.,m_x2.) 0.00045 13 
s,(m,£,mx£) 0.00013 6 

3- ;01;,e,(m,z,mxz) _0.00011 10 
0u10,{s1},(m,l,mx£) 0.00009 36 
s,(m,£,mxl),mxs - 0.00012 8 

4 £u1§,s,(m,£,mx£),(mxs)" 2 
0.00010 18 

;u1;,{s1},(m,1,mx1),(mxs) 9 = 0.00000 as 

499 
61 
55 

502 

37 
472 
61 

48 
39 
57 

4 1 
38* 

p is the total number of parameters in the model, includipng a 
general mean. 

Cp 4= (RSSP/52) 
Hr 

(n — 2p) where RSSP is the. residpual sum 
of squares from a model with p parameters, s2 isgiven in 

" column 3 and n = 120. 

*Cp = 38 because this is the model used to obtain s2. Thus 
Cp cannot be used to judge lack of fit for this model. 

,--‘U1,-A-. 

‘C H‘. ‘-7-’ = set‘ of yearly means. 
= the same seasonal cycle fit to all years. 

sly} = different seasonal cycle for each year. 
(m,£,m_xJ?.) = method and laboratory terms. 
(mxs) = adjustment to .sea_sonal component due to method



TABLE 6 Contribution. to the final mean level. obtained from 
fitting model (1) to N03 i- H02 concentration for 
BAOO11¢ 
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Year 

Mean 
for 
the 
Year 

Adjustment due to _Est1mate 
' 

for the 
Method -Laboratory Method 2 and Year with 

2 2 Laboratory 2 Adjustments 

1977 ' 

1978 
1979 
1980* 
1981 
1982 
1983* 
1984 
1985* 
1986 

0.083 
0.066 
0.066 
0.071 
0.070 
0.079 
0.058 
0.069 
0.074 
0.032

0 
,0. 

0. 
=0.012 
-0.012 
-0.012
0
0

0

0 
10

0

0

0 
0, 

-0.010 
-0.010 
-0.010 

" ~0.01O

0
0

0

0

0
0
0

0
0 
0 040 

0.003 
0.066 
0.066 
0.059 
0.057 
0.067 
0.05s 
0.059 
0.065 
0.058 

1987 0.033 10.012 -0.010 
_ 

0.068 0.059 

*'In each of these years "there were between one and three 
samples which were analyzed by a diferent method~1aboratory 
Acombination than the rest of the samples in that year. The 
estimate with adjustments has not been shown for these few 
samples. 1 

' 
A 

-

l

'



TABLE S: Estimates of the seasonal components obtained from 
fitting model (1) to the H03 + N02 concentration for 
BA00l1. 

Component Adjustment' Component 
' for Year for Method with Adjustment 

Year Amplitude Phase Amplitude Phase Amplitude’ Phase Max 
tat 

1977 
1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 

0.051 
0.037 
0.028 ~ 

0.041 
0.034 
0.034 
0.024 
0.020 
0.026 
0.039 
0.034 

-0.76 
0.20 
0.53 
0.16 
-0.74 
-0.48 
-0.72 
0.23 
0.34

0

0
0 
0.032 
0.032 
0.032
0
0
0 
0.032 
0.032 

0
0
0 
0.934 
0.934 
0.934
0
0
0 
0.934 
0.934 

0.051 
0.037 
0.028 
0.027 
0.013 
0.025 
0.024 
0.020 
0.026 
0.025 
0.019 

-0.33 
-0.68 
-0.76 
-0.69 
-o.»ee 

-0.92 
-0.11. 

-0.1.8 

-0.12 
-0.12 

19 
1.0 

41. 

ao 
as 
53 
43 
28, 
426 

42 
"48 

The amplitude is in the units of N03 + N02 concentration, mg/L, 
and the phase angle is in radians. 

t at Max gives the estimate of the day in the year, with January 
1 being day 1,_at which the maximum of the fitted seasonal cycle 
OCCUIS

/

W 

’.\
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TABLE 6: Analysis of variance tables for N03 + N02 concentra- 
tions at BAD011 determined in the Saskatoon laboratory 

, 
between 1984 and 1987 

Degrees 
of 

Source Freedom Squares 
Mean 
Square F 

pi 
100 R2 

Regression V 14 

Residual 32 

Total, corrected 46 

J 0.01305 
0.00164 
0.01468 

0.00093 18.2 0.0001 88.9 
0.00005 . 

Term(s).Entering 
' the Model ‘ 

‘Degrees 
of 

Freedom 

Sum 
of 

Squares 
Mean 

'Square F* p 

Yearly mean 
3 Season 

Yearly season, 
increment? 

' Method 
Method, season 

interaction

3
2 

6

1

Z 

0.00061 
0.01193 
0.000h0 

0.00007 
0.00005 

0.00020 
0.00597 
0.00007 

0.00007 
0.00003 

4.0 0.02 
1'17 < 0.0001 
1.3 0.29 

1.3 0.26 
0.6 0.65 

is the ratio of a regression to a residual mean square and it 
follows an F-distribution. p is the probability of the value 
of an F variate exceeding the value of F in the fifth Culumn. 

The F ratio is formed from the mean square in column four of 
this part of the table and the residual mean square from the 
complete model, equal to 0.00005.

_ 

This gives. the. additional variability due to fitting a 
seasonal cycle to each year relative to one cycle for all 
years. -
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TABLE 8: 

Z9 

B80013, BH0017, BNO001 and AK0001. 
The final models fdr NO§ + N02 concentrations at 

Location Years 
100 
R; 

Residual Terms Runs 
Mean 
Squate 

in the 
Model 

Test
P 

BE0013 1978-1987 
1983-1987 

BH0017a 1 1978-1986 

BN0001 1977-1986 

AK0001 1977-1987 

73.9 
74.8 

72.8 

71.9 

84.3 

0.00037 
0.00037 

0.00034 

0.087 

0.04916

\ 

1-~ 

.--.1: 

‘C 

P- 

’... 

*4 

*—v-HI

U 

.-~q 

v-~—\‘fl 

U1 

P5 
‘.5,-_\_,-.4 

>~—'u 

.8‘ 

{v1}»{$11}-$2 

s,l 

u1}»{si}>mi1 

o.2stm 
o.14*m 

o.12=m 

0.25tf 

o.32tf 

The regression was significant at a level of4<0.O001 for all of 
the above models. 
tm, tf means that the test was for too many rus and too few 
runs, respectively. 
3 Sample of July 12, 1978 was excluded.

v
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TABLE 10: The final 
locations. 

32 

models for Na concentrations at the five 

Location Years 
106 

Residual 
1 

Terms 
A 

- in the 
Model 

Mean 
fiquare 

Test 
Runs

P 

1977-1987 
1983-1987 

BA0011a 

BE0013b 1978-1987 

BH0017° 1978-1986 

BNOOOI 1978-1986 

AKOQOI 1977-1987 

41.7 
59.2 

57.2 

76.4 

37.8 

71.0 

0.02738 
0.01606' 1511 S1 

{v1}»S 

1°-1574 {v1}>{$11}»{S21 

10.284 {ui},s1,s2 

0.0757 

o.4s=f 
0.47?“ 

o.13¢f 

o.13tf 

0.07 rm 

16-91 {v1}>{$11}»{$21} .0-°7t“ 

a,b,c See Table 9 for explanation. .
. 

tm; tf fieans that the test was for too many runs and too few 
runs, respectively.
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Figure 1. 

Figure 2. 

Figure 3, 

Figure 5. 

Figure 5. 

Figure 6. 

Figuree7. 

Figure Ba. 

34 

FIGURE CAPTIQNS 

Dissolved nitrogen concentrations at BA0011 plotted 

against time, with data points joined by lines, and 
method and laboratory changes indicated. 

The fitted values for model (l) and N03 + N02 concen* 
trations at BAOOLI, joined by lines, are plotted with 
the data. . 

The residuals, from fitting model (1) to N03 + N02 
concentrations tat BAO011, 'pl0tt8d against day’ in 

year. 

The -residuals, from fitting a model without year 
terms to N03 + N02 concentration at BA0011, plotted 
against day within year, 

'

\ 

QrQ plot of the residuals from fitting model (1) to 

N03 + N02 concentrations at BA0011. 

Q—Q plot of the residuals from fitting model (1) to 
the logarithm of N03 + N02 concentrations at BA0011. 

The residuals, from fitting model (1) to the 

logarithm of N03 + N02 concentrations at BA0011, 

plotted against day in year, 

The seasonal components for 1986 as estimated from 

fitting model (1) to the N03 + N02 concentrations at 

BA0011 between 1.977 and 1987. ,



Figure 

Figure 

Figure 

Figure 

Figure 

Figure 

Figure 

35
0 

The fitted values iijks and the adjusted mean for 
1986, obtained fro fitting model (1) to the N03 + 
N02 concentrations at BA001l between 1977 and 1987, 
plotted with the data. 

Dissolved nitrogen concentration plotted against 
time, with data points joined by lines, and method 
and laboratory changes indicated for BEOOI3, BHOOI7, 
BNOOOI and AK0001. 

’

- 

Final model plotted with N03 + NO2_data, standardized 
residuals plotted against time and the probability 
plot (Q*Q plot) for locations BE001l, BNOOOI and 
AKOO01. - 

Fitted model and residual plots for three different 
models fitted to the BHO017 N03 + N02 data. ' 

Sodium concentrations plotted against time, with data 
points joined by lines and the laboratory change 
indicated. 

Sodium concentrations and discharge plotted against 
time. 

Final model plotted with Na data, standardized 
residuals plotted against time ‘and ‘the probability 
plot (QQQ plot) for all five locations. H
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