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MANAGEMENT PERSPECTIVE

A major reason for maintaining water quality saﬁ-
pling networks is the detection of changes in water quality
over time, i.e., trend detection. Of importance to any analy-
account for other known sources of variability so that the
trend can be detected in as short a time as possible and its
magnitude estimated precisely and without bias. Further, the
form of the change needs also to be modelled correctly, e.g.,
a step change or a linear trend. In this report, analysis of
specific conductance data from the Bow and South Saskatchewan
Rivers, with approximately monthly sampling frequency, aré
analyzed by a nonﬁarametric method, Kendall's seasonal t, and
by regression methods with seasonal components included in the
regression mddel. Consistent conclusions about the existence
of a changé in concentration o#er time and the.size of the
change .were obtained by the methods for a linear change,
1llustrating the usefulness of nonparametric methods, and,
equally important, the applicability of regression methods if
an appropriate model is formulated. . The regression methods,
with the diagnostic tool of residual analysis, were more use-
ful in ésseésipg the form of the change. Indeed, for this set
of data, the change was better characterized as lower specific
conductance in 1982 and 1983 and not a linear decline over the
entire period. The statistical analyses are presented in
adequate detail to show the iterative nature required for
analysis of.data such as found in water quality sampling net=
'4works, if the analysis is to do justice to these data sets

which represent such a large investment.



PERSPECTIVES DE LA DIRECTION

Le dépistage des changements au niveau de la qualité de l'eau au
cours des années, c’'est-a-dire le dépistage de la tendance, est une raison
importante du maintien des réseaux d’'échantillonnage de la qualité de
1’eau. Pour toute analyse des tendances, il est importént d’inclure des
termes dans le modéle qui permettent d’expliquer d’autres sources connues
de variabilité de maniére que la tendance puisse étre décelée le plus
rapidement possible, et son ampleur estimée avec précision et sans biais.
En outre, 1la forme du chéngement doit également &tre modélisée
correctement, par exemple, un changement progressif ou une tendance
linéaire. Dans le présent rapport, les données sur 1la conductivité
spécifique des riviéres Bow et Saskatchewén Sud, avec une fréquence
d’'échantillonnage & peu prés mensuelle, sont analysées par une méthode non
paramétiique, la valeur saisonniére 7 de Kendall, et par des méthodes de
régression avec des composantes saisonniéres incluses dans le modéle de
régression. Des conclusions uniformes au sujet de l’existence d'ume
variation de‘la concentration au cours des années et l'importance du
changement ont &té obtenues par les méthodes du changement linéaire, ce
qui montre 1‘utilité des méthodes non paramétriques, et de 1‘applicabilité
tout aussi importante des méthodes de régression si un modéle approprié
est formulé. Les mé&thodes de régression, avec comme outil de diagnostique
1'analyse résiduelle, &taient plus utiles pour é&valuer la forme du
changement. En effet, pour ce jeu de données, le changement était mieux
caractérisé comme conductivité spécifique faible en 1982 et 1983, et non
pas comme une baisse linéaire pendant toute la période. Les analyses
statistiques sont présentéés en détails adéquats pour montrer la natire
itérative nécessaire pour analyser les données comme celles que 1l'on
obtient dans les réseaux d’'échantillonnage de la qualité de 1l’eau, si

1l’analyse doit faire justice & ces jeux de données qui représentent un

investissement aussi important.



ABSTRACT

‘The specific conductance data from five sampling
stations on the Bow and South Saskatchewan River system,
¢ollected between 1978 and 1986, are analyzed for the detec-
tion and estimation of.;emporal trend. The features of the
data set pertinent to the choice of statistical methods are
‘the record length, monthly sampling frequency, seasonality and
missing data. Nonparametric methods based én Kendall's t are
‘used to test for the existence of monotonic change, to test
" for the homogeneity of the trend iﬁ‘different months, and to
estimate the size of the change._ Plots of the data are shown
analyzed by regression methods using a model with sinusoidal
components for seasonality and either a linear term or yearly
means for changes over years. Both the nonparametric and
regression methods detected temporal changes for the same four
stations. The plots by month and the plots of the estimated
yearly means from the regression analysis showed that this was
not strictly in the form of a linear decline, and multiple
vcomparison procedures on the yearly mean estimates provided
the most informative summary of the changes. Although there
were some differences between stations, the common feature was
a drop in specific conductanée in 1982 and 1983, - Thete‘was
good agréement between the nonpatametrié methods and. the
regression model with thé linear trend term, not only for
detection of change but also in the estimation of the size of
the change. This illustrates the usefulness of the nonpara—
metricAme;hods, and equally important, the applicability of
regression methods for this type of data if an appropriate
‘model is formulated, that 1is; a model including‘ seasonal

terms, not just simple linear regression, as is commonly done.



RESUME

Les chercheurs ont analysé les données sur la conductivité
spécifique, recueillies entre 1978 et 1986, dans cinq stations
d'échantillonnage sur le réseau des riviéres Bow et Saskatchewan Sud, afin
de décelet et d'évaluer la tendance temporelle. Les éaractéristiques de
l'ensemble de données pertinentes au choix des méthodes statistiques sont
‘la longueur record, la fréquence de l'éghantillonnage mensuel, 1la
saisonnalité et les données manquantes. Des méthodes non paramétriques
fondées sur la valeur 7 de Kendall sont utilisées afin de vérifier
1l’existence de changement monotonique, 1l’homogénéité de la tendance au
cours des différents mois, et pour é&valuer 1'ampleur du changement. Des
tracés graphiques des données semblent &tre nécessaires pour interpréter
les données. Celles-ci sont ‘également analysées par des méthodes de
régression a 1l’aide d’'un modéle & coﬁposantes sinusoidales en ce qui
concerne la Saisonnalité, et un terme linéairée ou des moyennes annuelles,
'pour les chahgement§ survenus au cours des années. Les méthodes non
paramétriques et les méthodes de régression ont toutes deux décelé des
changements temporels au niveau des quatre mémes stations. Les tracés
graphiques par mois et les tracés des moyennes annuelles estimées et
établies par 1’analyse de régression, ont mon;ré que le changement n'était
pas strictement sous forme de baisse linéaire, et des méthodes de
comparaison multiple des ' estimations de la moyenne annuelle ont fourni le
résumé le plus informatif des changements. Méme si certaines différences
ont été relevées entre les stations, une baisse de la conductivité
spécifique en 1982 et 1983, était un élément commun. Les chercheurs ont
relevé une bonne concordance avec la tendance linéaire, entre les mé&thodes
non paramétriques et les modéles de régression, non seulement pour le
dépistage du changement, mais aussi au niveau de 1'estimation de 1'ampleur
du changement. Ces résultats montrent 1l’utilité des méthodes non
paramétriques, et de 1’applicabilité tout aussi importante des méthodes de
régression pour ce type de données si un modéle approprié est formulé,
c’'est-a-dire un modéle incluant dés termes saisonniers et non simplement

une régression linéaire, comme cela se fait habituellement.



INTRODUCTION

Methods for time trend detection and estimation,
suitable for water quality data sets such as that from the Bow
and South Saskatchewan Rivers, are considered here. Several
features of the data set determine the class of methods which
éan be used. The record length is moderate (about 10 years)
and the sampling interval within the year 1sblong enough so
that the presence of serial correlation is unlikely (van Belle
and Hughes, 1984, suggest that the interval should be at least
two weeks). The sampling and analytical techniques are con-
sistent over the period of interest or the effect of changes

can be removed in the statistical analysis. Features,‘ such as

- seasonality and missing data, are present and must be taken

into account.

There 1is considerable interest in the use of non—
parametric techniques in testing for trend in water quality
data sets, due.partly to the paper of Hirsch et al. (1982)
vhich illustrated the use of a blocked Kendall's 1, called the.
seasonal Kendall test for trend by these authors. An alterna-
tive to t is Spearman's rank correlation coefficieant, pg,
which has also been used in testing for trend in water quality
data (e.g., Lettenmaier, 1976; El-Shaarawi et al., 1983).
These procedures involve testing the hypothesis of randomness
using a statistic that is powerful for the alternative of a
tréend. Hirsch et al. (1982) note that the form of the trend
is general, that is, a monotonic change over time including .

both gradual and sudden changes.

The reasons for using nonparametric techniques are

their robustness to nonnormality and extreme values and the



eéase with which values below the detection 1limit can be
handled. 1In addition! both pg and <t compare favourably to
the parametric alternative, the regression slope estimator for
B, when the normality assumption is ‘met, in that they both
have asyfliptotic relative.efficiency of about 0.98 relative to
B (Conovef, 1980). pg is slightly more powerful than 1, but
T converges to normality faster (van Belle and Hughes, 1984).
In the presence of ties, the variance of pg is unchanged and
thus pg 1is easler to use than < (Taylor, 1,987)'.' Values
below the detection limit are treated as ties in the nonpara-
‘metric methods and hence limif:at'ions on the ﬁsgfulness of
these techniques are just those die to the presence of ties.
An 'additibnal important  point to note is that, in "general,
nonparametric techniques are mno loﬁger nonparametric im the
presence of serial correiat'ion,. and Hirsch et al. (1982),
through simulation, show that 'the seasonal Kendall test is not

tobust to serial correlation.

The - proc.ec-iure described by Hirsch et al. (1982)
accounts for 'seésonalit'y through blocking, either moriths or
seasons, and can be calculated in the presence of missing
values, e.g., not all months were measured every year. Impli-
cit to this procedure; is the assumption that the trend is the
same for all months or seasons. 'Van Belle and Hughes (1_98.41)
give a modification that permits a test of homogeneity of
trend as well as a test for trend. If homogeneity ex-iéf:s then
" a measure of average trend such as the seasonal Kendall 1 can
be used, otherwise only tests within individual months or sea-
sons oOr within sets of homogeneous months or seasons are
. appropriate. The measure of average trend used in the season—
al Kendall test is. actuaily a weighted average of the t1's in
the individual months. The results of a limited Monte Carlo



study (Taylor, 1987) show that this weighted average is only
slightly less powerful than the optimally weighted average; an
example of which is the measure of average trend used by van

Belle and Hughes.

Regression methods can also be used for trend test-
ing and estimation with datavsets such as described above.
Unequal spacing of observations and missing data values can be
handled by these methods. However, for these and methods such
as the seasonal Kendall test, the interpretation of the
results need always be done in VIeQ of how much information is

missing due to gaps in the record.

In this chapter, specific conductance data from the
five stations on the Bow and South Saskatchewan Rivers collec—
fed between 1978 and 1986 are analyzed by ﬁethods based on
"Kendall's t and by regression methods. Prior to these analy-
ses, the specific conductance data from éach station was
analyzed by the methods of the previous chapter. No change in
specific conductanée due to change of laboratory in 1983, was

detected.

STATISTICAL METHODS

Methods Based gn Kendall's 1 |

Kendall's 1, calculated on a sample y),¥2,+¢+,¥n»

with y; the measurement in year i, is given by

S
3n(n-1)

(1)



where s = 2 ) sgn(y-y1) (2)
i<k
and
1 1f yk yi
sgn(y-yi) = 0 1f w=yi 3)

-1 if yx yi-

Since the y's are ordered in time, S is the difference between
the number of pairs where the measuremént in a later year is
 larger than the measurement in a earlier year minus the mmber
of pairs where the later méasurement is smaller. Either § or

T may be used in testing for trend:

Consider data cqllécced over m years a£ a particular
station and let y1j be the measurement on a water quality
variable in the jth month of year i, where there are measure-
ments in wmonth j 1in nj years. Thus the total number of

measurements is

12
‘ a. = § ng.
| A

if seasonality can be characterized by higher {ralues in
certain months of each year, to prevent seasonality from
obseuring the trend, the trend statistic can be .Acomputed
separately for each month. An average trend statistic is

obtained from these monthly values. Hirsch et al. (1982) use

s = 1 Sy ‘ (4)

vhere Sj, the statistic for month j, is given by



Sy = ) sgn(ygj-yij)- : (5)
: i<k .

The test for trend consists of testing the null hypothesis,
‘Hg, that the measurements in month J are random and iden-
tically distribuced for j = 1,2,...,12, against the alterna-

tive that for at least one moanth the yj are not identically
distributed. The variance of Sy is

var (Sj) = nj(nj*l)(an+5)/18 (6)
and in the presence.of ties

var (§3). = {nj(ns=1)(2ng#5) = § t(t-1)(2t+5)}/18 )
.t ‘

where t = number of yjj involved in a tie. The test of the
null hypothesis is based upon

51

—_— $70
[var(s)]¥

z = 0o $=0 | (é)
—St].__ S(O‘
[var(s)]%

where Z 1is approximately N(0,1), =1 and +1 are continuity

corrections, and

12 ~
var(S) = J var(Sj). ' : 9)
31 -



The test for homogeneity of trend used by van Be11e>
and Hughes (1984), is given by |

Momog. = [ zj- 1220 = ] zyZ)' a0
3=1 1 ‘

which has approximately a X2 distribution with m-1 degrees of
freedom. The Z4 are given by '

z25 = sy/(var(syt (1)
and
- 12
2. = ] sg2. | : (12)
=1 |

The corresponding test for trenmd is

Xirend = wZi <X, - (13)

Hirsch et al. (1982) give a nonparametric estimator
of slope, B, wherée B is the median of all d,ikj where

diky = (ykj—yij)/(k-i) for all pairs Ki‘kiﬁj for a given j
and j = 1,2,0.0,121’
‘The above procedures are based on one measurement

per month or season. If there is more than one measurement

‘per month or season, which is likely to be the case if season



is defined by combining months, several alternatives are
possible (van Belle and Hughes, 1984). These include treating
the values for the month within a year as ties in time, using
a mean or median (if the number of values is approximately
constant each yeér) or selecting a single value in a consis-

tent way over all years.

Regression Methods

The analysis 1is similar to that of the previous
ch#pter except that the terms corresponding to different year
means are reduced to a polynomial in i, and no method or
laboratory terms are included. Thus the model assuming sea—
sonality and a linear time trend is

Yis = u + 85 + (Bii cos w tyg + B42 sin w tig) + €45 (14)

where the terms are as defined in equation (1) in the previous

chapter, except that

Yig = water quality variable on day s of year i

and 8 = slope of the time trend over years.

ANALYSIS OF THE SPECIFIC CONDUCTANCE DATA

The results of the seasonal Kendall trend test are
given first. Since these results alone provide little infor-
mation about the nature of changes over time, a more complete

analysis of the data is also described.



Tests Using Kendall's 1 and Corregsponding Plots

The p values in Table 1 show that there is strong
evidence against the null hypothesis for stations BE0O13 and
BHOO17, weaker evidence for stations BAOOll and 'BNOOOl and
none for station AKOOOl. The negative sign of S indicates a
decline in specific conductance with time for the first four
stationé in Table 1, but no notion of the fomm of‘change is

given.

An 1important first step in any analysis is to plot
the data. A plot which displays the data in the way in which
it enters the analysis in the seasonal Kendall test is shown
for.stationsIBAOOII and BHOO17 in Figure 1. ' The statistic §
is the sum of‘the‘statistiCS Sj for each'month (Table 2),
where a large I 84 ' is indicative of change over time. From
Figure 1, the form of the change of specific conductance in a
given month between 1978 and 1986 can be seen, as can the

degree of consistency between months.

The test of homogeneity described by vaﬁ Belle and
Hughes (1984) was used to quantify the assessﬁent of consis-
tency (Table 3), and, using either a normal approximation
(i.e., replace S by Sj in equation (8), or Table 1 of
Kendall (1970)), the null hypothesis for each month was tested
(Table 2). The latter was used here merely to indicate for
vhich months the evidence against randomness was greatest, so
that the form of the'change in these plots could be noted. If
heterogeneity between months is detected, the individual tests
are required (see van Belle and Hughes for further discus-

sion).




The conclusions that can be drawn from the tests of
hypotheses are that there are indications of changes in the
specific conductance over the period 1978 to 1986 at all
stations except AKOOOl, but the strength of evidence varies.
Heterogeneity of trend was not detected. From the plots of
the months for which significance at a level of 0.10 or less
was found, thefe is a general pattern of lower specific con-
dUCtance.arouﬁd 1982 to 1983 relative to the earlief years, at
léast. This appears in otﬁer plots (e.g., BAOOll, January),
" but for some months there is just a general scatter (e.g.,
BAOOL1, May). | -

xggggsgiog,Analysis

The analysis of the specific.conductapce data by the
methods of Esterby et al. (1989), after removal of the labora-
tory terms which werevfound not to differ significantly from
zero, gave the models shown on the left in Table 4. From the
significance probabilities alone, the yearly seasonal teras,
{ASi}, for BEOO13 and BHOO17 would have been excluded from
those shown in Table 4. However, the residual plots showed
lack of fit in some years without these terms, and hence they
have been retained in all models. The significance probabil-
ity of 0.04 for the runs test for station BEOOl3 is due to a
poor fit of the seasonal cycle. At this station only, there
is a sharp drop in specific conductance between two adjacent
sampling periods, May and June for most years, followed by low
specific conductance for several summer months. Despite.this,
the percentage of variation is comparable to that of ﬁhe other
stations. 1In some years there are narrow peaks in the AKO0Ol

record, and these, plhs some closely spaced additional
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measurements in 1984 and 1985, are the reason for the poorer

fit and the loéw probability for the rums test.

To fit a trend term, the yearly means {uj}. are
replaced.by a‘polyﬁomial in years. Curvature in the form of a
quadratic did not remove significantly more of the variation
than the linear term in the models Shown on the right side of’
Table 4.’ The reduction in 100 R2, the residual plots and the
runs test indicate inadequacy of these models. Tﬁe“modei with
yearly means and the model with a trend term in years are
compared for BAOOOl and BHOOl7 in Figure 3. The inadequacy of
thevlinear trend in years is.very clgar from the residual
plots. The band of residuals for each station fesembles the
corresponding pattern of means in Figure 2. The plots of the
data and fitted models show that with the linear trend term,
the entire seasonal cycle is displaced, which results in
sequences of residuals of the same sign and hence too few rums

(see p runs, Table 4).

Having fitted the model on the left of Table 4,
rather than testing for a linear trend in years, a mére-appro—
priate next step would be to plot the estimates of the yearly
' means from these models (Figure 2). It thus becomes clear
that testing for differences between years or sets'of years,
using a‘multiple comparisoﬁ procedure, . will be more informa-
tive. A drop in specific conductance in 1982 at all stations
and low specific conductance in 1978, exéept at station
BAOOO1l, are the consistént features in the ﬁlots. Since the -
yearly means were estimated from a model with other terms and
_ thé nimber of observations per year are unequal, multiplgscom-
parison‘prOCedures tequiring'equél variances are not applic-

able. The method of Scheffé& (Scheffé, 1959) or a Bonferroni
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procedure (Miller, 1981') can be used. Testing for significant
differences between all pairs of years using the method of
Scheffé provides few significant differences (Table 5), partly
because the probability is l-a (a = 0.05 in Table 5) that all
contrasts, not just the differences between means actually
'computed, will be within their respective intervals. To com-
paré groups of years, the Bonferroni t statistics will be less
conservative. The interesting differences between groups of
years, as determined from Figure 2, have been tested using
both the Scheffé and.Bonferroni methods. The means for these
groups and the differences between these means are given in
Table 6. Confidence intervals for the differemces between
groups of years can also be calculated. For example, the
95 perceﬁt confidence interval for the mean difference between
years 1982 to 1986 and 1978 to 1981 at station BEOO13 is
22.5 * 16.3. '

The nonparametric estimator of the slope, B, and the
linear regression slope estimator are shown in Table 7, for
the purposes of illustration. There is good agreement, but
the regression slope estimator ié always slightly smaller.
Hirsch et al. (1982) remarked that this is always the case
with skewed data such as they used, where the estimates were
-0.014 and -0.005 for B from simple linear regression and the
nonparameter slope estimator. Note that the normality assump-
ti&n in regression consists of the assumption that the errors,
€y, are a random sample from a single normal distribution,
e, ei"N(O,dz). In the regression analysis of the
preéent paper, much of the skewness of the original data has
been accounted for by fitting the seasonal cycle. If a simple

linear regression model is fitted to the data, i.e.,
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¥4 = u +Bi+ e4g

instead of the model of equation (14), then only for station
BHOO17 was the slope found to be significéntly different from
zero (see footnote Table 7). The largest 100 R2 waé,5.23 for
station BHOO17, and the runs test indicated too few runs
(p<0.0001) for all stations. Unlike the results quoted by
Hirsch et al., the point estimators of slope are not very
different from the three estimators but thexfailuté to account
for seasonality in the simple linear regression analysis leads
to very different conclusions due to inflated error variance

estimates.

DISCUSSION

The use of,the‘seasonal Kendall trend test for a
monotonic trend has been illustrated on the five Bow and South
Saskatchewan River stationSa A test for hdﬁogenefty of trend
over months and a nonparametric slope estimator have also been
calculated for these stations. An alternative analysis is a
regression analysis based on a model which includes a yearly
seasonal cycle and ﬁhe change over years in a form appropriate

for the particular data set, and this has been performed for

‘the five stations. The nonparametric methods detected a

c¢hange over years for the same stations as did the,regfession
analysis but were 'otherwise ﬁon-informative. At the very -
least, plots of the data should be done when using the Kendall
seasonal test for trend, and a useful form of plot was given
here. Thus the seasonal Kendall trend,fest detected a noncon-

stancy in specific conductivity over the years but more analy-
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sis was necessary to specify the form of the nonconstancy.
This is in agreement with the introductory comments of Hirsch
et al. (1982), on the use of the test.

There were difficulties in ficting the seasonal
cycle for stations BEOO13 and AKOOOl, which could possibly be
.circumvented by an apptobriate modification to the model.
But, in view of the agreement with the nonparémetric methods
for detection of trend and estimation of slope, the regression
method did not seem to give erroneoud] conclusions because of

the poorer fit for these statious.

- The test for homogeneity of trend determines whether
the standardized statistics, calculated‘from the data of indi-
~¥idual months, differ from the average statistic by more than
expected under thé null hypothesis of random samples, identi-
cally'distributed for a given month: No heterogeneity was
detected for the.fiVe Bow and Saskatchewan River statioms. To
illustrate the performance of this test oﬁ a set of data with
more highly significant trend statistics for individual
months, the tests for trend and homogeneity were calculated
for 11 yearé of total phosphdrus data from the Niagara-on-
the—iake station on the Niagara River (Table 8 and Figure 4).
Again;.heterogeneity of trend was not detected. Thus, calcu-
lation of the monthly statistics is useful even when the test
for homogeneity does not provide a low significance prob-
ability. '

To perform the above tests, the median of the obser—
vations in a given month were taken. Except for three cases,
the number of days in the month on which measurements were

made was at least 17. Although unequal numbers will affect
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the power of the test (van Belle and Hughes,'i984), 1t would
seem that at the very least a summary statistic,‘such as the
median, should be used rather than choosing an individual
value by date or at random, when so much data is available.
The other alternative is to treat multiple observations in a

month as ties in time.

The seasonal Kendall trend test is based on some
arbitrary choice of season. The natural choice for the Bow
and South Saskatchewag’stations was the month, since that was
.the frequency -of sampling. The choice of season is important
because the test follows the change over years within a sea-
son. From the regression analysis of this data set, it was
found thet, of the terms entering the model, seasonality
accounted for the highest percentage of variability, and that"
there wvere differences in the time at which the specific con~
ductivity peaked (e.g., at BAOO1l the spring maximum was esti-
mated to occur in January for three years, rebruery for five
years, and Mirch for one year). This could increase the
scatter over years, since for some years, the peak (for
example) ﬁight be reached in'e'different month. cher con-
siderations in the definition of season (van Belle and Hughes,
1984) are the removal of serial correlation by amalgamation
(e.g., taking the mean of closelj spaced values in an interval
of fixed legth such as a month), and difficulty of deciding
how . to handle multiple observations within a season (discussed

above)
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TABLE 1: Kendall seasonal test for tremd for specific con—
ductance data.

Stattfon  n. S5 [var(s)]¥ .z p

BAOO11 105 -65 31.94 =2.07 0.04
BE0013 101 -95 30.28 =3.17 0.002
BHOO17 105 =101 31.95 . =3.19  0.001
BNOOO1 106 -60 32.37 -1.89 0.06
AK0001 108 -27 33.21 -0.84 0.40

n. is the total number of measurements over .the nine years.

The p values are for two-tail tests corresponding to the
N(0,1) variate Z defined in equation (8).
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TABLE 3: p value for x2 testing trend and homogeneity of
' trend for specific conductance data.

Station Trend _ Homogenei;yrof Iren&
BEOO13 0.001 _ _ » 0.84
BHOO17 . 0.002 0495
BNOOO1 0.06 _ .. 0.63

AK0001 0.42 0.34

x2 for trend and homogeneity ‘have 1 and 11 degrees of freedom,
respectively.
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TABLE 6: Tests for significant differences between the esti- -
mated means for the indicated groupings of years.

Mean for Indicated Years with Significant
Differencs at 0.05 Level

Station 1 ' 2 3
BAOO11 82,83 84,85,86 78,79,80, 81
- 163.5 - _170.9 - 178.0
BEOO13 82,83,84,85,86 78,79,80,81
285.1 $307.6
BHOO17 . 78,82,83,84,85,86 79,80,81
- 290.7 324.3
BNOOO1 78,82,83 79,80,81,84,85,86
362.2  387.1
AR0001 78,81,82,83,84,85,86 79,80
394.3 436.3

The means are arithmetic ﬁeans of the year effects shown in
Table 5.

Underlined years are not significantly different based upon
Scheffé's method. A Bonferroni t-test, which equals an ordi-
" nary t test for all stations except BAOOll, resulted in all
the differences indicated in the table being significantly
different from zero at the 0.05 level.
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TABLE 7: Estimate of slope from model in Table 4, 8, and non-
: parametric slope estimator; B.
: Regieséion Model
e — Nonparametric
_ . 95% Confidence ' Slope

Station B Interval Estimator, B
BAOO11 a1.2 - =2.1, -0.3 -1.0
BE0O13 -3.3 -5.6, =1.0 : ' -3.0
BHOO17 - -3.3 ©-5.3, -1.3 -~ -3.0
AKOOOI 1'202 "'506, 102 . "1..9

The simple linear regression model for BHOO17 gave a 95% con-
fidence interval for the slope of (-6.2, -0.6) centered at
-3.4, with p = 0.02. The p values associated with the test of
zero slopé for the other stations ranged from 0.16 to 0.32.
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.TABLE 8: Nonparametric slope estimates and tests for trend
and homogeneity of trend using Niagara River total
phosphorus data.

- Slope Estimate, B p, Trend
Time Interval mg L~ yr~! Test
January -0.0001 : 0.93
February -0.0004 _ 0.42
March ' -0.0010 0.18
April ~0.0008 , 0.18
May , ~0.0001 0.81
June S ~0.0007 0.02
July . -0.0010 ' 0.002
August ' -0.0009 0.01
September -0.0008 0.005
October -0.0005 0.02
November =0.0005 0.12
December -0.0002 0.94
Over all months -0.0006 : 0.0001

The p value for the test for homogeneity, of trend on 11 df
equals 0.38.



Figure 1.

Figure 2.

Figure 3.

Figure 4.
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FIGURE CAPTIONS

Specific conductance at stations BAOO11 and BHOO17
plotted for each month.

Plot of estimated yearly mean specific conductance
for each station from the model on the left in

Comparison of the models with yearly mean and with
linear trend in year for stations BAOOll and
BHOO17.

Total phosphorus at the Niagara-on-the-Lake station
plotted for each month.
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FIGURE 1 (continhed)
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