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'MANAGEMENT PERSPECTIVE

This is a paper for -the World Congress on Neural Networks, to be held in San
Diego, California, U.S.A., June, 1994. It represents practical applications of applying
neural network techniques to environmental problems. The research highlighfs a useful
approach to predlct missing data from other known data, ‘It is found that the neural
- network approach, together with cluster analysxs and data transformatlon produces
satisfactory results. Other environmental apphcatlons can be easily adapted w1thm the
ex1st1ng neural network framework in RAISON. The application was used in a Jomt
study betwee_n the National Water Research Institute and the Stata of Env1ronment

| Reporting.



ABSTRACT

We discuss some prehmmary results of a neural network ~approach to predlct
o mlssmg environmental data. One of the main problems in environmental modelling and
expert system apphcatlon is the lack of useful data. The neural network approach w111
no doubt provide more useful data It is found that the neural network, when used w1th ,
proper pre-screemng processes, produces satisfactory results. The preprocessing
~ techniques used here are the cluster a.nalysrs to filter noisy data and the transformation
to align the data in the appropriate range. Design procedures for this application are

given and its performance is discussed by means of a sensitivity analy51s.



1. INTRODUCTION

. Environmental science is a complex field and multidisciplinary in nature. When

~ determining how to correctly analyze en'yﬂ collection of data, the first consideration must

be the characteristics of the data themselves. After understanding the data, we can appiy
these data in. applications such as environmental modelling, expert systems and
statistics. Most often, environmental data are measured frequently or in real time, but -

others are often mcomplete and noisy. Most statistical software permit the entry of the

-missing data. Sometimes, more than one code might be used to identify particular types

of missing data, such as don’t know, no measurement or out of legitimate range.
Analytical packages typically exclude the missing data for any of the vanables in an
analysis. This approach is found to be mapproprlate since the researcher is usually

interested in understanding the entire database, rather than the portion of the database

that would provide measurements to all relevant variables in the analysis.

In the past few years neural networks have received a great deal of attention in

many areas. Recently there have been many practical applications to apply neural

networks techniques to environmental science [1]. Much of the success is contributed

to the ability of neural networks to predict and draw conclusions when presented w1th
complex, noisy, irrelevant, and even partial and missing information. In partlcular, we.
are interested i in dealing with the data poor situation, ie. ﬁndmg the appropnate values
of the missing data. As a result, a neural network can be trained to predlct missing

values from a network trained to examples.

" IL NEURAL NETWORK APPROACH
. \
We have developed a knowledge-based system, RAISON, using the‘3 C++
language [2]. This system is composed of a geographical information system (GIS), a
database, a spreadsheet and most im'portantly‘, an artificial intelligence (A.L) module.

In this paper, we describe how to im’plement neural networks within the A.lL niodule.



The n‘eufal network that we have irhplemented 1s a variation of the back-
propagatlon network model [3] because of its simplicity and flexibility required to
interface with other modules in RAISON In this network model data from the input
layer are fed into one or more hidden layers and a set of connectlons weights are
contm‘ually adjusted under the supervised training mode. In pa:_tlcular, the feedforward
output state calculation is cqmbihed with backward error propagation (e.g. using the
conventional sum of _,s_qua.r_ed errors based on t_he squa‘re‘ of the ‘difference between the
output value and observed value) In addition, it is found that the back-propagation ‘
time tends to be very slow in this kind of network. Since env1ronme_r_1_ta__l data sets are
often very large, we have opted for a modified form of back-propagation network [4],
called quickprop. | . |

The following are some of the essential features of this neural hetwork model:

i The weight is updated based on the sum 'of, the errors affected by that weight
. over the entire training set. This gives the gradient of the composite error
~ function in the weight space. | | |

(ii)  Different learning rates are prescribed for dlfferent weights in the network

(iii) We set the weight change proportional to the derivative of the sigmoid functlon :

and when a node' output is close to the extremes of the function, the derivative

- is close to zero. When an output }node’s error is large, the small derivative
allows a slight change to be propagated back, ‘hence. slowing down the |
convergence. To overcome this, a censtant of 0.1 is added to the derivative
value. , |

- (iv) Wh11e standard back-propagatlon takes the first denvatlve of the error surface

with respect to - the weights and adds a co_nstant step size in that direction,"

'quic‘kprop'uses the gradiént of the error function at two cOhsecutive points and

the weight change between them, fits a parabola and sets the step size to the

minimum of this parabola. _

W ~ To further improve the perfonnanee, a weight dec'ey fefm is added to the error

fgnction which optimizes the weights on this slightly changed efror 'surface.
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III. PREPROCESSING TECHNIQUES |

v It is fiot always necessary to have all the environmental ‘p_arameter's in the data
' set used in the neural networks. Some parameters have a stronger relationship than
others. For example, pH and alkahmty measurements shoild be closely related
Therefore, it is desrrable to pre-screen the parameters before feedmg them into the '
neural network One of the most commonly used preprocessmg methods  is cluster
analysis.
¢

Statistical methods are used to select clusters in order to examine whether
significarit differences ex15t between the obJects of different clusters. One of the
approaches is to consider a crltenon for measuring the tlghtness of the clusters and to
plot its value agamst the number of clusters [5]. A sudden marked flattening of the
curve indicates a significant number of clustets since there is relatively httle gain from
a further increase of number of clusters. In our case, the correlatlon coefﬁcrents.
between parameters are used as a criterion to détermine the number of significant

clusters.

It is also found that the ranges of some environmental parameters vary lover
everal orders of magnitude. In practlce, careful treatment of the network representatlon |
is usually required to obtain an efficient network. When the range of a parameter is
: large (many orders of magnitude), the logarithm of the variable should be used.: Th.lS
- transformatlon makes small changes in small inputs as important as large changes in
large inputs. In addition, some of the parameters are logarithmic in nature, e.g. pH We

must deal w1th these parameters properly to achreve optnnum results.

We use a data set of water quahty data (NAQUADAT) in the Great Lakes

Ecoregions as an example. Th1s set of data consists of the following pararneters ‘Na,
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K, Ca, Mg, S04, Cl, alkalinity, pH, colour, specific conductivity, Al, Fe, NO,, NH, and
DOC. Some of the pH data are not available. The problem is to show how to make use
of the existing known data for all parameters to predict the missing pH values.

First, we have to 1dent1fy the parameters which have a close relatlonsth with
pH and use them as the input parameters. in the neural network This is done using the -
cluster analysis. A cluster distance is assigned to each pair of parameters and then the
cluster proeess‘ uses these distanceé'to classify the parameters into different elusters and
to determine the appropriate number of clusters. In thlS example, the cluster distance
is based on the cofrelation coefficient from the regress.ion analysis. Figﬁie 1 shows the
plot of cluster dlstance (regression coefficxent) agamst the number of clusters. The
significant valug i is 1dent1ﬁed when there is a abrupt change in slope The results of the
cluster analysis are summanz_ed in Figure 1. By inspecting  this figure, the appropriate
" number of clusters is~ 10. It is found that pH formed e cluster with. Ca, specific
conductivity and alkalinity. | '
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Figure 1: Cluster results of the 14 parameter data set

| - Once we identify the parameters that are related to pH we can set up a neural
‘network to estimate the pH values from these parameters. To validate the preprocessmg
techmques, a sensitivity analy51s. is performed. Three different network topologles are
" used. The first network uses all 14 parameters to predict pH. The second networki uses
seven randomly’ plcked parameters that are unrelated with pH as determmed ﬁom the -
" cluster analysxs as inputs. Fmally, we use the three parameters from the cluster results
as the input parameters. In addltlon, each. topology has two variations: the output
parameter pH is either normal or log-transformed The number of thden layers can be
set to one to speed up the training. As a rule of thumb, the number of thden nodes is
set to the geometric mean of the sum of the inputs and outputs nodes [6]. Table 1.

" summaries the layout of the sensitivity analysis. .
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s .
|case| InputlH1dden|Output|pH _ |Relationship [|Median
Rel.| ' : A ‘ v o
| | NédeslNodes-|.Nodej|Tranform; |with pH .} Error
I | ' |
i —+ : =
ja | 14 | &4 | 1 |[Yes ~ |Don’t care 1 1.8%
] o s ‘ D
| b ] 22 | 4 | 1 |No |pon’t Care .| 3.2%
c | 7] 3 | 1 -|ves ' |Unrelated = | 4.5%
| 4 | 7 | 3 | 1 |No |Unrelated | .8.2%
| | | -
e | 3 | 2 ] 1 |Yes |Highly related| 1.6%
|1 £ | 3 | 2 | 1 . |No - |Highly related| 2.8%
| | \
{ | | ] | = 1 |

Table 1: Layout of the sensitivity analysis
V. RESULTS AND DISCUSSION -

There are a total of 2250 good recer'ds in the data set. We randomly select 400
records as our training set and the rest is for verification. Training is complete when -
either the network reaches one nulhon epochs or the sum-squared error satisfies a
prescribed threshold. We use the median values of the relative error between the
predicted pH and the observed pH as a benchmark of the: sensitivity ana1y51s Table 1
displays the results of the 51x network topologles

It is found that cases (c) and (d) are the worst cases as expected Although the

results of case (a) and (e) are close the trammg time on case (e) is about one-tenth of



case (2). In addition, case (¢) shows slightly better results. It confirms that clust'e‘r‘
| analysis based on regressmn coefficient is an essential ‘tool for- preprocessmg
environmental data. It is also found that cases (a), (¢) and (¢) generate better results
than their counterparts, i.e. cases, «(b), (d) and (e) This shows that proper transformatlon

on certain environmental parameters will yleld vast improvement over simply using the

data.

The neural network provides a mew approgch to prediet missing valuesn of
environmental data. It has been sucbéssfully implemented in RAISON as part of the
artificial intelligence component. The sensitivity analysis shows that preprOceSsing of
‘ the data is crucial to the performance of the neural network. Although neurai networks
require a great deal of training and computational ' resources, it is very frultful when
dealing with Iarge data sets in environmental science. Neural networks can be apphed
‘to provide more information with reasonable accuracy. Future work include the
| improvement of the training time and in formulating imprecise measurements with

fuzzy logic algorithm.
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Think Recycling!

Pensez a recycler!




