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MANAGEMENT PERSPECTIVE 

The report focuses on the development of statistical mflfllodologiesfor esfilnating the load 
of a chemical that is input to and output from a river. The motivation is to provide a protocol 
to enable Canada to assess progress towards the achievement» of the 50% reduction in 

contaminant loadings to the Niagara River by 1996, To illustrate the techniques, regression 
models with autoregressive error processes were fitted to lead concentrations and loads 

measured at the (Fort Erie) and downstream (N iagara-on-the—Lake) 

from 1986 to Inputs at FE were linked to outputs at NOTL with dynamic “regression 
models. Application of the procedures revealed the following: i 

EI. Regression models with autoregressive error_processes provided V 

excellent representations of ' the observed concentrations and loads; 

t 2. The link between NOTL and ‘FE involved instantaneous 
dependence, which was quite reasonable given the short transit 

4 time of ;a parcel of water from FE to NOTL; A 

3. 
' 

i The estimated‘*'average sediment lead load at decreased 
" from 230 kg/day in 1986 to at roughly constan’ 

‘t 87 ' 

‘ kg/day thereafter, whereas the level at NOTL declined gradually
_ 

over the ‘period of observation from 110 kgA_/day in 1986 to 65 
kglday in 1992; ’ 

I 
_ V 

4. By 1992, there was little apparent difference inthe estimated 
a average sediment lead loads at EE and NOTL; that is, the 

input to the Niagara River from Lake Erie, and the output from the 
river to Lake Ontario. ,

E



SOMMAIRE A L’INTENTION DE LA DIRECTION 

Le présent rapport traite de la rnise au point de méthodes statistiques pou_r l’estimation
I de la charge d’une subst_ance chimique entrant et sortant d’un cours d’eau._ Isl s’agit d’elaborer 

un protocole qui perrnette an Canada d’evaluer les progres réalisés vers l’objectif de réduction 
de 50 % de la charge de polluants dans la riviére Niagara“d’ici a 1996.’ Pour montrer en quoi 
consistent les techniques mises au point, on a ajusté des modéles de régression avec processus 
d’aut0régression de l’erreur aux "concentrations de plomb dans les sédiments et aux charges 
mesurées aux stations de surveillance d’amont (Fort Erié) et d’aval (Niagara-on-the-Lake) de 
1986 it 1992. On a mis en relation les entrées a Fort Erié avec les sorties a Niagara-on-the-Lake 
an moyen de modéles de régression dynamique. L’appl_ic_ation des procédures a permis de 
constater les faits suivants :

- 

1. Les inodéles de régression avec processus d’autorégression de l’erreur ont donné 
une excellente représentation ~des,c_oncentrations et des charges observées. 

2. La relation entre les ‘valeurs mesurées a Niagara-on-the-Lake et a Fort Erié 
suppose une dépendance instantanjée, ce qui est toutja fait plausible, vu la rapidité 
du déplacement d’un'e masse d’eau entre ces ideux‘ points.

_ 

. \ . 

3. Selon les estimations, la charge moyenne de plomb dans les sédirnents at Fort Erie 
ararlicalementabaissé : d’une valeur de 230 kg/jour, en 1986, elle s’est a peu pres 
stabilisée at 87 kg/jour par la, suite; quanta a la valeurs mesurée a 
Niagara.-o"n1-the-al..ake, elle a .graduellement diminué au cours de la période 
d’observation, passant de 1'10 kg/jour, en 1986, a 65 kg/jour, en 1992. 

4».- En 1992, il n’y avait guére de différence apparente em-re les valeurs estimées des 
charges rnoyennes de plomb dans les sédiments _ a Fort Erié et a 
Niagara-on-the-"Lake ou, en d’autres rnots, entre la quantité entrant dans la riviére 
Niagara, depuis le lac Ed‘é, et la quantité sortant de la riviére, vets le lac Ontario. 

' 

_ ._
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1: EXECUTIVE SUMMARY .

’ 

. The development of statistical methodologies to detect and estirnate changes in the 

concentration and load of toxic contaminants in the Niagara River is a major ongoing priority 
for both Canada and the United States. in 1973, the riverwas designated as an "-‘Area of 

Concern" by the International‘ Joint Commission and, in 1987, the "Niagara River Declaration 
of Intent” was signed, committing the two. countries to a goal of reducing the load of persistent 
toxic substances to the river by 50% no later than 1996. The present report focuses on statistical 
procedures which are appropriate for the analysis of Environment Canada upstream/downstream 

monitoring‘ data. Due to its associated field and laboratory quality assurance program, as well 
as the freqlltmcy of collection (weekly), this data base is-of very high calibre, and been 
identified by the decision makers in Canada ‘and the United States as" the rnost.appro'pr”iate source 
for inferences about: 

d 

- ’ 

A 

3 - 

1) current conditions in the river; 
‘ 

A 

' " ~ 

2) trends in concentrations and loads of toxic contaminants in the river; 
3) loads of contaminants from Lake Erie to the river";

T 

4) loads of contaminants from the river to Lake Ontario; 
" 

-

' 

5) differences between the load to the river from Lake Erie and that.fr0.I_il the river , 

to Lake Ontario. ' 

The last item is especially irnportantsince it provides, along with estimates of point source loads, 
an indirect estimate of non—point source loads, the latter being perhaps the most significant, but 

least understood, component of the total load. . 
.

' 

p 

The scope of the present study was purposely limited to the consideration of only one 
of the large class of chemicals measured in the upstream/downstream monitoring program; 

specifically, to sediment lead. The aim was modest, to illustrate the major effort required for 
thorough examination of the data for a single contaminant. Sediment lead was chosen as a 

typical example from the list, but it is atypical in that all of itsvalues are above the detection 
lirnit. Consequently, several impoit_ant issues were not covered in the present -report, including 
the treatment of censored data, the examination of inter-relationships between contaminants, and 
the derivation of total loads bycombining measurements from theiaqueous phase and from 
suspended solids". The statistical techniques employed ranged from simple graphical presentations 
to the fitting of sophisticated time series and dynamic regression models. The time series models 
each contained two components, one incorporating parameters for seasonality, trends over years
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and any potential covariates such as- flow or sediment, and the other representing a stationary 
error ll6‘l'IIl.3SSllIIl6(l to belong to the class of autoregressive processes. The intention was to 
¢XPf¢S$ 31¢ inherent ¢.haraCt<.=riStics of the data in terms of these known sources of variability, and 
to assess the significance of each source through hypothesis testing. A basic constraint imposed 
on the analysis was the ability to perform the computations with. existing and readily available 
statistical software-, ‘although this sometimes prompted the use of sub-optimal procedures. In 

particular, _mi_ssing values. were imputed from medians over" a fixed window rather than by 
applying the more powerful, but complicated and model-specific, EM-algorithm. 

Data analyses and-presentations were based primarily on logarithmic transformations of 
the observed measurements to. stabilize van'ances'and to produce more symmetric frequency 
distributions. Summary statistics and graphical displays on this revised scale revealed that the 
relative "variability (coefficient of variation) in ln(flow) was roughly the same (1%) at both Fort 
Erie (FE) and Niagara-on-ithe-Lake (NOTL),, whereas that for ln(sediment lead concentration) 
was twice as high at the former location (14% vs 7%)-. Sediment concentration had the highest 
relative variation of the three logged ‘quantities.-, the valueat FE (80%) being slightly higher than 
that at NOTL (60%). The inter-si_te correlation coefficients (r) were 0.921 for ln(.flow), 0.873 
for ln(se_diment) and 0.587 for ln(sediment lead), reflecting the similarity of the pattems over 
time at the two stations. Although flow was consistently lower at FE than at NOTL, the level 
at, (and difference between), the two locations varied both seasonally and from year to year. 
The flow was highest in the summer and lowest in winter, while the difference between stations 
was lowest in the summer, possibly due to regulation of flow during the tourist season-. The 
sediment c0n¢.ent1'ation was lower at FE than at NOTL from 1988 on, and exhibited strong 
seasonality at both sites, with highest levels during the winter months. In contrast, differences 

in sediment between the two stations were largest in the spring and early summer, and smallest 
during the winter. The main features of sediment lead concentration were higher variability at 
the FE station, and higher levels at both sites during the sunnner compared to the winter. 

The univariate models for sediment lead concentration at FE and at NOTL were 
surprisingly simple, requiring few pamtneters to provide a very good representation _o_f data 

characteristics. Statistically significant terms in both models included autoregressive coefficients, 

together with parameters for the effects of covariates (flow and sediment), for differences over



"years (trend) and for seasonality. Estimated mean lead. concentration at NOTL was constant at 
27 mg/kg for 1986 through 1988, and then rose to 32 mg/kg, while that at FE was 32 mg/kg 

for 1987 and 1988, increasing to 40 mg/kg forthe remaining years. With sediment lead 

concentration at FE considered as input and that at NOTL as output, the dynamic regression 
model linking the two sites revealed only instantaneous dependence, which was quite reasonable 

given the short transit time of a parcel of water from FE to N OTL (less 24 hours). With 

this dynamic relationship, the amount of explained variation at NOTL»was increased, so that the 

ability to forecast NOTL concentrations was further improved. V 

' 

» 

' 
-

y 

Autoregressive models, containing terms for trend and seasonality, but no covariates, were 

also developed for the sediment lead loads at NOTL and FE, as well as for the concentration and 
load ratios-of FE to NOTL. The estimated average load at FE decreased dramatically from 230 
kg/day in ‘I986 to -a constant level of 87.kg/day thereafter, whereas that at NOTL_declined 

gradually over the period of observation, from 110 kg/day in 1986* to_65 kg/day in 1992. By 

1992, there was noapparent difference in the loads at the two’ sites», leading to the conclusion 

that the only significant contribution of sediment lead to the Niagara River was from Lake Erie. 

- -~ - 2; STATISTICAL TECHNIQUES, - -
y 

Data were analyzed using‘, assorted descriptive (exploratory) and inferential (confirmatory) 

techniques, both qualitative and quantitative. All statistical tests were performed individually at 

the 5% level of significance. Much of the qualitative description involved the preparation and 

interpretation of. graphical representations of various forms, of the data, both transformed and as 

recorded. Among these were time plots, plots .of 
‘ means with their accompanying 95% 

confidence intervals, scatter plots, histograms and boxplots- The latter consisted of boxes with 

lines emanating from the top and bottom, where the line in each box representedthe median 

response; the lower and upper edges of thebox represented the lower and upper quartiles, 

respectively; and the "whisker" lines extended to the highest and lowestivalues, excluding 

outliers (circles represent values 1.5 to 3 box lengths from the upper or lower edge of the box) 

and extreme valjues (asterisks represent observations more than 3 box lengths from the upper or 
-

\ 

lower edgeof the box) [Huntsberger and Billingsley, 1987] Q For each variable, the observations 

constituted a time series; that "is, a realization of potentially correlated »_tirne-ordered random
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variables, typically viewed as a single representation of some infinite process; Because of the 

inherent correlations (termed autocorrelations), it was particularly important when fitting 
statistical models to such responses to have as complete a "record over time as possible. 
Unfortunately‘-, most of ' the variables in the present study had missing values, so that some 
lI1€fl10d Of filli1lg_ the gaps was required. This was accomplished by using a median interpolation, 
the median being robust to extreme values. To provide a "relatively smooth estimate, -the 
interpolation consisted of the median of _l2 consecutive ‘values, 6~on each side of any missing 

observation(s). Only missing values were interpolated, all other entries in the resulting surrogate 
series being maintained attheir original values. - 

i

'

/ 

It was assumed that the response at any particular time would be most strongly influenced 

by those immediately preceding it in the series, and attention was restricted to fitting stationary 
autoregressive models, preferably of low order [Abraham and Ledolter, 1983; Box and JenIdns~,- 
1976; Charfield, 1989].‘ These were very similar to regression models, except that previous 
values of the dependent variable were used as covariates, the number of such terms being the 
order of the process. Regression models also required that all response values be uncorrelated, 
whereas successive time series values tended to be correlated due to persistence of effects; that 

is, any observation depended on one or more of those previous to it in the series, the number 
of time ‘periods separating any two.-series values being termed the lag. An autoregressive process 
of order k, AR(k), contained terms for all response values preceding the current one by up to 

and including k time periods, (that is, up to and including lag k), while a stationary time series 

had a and variance that were constant over time. For non-stationary series, changes in the 
mean over time were addressed by incorporating‘ in the model terms for seasonality and trend, 
as well as any relevant covariates. For example, with weekly data, observed seasonality over 

months within years was accommodated by using sin(21rt/52) and cos(2-zrt/52) as regressors for 

theresponseat time or week t, since each covered a complete cycleof its values in one year. 
The time series models also included an overall constant to allow for a non—zero process mean 
and a white noiseerror component assumed to generate independent zero—mean normal values. 

Time series were fit with SPSS' Version 6-.-0 for Windows" [SPSS, 1993] using Kalman filtering 

[Abraham and Ledolter, 1983; Charfield, I989], a recursive process in which observations were 
added sequentially and parameter estimates were updated at each stage; when all values had been



. >_ V _5_ ,__ _. __ 
added, the process‘ was repeated, if necessary, to fine-tune the estimates, iteration continuing 

until some pre-specified minimal charlge in the estimated ‘error variance was achieved. 

A chisquare test based on differences in log likelihood -was applied to compare models; 
specifically, twice the difference between the log likelihood value of any model and that of one 

with v fewer parameters had approximately a chisquare distribution with v degrees of freedom 

in large samples [Ra0, 19651. Partial t-tests were also considered, especially for models 

differing by only 1 parameter. Such tests consisted of the ratio of the estimate to its estimated 

standard error, and examined the-T residual effect of a specific parameter assuming all other terms 

were included in the model. For models differing by more one parameter, partial ti-test 

results were somewhat problematic" to interpret when the ‘parameter estimates were moderately 

correlated. This was particularly true of autoregressivei coefficients, and the chisquare criterion 

was more informative in such cases- A _related, but more subjective, measjure also used for 
comparing the time series models was the Akaike Information Criterion (AIC) [CImg‘ield, I989]. 

This statistic, twice the difference between the number of parameters estimated in the model and 

the corresponding log liikelihood, was intended to penalize models with larger numbers of 

parameters, those with lower AIC values, being preferred. 
'

A 

- 
. The potential "best fit"‘ model was then -applied to successive sets of observed or median 

interpolated response values to produce the one-step-ahead forecast at time t»-cl “for each t 

[Cha;field, I989]. Subtracting these predicted values from the corresponding observed or median 

interpolated values generated an estimated, residual or error series, which resembled a white noise 

process if the mode] was adequate. To assess the g‘oodniesS~of-fit of the model, the 

autocorrelation and partial autocorrelation functions of the estimated error series were examined, 

together with its and scatter plot vs time and Led0lter,.1983]; to conserve 

space, these graphs have not been included in the present report. The autocorrelation at lag lg 

was the correlation between all ‘values k units (e. g., weeks) apart in the .series, whereas the 
. 

‘
- 

partial autocorrelation at lag k was the estimated coefficient of the k"'- order term in an AR(k) 

process and represented the "excess correlation at lag k which was not accounted for by an AR(k— 

1)- model" [Cha;field, 1989]. For large samples, any autocorrelationor partial autocorrelation 

falling inside the approximate 95% confidence bounds of ;{;2l\/ n was considered negligible. As
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a further check, the Box-Ljung test was applied to all autocorrelations up to and including lag 

_l6 [Ljung and Box, 1978]. This involved comparing successive cun_1ulativesurns_of squared 

autocorrelations with an appropriate chi,square value and rejecting the hypothesis of zero 
autocorrelations up to order k if thesurn exceeded the tabled ‘chisquare value, 

. With the assumption of a white noise process for the model errors, the predicted one-step- 

ahead forecasts were conditionally normally distributed, the forecast at time t having mean the 
forecast at that point and variance estimated by that of the residual term [Abraham and Ledolter, 
1983]. To obtain a predicted response from the one-step-ahead forecast, it was necessary to 

back-transform the values‘ using the antilogarithrn function. By this process, the resulting 

transformed values had an approximate lognormal distribution with mean the antilogarithm of 
the sum of ' the mean forecast and half the error variance [El~Shaar"awi, 1989].. The predicted 
value at time t was taken to be the antilogarithm of the sum of the best fit one-step-ahead 
forecast and half the estimated error variance. ’ 

In order to linlc two time series through a dynamic regression model, the cross-correlation 
function of their estimated error series was exarni_ned [Haugh and Box, 4197_,7|_. For a bivariate 

process, the cross,-correlation at lag k represented the correlation between values k units apart 
in the respective time series, say "A" and "QB"; negative lags corresponded to values in series "A" 

that were k units ahead of those in series "'B", and vice versa for positive lags [Chagfield, I989]. 
As with autocorrelations and partial autocorrelations for the separate univariate series, a large 
sample approximate 95% confidence bound for zero cross-correlations was also i2/\/n. 

» 3: TIME QERIES ANALYSIS OF SEDIMENT LEAD 
For the period May 8, 1986 (week 1) to October I2, I992 (week 339), weekly 

measurements were taken of flow (cfs), sediment (mg/l) and sediment lead concentration (mg! kg) 
in the _Niagara River at NOTL and FE [Data Interpretation Group "C", 1986-92]. Of the 
potential 339 observations on each variable at each site, only the flow record was complete; 50 
(14.7%) of the sedimentobservations were missing at NOTL and 26 (7.7%) at FE, Whilfl 51 
(1-5.0%) of the sediment» lead concentration values were missing at NOTL and 47 (13.9%) at FE. 
Results have been summarized in Table 1, Time plots were prepared for flow, sediment and



Sediment lead concentration wit_h the data for NOTL and FE superimposed. on the same graph 
for each variable. The traces for flow and sediment -were very similar at the two sites, while the 
sediment lead concentration trace at NOTL paralleled that at FE but With fewer and lower spikes 
of high lead. concentration. »In allcases, the responses were typified by high variability and a 

pronounced skew to the right. To stabilize the variability and to provide more symmetric 
frequency distributions, natural logarithms of the responses were taken and all subsequent 

statistical analyses, including the median interpolation of missing values, were based on these 

transformed versions of the original variables; Patterns ingthe natural logarithm traces were 

similar to those in the raw data plots. - 

i A: SEDiMENT LEAD CONCENTRATION 
Figure 1 contains time plots p[Fig. 1,(A)] of ln(flow) for NOTL and FE, as well as mean 

plots boxplots summarizing the annual [Fig. 1(B,C)] and monthly [Fig. 1(D,E)] results over 

the 1986-".1992. Although the pattern was similar at the two sites as reflected in the large 

positive correlation coefficient (r=0.-921), the flow, rather surprisingly, was consistently higher 

at NOTL both between [Fig. 1(B,C)] and within [Fig. 1(_D,E)] years, Both sites exhibited non- 

stationarity in flow [Fig. l(A,B,C)], with a steady decline from 1986 through to the end of 1989 
followed by a slight rise to a peak in early 1991; ta subsequent decrease through the remainder 

of 1991 preceded a final increase through to the end, of the observation period in 1992. The 

variability in ln(flow) was similar at both sites and fairly constant over both years» [Figp 1(B,C)] 

and. months [Fig. 1(D,E)]_, the common observed overall standard deviation in ln(flow) being 
0.094. There was a minor seasonal pattem within the year, values increasing in the early part 

of the year to a peak in May and then declining slowly through the remainder of the year [Fig.' 

l(D,E)]. The positive skew in ln(flow) exhibited in Figure l(D), especially in the summer 

months, was a consequence of the non-stationary trend over years. 

Figure 2 contains time plots, mean plots and boxplots of ln(sediment) for NOTL and FE. 
The sediment level was generally lower at FE, particularly from 1988 on, and de_creas'ed_ fairly 

steadily over the observation period; that at NOTL was relatively stable from 1986 to 1989 and 
then began to decrease as well [Fig. 2(B-,C)]. Nevertheless, the overall behaviour was still 

similar enough to produce a large positive observed correlation between sites (0.873), and
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ln(sediment) certainly did not exhibit the extreme non-stationarity cha'racteri’stic- of ln'(flow). In 

contrast, there was a distinct common seasonal component within the year at both sites, with 
sediment levels declining steadily from January through mid.-‘summer and thenincreasing rapidly 

through the remainder of the year [Fig. 2(D,E)]; the notable exception to this pattern was April 

when sediment concentration was comparatively high at both sites. 
' 

The within-‘site variability 
in ln(sed_iment) seemed to be fairly constant over years and months, and, overall, was somewhat 

higher at FE than at NOTL (standard deviation of 1.028 vs 0.895, respectively). ' 

Figure 3 contains time plots, plots and boxplots of ln(sediment lead concentration) 

at N OTL and FE. Again, the pattern was similar at the two sites, with levels at NOTL being 
generally lower and less subject to extremes than those at FE. This was especially noticeable 

in the mean plots [Fig. 3(C,E)], since the means were "much more influenced by the extreme 
values than were the medians. Despite this apparent similarity, the observed correlation (0.587) 

between locations, while still positive, was substantially lower than that for ln(flow) or 

ln(sediment)._ This was probably due to the presence of so many large spikes of transient values 
in the FE record, together with slightly different trends over time at the two sites [Fig. 3(B,C)]. 
Specifically, sediment lead concentration at NOTL was relatively constant from 1986 to 1988, 
then increased in 1989,'after which it remained roughly constant; at FE, the level was fairly 

constant over the entire period, although 1987 and 1988 were somewhat lower in value than the 

other. years. In neither case, however, did the response exhibit the strong non-stationarity 

characteristic‘ of ln(flow).’ Of particular interest in the FE record was the brief but extremely low 
lead concentration (2.3 mg/kg) observed in August 1988 (week 120). This value was clearly an 

outlier, and there was no obvious explanation for its presence. Whileproblems with either field 

sampling or laboratory procedures were distinct possibilities, the sediment lead concentration for 

week 121 was also rather low (10.6 mg/kg). The erratic behaviour at FE was clearly reflected 
in the variability both between 3(B,C)] and within [Fig. 3(D,E)] years, being twice as 

large, overall, at FE compared to NOTL (standard deviation of 0.479 vs 0.223, respectively). 
There was a clear, and common, seasonal pattern in sediment lead concentration within years 

[Fig. 3(D,E)] at both NOTL and FE which was opposite to thatfor sediment; namely, the level 
increased from January through June and then declined through the remainder of the year. 

Scatter plots were also prepared for each pair of variables at each site. At NOTL,

\.
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ln(sediment lead concentration) was moderately negatively correlated with ln(sediment) and 

slightly negatively correlated with ln(flow), whereas 1n(flow) and ln(sediment) were uncorrelated 

[Fig. 4]. (The small significance levels resulted in large measure 1f'_'rorn'the large sample size, 

n = 300). At FE, although ln(sediment lead concentration) and ln(sediment) were still moderately 
negatively correlated, ln(sediment lead concentration) and l_rr(flow) were (now tincorrelated, 

whereas ln(sediment) and 1n(flow) were significantly positively correlated [Fig. 5]. The 

unusually low sediment lead concentration at FE in-“week 120 was clearly‘ evident in Figure 
5(l§,C). .

' 

The gaps in the ln(sediment lead concentration) record [Fig. 3(A)] were filled using‘ I116 

median interpolation of length 12, as were those for ln(sediment) [Fig. 2(A)] since it was to be 

included as a covariate in developing the time series ‘models for sediment lead concentration. 

Some values were missing at the beginning of each series and could riotber interpolated. As a 

result, the final data base for all further statistical analyses contained 3 (0.9%) missing 

ln(sediment lead concentration) values for NOTL and 4 (1.2%) for FE, whereas 3 (0.9%) 
ln(sediment) values were still missing at NOTL and none at FE . The effectof these remaining 

missing values on the fitting process was assumed to be negligible, Graphical comparison 

indicated that the interpolation had preserved the inherent properties of the original series while 

providing more completerecords of 'ln(sedirnent) and ln(sediment lead concentration) for 

analysis purposes. None of the inter-site or inter-variable correlations changed by more than 

170.01 relativeto those from the actual observations, but the variability in each of the 

interpolated versions was somewhat lower than that in the corresponding original series. 

' - Niagara-on—the-Lake - 1
. 

Since sediment lead concentration appeared to depend on flow and/or sediment at each 
-site [Figs. 4, 5], ln(flow)’and ln(sediment) were added as covariates to the autoregressive model. 

The trend over years observed in Figure 3(B,C)' for N OTL was incorporated through an indicator 
variable that was 0 for 1986, 1987, 1988‘ and 1 for 1989 to 1992. Sine(time) and cosine(time) 

were also included as regressors to account for the observed within-year pattern in Figure 

3(D,E). Log likelihood .for this initial model increased steadily from 177.9 for AR(1) to 194.4 

for AR(2) and to 196.1 for AR(3). The observed change of 16.5 from AR(1) to AR(2) was
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extremely significant (x._’,,=33. 1; p=0.000), whereas that of 1.7 between AR(2) and AR(3) was 
not (1% =3.-44; p=0.064); equivalently, the observed significance level of the partial t-value for 
the 183.3 coefficient in the latter model was p=0.066 so an AR(2) was supported by either of 
these procedures. The AIC value decreased fi'om -341.8 for AR(1) to -372-.9 for AR(2) and to 
"374-3 fol‘ AR(3), S0 that an AR(3) model was favoured by this criterion despite the larger 
number of parameters. In the AR(2) model, the partial t-values of the estimated lag 1 and 2 

coefficients were extremely significant, as were those for the trend, sine(time) and ln(sediment) 
coefficients (p=0.000 for all five terms). In contrast, the partial t for ln(flow) was marginally 
non-significant (p=0.056), and those for the constant and cosine(time) terms were highly non- 

significant (p = 0.907 and p = 0. 185 , respectively) .. Since the estimated coefficient of ln(flow) and 
the constant were highly (negatively)- correlated, only the cosine(time) coefficient and the 
constant were removed from the regression. A_n autoregressive model of order 2 without the 
latter two terms was then fit to the data, producing a log likelihood of 193.6 which, as expected, 

was l_ower_than for the original model; twice the decrease in log likelihood had a fa,-dist1'~ibution 
if the constant" and cosine(ti1ne) terms were negligible [Ra0, I965], so that the observed change 

of 0.8 was extremely non-significant (x’o= 1.76; p=0.416). The AIC also decreased, to -375.1, 
indicating that the decrease in the number of parameters estimated had more than compensated 
for the marginal decrease inlog likelihood. With removal of the constant term, ln(flow) became, 

by far, the most important predictor of ln(sediment lead concentration); its partial t-value of 80.7 

(p=0.0()0) was over 11 times the magnitude of the second largest partial t. Given all of the 

above comments, an AR(2) model with trend, sine(time)-, ln(flow) and ln(sediment) as regressors 
was selected as the best fit model for predicting ln(sediment lead concentration) at NOTL.

A 

_ 
Parameter estimates, together with their associated estimated standard errors, have been 

summarized in Table 2. The residual variance estimate, 0.018637, represented a 62.6% decrease 
from the variance of 0.049863 in the original ln(sediment lead concentration) values and of 

60.0% from that of 0.046440 in the interpolated series. From Table 2, the best fit model of 
ln(sediment lead concentration) at NOTL was: . . 

_
4

_
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' 

C,,(t) =¢ p,,(t) +-6 0.364[C,,(r-1) - ;1,.(t-1)] + 0.327[C,.(t-2) - p,,(t-2)] _ 

, _ with 
p _

, 

'ftN(t) = 0.271 ln(flow) > 0.041 ln(sediment)t+ 0..122 sin(21rt/S2-) -l-0.166 Tu 

4 . 

where T,,=0 for 1986, 1987, 1988 and 1 otherwise, Cs(t-i) Was the observed or median 

interpolated ln(sediment lead concentration) at week t—i, (i= 1,2) _and'C,.(t) constituted the one- 

_step—ahead forecast, of ln(sediment lead concentration) for "week t-1.. All of the estimated 

autocorrelations and partial autocorrelations of the estimated error series from this model fell 

inside their respective large ‘sample approximate 95% confidence bounds, and none of 
' 

the Box— 

Ljung statistic values for autocorrelations up to and including lag 16 came close- to significance 

at the 5% level (pY>0.22). The histogram suggested a moderate skew to the right in the 

distribution, indicatingvthat the logarithm transformation, while reducing the skew, had not been 

able to producea completely symmetric distribution. Nonetheless, the data were interpreted as 

providing no evidence that the estimated error series from the model differed markedly from 

a white noise process with estimated variance 0.018637, so that the appropriate predictor of 

sediment lead concentration was given by exp[C,,(t)+0.009319], where exp[x] =e’-‘. From Figure 

6, the predicted series clearly provided an excellent model of the actual series, failing only to 

capture the transient extreme concentrations; however, it was not likely that any simple model 

could have accomplished this, and it was certainly remarkable that the model, with only 7 

parameters, had been able to approximate soclosely a series of nearly 300 values. From 1986 
to 1988, ‘annual sediment lead concentration was relatively stable at roughly 27 mg/kg, 

then increased in 1989 to a new plateau of 32 mg/kg [Fig. 6(B)]. However, therewere 

exceptions to this pattern, most notably the lower mean concentration in 1.987 (25'_.7 mg/kg) and, 
of somewhat more concem, the higher mean concentration in 1992 (33.7 mg/kg) following a 

steady decline over the preceding In fact, a plausible -alternate interpretation of the 

results would that mean sediment lead concentration at NOTL had slowly, but 

relatively steadily over the entire period of observation. I - 

_ 
14

. \



-12- 

. Fort Erie -

’ 

The initial model included the same regression terms as for NOTL, except that the trend 
component was 1 for 1987, 1988 and 0 otherwise to account for the "pattern in Figure 3. Log 
likelihood for this model increased negligibly from -154.2 for AR(l) to -153.9 for AR(2) 
(_x’°==0.63‘; p=0.429), while the AIC increased from 322.3 to 323.7. Partial t-values for the 

lag 2- coefficient and for those of the ln(flow), cosine(time) and constant terms were all highly 
non-sigI'1ificant(p=0.425, 0.433, 0.533 and 0.833, respectively) in _the latterrnodel, and, aswith 
NOTL, the estimated ln(flow) coefficient .and the constant term were extremely highly 

(negatively) correlated. A revised AR( 1) model, with theconstant and cosine(time) terms deleted 
from the regression component, was then fit to the data. The log likelihood for this reduced 
model was -154.4, a highly non-significant (x’°=0.45; p=0..799) decrease from the original 
AR(l) model. The AIC also decreased,_ to 318.8, the decrease in the number of parameters 
having outweighed the decrease in log likelihood as was the case for NOTL. The partial t-values 
for the trend, sine(time), l_n(flow) and ln(sediment) coefficients were all extremely significant 

(p=0.000, 0.001, 0.000, 0.000, respectively), especially the ln(flow) term with a partial t of 
81.5 that was 172 times the magnitude of the second‘ largest partial t. Consequently, an 

autoregrfessiveimodelof order 1 with trend, si_ne(time), l_n(flow) and l_n(sediment) as regressors 
was tentatively identified as the best fit for The residual variance estimate for this model 
was 0.149321, representing a 34.9% decrease from the variance of 0.229345 in the original 
ln(sedi_rnent lead concentration) values and of 27.8% from that of 0.206934 in the interpolated 
data. The time plot» of the estimated error series was similar in appearance to that of the original 
ln(sediment lead concentration) values in Figure 3(A), but with more rapid oscillations. None 
of the estimated autocorrelations fell outsidethe large sample approximate 95% confidence 
bounds, and the Box-Ljung statistic value closest to significance was at lag 16 (p=O.226). Only 

the estimated partial autocorrelation at lag. 16 fell outside its interval, and then marginally. 
3 

Although the above results supported a white noise process for the estimated error series, 

the histogram indicated‘ that the low sediment ‘lead concentration at week 0120, with a 

standardized value of -7.12, was unquestionably a very extreme observation. To study the 
influence of this outlier on estimates of model parameters, and with a view to improving model 

fit, the sediment lead concentration for week 120 at FE was coded as a missing value and the
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median interpolation of length 12 was applied to the_ natural logarithms of surrounding 

observations. As expected, the variance (0185416) in this revised series was lower than that 
in the logarithms of the raw- data (19.2% decrease) or original median interpolated series.(10-.-4% 

decrease), but these were rather substantial “changes given that only 1 of 339 values had been 

altered. In contrast, the correlation of ln(sedimen_t lead concentration) with l_n(flow) and 

ln(sjedirnent) increased marginally in magnitude relative to those from the previous median 

interpolated series, from -0.007 (p=0.901) to -0.012 (p=0.825) and from —0.395_,(p=0.000)'to 

-0.419 (p=L0.000), respectively-; the correlation between the old and new median_interpolated 

values was 0.932. Thus, replacing the observation at week 120 by the-surrogate value seemed 

to have had a positive effect on the ln(sediment lead concentration) series and its associations 

with those of the other two _w'ater=;related variables. AR(1) and AR(2) models with trend, 

sine(time), cosi‘ne(time),. ln(flow), ln(sedi1nent) and a constant in the regression component were 

then fit to this new series- Results were qualitatively very similar to those with week 1_20_at its 

original value. The decrease _in log likelihood from -130.5 for AR(1) to -130.4 for AR(2) was 

even more non-significant (~x’°=0.2~8; p=0.595) than for the original series; equivalently, 

p=0.58l for the partial_ t of the lag 2 coefficient in the AR(2) model. The AIC-also increased, 

from 1275.1 to 276.8, so that both likelihood—based criteria favoured an AR(1) model over AR(2). 

Note that the log likelihood and, hence, .AIC values decreased rather dramatically following 

replacement of the aberrant week 120 observation. ‘As with previous series, the parameter 

estimates of the .cosine(time), ln(flow) and constant terms in the AR(2) model had very non- 

significant partial t—values, (p=0.522-, 0.566 and 0.647, respectively), but the latter two were 

still highly negatively correlated. When an AR(1) model was fit with the cosine(time) and 
constant terms" removed from the regression, the log likelihood decreased marginally, to -131.0 

(X’o=0.98. with 2 df; p=0.6l3) relative to the full .AR.(1) model, as did the AIC, to 272.0. 

Again, the ln(flow) partial t became extremely large in magnitude (88.9) and significance 

(p =0.000), being 18 times the magnitude of the next largest partial t; the partial t-valuesfor the 

lag 1., trend, sine(time) and ln(sedin_1ent) coefficients were also extremely" significant (p=0.000). 

The residual variance for this new model was 0.129887, a 37.2% decrease over the variance 

(0.206934) in the revised median interpolated ln(sediment lead concentration) series and ia 13.0% 

decline over the estimated residual variance (0.149321) from the "best fit" model withthe
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original week 120 observation included. The "effect on the estimates of the other model 
parameters was also of interest. ‘Those for the lag 1, trend and ln(sediment) coefficients 

decreased in magnitude (by 10.0% from 0-.219 to 0.191, by 131.10% from -0.222 to 41.193 and 

by 4.0% from -0.124 to -0.119, respectively), while that of ln(flow) remained unchanged at 
0.305 and that of the sine(time) term increased (by 13.7% from 0.146 to 0.166); all of these 
changes were .approxi'mately 0.5 estimated standard deviation or less in magnitude [Table 2]. 
Theestimated standard errors of the three regression coefficients also decreased by approximately 
10% in each case, presumably reflecting the'~decre'ase in the residual Vflfl3.l1CC estimate. The 
sc,atter’plot vs time; ‘autjocorrelation function and partial autocorrelation function of the estimated 

error series for this revised model were virtually identical to their counterparts from the best 
model with the original week" 120 value included. In general, due to the decrease in the residual 

variance estimate, the magnitudes of the autocorrelations and partial autocorrelations were 

marginally higher than for the original interpolated ‘series, those at lags 9 and 16 falling just 
outside the large sample 95% confidence bounds. This behav-io'ur* was reflected in the Box- 
Ljung test of the ‘autocorrelations by lower p-values at all lags in the estimated error series with 

week 120 smoothed, that at lag 16 being the smallest (p=0.150). The major difference in the 
two estimated error series was in the liistograln, where the revised seriesexhibited a much more 
normal-like profile and," hence, appeared to approximate more closely a white noise process. 
This latter result, together with the marginal improvement in AIC and substantial decrease in the 
estimate of 0 residual variance, suggested that the model based on the revised series provided a 

‘better fit to the data, and it was adopted as the fmal model of lr1(sedi.ment lead concentration)“ at" 

FE. Parameter estimates for this model, together with their associated estimated standard errors, 
have been in Table 2, from which the best fit one-step-ahead forecast model for FE 
was: A 

~' ’

1 

. 

0.11) = M) + 0.197lCF(t'1) -1 Mt-1)] 
. with ' 

,2,(1),= 0.305 ln(fl_ow) _- 0.119 ln(sedim.¢11I) + 0.166 s,in(2j1r_t/52) - 0,193 T,
v 

where T,==1 for 198-7, 1988 and 0 otherwise, and CF(t-1) was the observed or median
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interpolated ln(sediment lead concentration) at week t-1. In Figure 7(A), predicted sediment lead 

concentrations obtained using the appropriate back-transform, exp[CF(t)+0.064943], of the 

forecast values, C,=(t), have been plotted, along with the corresponding raw data values excluding 

week 120. As with NOTL, the predicted series, here based on only 6 parameters, had 

successfully reproduced the major trends in the observed set of close to 300lvalues. Except for 

1987 and 1988 I-when the level was approximately -32 mg/kg, annual mean sediment lead 

concentration was fairly constant at roughly 40 mg(k_g»., The lack—of'-fit of the model to the sharp 

and troughs in Figure 7(A) was reflected in Figure 7(B), where the confidence intervals 

from the observed concentrations, which included the transients, were much wider than those of 

the predicted series." 
' 

,

‘ 

" Niagara-on-th,e—Lake vs Fort Erie -
g 

Despite the similarity in the form of the two best fit, models, Table 2 was charac_terized» 

by a general lack of similarity in the magnitudes of the estimates for the common coefficients 
at the two sites, although‘ the signs were the same in all four cases. As expected, the estimated 

residual variance at FE was substantially larger (almost 7 times that at NOTL), but the estimated 
errors of corresponding terms were virtually identical. Figure 8 compares the behaviour 

of the predicted series" for NOTL and FE. As with the raw data in Figure 3, the predicted 

sediment lead concentration was substantially higher at FE throughout the period of observation, 
but es'pe,c’i'ally in 1986 and from 1989 on. Also, except for 1986, the levels at the two sites were 

reasonably parallel, including the trough of lower concentrations during 1987 and 1988. Figure 

8(C,D) highlights this latter pattern by examining the difference in predicted concentrations at 

the two sites. Following an decline from 12,9 sing/kg in 1986 to 4.6 mg/kg in 1988, the 

average predicted sediment lead concentration at FE exceeded that at NOTL by a roughly 
constant amount of 8.2 mg/kg. 

I 

‘

_ 

'- Another purpose of thepresent study was to develop a dynamic regression model [Haugh 

and Box, 1977] linking ln(sediment lead concentration) at NOTL to that at In Figure 9(A), 

only the cross-correlations at lags 0 (0.422), I (0-.123) and 5 (0.1-24) from the two estimated 

error series fell outside the large sample approximate 95% confidence bounds, the latter two
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marginally. By comparison, using the estimated error series from the model with the week 120 

observation, included, the cross-correlation at lag 0 was O; 391 , but no other cross-correlation, fell 

outside the interval. This increase in cross-correlation at lag 0 accompanying interpolation of 

the week 120 value indicated that the relationship between concentrations at the two sites had 
been strengthened by its removal. Since the cross—correlation at lag 0 was the only strongly 
significant one, the two were linked by regressing the estimated error series from NOTL 
on that from FE. The resulting slope and variance estimates ‘for this zero-intercept regression 

were 0.161 and 0.015173, respectively, and the scatter plot of these two estimated error series 

has been presentedin Figure 9(B). From this, the dynamic regression model was given by: 

[I -- 0.36413 - 0.327Bz] fi-N(t0) = .O.161X[1 - 0.197B] fi,(t) a, 

_ 

with " 

fi,.(t) = C,,(t) — 0.271 ln(flow) + 0.041 ln(sediment) ,- 0.122 _Sill(21rt/52) — 0.166 TN 

fi,=(t) = CF(t) -i 0.305 ln(flow) -1- 0.119 l_n(sediment) — 0.166 sin(Z1rt/52) + 0.193 TF 

where TN-.-10 for 1986-, 1987, 1988 and 1 otherwise; T,.=_1 for 1987, 1988 and 0 otherwise; B 
is the backward shift operator,’ B"1’| (t) = fi(t-k); and 8, is a white noise process with estimated 
variance 0.015173. Thus, with this bivariate model, a further 18.6% decrease in the variability 

in ln(sedi_ment lead .concentra_tion) was achieved over that (0.01'8637) possible using information 

from this site NOTL only. ,
I 

1 

-_ n; SEDIMENT LOAD 
cc

. 

- For, each wee]; at each site, an observed sediment lead load (kg/day) was obtained from 

the formula: 
V 

V

9 

load = 244657555 X 10‘ Xflow x sediment X sediment lead concentration 
or,equivalently, 

ln(load) ; -1292082125 + ln(flow) + ln(sediment) + ln(sediment lead concentration). 

Because loads would be missing if any of the three components was missing, the calculation 

produced 64 (18.9%) missing values at NOTL and 52 (15 .3 ,%) at FE. Figure 10 ‘contains time
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plots, mean plots and boxplots of the resulting ln(sediment lead load) values at NOTL and FE. 
Again the pattern at both sites was very similar, the observed correlation being 0.801.. Sediment 

lead load at NOTL decreased gradually, but relatively consistently, , throughout the observation 
‘period, whereas at FE, while slightly higher in 1986, was relatively constant over the 

remaining 6.years [Fig.- 10(B,C)]. Although sediment lead load followed a somewhat different 

pattern than concentration, the latter did have a pronounced effect on the former in some cases 

[Figs. 3, 10] , 
In particular, the extremely low load in mid,-1988 and rather high load in late 

I989 in Figure l0(C) corresponded to equivalent low and high lead concentrations at FE in 

Figure 3(C); however, the low load at week. 120 did not seem as aberrant 11$ did the 

corresponding concentration [Figs. 3, ,5]. From Figure 10(D,E), there was a clear, and 

common, seasonal trend over months at both sites; except for April, sediment lead load declined 

rather steadily from January to mid-summer, then increased through the remainder of the year, 

the same pattern as for sediment. Variability in ln(sedirnent lead load) was relatively stable over 

months and years at both sites, and somewhat lower overall at NOTL .(s'tandard deviation of 
0.827 vs 0.967). , 

, 

-

_ 

To fill the gaps in Figure 10(A) and produce as complete a record of ln(sediment lead 

load) over time as possible, a median interpolation of length 12 was again applied. Because 

some values were missing at the beginning of each series and, hence, could not be interpolated, 

the final record used for all further statistical analyses included 5 (1.5%) missing. values for 

NOTL and 4 (1.2%) for FE. The effect of these remaining missing values On the fitting process 
was assumed. to be negligible. 

_ 

»A graphical comparison over months and years of this 

interpolated series withthat from the actual non-missing loads indicated that the interpolation had 

retained the inherent properties of the original series while providing ta more complete record of 

ln(sediment lead load) foranalysis purposes. Furthermore, the inter-site correlation changed only 

marginally, decreasing from 0-.-80,1 with missing values present to 0-.761 for the interpolated 

series at.NOTL and FE. The variances in the original series, 0.68-3929 for NOTL and 0.934702 
for FE, were also somewhat higher than those in the interpolated series, 0.593516 and 0.841623, 

respectively. . 

" 

A 

, 
_ __

g

_
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i Niagara—0n-t_he—"l-dke - 

The initial autoregressive model contained terms in sine(time) and <;:o_sine(time) to account 
for the observed seasonality in Figure 10(D,E), as well as‘ year as the trend component suggested 

by Figure“10(A.,B,C). Log likelihood for ln(sediment lead load) increased steadily from AR(l) 
through AR(5‘), being--3‘l2_.'9 for A_R(l), -3111-7 for AR(2), -304.9 for AR(3), -302.6 for AR(4) 
and -301.4 for A-R(5);' in contrast, the AIC values decreased steadily from 635.8 for AR(1), to 
635.4 for AR(2), to 623.7 for AR(3), to 621.2 for AR(4) and to 620-.9 for AR(5). The observed 
increase in log likelihood of l..2 from AR(l,) to AR(2) was non"-significant (x’°=.2.34;_; p =0, I23), 
while that of 6.8 between AR(2) and AR(3) was highly significant (;(’o= 13.7; p.=0.000). The 

increase of 2-.3 from AR(3) to AR(4) was also slightly significant (x’°=4.48; p'=0.034), but that 
of _1 .2 from AR(4) to AR(5) was not (1x.’o= 2.35; pi=0.125). The latter result was reflected in 

the non-significance (p=0.131) of the equivalent partial t for the lag 5 coefficient in the AR(5) 
“model, and an AR(4) model was judged most appropriate. The lag 2 coefficient in this model 

had a highly non-'significa.r1__t (p=0.82Z) partial t—value, but was retained to simplify prediction 

using the available SPSS" software. The cosine(time) coefficient had a slightly non.-significant 
(p=0.064) partial t-value, ‘and whenthis term was removed, the AIC increased to 622.6 and the 
log likelihood decreased to -304.3 (;(’,,=3.31; p=0.069), the latter p-value being similar to that 

for the equivalent partial t-test. . 

~ 

. 
-

' 

‘ ‘ Given all of the above, an autoregressive model of order 4 with a constant, trend and 

sine(time) in the regression component was chosen as the best fit model. Parameter estimates 

for this model, together with their associated estimated standard errors, have been summarized 

in ‘Table 3; The partial t-‘values for the lag 1, lag 3 and sine(tiI_ne) coefficients were extremely 
significant" Ip=0.000, 0.003 and 0.000, respectively), while those of the constant, year and lag 

4 coefiicients were less so (p='0.013, 0.014 and 0.029, respectively). The estimated residual 

variance of 0.368901 represented a 46.1% decrease from that of the original series and 37.8% 

from the median interpolated one. When the autocorrelation function and partial autocorrelation 
functions of the estimated error series were examined, only the lag 7- value fell ‘outside the large 

sample approximate 95 % confidence bounds, but it was barely above the upper limit. Noneof 
the Box-Ljung statistic values for autocorrelations up to and including lag 16 came remotely close 

to significance at the 5% level (p>O.43). As with concentration, the histogram indicated that
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the estimated error distribution was skewed slightly to the right. 

Thus, except for this latter result, the data supported the assumption of "a white noise
\ 

estimated error series for NOTL and an adequate fit to the one-step-ahead» forecast model: 

1-51(1) = l1~(l) +9-~321lL~(I-1) '- fin(l-1)] + 0-9'29lL~(I-2) - fi~,(l-2)] 

A +1 0.l68[L,,,(t-3) - ;‘i,,(t-3)] + 0..l21[I-qq(t'4) - fi,,,(t-4)] " 

' 

;1,,(t) =p 1225.8 -» 0.433 sin(2'1rt/52) -I 0.111 year, 

where L,,(t-i) represents the observed or median interpolated ln(sediment lead load) at week t-i, 

(i=l,2,"3,4), from which the predicted sediment lead load at time t' was given by 

exp[L,@(t)+0. 188445]. Except for a few transient extremes, the predicted series ,» based on only 

8 parameters, provided an excellent model of the actual loads [Fig. l1(A)], and accurately 

reflected their main features [Fig. 11(B)]_. Specifically, annual ‘mean predicted sediment lead 

load at NOTL was relatively constant at 110 kg/day from 1986 through 1989, then began a 

gradual decline to 65 kglday in 1992. As with the previous responses, the variability in the 

‘predicted values was substantially smaller than that in the obsefl/ed». - 

" 

-

' 

' " 

- Fan Erie »

‘ 

The initial model was the same as that for NOTL, except for the trend component which 
incorporated the behaviour in Figure 10(A,B,C) through an indicator variable that was 0 for 1986 

and 1 otherwise. Log likelihood increased from -367.3 for AR(1_) to +367 .1 for AR(2) and to 
-365.1 for AR(3), only the change ofl2.0. from AR(2) to AR(3) being even marginally significant 

(xz°:4.Q5'; p_=0.044); the equivalent partial t-test for the lag 3. coefficient in the AR(3) gave 

p;=f0.04.8, while the partial t for the lag 2 coefficient was extremely non-significant (p=0.»943). 

The AIC actually increased from 744.7 for AR('1) to 746.3 for AR(2), and then decreased to 

744.2 for AR(3). Given the above, an autoregressive model of order l was identified as the best 

tit. Parameter estimates for this model, together with their associated estimated standard errors, 

have been summariied in Table 3. All terms in the model were extremely significant
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(p=0.000), and the estimated residual variance of 80.532228 represented a 43. 1% decrease from 
that of the original logarithm series and of 36.8% from the-median interpolated one-. None of 
the estimated autocorrelations or partial autocorrelations from the estimated error series fell 

outside the largesample approximate 95% confidence bounds, none of the Box-Ljung statistic 
values was close to significance (p>0.15) and the histogram was reasonably normal in 

appearance. -As a result, the estimated error series was judged to approximate a white noise 
process and the model to provide an adequate fit. 

A 

Based on the above, the best fit one-step-ahead forecast model for FEWHS; 

I-Al) = Mt) + 0-284[L-=(l-1) - Mt-1)] 
- 

- with . 

;2F(t) = 5.1135 - O.46Z.Sin(21rt/52) - 0.387 @0S(Z1rt/52) - 1.035 TF 

where T-§=_0 for 1986 and 1 otherwise, and L,(t-1) represents the observed or median interpolated 

'ln(sediment lead load) at week t-1. In Figure, 12, predicted sediment lead loads, 

exp[L,(t)+0.2661 14], obtained using this model have been plotted, along with the corresponding 

observed series. The predicted series, based on only 6 parameters, clearly reproduced the major 

trends [Fi_g. l2(B)] in the actual set of nearly 300 values, while, as with concentration, excluding 
a relatively small number of high and low transients [Fi'g. l2(A)]. In particular, the mean 
predicted sediment lead load in 1986 was approximately 230 kg/day and then declined by 60 % 
tfo roughly 87 kg/day, where it remained throughout the rest of the observation period. 

However, there was some suggestion from Figure l2(B) of a gradual, but reasonably steady, 
decrease in load at FE from 1987 on, the mean load of _74 kg/day in 1992 being byrfar the 
lowest of the seven years. As with previous responses, the variation in the predicted loads was 

substantially less -than that for the observed. . 

V Niagara-on-the-Lake vs Fan Erie 
Not Surprisingly fi'.0m the observed series in Figure 10, the estimated residual variance 

was substantially larger at FE than at NOTL [Table 3]. Figure 13(A,B) analogously compares

1
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the behaviour of the predicted series for NOTL and FE. Aside from FE in 1986, theaverag'e 
annual predicted sediment lead loads appeared to have declined somewhat over the period of 

observation. As with those for concentration in Figure 8, Figure 13(C,D) ‘cont_ains"plots of the 

amount by which predicted sediment _lead load at FE exceeded that at NOTL. . 
The excess in 

average predicted load at FE was largest in 1986 (approximately I10. kg/day), then 

declined rapidly so that the average at NOTL actually became slightly higher in -19187 (14 kg/day) 
and remained so for 1988 (24 kg/day) and 1989 (.13 kg/day); from 1990 through 199.2, there was 

virtually no difference in the average annual predicted loads at the two sites, although the level 

at FE was again slightly higher. In fact, compared to the difference in 19.86, it could easily be. 

arguedthat predicted sediment lead load was identical at Fl-1 and NOTL, from 1987 on. The 

general pattern in Figure 1.3(D) was quite similar to that in. Figure 11(D),v the latter stabilizing 

around 8.2 mg/kg and the former around 6 kg/day. _ 
V 

.
- 

. From the cross-correlation function of the two estimated error series [Fig. -.14(A)], only 

those at lags 0i(0.649), -.5 (e0.1_86) and 3 (0.137) fell outside the large sample approximate 95% 
confidence intervals. The latter two were, m;__trginally outside and substantially smaller in 

magnitude than that at 0. Consequently, as with sediment lead concent'ration,, the two series 

were linked by regressing the estimated error series from NOTL on that from FE . The resulting 

slope and variance estimates for the zero-intercept regression were 0.542‘ and 0.210369, 

respectively, the scatter plot of these two estimated error series appearing in Figure 14(B)-. From 
this, the dynamic regression model was estimated to be: . 

_ 

-1 

[1 - 0.32113 - 0.020B’- 0.16813’ - o.12113~*1i*1,.(t) = 0.542><[1 0.284131 q,.(t) + a, 6 

. 

" with
9 

3 

i 11,41) = 'L,.(t)' - 225.2 + 0.433 sin(21rt/52)‘ + 0.111 year; 9 

+1.41) = 14(1) - 5.135 + 0.462 sin(2-irt/52) + 0.387'cos.(21rt./52) + 1.035 T, 

where 'l‘@=0 for 1986 and 1 otherwise, anda, is a whitenoise process with estimated variance 

0.210369. This represented a further decrease at 43.0% in the amount of variation in 

ln(sedi_ment lead load) at NOTL that was explainable beyond that (0368901) ‘possible with data
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from this site alone. 

F F C: RATIQ OF FORT ERIE T O NIAGARA-ON-THE-*-LAKE -SERIES 
The lead profiles at FE and NOTL were further compared by examining the between-site 

ratios of" sediment lead concentration and of sediment lead load. For consistency with the earlier 
study of‘ the differences in the corresponding predicted series, the ratio of FE to NOTL was 
considered rather than of NOTL to FE". This provided ratios, especially for concentration, 

that were generally larger than '1 in magnitude. As with concentration and load, the natural 
logarithm transformation was applied to the ratios in an attempt to stabilize variability’ and to 
produce reasonably symmetric distributions for subsequent statistical processing. Consequently, 

the series actually analyzed were simply the differences, FE less NOTL, of the logari_th_m 
versions of the original concentration and load series; specifically, the differences in the 

corresponding median interpolated logarithm series were used to avoid further interpolation and 
to provide a possible basis for comparison with previous results. (Note that 0 on the new scale 
represented equality of concentration or of‘ load at the two sites.) 

p

r 

- 

A Sedimem Lead Concentration Ratio - - 

Because of the missing values inthe respective median interpolated ln(concentration) 
series, 4 (1.2%) of the potential 339 ln(concentration ratio) values were also missing. The time 
plot of this latter series, essentially the difference between those‘ in Figure 3(_A), was typified, 
not unexpectedly, by the presence of many sharp spikes of transient high ratios, most attributable 
to the data. from FE [Fig., 15(A)]. The series seemed to be reasonably stationary and 

concentration was generally higher at FE throughout the entireobservation period (corresponding 
to positive values on the logarithm scale); in fact, from 1987 to 1992, mean and median 
ln(sedi_ment lead concentration ratio) were relatively'consta_nt"and slightly positive [Fig. l5(B,C)]. 

This behaviour was accounted for by including a trend component that was 0 for 1986 and 1 

otherwise. The annual variability in ln(concentration ratio) was also generally constant from 

1987 to 1992, but the presence of labelled outliers exn-ernes in the boxplots for these years 

made visual interpretation somewhat problematic. Figure 15'(B,D) clearly suggested that the 

logarithm transfomiation had only been partially successful in removing the positive skew from
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the ratio distribution. Monthly means and medians [Fig-. 15(~C.E)] §X11ibil¢d Wi3\il1'Y¢31' 

seasonality, theresponse increasing from Jannary to m_id—summer and then declining through the 

remainder of the year; moreover, the sediment lead concentration at'FE was noticeably higher 

than that at NOTL in March and from June through To incorporatethis observed 
seasonality, sine(time) and cosine(time) were included as regressors in the time series model-._ 

Log likelihood for the initial model was .-95.3 for both AR(l) and AR(2) (x’_,,=0.0l-; 
p=0.929)-, so that -AIC, (from 200.5 “to 206.5); equivalently, the partial t-test for the 

lag 2 coefficient in the AR(2) gave p=0.926. Thus‘, an AR(.l) was preferred_by both criteria, 

and, for this model, the partial t—values of all terms were clearly -significant (constant: p =0.000; 

sine(time); p=0.001; trend: p=0.004; cosine(time):,p=0.026; lag 1: p=0.037). Estimates of 

theparameters, together with their associated estimated standard errors, have been presented in 

Table 4. The estimated residual variance of 0.104960 represented 89.3% decreasefrom that 
of 0.115668 in the original ln(c0ncent1ation ratio) series. None of the autocorrelations or partial 
autocorrelations for the estimated error series from this model fell outside the large sample 

approximate 95% confidence bounds, and all of the Box+L-jung statistic values were highly non- 
significant (p-> 0.63). As with previous series, only the histogram provided any evidence against 

a white noiseerror process, suggesting instead a slight positive skew in the distribution 6.8 might 

have been expected from Figure _l5(B,C). ~ 

s 

‘

. 

I A white noise process was assumed for the error series and the best fit; one-step-ahead 
forecast model was taken as-: - » 

- A 

R<:(T) E i1c(l) "P Q=1l6[Re(t'1)“ !1c(t'1)] 

, 

. with 4 

i 

Q - 

V fi.¢(t) = 0.342 + 0.098 sin(21rt/52) + 0.064 cos(21rt/52) - 0.204 T 

where T=0 for 1986 and 1 otherwise,’ and .R¢>(t-1) represented~obs,er_ved or median interpolated 
ln(sediment lead concentration ratio) of FE to NOTL at week t-1 The predicted sediment lead 
concentration ratios, exp[R¢(t)+0.052480], along with the‘ observed ratios-, have been plotted 

over time in Figure 16. Although the model, which was based on only 6 parameters, had not 

captured the more transient aspectsof the original series, it had incorporated the basic trends in
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the data, especially the pronounced seasonality within years which was much less apparent in the 
transformed series [Fig. l~5’(A)]-. The predicted concentration ratios all exceeded 11 in magnitude, 
indicating that the sediment lead concentrationat FE was consistently higher than that at NOTL. 
This was further emphasized by the annual mean plots [_Fig. 16(B)] of the observed and predicted 
ratios, the latter suggesting that concentration at FE was 1.5 times that at NOTL in 1986 and 
roughly 1.2 times "that at NOTL from 1987 on. The latter stability was -more pronounced and 
of longer duration than -that for the differences in Figure '8(D), but both representations were in 

agreement that sediment lead concentration was higher at FE than at NOTL from 1989 on, 

1 

a Sediment_Lead Load Ratio ‘ 

V 

In general, the ln(load ratio) series wastfar less well-behaved than that of ln(fconcentration 

rafio). Of the 339 potential ln(load ratio) values, 6 (1.8%) were missing as a consequence of 
corresponding gaps in the median interpolated ln(sediment lead load) series. The time plot [Fig. 
l7(A)] and ‘plots of yearly medians and means [Fig. l7(B,C)] allsuggested that the l_n(l0ad ratio) 
series was non-stationary. Specifically, from 1986 to 1988, the sediment lead load changed from 
being higher at FE to being higher at NOTL, but remained roughly the same at the two sites 
from 1989 to"1992. This behaviour was incorporatedin the model using two trend variables; 
the first, T1, to capture the linear decreasein the early period, was 1 for 1986, 2'for 1987, 3 

for 1988 and 0 otherwise, while the second, T2, was 0 for 1986, 1987, 1988‘ and 1 for 1989 to 
1992 to account for the constancy of the ratio over the latter time frame», The annual variability 
in ln_(sedi_men_t lead load rali0) was relatively constant over the observation period [Fig. 

17(A,B,C)]; this was also generally true over months [F~ig. l7(D,E)], although the interpretation 
was complicated somewhat by the numerous values classified as outliers or extremes. The 
seasonal trend within‘ye.aIs was much less pronounced that for concentration ratio, although 

Figure l7(D,E) provided some evidence of 6 month cycles, one peaking in February and the 
other in September. The load -was clearly higher at ‘NOTL in April and May, but relatively 
similar at ‘the two sites throughout the remainder of the year. With this suggestion of potential 

seasonality, sine(time) and c0sine(time) were included asiregressors in" the model. 

Log likelihood for this initial model was -258.2 for AR(l) and -257.5 for AR(2), the 
marginal increase of 0.7 being highly non+significant (x’o=1.55; p!='0.213), as was the
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0 

concomitant partial t for the lag 2_coefficien_t inthe AR(2) model (p=.0.2l5). The AIC values, 
528,5 for A_R(1) and 528.9 for AR(2), were virtually identical. In addition, using either the 

partial t-‘test or the equivalent chisquare test based on change in log likelihood, the estimated 

sine(time) coefficient in the A_R(1) model was extremely non-significant (p=0.58_5 and 0.591, 

respectively); in fact, the AIC decreasedto 526.8 when this term was removed. All remaining 

terms had extremely significant partial t-values (lag 1: p=0.004; constant, cosine(tim¢)-, T1, T21‘ 

p=0.000), so that an atitoregressive model of order l with these four terms in the regression 

component was taken as the fit. Parameter estimates for this model, along with their 

associated estimated standard errors, have been presented in Table 4. The estimated residual 

variance of 0.280487 represented a 20.9% decrease from that of 0.354620 for the original 

ln(sediment lead load ratio) As with the concentration ratio, none of the plots associated 
with the estimated error series suggested problems with a white noise error process. None of 

the autocorrelations or partial autocorrelations fell outside the large sample approximate 95% 
confidence bounds and the closest Box-Ljung value to significance was for lag 5 and had 

p=0.156. Even the histogram was reasonably symmetric, with one positive and two negative 

extreme values. 
b 

-. 
A 

. 

8 ‘ 

with no evidence against a white noise error process, the best fit one—step-ahead forecast 

model ‘was: 
‘

- 

Rt(1) = Mt) + 0-l59[Rt(l-1) - Mt-1')] 
with " 

.
. 

;1L(t) = 0.798 - 0.208 ¢<>s(2n/52) - 0.421 -Tl '-0.862 T2 

where Tl =1 for 1986, 2 for 1987, 3 for 1988 and 0 otherwise; T2=0 for 1986, 1987, 1988 and 
1 otherwise; and R,_(t-1') represented observed or median interpolated ln(sediment_ lead load ratio 

of FE to NOTL) at week t—1. The predicted sediment lead load ratios, exp[RL(t)+0. 140243], 

along with the obsen/ed ratios, have been plotted over time in Figure 18. Although the model, 

which was based on only 6 parameters, had not captured the more transient aspects of the 
original series, it had incorporated the basic trends’ in the data», especially the pronounced 

seasonality within years which was much ‘less apparent in the transformed series [Fig.2 17(A)]-.
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Except for 1988, the mean predicted load ratios all exceeded 1 in magnitude, indicating that the 
sedimentlead load at FE was higher than that at NOTL in all but this one [Fig. 18(B)]. 

As with concentration ratio, the major discrepancy between the two siteswas in 1986, and the 
load at FE was roughly 9% higher than that at NOTL from 1987 on. latter finding 
conflicted, somewhat with ill? earlier results for the difference in predicted loads [Fig. 13(D)], 
which had suggested basically identical loads at the two sites. However, it was clear from either 
representation that the difference in loads at FE and NOTL was from 1989 to 1992, 
especially compared to that in 1986. 

' I 

' 

4: CONCLUSIONS 
This report describes possible systematic treatments of water quality data from 

the upstream/downstream monitoring program for a specific class of chemicals, namely those for 
which the ‘measurements were not subject to censoring. The techniques were illustrated for a 
single contaminant, sediment lead, and provided models that were simple, realistic and reliable. 
In particular, Since the difference between the estimated average loads at FE and NOTL was 
insignificant, the main ‘source of sediment lead to the river appeared to be Lake Erie.
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TABLE 1: Summary Statistics for Flow, Sediment and Sediment 
Concentration at Niagara-on-the-Lake and Fort Erie 

Niagara-on-the-Lake: 

Flow (1000 cfs) 
Sediment (mg/1) 

Sediment Lead (mg/kg) 

Fort Erie: 

Flow (1000 cfs) 
Sediment (mg/I) 
Sediment Lead. (mg/kg) 

Mean Std. Dev. 

223. 1 

6.722 

29.96 

218.1 

6.308 

38.82 

21.2 

8.046 

6-.65 

20.9 

8.547 

23.55 

Min. 

170.5 

0.82 

14.8 

171.6 

0.36 

2.3 

Max. 

295.3 

52.33 

57.2 

275.4 

56.84 

231



TABLE 2-: .Parameter and their Associated Standard Errors 
" for Best Fit Antoregressive Models of ' Natural of - 

Coefficient; 

(A) AR Process: 
Lag 19 ¢l 

_ 

22 ¢7. 

’ 

(B). Regression: 

Trend, B,* 

ln(Flow), Bi 

1rl($ed.im<-mt), Bo» 
Sine, BS 

Residual Varignce, 0’: 

Sediment=Lead Concentration
‘ 

Niagara-on—the-Lake 

0.36.4:t0.051 

0.327¢:t0~.-052 

0.166 i0.046 
0.271 i0.003 
-0.041i0.01’2 

0-12-2:t0.032. 

0.018637 

Fort Erie . 

O. 197 i'0.'054 

-0.'193i0.053 

0.3-05¢o.oo3 

-0,119:|:~0.024 

0. 1.66 10.038 

0.129887 

*Trend NOTL: T,,=0f0r I986, 1987, 1988; T,,=] for 1989, 1990, 1991, 1992, 
T,;=0 for 1986, I989, I990, 1991, I992,‘ T,=I for 1987, 1988.



TABLE 3: Parameter Estimates and their Associated Estimated Standard ‘Errors 
for Best Fit Antoregressive Models of Natural Logarithm of 

' Sediment Lead Load 

Coefficient: 

(A) AR Process: 
Laa 1, ¢; 
I-as 2, ¢, 

Lag 3, ¢, 
I-as 4, -¢. 

(B) Regression: 

Constant, B, 

Trend,B;* 

Cosine, BC 

Sine, B, 

Niagara-on-the-Lake 

o.s21¢o.oss 

o.o20¢o.os1 
o.16s¢o.os1 
0.121 i0.055 

225.8 i90.0 
-0.111 i'0.045 

»-O.433i0.1l0 

Residual Variance, 0’: 0.368901 

Fort Erie 

0.284i0.053 

5.315:t0.183 

-103510.191 
-O.387i0.079 
-0-.462 i0.079 

0.532228 

*Trend NOTL: T,,= Year. 
FE: T,=0 for I986; T,-:1for 1987 to 1992.4



" TABLE 4: Parameter Estimates and their Associated Estimated Errors 
h 

for Fit Autoregressive Models of Natural of Ratio of 
Sediment [sad Concentration and of Sediment Lead Load 

Coefficient: 

(A) AR(1) Process: 

ls ¢l 

(B) Regression.- 

Constant, Bo 

Trend, 61* ~ 

Bu 

Cosine, BC 

Sine, BS 

at Fort Erie to that at Niagara-on-the-I.-flllI¢ 

Concentration 

0.l16i.0.055 

o.342¢o.o67
_ 

-‘0.204i0.070 

0.064i0.028 
0.098_i0.029 

Residual Variance, 0’: 0.104960 

-Y L0a0d1 

0.159i0.055 

O.798"i0. 166 
--- *~ 

41.421 $0.012 
4).8e2»_¢o.112 

-0.208i0.049 

0.280487 

*Trend Concentration: T=0 for 1986; 1‘=If0r1987 to 1992. 
Load: TI=1 for 1986, M2 for 1987, 3f0'r 1988,- TI=0f0r 1989 :0 1992. 

_T2=0 for 1986, I987, 1988; T2=I for 198910 I992. 0



FIGURE 1.: Plots of the Natural Logarithm of Flow at Niagara-on-the-Lake 
- and Fort Erie 

Plots of ln(flow) vs time at NOTL and FE: (A) Time series; (B) Boxplots by year; (C) Means 
byyear; (D) Boxplots by month; .(E) Means by month. ‘Bars in (C) and (E) represent 95% 
confidence intervals for each See text for description of boxplots in. (B) and (D).
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FIGURE 2: Plots of the Natural Logarithm of Sediment at N iagara-on-the—L_al;e 
‘ and Fort Erie? '

_ 

Plots of 1n(sediment) vs time at NOTL and (A) Time series; (B) Boxplots by year; (C) 
Means by year; (D) Boxplots bymonth; (E) Means by month. Bars in (C) and (E) represent 95% 
confidence intervals for each mean. See text for description of boxplots in (B) and (D). Gaps 
in (A) represent n_1.i,$s,i_ng values.
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. FIGURE 3: Piots of the Natural Logarithm of Sediment Lead Concentration 
at Niagara-on-the-Lake and Fort Erie- 

Plots of ln(sedim'ent lead concentration) vs time at NOTL and FE: (A) Time series; (B) Boxplots 
by year; (C) Means by year; (D) Boxplots by month; (E) Means by month. Bars in (C) and (E) 
represent 95% confidence intervals for each mean. See text for description of boxplots in (B) 
and (D). Gaps in (A) represent missing values. Offscale value in (A), (B) and (D): 0.833 
(2.30'mg/kg) for week 120 (Aug. 18, 1988) at FE.
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. FIGURE 4: Scatter Plots of Variable Pairs for N iagara-011-the-Lake 
Scatter plots of (A) h1(sedimen;) vs _ln(fl0w), (B) Vln(sediment lead concentration) vs ln(flow) and 
(C) ln(sediment lead concentration) vs ln(sediment) at NOTL.
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FIGURE S: Scatter Plots of Variable Pairs for Fort Erie 

Scatter plots of (A) ln(sediment) vs 1n(flow), (B) ln(sediment lead concentration) vs ln(_flow) and 
(C) ln(sediment lead concentration) vs ln(sedi_me_n1) at FE. I
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FIGURE 6: Time Plots of Observed and Predicted Sediment Lead 
l Concentration at Niagara-on-the-Lake - 

Plots of observed and predicted sediment lead concentration at NOTL_:' (A) Time ‘series; (B) 
Means by year, with 95% confidence interval for each mean. Predicted values were generated 
frorn one-_step-ahead forecastsusing best fit model.
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FIGURE 7: Time Plots of Observed and Predicted Sediment Lead ‘ 

~ 
- Concentration at Fort Erie _ 

'

V 

Plots of observed and predicted sediment lead concentration at FE, with week 120 coded as 
missing: (A) Time series; (B) Means by year, with 95% confidence interval for each mean. 
Predicted values were generated from one-step-ahead forecasts using best fit model. Observed 
values off-scale (A): 231 mg/kg (week 172;‘ Aug-. 17, 1989); 145 mg/kg (week 186; Nov. 23, 
1989); 144 mg/kg (week 31; 4, 1986). A
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FIGURE 8: Plots Qf Predicted Sediment Lead Concentmtibn at N ia'gara+on-the-Lake 
_ 

" andF6rtErie'- -- 

Plots of sediment lead concentration predicted from one-step-ahead forecasts using best fit 
models: (A) Time series and (B) Means by year for NOTL and FE; (C) Time series and (D) 
Means by year for difference, FE» NOTL. Bars in (B) and (D) represent 95% confidence 
intervals for each mean. -
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FIGURE 9: Plots of Estimated Error Series from Best Fit Models of Natural Loga_rith_m 
of Sediment Lead Concentration for Niagara-on-the-Lake and Fort Erie 

Plots of estimated errors from best fit models of ln(sediment lead concentration) for NOTL and 
FE: (A) Cross-correlation function; (B) Scafier plot. Dashed lines in (A)represent large sample 
approximate 95% confidence bounds [;|;>2/x/n] for estimated cross-correlation. Week 120 value 
for FE has been interpolated.
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FIGURE 10: Time Plots of the Natural Logarithm of Sediment Lead Load- 
‘ at Niagara-on-the-Lake and Fort Erie 

Plots of ln(sedin_1e_nt leadload) vs time at NOTLan_d FE: (A) Time series; (B) Boxplots by year; 
(C) Means by year; (D) Boxplots by month; (E) Means by month. Bars in (C) and (E) represent 

' 95% confidence intervals for each mean. See text for description of boxplots in (B) and (D). 
Gaps in (A) represent missing values.-
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FIGURE ll: Time Plots of Observed and Predicted Sediment Lead Load 
at Niagara-on-the-Lake 

Plots of observed and predicted sediment lead load at NOTL: (A) Time series; (B) Means by 
year, with 95% confidence interval for each mean. Predicted values were generated from one-< 
step-ahead forecasts using best fit model. Observed values off-scale in (A): 782 kg/day (week 
85; Dec. 17, 1987);'703 kg/day (week 240;“ Dec. 13, 1990), -
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FIGURE 12: Time Plots of Observed and Predicted Sediment Lead Load 
4 at Fort Erie 

Plots of observed and predicted sediment lead load at FE: (A) Time. series; (B) Means by year, 
with 95% confidence interval for each mean. Predicted values were generated from one-step- 
ahead forecasts using best fit model. Observed ‘values off-scale in (A): 1730 kg/day (Week 186; 
Nov. 234, 1989); 1105 kg/day (Week 32; Dec. 11, 1986); 1089 kg/day (week Z2; Oct. 2, 1986).
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- FIGURE 13: Plots of Predicted Sediment Lead Load at Niilgiffl-011-I116-Lilkfi _ 

and Fort Erie ‘
' 

Plots of sediment lead load predicted from one-step-ahead forecasts using best fit models: (A) 
Time series and (B) Means by year for NOTL and FE; (C) Time series and (D) Means by year 
for difference, - NOTL. Bars in (B) and (D) represent 95% confidence intervals for each 
mean. Offscale value in (A): 582 kg/day (week 33; Dec. 18, 1986).
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FIGURE 14: Plots of Estimated Error Series from Best Fit Models of Natural 
’ of Sediment Lead Load for Niagara-on-the-Lake and Fort Erie 

Plots of estimated errors from bcst fit models of ln(sediment lead load) for NOTL and FE: (A) 
Cross-correlation function; (B) Scatter plot. Dashed lines in (A) represent large sample 
approximate 95% confidence bounds [132/s/I1] for estimated cross-correlation.
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FIGURE 15: Plots of the Natural Logarithm of Sediment Lead Concentration 
' Ratio of Fort Erie to Niagara-on-the-lake 

Plots of lI!($ed.iment lead concentration ratio, FE/NOTL) vs time: (A) Time series; (B) Boxplots 
by year; (C) Means by year; (D) Boxplots by month; (E) Means by month. Bars -in (C) and (E) 
represent 95% confidence intervals for each mean. See text for description of boxplots in (B) 
and (D). Gaps in (A) represent missing values; Offscale value in (A), (B) and (D): -1.19 for 
week 121 (Aug-. 25, 1988) at FE. '
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FIGURE 16: Time) Plots of Observed and Predicted Sediment Lead Concentration 
‘ 

Ratio of Fort Erie to Niagara-on-tlie—Lake 

Plots of observed and predicted Sediment lead concentration ratio, FE/NOTL-: (A) Time series; 
(B) Means by year, with 95% confidence interval for each mean. Predicted values were 

_ 

generated from one-step-ahead forecasts using best fit model. ‘Gaps in (A) represent missing 
_ 

' 

values. Observed values off-scale in (A): 6.21 (week 172;~Aug. l7, 1989);" 5.02 (week 186'; 
Nov. 23, 1989); 4.62 (week‘3l; Dec. 4, 1986). 7
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FIGURE 17.: Plots of the Natural Logaritlun of Sediment Lead Load Ratio 
of Fort Erie to N iagara-on-the-Lake i 

Plots of'ln(sediment lead load ratio, FE/NOTL) vs time: (A) series; (B) Boxplots by year; 
(C) Means by year; (D) Boxplots by month; (E) Means by month, s 

Bars in (C) and (E) represent 
95% confidence intervals for each mean, Seje text for description of . boxplots in (B) and (D); 
Gaps in_(A) represent missing -valtles. Offscale value in (A), (B) and (D): -2.76 (week 120; 
Aug. l8, 1988).
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FIGURE 18: Time Plots of Observed and Predicted‘ Sediment Lead Load 
- Ratio of Fort Erie to Niagara-on-the-Lake 

Plots of observed and predicted sediment lead concentration at NOTL: - (A) Time series; (B) 
Means by ‘year, with 95% confidence interval for each mean. Predicted values were generated 
from one-xstep-ahead forecasts using best fit model. Gaps in (A) represent missing values. 
Observed values off-scale in (A): 11,29 (week 172; Aug. 17, 1989),; 9.08 (week 22; Oct. 2, 
1986); 6.37 (week 227;‘ Aug. 6, 1990).
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