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Zone

In response to a proposal to divert treated sewage from Hamilton Harbour to
Lake Ontario a study was undertaken. This is the first reporting on the study in
an international journal .

This document reports on the temperature and flows from three-dimensional
mathematical models and field observation of the area of interest.

These results will be disseminated to the appropriate persons making the
decisions on how best to manage the coastal zone on Lake Ontario.
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examples are

provided which illuserate the benefirs of advanced ',v‘isual'izatj'on
i athemaricil 1

interpreting tliree-dinxensjona} mathema; _
models with extensive colléctons of field data,
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Introduction

to the formulation of mathematical models and the
collection of field dara for evaluating their perform-
ance. The data sets generated by r.hree-d_imensional
(3-D) model output and extensive field observations
in the coasta] Zone can be so large and complex that
standard presentation software is too cumbersome, I
is difficult to examine the underlying' physical pro-
cesses with conventional software. This shortcoming
has given rise 1o 3-D data visualization and animation
techniques that facilirate the absorption of infor-
Mation contained in these data sets by the coastal

'® animation Programme has been extended for the
"Quirements of the coastal zone of a large lake and to

R?)n Sized figyres, tables and animations are stored on the CD-
uMM 3ccompanying this article. Use 3 Web browser to aceesg
.m;""“ Page ‘ defaislthem * and follow the: links. The help file

o Phitm Provides answers for soime common problems.
Mail ca

; Paul.hamblin@cciv.

o .
i 272~7714/00_/010073+08 §35.00/0

finite element model; irregitlar dara; Hamilton Harbou‘r‘; Lake Ontario

demonstrate how the comparison of mode| output
and field dara can be facilitated through animations,
Although many coastal modellers employ advanced
data display methods in theif studies, the literarure on
visualization and animation techniques in the coasta]

introduced the potentially vseful concept of stereo-
graphic animationg, Yen & al (1992) provide
examples of temperature distributions on various
vertical slices through 3 3-D model of Lake Erie and

Hamrick (1992) discuss the com; arison of field dara

to data extracred from 3-D irzodels also employing

proprietary softwax‘-éi One of the goals of this study is

" coastal zones,

Study descriprion

The study site is located ar the western extremity of
one of the North Ameri¢an Greag Lakes, Lake
Ontario, and wag chosen on account of co

ncerns for
elevated levels of contaminants in the harbo

ur portion

© 2000 Academic Press
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74 C. He and P. F. Hamblin

of the study area and to investigate the impact of a
proposed diversion of domestic sewage from the
harbour to a nearby part of the lake. The exchange of
flow and dissolved constituents between the lake and
harbour was studied for that time of the year when
stratification is absent by mieans of mathematical
models, (Hamblin, 1998). This study also reviewed
the theory and available data appropriate for the
stratified period and found that the traditional internal
hydraulic theory was inadéquate to deal with the
highly transient conditions experienced in the study
area. Stratified exchange flow under unsteady con-
ditions has been investigated in the laboratory by
Helfrich (1995) who showed that exchange can be
reduced under unsteady conditions. For this reason, a
programme of field data collection was mounted and
the previous vertically averaged coastal models were
éxtended to three dimensions.

The shoreline configuration and bathymetry of the
study area is shown in a 3:D perspective view, looking
from south to north, in Figure 1. As it is difficalt to
show the scale and otientation of a water body in
perspective; these are indicated in the plan view of
Figure 2. In order to show bathymetry clearly, the
vertical co-ordinate was exaggerated a hundredfold,
The important featurés to note are the relatively
shallow western extremity of Lake Ontario, the long
(828 m), narrow (88m) and shallow (10 m) ship
canal connecting the lake with Hamilton Harbour
(area, 21-8 km®). As well, the locations of an affay
of field measuremerits, both attended and unattéhded
are given. The moored field instrumentation
included three acotistic Doppler current profiless, five
thermistor chains, six water level gages, two cufrent
meters, two meteorological stations and an atmos-
pheric radiation station, Area-wide surveys of tems
perature and salinity were conducted periodically
throughout the 45-day study period starting in early
July to ensure stratified conditions.

Model description

Figure 2 shows a plan view of the mesh used in the
3-D finite elethent model. It consists of 892 nodal
points and 1374 wriangular elements. The element size
is proportional to the square root of depth in regions
away from shore or where more detailed resoliition is
not needed. In discretizing the 3-D domain, we need
only to develop a mesh on the 2-D horizontal plane
and then to duplicate it along the vertical. ‘The vertical
resolution can be easily changed and model variables
can also be approximated either linearly (first order
elements) of quadraticly (second order element) over
an element. Figure 2 also indicates the observation

stations which were used for model input and the
locations of the animations to follow. The cluster of
small elements in the lake portion of the study area is
the site of a proposed sewage outfall.

The finite element model for hydrodynamics is
based on the hydrostatic form of the Navier=Stokes
equations with a free surface boundary condition and
the model of the tansport equations being the
advection—diffusion €quations for temperature and
any other needed vatigbles such as salinity. The model

- follows generally the approach outlined by Janin ez al.

(1993). The horizontal diffusion terms have been left
out of both models for reasons of economy and since
numerical methods usually have sufficient numerical
diffusion. Additionally, 3-D advection in both models
is treated by thé Eulerian-Lagrangian method. Verti-
cal eddy coefficients are prescribed according to the
K-¢ theory (Svensson, 1978). Principal physical . .
phenomena which affect the flow are included. They
are, for instance, the influence of the- temperature on
the density, the wind stress on the free surface, the
heat exchange with the atmosphere and the Coriolis
force. Variations of the density-due to the temperature
are taken into account in the momentuim equations
via the Boussinesq approximation.

The free surface was calculated in the conventional
manner by vertical integration of the hydrodynamic
model and then introduced into the 3-D model as the
surface pressure gradient. Next, the 3-D velocity and
temperature fields are obtained from the 3-D models.
Every term in the 3-D models is calculated in the
sigma co-ordinate system except for baroclinic term
which is been solved in a Cartesian or Z co-ordinate
system to reduce errors due to the large bottom slopes
in the model domain. Sixteen sigma levels with greater
resolution near surface and bottom boundaries were
used, Initial conditions were interpolated from the
field temperaturés measured at the locatiotis shown in
Figure 2 and indicated by the pink coloured stations.
The boundary conditions on the outer open boundary
are driven by the measured free surface and tempera-
wire (measured locations are shown in ‘Figire 2 as
white coloured points) and iriterpolated to the bound-
ary mesh points. Due to lack of measured current
information on the outer boundary, velocity data
output from the model’s previous time step was used
to calculate the boundary flux line iritegral. All other
boundaries are solid. The model was started on 5 July
1996 with zero velocity and level free surface at all
poinits. All results visualized in this paper are for
period from 24 July to 27 July 1996, as this period is
sufficiently far from the startup to allow for model spin
up. The time step is 15 s and model was run on a dual
PPro PC. ‘
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Sofiware modifications for visualization of tregularly
gridded 3-D daza

The visualization software package that was chosen is
pased on a different approach from more standard
graphical presentation software. In Iris Explorer, the
data set to be examined is read in by an appropriate
routine referred 1o a8 the input module which, in the
most cases; is the only module written by the user.
Then, the data are manipulated by 2 series of sub-
routines or modules until the output or rendering
coutine is reached. The various modules are laid out
on the computer desktop and their interconnections
displayed. This ensemble is referred to as a map. The
unique feature of rendering is that the 3-D object can
be viewed readily from any angle or distance so that
it easy to find the optimum viewing position for the
data in question, The final step is to captire the
display of each model output saved for the purposes
of later animation. Iris Explorer is powerful visualiz-
ation software package which can process both regular
and irregular gridded dara. ‘However, it offers. more
options for visnalizing regular gridded data than for
irregular data. This shortcorhing directly affects our
ability to display certain data especially vector data.
Thus, in the ensuing discussion we focus on how to
display both vector and scalar data extracted from the
3.D field. The approach followed is to interpolate 3-D
data from the nearest mesh points to an arbitrary plane
whose position is chosen by the modeller.

Extracting a 2-D data set from an iFregular 3-D space. In
coastal studies, most data sets are composed of irregu-
lar or anstructured grids; for example, non-uniform
fnite element meshes as is the case in the pfesent
study. It is a challenge for visualization software to
handle such random meshes. In order to examine the
3.D finite element model output and field medsure-
ment data in detail, we need to be able to interpolate
any variable defined on & 3-D mesh onto a randomly
otientated plane with any desired resolution.

In Iris Explorer, there are 2 number of modules for
manipulating the 3-D data defined on irregular grids,
Unfortunately, the most suitable one, ¢ SlicePyr’, can
only extract one scalar variable from 2 3-D irregulaf
data set and furthermore, does not have any means of
adjusting either the horizontal or vertical resolution of
the extracted variable. For example, the coastal mod-
eller would normally have temperature, salinity and
three components of velocity but would be able t©
display only cne of these variables with the supplied
software. The coastal modeller would like to be able to
display any combination of up to four variables at
once. It would be useful to be able to expand the
fesolution in order to improve the dppearance of the

display. This is especially important in the vertical
where coastal models often have much poorer resol-
ution than in the hotizontal directions. The following
will briefly explain how we have adapted Iris Explorer
to handle irregularly gridded data.

The Lattice and Pyramid data types are ¢reated by
Iris Explorer to handle regularly and irregularly gridded
data respectively. For the Pyramid data structure; the
relation between the different layers of data required to
build a pyramidal structure is defined. In finite element
data for example, the element grid can be considered as
a collection of vertices (points), edges (line), faces
(polygons), elements (3-D cells), objects (collections of
3-D elements), assemblies (collections of objects), and
so on. These can be firted together to make an object
from faces, bounded by edges, which are in turn
delimited by vertices (Silicon Graphics, 1993).

A processing module, ¢ OrthSlicePyr’; was con-
structed by choosing the above mentioned pyramidal
data type. This riiodule must not only read in the data
to be visualized that include the variables at each nodal
point, but also nodal locations and the nodal connec-
tion list for edges, faces and elements. As well, it has 10

input a 4% 4 transformation matrix which contains
information on the rotition and translation of the
- desired plane of visualizaton with respect to the
co-ordinate systém of the 3-D data set. This trans-

 formation matrix is computed by the Iris Explorer
‘module, ¢« TransformGen’. A 3-D object such as a

coastal model mesh, is constructed from the above
input data. By adjusting the rotation and translation
control parels of the module ¢ TransformGen’, any
desired viewing plane can be chosen. The information
which characterizes the chiosen plane is represented as
a 4 x 4 matix. In tum, this matrix is sent to the
¢ OrthSlicePyr > module. The ¢ TransformGen ’ mod-
ale does not extract any 2-D data from the 3-D dara set,
it provides only the rotation and translation itiforma-

don for other module’s use. Rotation is always about

the origin and translation is post-multiplied onto the
rotation matrix, i.e. translation is applied after rotation.

The next step is to find the location of the 2-D
viewing plane which should orthogonalize one of the
co-ordinate 2X€s. ‘Due to the fact that Iris Explorer
constructs the pyramidal data type in a different way
in horizontal direction from the vertical direction, the
method of finding the intersecting plane is also differ-
ent. To interpolate data onto the XY-plane (display
plane is perpendicular 1o Z-axis), all that is needed is

to find those nodes bracketing the intersecting surface’

and then to interpolate the variable values at these
nodes into the intersecting plane. It is a litde more
difficult in the case when the chosen plane is vertical
(with an orientation perpendiculai to the X or



" fles of three dimensiofial

Figure 7 is the same as Figure 6 except without the
front spotlight. One of the features of Iris Explorer is
that it can emphasize obscured features by the illumi=
pation option. The appearance of Figure 6 is much
jmproved over Figure 7. For example, the warmer
surface water under conditions similar to those in
Figure 4 is evident in Figure 6 exiting from the ship
canal flows alongshore in a southerly direction. It is
easier to see that currents at depth are much weaker in
the lake than in eastern part of the harbour where the
exchange flow dominates. The four slices probably
provide too much iriformation to be absorbed in an
animated display. In the next section model results
will be examined on the plane passing through the
ship canal. o

Animations
Animation 1 shows modelled temperatures and pro-
fial flow at selected positions
along a vertical plane passing through the ship canal
from the otiter boundary to the inner shoreline of the
harbour (see Figure 2). Each frame is stepped by
30 min of prototype time. Note that the plane has
been rotated in a counterclockwise direction so that
the view is 10 the north-west. For further reference,
the major horizontal flow vector of the current scale
glyph is directed to the east. The wind speed vector
represented by an single arrow at the top and centre is
scaled such that a wind speed of the same size as the
current glyph (30 cins ™ ') is 6ms” .
Large thermal gradients are evident both in the
vertical and in the horizontal directions. Horizontal
gradients drive a densimetric exchange berween the
lake and the harbour with cooler lake water intruding
into and displacing the deeper layers of the harbour.
These: intrusions maintain the pronounced vertical
stratification found in the harbour. At the surface the
warmer harbour water flows out into the lake raising
the nearshore surface temperatures there.

The flow vectors show that bidirectional two-layer
exchange occurs most of the time but that this circu-
lation is disrupted from time t0 time by episodes of
unidirectional flow in the channel connecting the twd
witer bodies; The currents in the harbour and lake
appear to respond rapidly to changes in the wind
stress especially at the surface. Not surprisingly in 2
counterclockwise rotating co-ordinate system, these
wind driven surface currents are directed 10 the right
of the wind stress, particularly in the lake. Again,
the rapid fluctuations in the flow vectors show how

dynamic the system is. '

Simulated and observed water levels at the north-

eastern end of the ship canal are presented in the
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panel in the lower left portion of the frame. Water
levels are also found to fluctuate. As well, close
inspection of the surface reveals a black line which is
the zero elevation surface line and may be used as 2
reference point for water level changes along the cross
section. '

In the above animation it may be noted that flows
are represented by thin white arrows instead of the
3.D vectors used in the snapshots. Because velocities
vary so much from frame to frame and the velocity
display scale factor should not be changed during an
animation, if the three-dimensional vectors were
shown, the temperature inhformation in many frames
would be totally obscured by the velocity vectors.
Using a black backg;bund reduces the size of
animation file.

Animation 2 compares the temperatures observed
at three thermistor chains along the ship canal, each
consisting of nine temperature loggers with the
modelled temperature output of Animation 1 but in
much more detail. The animation time §tep is also
30 min. The modelled output is interpolated to the
thermistor locations. Again, the view is to the north-
west with the lake on the right and harbout on the left.
While there is reasonable correspondence between the
model and obsefvations with three layers, a surface
mixed layer; a thermocline region. and a bottom layer,
in general, the modelled thermocline layer is some-
what thinner than the observed. Both panéls demon-
grate a persistent tlt of the isothermal surfaces
upwards towards the lake, in agreement with hy-
draulic theory. Oddly, the observations appear to be
more variable in time with the tilt breaking down
episodically while the gt is more stable in-the model.
The reason for this difference is not known but it
could be that the model is slightly overdamped despite
the neglect of horizontal friction or vertical advection
could be too weak in the model.

Discussion and conclusions

Due to the relatively severe restrictions on the file size,
it is possible to present only a few short animations of
limited resolution herein. The field of view and the
colour definition of these examples is much poorer
than on the CRT display available to the modeller.
Despite these limitations we hope that the usefulness
of animation and visualization techniques in handling
the massive data sets collected in coastal obser-
vational and modelling ‘studies has been demon-
strated.  Unfortunately, publishing limitations do
not permit 2 demonstration of 2-D particle tracking
fethods. As Iris Explorer lacks the capability of
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Y-axes), for example, when the plane is parallel to the
XZ-plane. We must first find out all those elements
that the cutting plane intersects. From the nodal

- connection list, those nodal connections passing
-through the cutting face can be found and their linear
equations established. By substituting the Y-value of
cutting planie into those linear equations, the X,Y and
Z co-ordinates of all intersecting points with the
cutting plane can be calculated. Linear interpolation
was used to interpolate all co-ordinates and variables,
In order to control the horizontal and vertical resol-
ution of any variable displayed the distance between
the two most widely separated points in the horizontl
and vertical directions must be found.

Other modules developed. In Iris Explorer, the module
¢ WriteMovie * can be used to write the 3-D image in
the previously discussed render Window into an ani-
mation file. The problem with this module, as far as it
has been experienced by the.authors, is that it does not
release the memory properly, so that when the image
_data set:is too big either because the render window is
too large or too many image sequences havée been
'written ‘into the animation file, the random access
‘memory will be filled up and consequently, the whole
map will be frozen. This problem was solved by
writing an image captiire module based on very simple
screen capture commands. One point that ought to be
kept in mind is that in order to synchronize the
capture module with the render window care must
be taken to captire the latest updated image in the
render window afd not a previous image.

Another module which had to be written for
animation purposes displays a clock and date for every
image frame. This module cin input dite and time
information at any location in the rendef window, and
can start from any arbitrary time and advance at any
desired time interval. All modules we developed are
written in the C language, however, Iris Explorer also
allows use of the Fortran language.

It is noteworthy that Iris Explorer alse permits
visualization of flow fields by particle tracking. King
et al. (1996) state that this is a particularly powerful
method of conveying flow results to non specialists.
Although we have successfully created animations
using particle tracing publishing limitations do not
permit the inclusion of an example in this paper.

Results

Snapshors

The following are some examples in either snapshot or -

animation format, which illustrate how visualization

can help the modeller to understand model output,
diagnosis model behaviour and to gain insight into
complex natural phenomena.

For verification purposes, there is a need to com-~
pare model output with tifhe series of field data at
selected horizontal positions, A 2-D image with time
on the X-axis and depth on the Z-axis may be the
most suitable way to display this kind of data as shown
in Figure 3. The colour represents the direction and
amplitude of velocxty over the measurement depth
range from 1 to 9 m. Positive currents flow out of the
harbour and negative into the harbour. From this
display, it can be seen that both model output and
observations show that the outflow is at the surface
and inflow at bottom for the most time. This is
expected since the main wind force for the surface
flow is in the direction from harbour to lake and the
bottom force, the baroclinic term, is in the opposite
direction due to cooler (denser) bottom Water tem-
peratures at the Lake Ontario side tending to flow
under the warmer (lighter) harbour water. Qccasion-
ally, when the wind force opposes with baroclinic
forcing or it predominates over the whole water col-

umn; the stratification disappears temiporarily which

can also be seen in Figure 3. Compared to the
observations, the model output tends to have stronger
bottom currents, a thinnes thefmocline and a thicker

lower layer. In the fiiture it is hoped to be able to

improve the model by increasing bottom friction or by
adjusting the vertical eddy velocity.

Currents and temperatures at the surface are dis-
played ifi Figute 4 for north-west winds. Surface
current strengthens in the downwind direction and
reaches much higher speeds than at the 10 m depth
shown in Figure 5. QOutflows from the harbour to the
lake maintain warmer surface temperatures to the
south of the ship canal.

As might be expected, Figure 5 shows the corre- -

sponding inflow of cold witer from the lake into the

eastern part of the harbour at a depth of 10m and

how, as might be expectéd it maintains the stratifi-
cation there under the action of north-west winds.
Interestinigly, there is a suggestion of upwelling along
the north-western shoreline and anticyclonic ¢ircu-
lation at this depth in the lake. As mentiohed before
the model does not include horizontal diffusion terms,
so cold water at the bottom indicates thar advection i in
both models is treated reasonably well.

Figure. 6 depicts multiple slices of the 3-D model
output which is used to illustrate that we can have any
number of unevenly spaced slices by using module
‘ OrthSlicePry °. Since it is almost impossible to dis-
play information in full 3-D, it is usefiil to use the
multislice approach to search for key information.
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displaying a transparent object, displaying particle
tracing in 3-D is difficult.

A usefal feature of the sofiware is that it has the
option of highlighting certain features that the model-
ler may wish to examine by using the light function.

We have shown that combining temperature

(density) and flow information in one display is help--

ful to the modeller in establishing whether the solution
obeys the physical principles on which it is based. The
Dext step once the solution is found to be credible
physically is to compare it critically to field obser-
vations. Similarly, animation and- Visualization
methods are invaluable for the purpose of facilitating
the formulation of model improvements. Now that the
visualization tools are available we intend 10 undertake
these improvements as the subject of a future study
which should bring the agreemeént between obser-
vations and mode] results closer than in the initial
stage reported herein,
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Visualization of model a

FIGCRE 1. Perspective view of the study area, bathymetry
and locations of ddsenvations. The pink symbols are the boat

surver locations. The black (interior) and white (boundary)
symbols represent vasious unattended jnstruments.

- - . - N - N g -
Figrye 2. Fiite clement mesh and locations of the anima-
tons. The coloured symbuols are the same as in Figure 1.

FiGure 3. Comparison of modelled (upper papel) and
observed (lower pancl) current profiles at a location on the
centreline of the ship canal from 24 to 27 July 1996. Positive
currents flow out of the harbour and pegative. into the
harbour. lsotachs are indicated by the colour bar.

nd field data in the coastal zone 79

FIGURE 4. Horizohtaldistribution of m‘odel]eﬁ éu:ren'ts and

temperatures at the gurface at 08:24h,

24 July 1996. Current.

vectors are shown for interior locations only.

w‘ o e
FiGURE 6. A miultislice plot of
and temperatures (colour contours
with illumination.

modelled currents (vectors)

) at 08:54h, 24 July 1996
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FIGURE 7. Same as Figure 6 but with illumination turned
off. ,

ANIMATION 1. Modelled 3-D current profiles and tempera-
tures along the vertical plane marked A-A’ in Figure 2. The
wind speed vector at the top centre I8 6m s~ when the
same size as the x-axis of the current glyph. The curves in
the lower box represent water levels, green, observations and
white, modelled. The vertical scale is from — 10 to +10 cm
and the horizonral is ime up to the past five days.

ANIMATION 2. Observed temperature section along ship
canal (upper panel) and modelled temhperature séction
(lower panel) along the vertical plane marked B-B’ in Figure
2. The harbour-is on the left and the lake on the right.

Estuarin
Article
Vist
Gir
HT

Port a

In t
Bay
and
199 -
visu

dat -



:

€
g
. g
W

i

il

. . N . YA Lo
. . - . . .
v . . . . o

|




PO Box 5050
- 867 Lakeshore Road
Burhngton Ontario
L7R 4A6 Canada

Natlonal Hydrology Research Centre
11 Innovation Boulevard -

Saskatoon Saskatchewan _
S7N3H5 Canada T

‘NATIONAL WATER
. RESEARCH INSTITUTE

'INSTITUT NATIONAL DE -
~ RECHERCHE SUR LES FAUX -

.

gt Envrronnement Canada
Centre canadlen des eaux intérieures
" " Case postale 5050

‘867, chemin Lakeshore.

.. Builington, Ontario
RIS “LZB 4A6;.Canadal
Centre natlonal de recherche en hydrologle
- = < 11, boul. Innovation

' _ _”Savskatoon», Saskatchewan’
. . .. . 'SIN3H5 Canada

:' , !* g Envirohment *Environnément.
. Canada = Canada . -




