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This is not a formal paper, it represents only a _
rough first draft of The.gré+ of my Talk hére at Rochester.
I+ undoubtedly contains many errors in content and style.

Please TreaT‘i+ as sdph.
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PART |

First of all, leTvme Thank yéu‘for inviting me to

.RocheSTer University fto spend a few hours wiTh‘you; | must

confess that | was slightly concerned when Julian Keilson
phoned to fnvije me here; and said "comé and talk to us about
real world communication problems aﬁd‘fheir.soIUTion using some
of the IéTesT and most sophisticated mathematical Too{s-from
Tﬁe theory of stochastic processes", he went on to indicate that
my'audience would be experts in both these fields adding that
forty-five minutes should suffice. | "hope then that my presence
heré indicates that apart from being éome'sorT of nut | am an
opTimisTiq_enThusias*. Optimistic ThaT‘sense can bé made out of
The subjecf'and enthusiastic enough to think +ha+:l can say
something new and interesting fo you‘abou+ it. |

I prdpose to talk first of all very briefly‘abou+ the-

present status of communication systems in Canada, and indicate

some of the exciting new ideas that are being tossed around for

sophisticated communication/computer networks. Next | would like

To Talk about two specialized topics, one from Operations Research
and the other from theory of stochastic processes that can be
effectively gsed for the analysis and synthesis of large scale
communication-computer networks. | |

Let me begin by not boring you with lengthy defails about
statistics and types of communication systems, instead | will‘
briefly ouTIiné what we have in the way of audio-videa communication
systems in Canada. These systems are sufficiently close in fechnical

detail to those in the U.S., so that you can fill in the "gaps'" easily.




In Canada we héve essenTiaIIy two types of +é|ecommunica+ioh
sYsTems, these are
a) broadband (video - high'Speed)_dne way non-switched:
systems called CATV systems and |
b) .narrowband_(audio ; low speed) fWo-wayi swi+chéd

sys+emé which are of course the telephone systems.

'

CATV. Systems

Cable +elevisfqn sys%ems or CbmmuniTy'AﬁTenﬁa_TeleVisfpn
(CATV) sys+ems_(figuré ) as they are Qéually called, recei?e
television and FM signals off-the-air from broadcasting stations
and distribute these sjgnéls viavéoaXiaJ cables to +heir\subscribérs.

These systems in effect provide a one-way broadband Seryice}

Usually, each subscriber pays an initial instal Iment charge
approximately $15.00 and a monthly service charge of about $5.00.
There are about 400 CATV systems in Canada serving over

1,000,000 households (over 25% of the urban households in Canada).

"These systems range in size from a few Thousand to over 130,000 subscribers

(the largest in the world).

+
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The present CATV distribution systems employ. no SWifching,

‘are not readily adaptable to two-way transmission. They ére not

very exciting +e¢hnica{|y, but are an attractive proposition because
they can distribute many (12 or moré) +eIévisfoh and FM broadcast
stations on a single'cbaxial cable by the use of fhequency division
multiplexing techniques. '

| Most CATV systems provide 12 or less TV channels, even

though +héy are capable of carrying 25 to 30'TV channels. There

are a number of problems associated wi+h.+he prOV}sion aﬁd uTinzaTioh
of This high‘channel capacTTy. First, +he operators of CATV'sys+ems
in Canada find that Their recépTion is limited to 8 to LO-off—+hé—air

channels. To provide additional channels on a closed circuit basis

~requires large expenditures for programming. and qoéle studio

equipment which cannot be supported by a small CATYV opera+ion. In
addiTion the average (Canadian) home receiver is of VHF type and

is capable of receiving only |2 channels. This receiver limitation

-can be overcome in various ways' nevertheless any proposed solution

will have to pass the tests of economic viability and public

acceptance.
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Telephone Systems (See‘figufe 2)

In Canada there are 16 méjor Télephone companies, that
own and operate approximafe[y 2,000.inTrafciTy Telephone.
syéfems.' I'n aII;There are- about IO‘million Télephonés in Canada

~and The.average Canadian makes some l6|7.calls per year. Our

~Telephone systems operate in mutch the same way as the U.S.

systems. The fotal investment in these systems is around $7.5
billion dollars, and the Industry is largely Canadian owned.
The present Telephone , sysTéms although nghly,

developed andfémploying sophisticated switching techiques,
‘utilize "pairs of copper wires"‘fn +heirvlpéal distributjon
faciliTieé that connect individual subscribersto switching
centres. These wires have relatively small spectrum capabilities
(less than | MHz. . of wusable .bandwidfh)comparéd'To coaxial cables

(which have 300 MHz or more bandwidth),and are thus suitable for

handling voice and Iow.speed data signals only. That is, existing
Telephone systems are narrowband and are designed and
optimized for voice traffic. Telephone systems also use analog

signal processing techniques, and therefore, are not natural
candidates for handliﬁg digital data. |

I'n addition data traffic has:differenf Traffic statistics
than voice traffic. Thus while the +eJephone,sys+em can accommodate
a Iimf#ed amount of data traffic iTvis likely that with heavy
data Ioading‘of the telephone net, the high quality of the
telephone service would deteriorate. One of the majdr problems
faciné The Deparitment of CommunicaTidné is to determine whether
a:sepérafe dedicated network willkbe needed for combuTer

applications in the coming ten or fifteen years.
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Neverfﬁeless, There are many subscriber services that
could bé provided on existing Telephqne systems wi%houf seriously
effecting the quélify of sefvice. There aré howevef certain
marketing unknowns and venture cépiTal seems To be_TighT.aT The
moment. | should add however that cerfainifelephoné cohpanies
are considering dedicaTing"eiThér a'pafr of coaxial cables or
Thrée pairs of copper wireé To each subséribers homg and Then
‘gradually introducing videophone services over Thé next ten to
fiffeen years. This use of 'six wires.per'subscriber would
transform tTelephone syéfems intfo | MHz swiTched.sysfems; éapable
of pfoviding both videophone and a variety of other medium speed
services. The use of coaxlal cable in place of copper pairs

‘would transform the system into a 300 MHz switched system

capable of "fotal" felecommunication. . A little later on in the
talk, | will explain what | mean by the word "total™.
I find it useful in comparing commﬁnﬁcafion‘éysfems,vTo

keep. in mind two "state variable", namely information rate and
direction of the information flow. Informafion rates can.be'iow,
medium or high, and the direction of information flow‘can\be oné—
'way'(as in CATV) or two-way (as in telephony). .Tablé | suhmarizés

these characteristics and presents somé typical examp[es}
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TABLE |

‘ Information Typical
Directionality Rate Example
Low >Me+er
‘ Reading
One-Way Medium Radio
High CATV ‘
Telephone
Low Telex/TWX .
Computer
to User,
_ _— User to
Two-Wa Medium Computer,
Y Videophone
Computer-
High to
Computer

The comparison is then

TABLE 2

completed when we say what

rates are low, medium and high., Table 2 lists these values

Information Maximum bit Typical
rate Type of Service
' Telex/TWX
Low 50K bits/sec voice
Medium Videophone

7M bits/sec

High

50M bits/sec Television




THE NEXT FIFTEEN YEARS

The telecommunication systems of the immediate future will
‘be different from present systems in the following manner:

. Multiplicity of services

2. Increased traffic handling
capability
3. Increase In the number of

medium and high informafion.
raTé services
4. Increase in the number of
two way services
The increase in the number of two way services»fs
expected to be parTicularly dramatic in‘medium énd high
information rate types. This will affect significantly the
Tfaffic.handlfng~requiremen+s of future telecommunication
VSySTems. In particular, the cost and complexity of switching
.faciliTies will increase considerably. Also as:planners of
future Télecémmunicafion systems, we must provide for Qersafilify
and adaptability to user demands for addif}onal services as wel |
as for the phasing out of services that have not received
public accepTance.A | usually think of future sysfeﬁs as
total Telecommunicafion.sysTems, whére‘"Tofal" telecommunication
system could provide: telephone, videophone, Television, radio,
compufer, facsimile and utility mefering services, fto each home
(figure 3). The various éervices provided on such a Telécommunicafion

'system can be divided into three classes:




et

_l2_..

|. BroadcastT
Commercial and Instructional TV

Commercial and Instructional Radlio

2. Redl Time Point to Point
Teleﬁhone |
Videophone-
Telegraph ana Teletype
‘Certain CompuTer Services

 ;3. Store and Forwérd

Computer Services (Timei' | )

sharing and instruction)

Facsimile (newsprinT_and

magazines, library access)

Financial Tfansa§+ions

(banking and remote purdhasing)

Interrogating (polling and

‘meter reading) | |

Matl

In ordef to achieve these capabilities for each urban

home over the next fifteen to twenty years, it seems safe to say '
that a switched multiservice +elecommunicé+ion system
would be required.' There is one convenient way fo cbncieVe-of
a "total" communication sys+em,- | talked about this concepfibn

under the name Switched Broadband Sys+ems"af a seminar on

"Telecommunications and Participation'at the Universite de Montreal

in April of this year. The non engineering +ypes havé héd

their imagination in high gear since then. My séienTific friends
have me up as suspect. Nevér+heless, | "am going "o tell you
about Switched Broadband SysTems, bécause I find‘i+ easy to talk

about them, and because | think the idea might prompt some of you
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to try and model and simulate some particular aspects of them.

Switched Broadband Telecommunication Sysféms

The idea is simpfy this, .sqppose~we were.TO ihéreéée
the bandwidfh.of exisTing>+eIephone system from | to 300 MHZ,

feplacing their cbppet pairswith coaxiaj cablés. The(
resulting system would be_a_swiTched~broadband:sysfem.(figure 4).
Such a system, with the use of suitable sTgnaI processing, wouid.
be capable of providing "total™ Telecommunicafioﬁ services_To
each home.These systems have*hé same philosophy of opera+ion>as
exis¥ihg,Te!ecommunicé+ion4sysTéms,‘bUT with The«addifibnaI 
feature that They‘haveusable‘bandwidfhs +w§ orders of magﬁiTude
greater. Therefore,they can accommodafe many more serV}ces.
Some idea‘o% the bandwidth gained by the use of coaxial cable
can bg obTajned from Figure 5 wHich compares the spectrum
(usable bandwidth) of a typical coaxial cable with the
Department of Communications a]locaTion'ﬁf-The RédiolspeCTrum
and with the usable bandwidth of a typical copper pair.
| If existing telecommunication systems were to evolve

into switched coaxial cable systems, all Canadian clfies.wduid
become "totally Wired Cities"™. |+ would be possiblie to build
into such systems wvarying dégrees of sophisficafion.énd éomp!exify,
depending on the type of signal processing'used. The mosT_
sophisticated systems would be the ones in which ali Tﬁe‘signals

are digital and time division multiplexing techniques are used.

. Furthermore, the use of computers for'swiTChing and for the

performance of many other logical functions would make these

systems very flexible.
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Before your ‘imagination gets carried away, | would

- like to convey to you some rough appreciation for the large

costs involved in the esTainshmenT of such total telecommunication

systems. The system shown in figure(4)will be used as an example,

| f we wished to use such a system to provide_fhe fol lowing

capabilities to each home:

4 voice/data channels

12 TV channels, one-way-area selective -

2 TV channels, one-way-subscriber séleéfive

4 TV channels, two-way-area selective
an‘invesfmenf'df The order $5,000 per subscriber would be
reqﬁired, assumfng a density of SQQ subscribers per Square
mile. This corresponds to ten times +he cost of providing.

bnly telephone service. Another way of putting this 'is, instead

of a $7 billion investment as in the existing telecommunication

facilities an investment of the order of $70 billion would be

required-To provide such a system for the whole country.
Nevertheless between the bounds of whai we have today,
and the"total" telecommunication systems above,vlié a whole
range of systems having high pFobabi1i+ies of evolution. |
must say that the technology at this time indicates several
possibilities in terms of fu+ure.+ypes of multiservice
telecommunication systems. These are:
Systems utilizing.
I MulTipIe pairéd (wires), each
carrying single anaJog'signaIs (as
“in the local distribution facilities

of the present telephone system.
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2. Sets §f coaxial éables each carry~
ing multiple analog signals; For
+hfs purpose the frequenéy division
multiplex (FDM) +eqhnique Would be
used to combine . signals. . 

3. Sets of coaxial cables each carry-
ihg multiple digiTél signaJs.> For
this purpése the +fme division
mulfiblex (TDM) technique would be
used to combine signals. |

4. Sets of coaxial cablesveach éarry~
ing mulfiple dfgi+a| and analog
signals. The digital éignals are
‘used for low information rate-
services (such as +elephohe) and
the analog sjgnals‘are used fof
high information rate services

(such as CATV).

5. Hybrid combinations of multiple

- paired wires and coaxial cables
carryfng analog and/or digital
signals.

Digital systems offer significant advantages in
versatility for low and medium information rate services (such
as voice, data transmission, videophone, facsimile, etc.) The
present high cost of digital systems will bé reduced by at
least one order of magnitude with the use of large scale
‘integrated circuits. In addition a unified digital systemwould -
be the natural choice for the optimum realization of a nation-

wide computer utility structure.
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Analog systems, on the other hand, offer the most
efficient use of the spectrum in the case of non-digital high
information rate services.

Computer Utility Studies

.ln Canada, it recently became accepted fhaT drastic steps
had to be taken to ensure the optimal .interaction of telecommunication
and computer systems. The present sophistication of telecommunication
systems Is largely due to the use of computers as functional elements.
"fhe future potential of computers will be greatly enhanced By'fhe
utilization of advanced telecommunication networks +in making cbmpufing
power available on a widespread basis. The Canadian Government
fecognized THe fundamental importance to Canada of the best
Communication/Computer systems approved the creation within the
Department of Communications of a Task Force, charged with ensuring the
speedy and orderly development of "optimum" TeIecommunicafion/compufar
systems for Canada. This Task Force is>MF. Parkhill!s¥*¥ brainchild,
and it is also his baby in that he is responsible for its work.
The problems of the best networks in Tﬁe legal-political economic
and engineering sense are horribly entangled in semantics and
personal prejudices;but in tackling the .best networks in the
engineering sense, there are acres éf virgin Tefrifory.‘-The
brighter minds in the country are going to haye a field year, and
The fun has already begun in earnest for some of. us. Those of you

who are interested in some interesting reading see references (1) to (7).

¥* Parkhill is known to many both in Canada and the U.S. as the
father of the computer utility, and his book "The Challenge of
the Computer Utility" -- Addison Wesley 1965, is already a

classic and still pertinent work.
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PART |1

Maximum Flow Techniqueé For Lérqe Communfcafion—CQmpuTer Networks

‘and the Gomory-Hu

_concepts

Léaving.fhe'H;G. Welis‘andvl984>s+uff, I woﬁld like now
in the second parTlof this talk to discuss two topics in ihféger
programming that are rabidi? gaining reSpéefabjlify fn Operéfions
Reseérch buf are not too wéll known to engineérs. |

I refer"+o +He Ford—Fquerson(8)

(9,10)

max flow min cut theorem,

decomposition theory for finding maximum

flows in networks. My main reason for discussing these two fopics

apart from the fact that | am familiar with them and have used
Them,'is that they have for reaching applications in the analysis’

and synthesis.of large computer-communication networks. . Those of
who '

- you/are familiar with these topics will recall that it is necessary

to discuss the Ford-Fulkerson theory first as the Gomory-Hu
theory ié really based on it.-

Luckily for me, as | need picfufes to visualize things, both
These_fwo theories have a natural setting in The_fheory’of finite
gfaphs;fhis'seffing has an added aTTracTibn because the topological
structure of a communication/computer network is naturally expressible
as a graph. | will assume that you afe famfliar with the fundamental
(e, 12,13,14) ongraph theory, namely %he orieﬁfed concepts
of verfiqes(or_nodes),arcs, paths, éircuiTs lengths of paths, loops,
symmetry as well as the non oriented concepts of edge,_chain and

cycle.

In general then with each cdmmunicafion/compufer network,
we can associate a graph (X,A,C), where X is a set of n nodes
{x1,—~—xa,—xi,——xj——xb,——xn}; A, is the seft of arcs f(xixji} that (s
A contains all _connections - between nodes X1 xj,£ X. The set C

is the set of infegers, called arc for channel) capacifiesdenofed by
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p(xixJ)=ciJ'aC.

For example, consider a switched .communication network

with Three nodes denoting the switching centers (Figure 5) .

-l
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X
X

o
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X
X
X
X
o
o
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L g

FIGURE 6

Between each pair of nodes (xa,xb) we can define an integer

valued flow function &, satisfying*,0¢€ 4 (Xixj) A3 C(Xixj)'; ch£C‘

General Considerations

We encounter essentially two types of problems

1) Analysfs problems

Given (X,A,C), find 8 *(x_,x_y = max ¢ (Xa’xb); ¥ox,x, € X

]

subject to constraint that for each (xixj)e'A; os é*(xixjﬁ Ny

c(xixj)eC

1) Synthesis problems

1) Given X,A,d* find C

*%¥ Flow functions @ for networks that satisfy bijs é(xixj)$ c(xixj)

of fer further interesting possibilities in the studies of communication

networks. | do not have the time to go into them here, but see.

(12)

Berge if you are interested.
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2) “Given X, C and é* find A

3) Given C and ¢* find X and A

| might add that the interpretation of 1) and I1) in the
context of commun|ca+lon/compufer ne+w0rks is obvious. " In One
variation of the - analysus problem, we. w1sh to flnd the - maX|mum
possible numberé* circuits that cou1d be utilized between aII
~pairs of nodes in the nefwork In the synTheSIS problems, we
usually are given The destred number g¥* CIFCUJTS (flow function),
and asked to find,
| ) the channel capac1+tes c. Js C for a given neTwork
configuration X and A, |
2) the éhanhel capacffies C, as well as fhe.required o
connections A for a given séf of‘nodes (swiTching.cenTérs)
X and desired number of circuits &%,
3) the entire network X and A, given the desired number of
circuits 6*»andAavaiiabIe éhannels capaciTies C.
The way, | usually do synfhesis is to first do analysis,
and often synthesis problems are atleast partially defined in tThat
we usually have soﬁe knowledge of X, A and-C. The road to optimum
synThésis however is | jttered wah The quies of umpTQen analytical
exercises. |In addition, and this is soméfhing you should never forget
namely*haT there are qually apriori unknown legal, political and
economié constraints added to X, A and G, and Therefore to #%,

wh|ch/of%£n n'egate your valid system studies.
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Ford-Fulkerson Theory
Many‘COMmunicafions—compufer network maximum flow problems
that you will meet, can be formulated as maximum flow problems for

'TranspOrT networks.

‘ ‘/ A transport network (s a. finite connected graph (X,A;C)
| without cycles, in which

) X contains two nodes, a source X and sink w,

2) For each arc bﬁ’ﬁ) EA,‘Theké exfsfs an.infegér
valued fpncfion % wah maximum value §¥ séfisfying
oﬁSé* (Xixj) s‘c(xixj)‘EC

3) ~The flow ¢ (xa;xg) from Thé source x_ to sink %b; is
equal to the capacity c(YY) of the cut (YY) separaTiné

X4 qnq Xy 2 where X €& Y, X, € Y.

8)supplied the

The question, that Ford and Fulkerson
answer to, was_—~'hha+ is §¥% (xa,xb), The maximum flow,
Tbefween source x_ and sink x;.» | quote the theorem below

without giving its proof which is qulite simpie(l4).

Lo THEOREM |
In a transport network @* (xa,xb) = max é(xa,xb) is equal

to the cut of minimum capacity separating X and Xy * That is

X (x_,x

b) = min‘c(YY)



- 23

COMMENTS
1) You will recall, a cut (YY) is therefore a set of arcs the
removal of whicH would disconnect the network. The
| | capacity of the cut, denoted by c(YY) is the sum of the
| . R . ’
| " capabilities of all arcs incident into Y from Y. That is
o S .
3 c (YY) = z;ij:}xixj)
X, & Y
‘< .7
je

In general, c(YY) # c(YY). Networks in which c(YY) = c(YY)

(10) (9)

are called pseudo symmetric, as distinct from>symme+ric, in

which c(x x.) = c(x,x.) ¥ x., x.¢gX.
J_| AN | i J 4

2) I+ is well known, that although the maximum flow
é*lxa,xb) is unique, there may be many cufs of minimum

capacity that give thisunique maximum flow, in fact it

(14)

can be shown, that if (Y,¥) and (ZZ) are minimum cuts,

so are (YUZ YUZ) and (ynz YoZ)

There are therefore many different algoriThms(ll’lz’l4’I5)

for locating these minimum cuts. | assume you are familiar
at least with one of them. The one | am familiar with in
Berge (12),involves first finding a complete flow in

the network, by saturating all paths leading from X to Xpy s
and then using a labelling procedure (until Xp cannot be

label led) on chains Jjoining X and X, -
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For example 2, suppose we are given the following communication

sysfém, and want to find the maximum number bf circuits é*(xa,xb),

i.e., the maximum flow possible between nodes Xg and x

b in

figure (7).,

FIGURE 7

The channel capacities are shown in figure(7). Applying the

(12, pp. 74-76)

algorithm in Berge, iT is easy to find that

* = %

ol (xaxb) 3. |
As a practical example of a real life communication computer

network problem that admits an integer programmihg formulation,

| offer the following example 3.

Example 3 Consider a number of interconnected remote offices

that each have small computers or terminals Xqsmm=X e At night
. ’

messages from these small computers are forwarded to a central
computer Y in a given interval of time, or if this is not

possible, are stored back in 5 small computer. Let C(Xixj) =S

be channel capacity between two of these small computers. Let

Tij be the average time It takes a message to go from X to x

over the channel (xixJ). Let ¢;; ¥ c(x;x,) be the number of

J

messages that can be stored at x,. The problem is this "how should
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‘the output of the small computers be scheduled, so as to have
as many messages as possible arrive at Yin a given interval of
time ©." To draw the transport network for this problem, define

the set of verticesX by the cartesian produc+8> 

>
i

{X1,in’ X s Y} 2 {O,l,Z;,*;}——GE
and at each vertix (x,,t) = y (+), define two arcs,

(x (1), x| (++1, ) of capacity cij)'and O, (1), x, (H+1)) of

.capacity c,;. Denote by 4 (xi(f),xj(+++_.)=.xij;+he'f|0W, that
' : , J tJ : 3 '

is the number of messages Teaving computer X at time t, to go to

computer xJth by é(xi(T), Xi(++1));‘xi the number d?imessages

i
that remain in x; between t and * + 1. bowild draw the transport
network fbr the case of 3 small computers X4 %y and Xz To do

this connect a source x_ to X4s X, and x5 with arcs of capacities

(x,, x;) =a,, i =1,2, 3, Then connect Y(1) ---- Y(2), -- Y(t),

Y(8), to a sink x, by arcs.of infinite capacity. Weob.tain the
(12,13)

required network shown in figure B).

FIGURE 8
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- We can apply the labelling procedure as in example 2,
and defermine‘fhe maximum flow @¥ (xa{ xbf; once this is done,
thén the optimum schedule can be copied off of The.graph‘fdr TMS

optimum flow.

COMMENT

As most of you are aware, there is an intimate connection

between transport netfwork problems and linear pfogramming.problems.

| will now give the linear programming formulation for this problem.

|+ is as follows; defining the numbers

cC.. = 0 _;(Xixj)f% A -

c(xixj) 3 (xixj) g€ A

X
1

d(xiﬁ), where 0 g X, .4C ,

Then the solution consists in finding numbers  x so

iy
that the following expréssion for the flow is maximized name |y

n

max- Z X1h = ¢@* (x_,%p ).

=

subject to The'consfrainfs

n+1

-
\__;,__J "

Flow into Flow out of i at
i at time 1, Time + + 1
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This iéa sort of classical programming problem and it could for

instance be solved by the Simplex MetThod.

GOMORY=-HU THEQRY (?,10,13,14)

The Ford-Fulkerson method can be applied as a erTe férce
resort n(n-1) times to find the maximumvflows beTwQen all pairs
of nodes in a n node network. However for large scale networks, i.e.,
where n is very Iarge, the cdmpuTaTion réqufred tends to increase
almost wifhouT bognd. The. Gomory~-Hu Theory which j have used
egTensively is elegantly worked out in a recent pabér>by GubTa"O)-
and applies to pseudo symmetric neTwofks and hence to a large cfass
of communication network problems. The method was originally

(9)

‘worked out for .symmetric networks by Gomory and Hu "and extended

to pseudo symmetric networks by Gupta.

The method essentiatly is a technique for Transformihg a

 given network G= (X,A,C) into a flow equivalent network Gy =

The. ~ , . A
(X,Ay C4) which is a tree. Then &% (x., x.), /maximum flow between
1,71 ! J /

any pair of nodes is the same for G and Gi. The nice thing about
f+he Gomory-Hu method is that it involves only n-l applications
of the Ford Fulkerson labelling method instead of‘n(n—1) as would be

required in the brute force technique.

You will recall the flow equivalent tree GT’ is a simple
connected graph with n-1 arcs (fthat is why.A{ is different from A),
and the maximum flows function #*¥ can be read of G, by inspection.
We usually tabulate #* as a(nxn) matrix, whose enfries are The

maximum flow between all pairs of nodes in the network. This is

“shown below in figure( 9 ),
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J n
X, ¢*(x1x1) | ¢*(x1xj) ~ '¢*(ern)
X, ¢*(X[x1) ¢*(xixJ) | ¢¥(Xi*n)
X , BX(x x4) é*(xnxj) ¢*(xn§n)
FIGURE 9

The Gomory-Hu method is interesting because it rests on
two basic but far reaching theorems from graph theory. These are

THEOREM 2 Consider a network (X,A,C) with a path

z(xi,x1), (xy%5), "““J(*r’xj)%' joining a source

X, and terminal xj, then

é*(xixj) 2 min'{ ¢*(xix1), E¥ (x,X5), g ¢*(xrxj)§———_
Proof .

Consider the case where the path joining X and xJ is

f

L}xix1), (x1xJ)} . Then we have to prove

g% xyx;) 2 ©omin {.é* (x.x,), @% (x1xj)} -------- -- 1(a)
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Applyihg the Ford Fulkerson Labelling procedure, we

can find a minimum cut of capacity c(YY) with X, €Y and xJE’V,

so that g% (x;x;) = c(YV); now two possibilities a) and b) exist
a) x, & X then @¥ <x1xjo's'c(Y7)

b) x, € X +then &% (X, %) £c (YY)

1
Substituting a) and b) in I(a) gives. the désired result.

the general result (1) follows by induction.

QED
Corollary: The function ¢* can have at most n-=1 numerically
distinct values.
The following theorem can be found in Gupta (10)
Theorem 3 Let G = (X,A,C) be a network (symmetric or pseudo

symmetric). Let (YY) be a minimum cut separaftng

X4 and xj,

the. x;e Y, x;&Y Let G = (X,A 30 ) be The
netgork obtained from G by condensing the set Y
intfo a single node, and let Xgr Xy be in Y.
Then ¢* (x_,x ) in G is equal to & (x %) in G
. that is for the purpose of computing maximum flows in Y,

the networks G and G]*ére flow.equivalenT.
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Let (ZZ)be a min cut separafing_xa and Xp * With reference

to figure(lO)define sets

YOZ = A
Nz = A&
YNz =8B
Wz =B

N

These A is the complement of A in Y.
That is AUA = Y. Likewise B is the

complement of B in'Y. That is BUB = Y.

>|
>

@]
w

Case 1 shown.

FIGURE 10

Without loss of generality, we can assume that X1 Xai.A:

and xbﬁﬂl We have two cases to consider, namely xjafB and x ¢ B
Case 1 xJ£ B from figure (10 we can immediately write
c(ZZ) = &(AAR) + C(AB) + C(BA) + C(BB) ----2

(YY)

1}

c(AB) + c(AB) + c(AB) + c(AB) ----3
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Now since (ZZ) is a minimum cut separating ka and x, and

(AUBUB A) is some other cut separating X and X # and since
c (AUBUB A) = c(AR) + c(BR) + ¢ (BA) =---4

.subTracTing (4) from (2) we>find

c(z7) - c(AUBUB B) = c(AB)+ ¢ (BB) - ¢ (BR) €0 ——-5
Again since (YY) is a minimum cut separating X and‘xJ and since

(AUAUBB) is some other cut separating X and Xj and since

c(AUAUB B) = c(AB) + c(AB) + c(BB) =---6
subtracting (6) from (3) we get
c(YY) - c(AUAUB B) = c(AB) + c(AB) - c(BB)¢o ---7

adding 7) and 5) we find using pseudo symmetry

c(ZZ) - c(AUBUB A) + c(YY) - c(AUAUB B)

= 2¢c(AB) €0

but since c(AB) 2 0, we must have that

c(ZZ) - c(AUBUB A) + c(YY) - c(AUAUB B) =0

Now the sum of two non negative numbers can be zero if both are

zero, therefore

H

c(AUBUB,A) c(ZZ)

that is, c(AUY,A) c(Z27)
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(AUY,A) is therefore a minimum cut separating x_ and x, .

Case 2 xbg,g

Proceeding as in Case 1, it is easy to show

c(A,AUY) = c(ZZ) which is again a minimum cut

separating Xa and Xp

‘What we have shown 'is that tThere is always a minimum cut
separating X5 and Xb such that the set of nodes Y is always
. én one side of this cut. Coﬁsequenle condénéfng Y info a single
node does not affect the vajue of The méxfmum flow from X4 to XB

in the condensed neTwork_G] and thus the theorem Is prbven.
T | o QED

COMMENTS
With a Iittle reflection you will see this means that if
~,we have a network (X,A,C) and use the Ford Fulkerson meThod'TO

find &% (x;x;) where x; €Y and x € Y and YUY = X;

‘then for the purposes of find d*(xaxb), where X and X are .in Y

and ka or X could be X;3 we can condense all the nodes of Y
"into a single node. This implies .that | should be able fo . find
‘some algorithm which would permit me to find all n2 flow functions

é*,in only n-| applicaTions‘of the Ford Fulkerson labelling method.
This is precisely what Gomory and Hu recognized. Their theorem
which | will soon give, exploiTé the condensation property of

theorem 3 and the theorem 2 inequality (1) to the maximum:



y

- 33 -

| pass now to the proof of the Gomory-Hu theorem. Before
giang the proof, | shall preéenT one form of their algorifhm(rs)
and discuss some examples.
; The procedure for applying the Gomory-Hu theorem to find the
haximum-flows between all n nodes in a network, in only n-| labellihg
opéfafiQns , is as follows. Consgsider the néTwork of figure (I,

where YUY = X, and A and C are given. That is we have G = (X,A,C).

QS*(Xé,xb) = c(YY)

/
‘
K4 Y
FIGURE 11
in figure (1), we have used a Ford-Fulkerson labelling and found
¢*(xa,xb); we hnextcondense the nodes of Y in+o.a’siane node

) . —
(that is.we join the nodes of Y by arcs.of infinite capacities),

and with reference to Y only, find @¥ (xfkj). We obtain figure(1i2).

’

=]

FIGURE |2
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Continuing this procedure n-1 times, we find a flow equivalenf{

TreeAG1 typically of a form shown in figure (13).
. ) \‘ ) .
' | Pt _
OO U @
[ X. U A X
.' 1
* *
$* (x Xq) é (X%, _ é*(x .
: : . : r 4
FIGURE 13-

The Gomory Hu Theorem which.comég_nexf,‘+e|ls us:we can read
off all the @* flow functions by inspection of the flow equivalent
tree of the type shown in figure (13), once It has been fpuhd as
déscribed above. | |
THEOREM 4 (Gomory—Hu, Gupfa)vGivén é network G = (X,A,C);

The maximum flow é*(xixj) between any two nodes x; and.

><J £ X s given as

é*(xixj) = min {é*(xix1), é*(x1,x2) ~—~¢*(xrxJ)3 ~---8

where é*(xi,xj), J=1,=-=-, r are the values of the maximum flows

along the path S(xtxi), ———,(xrxj)} Joining x; and xj in
the flow equivalent tree G1 ob+ained'by the n-1 applications

of the Ford Fulkerson method (See figures (11) o (13).

Proof (IO)I will now give a brief outline of the proof. From The‘
inequal ity (1) of theorem 2, with reference to figure ka),
we have immediately,
é*'(xixj) = min '§ ¥ (x,x), - B (xrxJ{;;——9
The rever;e inequalify to (9) follows *frivally from inspection
of the tree in ffgure (13). Obviously since minimum cut sets
(xix1),(x1,x2),A-—-,éx X.) are in fhe unique chain Jjoining

rJ

><i and x. we must have
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C A < i A% —— A% : ———
B (xixj).\ min { ® (XPX1)’ B (xr,xj)} 10

combining (9) and (10) completes the proof of the

equal ity (8).
QED -

As an jndication now of how this theory fits into computer-
communication problems. Consider the graph G of fjguré(l4) which

shows Two centers X4 and Xb connected through switching centers

over two distinctly different networks G1 and GZ'

(X1 ,A,

fxa’xz’x3’x4’xs'x6'xb§'
C(Xgs Ay, Cp)

» C1)

X
Q.) .
[ @
N — ‘
x .
o
< ® X ©
N N — —y
1 I f f _

{xa’x7’x8'xb§

FIGURE 14
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The procedure for applying theorem 4, to find the flow
equivalent trees G% and Gé for networks G, and G, is illustrated

' C15) : ‘
below.  With reference to GZ To obtain Gé_we proceed as follows,

deaininglfhe flow equivalent tree Gé on'TheA3rd iteration.

(Compare Gé with figure(l3),

Iteration Xy X ' Max. flow - Tree

X72Xgs Xy

X
o))
-
X
o
O
. i’ .

2 X 2%, iz "!’ 9""!!',!2

&

—

Now using equation (8) of Theorem 4, we can immediately on inspecTing

tabulate ¢*,Jfor G,. This tabulation is shown below.

N =



~from the above table for example éz (XBXb), 10, éz (xaxb) 9 etc. -

Similarily for G1 we find The tree G{ shown in figure (I5).

FILGURE 15

Then g% for G1,cén be read off from G} above,usiné_fheoremvk
for example ¢*1(xa,x4) = |9, Thus we have that the network of
figure(13) for the purposes of obTainihg é? and ¢§ can be
represented by the pair of trees, figures(14)and(15. |In effeéf

then we have figure(16),

fi

FIGURE 16
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Figure (17) shows a flow gquivalenT‘Tree.for.AValon Telephone
network in Newféundland. The number_fn the numera+orbof the fracTién‘
indicates the méximum numﬁer of circults under the presenTAsi+u$+ion
The number in the denominator indicates the maxiﬁum possible pumber of

. . circuits if "certain" changes were made.

Flow Equivalent Tree For Avalon Telephone - Combany

NEWFOUNDLAND

Identification of Centres (see any map of Newfbundland)\'

X, = Freshwater Xg = Kenmount

v Xy = Harbour Main x7 g ST. John's
Xz = Bay Roberts Xg E Point La Hayg
X4 = Cabinet Xg = Bell Island
Xg = Mile four Pond

FIGURE 17




PART 111

RELIABILITY PREDICTION THEORY

Because | have spentT many yearé worrying abou+-re|iabili+y
prébléms, | could not bring myself to leave Rochester without
saying something about reliability prediction theory. Sjnce the
~time is short, it is impossible to develop the theory (which is
qui+e’s+raigh+ forward). What | would like to leave you with
+hen,:is-some general techniques that George Glinski and | workéd

out(16,18)

for handling large computer-communication networks and
which have served as well.

These techniques can be used to obtain

i) Reliabili+y Models; in particular to obtain tTime dependent
state transition functions, as well as a Time dependent

reliability function for a given network (X,A,C)f

1) Moments of Time to First Failure; in parTicuIar to obtain

the moments of the first time it takes to go from 5pecffied
acceptable states to specified failed'STaTes in.a given

network (X,A,C)
for the following class of networks, namely

Networks (X,A,C) that operate in a repair ehvironmenT, and that
have r(r2 |) satisfactory and m{m2!) failed states. The assumpfioné
are:

a) the fajlureAand repair rates % and /be the subsys%ems_

X and A are known,.
b) it is possible froh an understanding of the opera+ion of

the network to specify To set ;Sﬂof-saTISfac+ory states
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and a seTJ;/of failed states.

ICMINwﬂmeNMWpMMm%&Q%%ﬂyLTm

me*rhods‘6 IS)

that are given for reliabilify modelling of such
neTworks, rest oh +hé assumption +ha+ +he state +ransf+ion'behéviour
of +he ne+work is charac?erlzable by a stationary Markoy Chain with
a finite dimensional state space, (namelyﬁyu‘;r) and dlscreTe time

set.

COMMENT

The more general class of networks (X,A, C) which are
degradation-prone, that is which can be described by a se+ of
degradéTionmprone paraﬁefers is Treated in our paper(ZO); The
assumpfibn made +here; }s that the time func+i§n characTeEiiing

each degradation-prone parameter, is a sample function of a

Feller-Markov process, that is a sample function of a continuous

fofusfon process. (21,22) | do not have The‘Time Yo go into this
today, bu+.+hose of you who have the courage to read 1+8 and
Mackean(ZI’ZB) will find enoughiéoodies for many years of original

and rewarding research in Operations Research, Economics, stock
markeT‘prediCTions, etc. as well as in optimum filtering and

predicTion_Theory(24)

in electrical engineering, etc.

| will now state the results for the reliability problem
(X,A,C,;L,/Q,AVZJV), and then do an example. As you will see
from what follows, the key to using these results, is realizing that

the failure and repair rates mulfipfied by appropriate units of

t+ime, are the one step state transition probabilities of a stationary

N



Markov chain, that is, are the entries of some transition matrix-

M) which completely characterizes the behaviour of the chain.

Specifying the satisfactory STaTeSASYand failed sfafésg;r

produces the following par+l+ibns of [MY, as shown below

Ls]

st | |fs—=F
J-»g’{ [ | }}’"7

[w] =

is the (rxr) matrix of the one step transition probabilities

between the satisfactory states Irlﬁgi The éhfrfes of LS}are
denoted by Sik? etc. -

is the (rxm) matrix of the one step transition prbbabi[ifies

from states in/SV to states in‘d;? .

is the (mxm) unit matrix, which shows that transition

between failed states are not allowed¥**

is the (mxr) null matrix, which shows that fransitions
cannot take place from failed states in _# to satis-
factory s+a+eS*h1,SY.

¥* The theory that | present here could be further generalized by

replacing [I] by some general matrix which éllows transitions

between the failed states of é;(.
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(16,18)

" The following results were obtained for the

reliability problem (X,A,C, A c/%usy,éf). They assume [M]

can be specified and partioned into [S} [B] and [1] as

shown above.

1)

Rellabili+y Models

Letting

a) Si(n) 'Fpr {nefwork is in state Sigfsy at time n}

b) Pij(n) = Prob ; network goés from state Si£;¥ To state
.F.é‘afin time n}
J
c)‘ pij = Limit Pij (n)

n = 0o

It can be shown

a) s(n) = s(o) [M] n +s(n) = Ix(rxm) rowy ector
of si(n)
b) [F‘(n)] _ ['SJ n-| [B] : A[-F‘(n)]s (rxm) matrix ofpiJ.(n)

c) ‘[%J

[ -] g,

i

(rxm) matrix of pij

therefore we can define a reliability function R(n) as

d) R(n)

Prob {.Sysfem is in state H1£Ya+ Time n}

QEj s;(n)
S
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1) Moments of the First Time to Failed State

Letting

e) Eﬁj be the random variable -- "Tfme taken for first

transition from successful state Si to failed state Fj"'

£) & . (k) be the kD

| moment of 'Gi .

J

g) Tij ( z) be the generating function for the moments TE}JQ.)

|T can be shown

1l

h) [’G(k)] ' i ([T(z)] ! k=1,2,-- =[C(k):,.=. (rxm) matrix
: ' dzk- i .

of iﬁj(k)'

1t

g) ET(Z)] z f[']" 2'{5]]—' ° :[T(Z)]‘f_—“ (rxm) matrix

COMMENTS

(1) The nice thing about the above techniques, is that they are
immediately usable by any engineer, who understands how the
network (X,A,C) operates and can ThereforeAspecify his
séTisfacTory states /Siand failed states ;;:and thus determine

the pantition matrices [$] , [B] and {1 of wm].
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(2) In an fmporTanT‘sense, we can alsoAusé these techniques to
dé synthesis. This E§ because by knowing the faiJure and-
repair rates {%} and{/({} whichl are The. entries of “_'M]} , for
a numbér of possibié sys+ems {X}.-ana {A} ThaT could béﬁ
used fo build‘+he network (X,A;C), we can do a cohpufefﬁ
simulation and sele§+ the éubs?s+eﬁs X € {X}.énd A & {A}
that give the "best® R(n) ana4 (2] * for the network
(X,A,C). This is precisely whé%‘l meant when | talked 5bgu+

an analytical approach to synTheéis.aT the béginning of this

talk.
Example

To itlus+ré+e the method for applying Thé above results:
to progressively cbmpiicafed networks, | would iike to refer
back to figure (14).,  Let us suppose we know failure aﬁd‘repair
rates {2;} and‘{,q,} for éubsysTem Xl,and A1,of G1Jand repair and
failure rates {'}{Z}an’d fl}\?_} for subsstremsX2 and Aé of‘ G, .
Then we could finda [M J, and [M], and Ry, [T (;)]

and R2(n) and [%2(253 for Gi and GZ‘
To apply the reliability prediction Theofy above to the

|
|
composite nétwork G of figure(16) we have to define overall _
failure and repair rates fo‘r_G1 and G,. Let these be

') , and A ’ /Q . respectively, Where
1 1 2 2

1 smallest {Zu.'(l')}fo.rG1 K )2 = sma||es+?g_”‘(|)}for@2,
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- | '
JLG " largest repair time In{ §h5r91

=

4, -

largest repair Time

iﬁfi{zngf GZ_

Then for figure (16) we can draw figure 18 below

FIGURE 18

The*® question now is how do we find Agf‘ﬁf- and [M] with its.
pérTi+ions fé] s [B] and [ﬂ . lﬁ ordér to apply The
modelling TeéhniqUes We have to obtain’ [M] for the system of
figure 8. To do Thié is easy if you first construct the
state-word assignment to find,S% satisfactory states) and :Qf

(failed states).

| usually do this by making a state-word assighmen+'as shown in

figure (19

¥ The same considerations as'These,apply>To G, or G, indfvidually;




STATE | o WORD DESCRIPTION
Both G, and G, provide a path from
S : ’
1 X4 To Xp »
| ' ’ : | &, fails and the only path is provided
_ 'S, by G,. Repairs to G; are not yet
started. '
° Repairs to G, start. G, is still
8’3 providing the connections between
Xq and“xb.
G, fails before repairs to G, have
F 2 R S
. " begun.
G, fails before repairs to G, are
EZ | completed.. ‘

| - FIGURE 19

Let us assume that )] = ‘)2 =-.002/hour,/%] =/¥2 = .004/hour

- ~and that delay rate f = | = .2/hour.

(average time before repairs begin )

Then from the word description of figure (19); we can draw the Trénsifion

graph figure(ZO)befow.



217923

FIGURE 20

From figure (20) we can copy down [M] immediately and

obtain figure (21).

> 2 S3 Fr Fa
Sy | .998 | .002 0o N
S, 0. - .798 | .2 .002 | 0 |
['M]“ = ' 83  .004 0 994 | 0 . .00?2 ;[S] (8]
~ ’ Co)| O]
r‘"1 0 0 0 0 ‘
Fs 0 0 0 0

FIGURE 2]



- 48 -

We now have the matrices [E] : [é] and [\] of (M] and
can now do some numerical computation using a) to g). |

For example The reliability function R(n) gives the

probability tThat a connection exists between Xa and Xp in figure (18)

at time n. We have that s(n) = 5to) [M] ™. _ . o0, =;§: s (n).
| T=1

Taking s(o) = [],o,o] we find Typically

R(3) = .999988, R(4) = .999976

Similarily it can be shown that

-

|-2.824+2.6z%4-.8z5

Therefore we can easily find

fﬂzﬂ =z Eﬂ - z[ﬂ]_lﬁﬂ

and, for example

rr] - (0] - s3] ' [e]
= [T(zﬂ\ -

(1-.82 (I-z ), .002z(l-z),= .0004z°

[}1] -z Eﬂq]'_1 = .boqsz2 , (1-2)(1=2), .2z (l-z)

.004z(1-.82), .000008z2, (l-z)x
i : (1-8z)

"




and it is easily shown

S, .03 97
7] - s, 03 97
S5 .02 -98

We observe frém DDJI,_ThaT the smal | delay ¢ p=.2/hr.)
of average duration 5 hours, before repairs start to G1 dées not
seriously affect the long run operating pérformance of the overall
~sysTem.v Specificaliy we see that failure will usually occur

+o F2 raThef +han Fi.

Thank you for your attention.



(2)

- (3)

(4)

(5)

D.

D.

L EOO -

F. Parkhill .

F. Parkhill

deMercado
Glinski
Lemyre
Krieger

deMercado

Gwyn

- 50 -

REFERENCES

The Challenge of The Computer Utility

Addison Wesley 1966.

"Present Acfivity and Future Plans of

- The Department of Communications"

address presented at the 1970 Canadian
Symposjum on Communications, Montreal

November [2th, [970

MulTiserviée(Cable Telecommunication
SysTems!

Telecommission Study 8(d)

Department of Communications

August, 1970.

The Wired City
Canadian Telephone and Cable Television
Journal

May 1970

b‘Prdceedings_of the Wired City Seminar

University of Ottawa

June 1970

Telecommission Study 6(d)

‘Department of Communications



References Contl'd....

(6) J.C.R. Punchard Whats Ahead in Communicafiohs
‘ |EEE Spectrum

January 1970

(7) G.B.‘Thompsén | Moloch or Aquarius
available from the Cohmunicaiions
Studies Group
The Northern Electric Company (R&D) Labs 

Highway |7, Ottawa

PART 11.

(8) L.R. Ford * Maximal Flow Through A Network
D.R. Fulkerson _
Canadian Journal of MaThemaTics

Vol. '8, 1956 pp. 399-404

(9) R.E. Gomory Mult+i Terminal Network Flows

SIAM Vol. 9, 1961 pp. 551-560

(10) R.P. Gupta On Flows in Pseudo Symmetric Networks
' SIAM Vol. 14, No. 2, March 1966

pp. 215-225

(1)  A. Kaufmann Graphs, Dynammic Programming & Finite
Games, Academic Press 1968
\
(12) C. Berge , The Theory of Graphs

Metheun (Translation .from French) 1962



References Cont'd....

(1'3)

(14)

(15)

(16)

(1-7)

(18)

C. Berge

A. Ghouila—Hburi

S.E. Elmaghraby

G. Glinski
J. deMercado

M. Girault

G. Glinski
J. deMercado

- 52 <

Programming, Games & Transportation
Networks. Me+heun (Translation from

French) [965.

Integer Programming'& Network F]ows.

Addison Wesley 1969.

Some Network Models In Management Science

Springer 1970
L1

Reliability Prediction Techniqués
For Compléx Telecommunication Ne+works.
Prepared for Presentation at the Vith

International Teletraffic Congress

Munich, West Germany

September 9th - [5th, 1970

STochasTic.Process

Springer 1966

Reliability Prediction Techniques
For Systems With Many Failed States
University of Ottawa

Electrical Engineering Department
Technical Report No. 70-1|

January 1970



References Cont'd....

(19)

(20)

(21)

(22)

(23)

(24)

L.

G.
J.

I X

m

S.
deMercado

P.

.B.

.P.

Thin Htun

Glinski

110
Mackean,

Dynkin

Mackean,

Snyder

Jr.

Jr.

Reliability Prediction Techniques
for Complex Systems
IEEE Transactions on Reliability Theory

August 1966

Reliability Predic+ion-Techn{ques For
Degradation Prone Systems |
University of Ottawa

Electrical Engineering Department
Technical Report No. 70-3

March 1970.

Diffusion, Processes and
Their Sample Paths
Springer 1965

Markov Process

Vol. | Springer 1963

‘Stochastic Integrals

Academic Press 1969

The State Variable Approach to
Continuous Estimation

MIT Press 1969



S LI DES



PART |

Discussion of Present and Future
Communication Systems In Canada

'

CATV SysTehs

Telephone Systems

The Next Fifteen YearsA

Swifched Broadband Telecommunica+ion Sstems

Computer Utility Studies

PART |1

Maximum Flow Techniques.
For Large Communication- Compufer Ne+works

Analysis Problems
Synthesis Problems
Ford Fulkerson Theory

Practical Example of Flow Network
Formulation of a Computer Network Problem

Gomory Hu Theory

Flow EqU|vaIen+ Tree for Avalon Telephone Company
Newfoundland

PART 111

Reliability Prediction Theory

Reliability Models
Moments of Time to First Failed State

Example

REFERENCES




HEADEND - -
> N
LAMPLIF IERS A X
7 - S
HEADEND 7 '\
" ANTENNA n, ~
_ ’ A,
/ l/ \\*
. N
/

‘AMPL | F | ERS

CATV SYSTEMS

Y /
4
A //
[ lt\ ‘ o [3 /]'} oL, rﬂ% . =
\ Y. \\\TJS o
“. - : - ’"‘2000' s 4.
r\\“ b\ ! .
' :\' :
N N
\ '
1
\ t
HOME ‘(:
ol

AN

Y




2

B

;[
L/z\
/]
I \
I
l .
1

LONG HAUL TRUNK

“€COAXIAL, MICROWAVE, ETCONY ' "LOOPS"
’ : : ‘ (COPPER PAIR)

!

- SHORT HAUL TRUNK
(COAXIAL CABLE, ETC.)

TELEPHONE SYSTEMS
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Information “Typical
Directionality Rate - Example
L Meter
ow Reading
One-Way Medium Radio
High “CATV
‘fetlephone
Low Telex/TWX
Compu+er
to User,
- User to
Med ium :
_ . Computer,
Two-Way Videophone
Computer-
High to ‘
Computer

Information

Maximum bit

Typical

rate . Type of Service
‘ Telex/TWX
Low 50K bits/sec voice
bMédium 7™M bits/sec Videophone
.High SOM.bi+s/séc <f Television




THE NEXT FIFTEEN YEARS

|. MULTIPLICITY OF SERVICES
2. INCREASED TRAFFIC HANDLING CAPABILITY

3.  INCREASE IN THE NUMBER OF MEDIUM AND

HIGH INFORMATION RATE SERVfCES

4, INCREASE IN THE NUMBER OF TWO WAY SERVICES



TOTAL COMMUNICATIONS
I, BROADCAST
COMMERCIAL AND [NSTRUCTIONAL TV

COMMERCIAL AND INSTRUCTIONAL RAD1O

2. REAL TIME POINT TO POINT

TELEPHONE
V IDEOPHONE
TELEGRAPH AND TELETYPE

CERTAIN COMPUTER SERVICES

3. STORE AND FORWARD

COMPUTER SERVICES (time sharing and instruction)
FACSIMILE, fnewgprin+ and magazines, library access)
FINANCIAL TRANSACTIONS (banking & remote purchasing)
INTERROGAT ING (polling and meter reading) |

- MAIL



4 voice/data channels

12 TV channels, one-way-area s$elective

TN

12 TV channels, one-way-subscriber selective

4 TV channels,. two~way-area selective
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SW{TCHING«--_,‘_

STORAGE
ORIGINATION

l

\_i/

CENTRAL
OFFICE

—
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~"§9‘
CENTRAL
OFF ICE

—
-
-

" MULTIPLE

COAXITAL

2

Master

Terminal

CABLE TRUNK
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RN

i

COAXIAL
CABLE

\

"AREA"

SWITCHED BROADBAND SYSTEMS
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_ Standard S -
~  Broadcast : VHF-TY ‘ . . . VHFTV .
' . T SW ~ Aircraft ' '
M . e :
| Arcrart  Mobite [ | || |Clghddy | Amafeor 47 LB
06 54 88  fo8 O o M=
.0.C. Allocation of the Radio Spectrum |
—Iwo Way Services - "—__—”0“8 Way Services | ' -,
A 1 M . ' '
, ’ : FM , :
H ‘ . 2 6 Radio ) 11 5
5 T8 8 s A 216300
~ Possible Coaxial Cable Spech‘um Allocation
~MHz. - Usable Spectrum of Typical CopperA Pair



VPOSSIBLE BROADBAND CABLE CONFIGURATIONS

l. MULTIPLE PAIRED (WIRES), EACH CARRYING

SINGLE ANALOG SIGNALS.

"11. SETS OF COAXIAL CABLES EACH CARRYING

MULTIPLE ANALOG SIGNALS.

Ill.  SETS OF COAXIAL CABLES EACH CARRY NG
MULTIPLE DIGITAL SIGNALS.
IV.  SETS OF COAXIAL CABLES-EACH CARRY ING

MULTIPLE DIGITAL AND ANALOG SIGNALS.

V. HYBRID COMBINATIONS OF MULTIPLE PAIRED

WIRES AND COAXIAL CABLES.



NETWORKS AS GRAPHS

>
Hit
~~
X
X
o
. —~
X
[s)
X
A
~~
X
X
o
S~
w\,

as]

L1}
[anaen

N

N

-

W
L g

I) Analysis problems

- ’ 3 * -
Given (X,A,C), find & (xa,xb)

It) Synthesis problems

1) Given X,A,d% find C
2) Given X, C and 8% find A

3) Given C and ¢* find X and A




THEOREM |

FORD-FULKERSON THEORY

In a transport network ¢¥ (xa,xb) = max é(xa;xb) is équal

to the cut of minimum capacf+y separating xé and x,.

é*(xa,xb)'= min c(YY)
Xaﬁ Y

AN - Y
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EXAMPLE -- COMPUTER-COMMUNICATION NETWORK

CONSIDER A NUMBER OF INTERCONNEGTED REMOTE OFFICES
THAT EACH HAVE SMALL COMPUTERS OR TERMINALS x,,===,x_. AT NIGHT
MESSAGES FROM THESE SMALL COMPUTERS ARE FORWARDED TO A CENTRAL
COMPUTER Y IN A GIVEN INTERVAL OF TIME, OR IF THIS IS NOT
POSSIBLE, ARE STORED BACK IN A SMALL GOMPUTER. LET c(x;x;) = c|;
BE CHANNEL GAPACITY BETWEEN TWO OF THESE SMALL COMPUTERS. LET
t,; BE THE AVERAGE TIME IT TAKES A MESSAGE TO GO FROM x; TO x|
OVER THE CHANNEL (x,x ). 'Let o E“,c(xin? BE THE NUMBER OF
MESSAGES THAT CAN BE STORED AT x,. THE PROBLEM S NOW "HOW
SHOULD THE OUTPUT OF THE SMALL COMPUTERS BE SCHEDULED, SO AS TO
HAVE AS MANY MESSAGES AS POSSIBLE ARRIVE AT Y IN A GIVEN INTERVAL

OF TIME e".




GOMORY-HU METHOD

- THE METHOD ESSENTIALLY [S A TECHNIQUE FOR
" TRANSFORMING IN n-| APPLICATIONS OF THE FORD FULKERSON
LABELLING METHOD NETWORK G= (X,A,C) INTO A FLOW EQUIVALENT

NETWORK G,= (X,A

{»Cy) WHICH IS A TREE.
THEN &% (xi,xJ), THE MAXIMUM FLOW BETWEEN ANY

PAIR OF NODES IS THE SAME FOR G AND Gy

X4 % *n
¥ (s ‘ % % -
X, | & (x1x1) é (x1xJ.) é _(X1>_<,n) |
| X é (xix1) @ (xixj) @ (x;xp)
g% = ~
' ' ¥ ¥
X0 ¢*(xnx1) ] (xnxj) _ ] (xngn)




BASIS FOR GOMORY-HU METHOD

THEOREM 2 Consider a network (X,A,C) with a path

{kxi,x1); (x1xé), ---,(xr,xj5}- Jolning a source

xi and terminal X then

é*(xixj) S min'{vé*(xiXI), ' ¢*(x1x2),v-f-5 é*(xrxji}———‘1

)

Theorem 3 | Let G = (X,A,;C) .be a network (symmetric or pseudo

symmetric). Let (Yy) be a minimum cut separating.

X. ahd X.
i J?

d.e. x€ Y, x; € Y Let G = (X,A 3C ) be the
network obtained from G by condensing the set Y
. into a single node, and»lef X4 Xp s be in Y.
-Then 8% (x_,x,) in G is equal to @'(xaxb) in G
that is for the purpose of computing maximum flows in Y,

the networks G and G, are flow equivalent.




GOMORY-HU METHOD

. ' . * . . _ — -
| . | .S kxa,xb) = c(YY)

. STEP , . :
R
—O
’
4
. 7
STEP 2 o
- ©
-?—.
g¥ (x XJ) = c(ZZ)
g i
STEP n-| ‘ 3 \
__.._...-...__.._-.-.._ . . N 3
RO O "(5(5 (:;)@
* ‘ :
B¥ (x; %) - B* (x]x2 é*(x XJ)
THEOREM 4 (Gomory=-Hu, Gupta) GiVen‘a network 6 =z (X,A,C);
. The maximum flow 6*(xixj)-be+ween any two nodes x; and
X £ X is given as

d*(fixj) = min {é*(xix1?, 5*(x1,x2) ——-é*(x X . )3

where ¢*(xi,xj), j=1,---,. r are the values of the maximum flows
} . :

a oﬁg the path  (x. iXq), === (x XJ)‘ j0|n|ng X and XJ in
+he flow equivalent tree G1 obtained by the. n-| appllcaflons

of the Ford Fulkerson meThod



EXAMPLE

&

1
~~
P

1,A1,.C1)

= fxa’XZ’X3’X4’X5’X6’Xb§
= (X,, .‘52, )
= frgng g

L]



EXAMPLE Cont'd s L 1 DE 1 7CA)
FLOW EQUIYALENT TREE FOR G,
Iferéfion L XX - Max. flow
| - E X4 %p 9
2 , .x7,xb 12
3 X7s%g 10~
Xa. X7
X4 ,// 9 9 9
| y 9 /,/’ 10 12
g* 7 - - -
2 = xg |9 o |~ 10
xg |9 12 10 ,(//

FLOW EQUIVALENT TREE FOR Gy

I

. 6!

N~




Flow Equivalent Tree For Avalon Telephone . Company

. | S s * NEWFOUNDLAND

Identiffication of Centres (see any map of Néwfoundiand)\.

Xy = Freshwater o Xg = Kenmount
Xy = Harbour Main ‘ X, = St. John's

. x3 = Bay Roberts - , xg = Point La Haye
X4 = Cabinet ' xg = Bell Island

Mile four Pond
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RELIABILITY PREDICTION THEORY

NETWORKS (X,A,C) THAT OPERATE IN A REPAIR ENVIRONMENT,

AND THAT HAVE r(r 3 1) SATISFACTORY AND m,(m> ) FAILED STATES.

o RELIABILITY MODELS; IN PARTICULAR TO OBTAIN TIME .
. DEPENDENT STATE TRANSITION FUNCTIONS, AS WELL AS A TIME

DEPENDENT RELIABILITY FUNCTION

1) | MOMENTS OF TIME TO FIRST FAILURE; IN PARTICULAR TO OBTAIN
THE MOMENTS OF THE FIRST TIME IT TAKES TO GO FROM

SPECIFIED ACCEPTABLE STATES TO SPECIFIED FAwLED,STATES.

ASSUMPT IONS

a) THE FAILURE AND REPAIR RATES ) AND £{ OF THE SUBSYSTEMS
X AND A ARE KNOWN, | |

b) 1T IS POSSIBLE FROM AN UNDERSTANDING OF THE OPERATION
OF THE NETWORK TO SPECIFY A SET/SYOF‘SATISFACTORY>

STATES AND A SERX OF FAILED STATES.

THIS IS CALLED THE RELIABILITY PROBLEM

(X, A,C, ,/(051;5 
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FOR (X,A,C, )\,/(,,SV,J’?’), THE FAILURE AND REPAIR RATES

MULTIPLIED BY APPROPRIATE UNITS OF T[ME} ARE THE ONE STEP

STATE TRANSITION PROBABILITIES OF A STATLONARY MARKOV CHAIN

WITH TRANSITION MATRIX (M]

ﬁ
Z

5571 \[815““?7
he T>Sf o |0 | 7=

is the (rxr) matrix of the one step transition probabilifies

beTweenlfhé satisfactory states ih/S{'The entries of Léjare_

denoted by ik etc.

is the (rxm) matrix of the one sfep.fransifion probabflifies
from states inxsv to states in d?Pl

is the (mxm) unit mafrix, which shows that Transzion

be#ween fatled states are not allowed

is the (mxr) null matrix, which shows that transitions

cannot take place from failed states in :?’To satis-
factory states in ,SY.



)

-c)- [}] :

Reliability Models For (X,A,C, D ,./4/_,/5',0’7’
. \— N

Letting ‘ /

a) %i(n) 'F rob {heTWork is in state S}g,é? aT:Tiﬁe,n }

-

b) Pij(n) =  Prab } network goes from state Sie;y to state
F.e?&rin'fime.n}~_ |
J

c) pij = Lim?f pij fn) _ . .- .

s n -=™ oo
It can” be shown
a) s(n) = s(o) [m] " :  s(n) = Ix(rxm) rowyector
Cof 5. (n)
) [P = [s]"' [g ;o [Pa)s (rxm) matrix of p oy (n)

tu

(rxm) matrix of'p

[fl] 'FS]]_I (g : [r] .

therefore we can define a reliability function R(n) as

d) R(n) = Prob { System is in state in éjaf time n} v

S e
4
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tE) Moments of the First Time to Failed State

Letting

e) Eﬁj be the random variable -- "time taken for first

.transition *rom.suqcessfuk sTaTé Si<To failed state F.",

§)  B.. (k) be the k'P

i moment of iEi.

J

a) -*ij (2) be the generating function for the moments 'ZQJQ()

It can be shown

d_k"' ([T(«z)]‘)[ |2 k=1,2,-- :'[Z.(k)]s (rxm) matrix
NZ= - .

dazK

o [z(m]

of iﬁj(k).

g) [’T(,zf]

(rxm) matrix

11

2 [17- ZAYSj]-I ° [T(2)]

of +ij(z)



(2)

COMMENTS

THESE TECHNIQUES, ARE IMMEDIATELY USABLE BY ANY
ENGINEER, WHO UNDERSTANDS HOW THE NETWORK (X,A,C)
OPERATES AND CAN THEREFORE SPECIFY HIS SATISFACTORY

STATES/S?AND FAILED STATES(;;?AND THUS DETERMINE

THE PARTITION MATRICES (] , [B] AnD [ oF [M].

IN AN IMPORTANT SENSE, WE CAN ALSO USE THESE TECHNIQUES
TO DO SYNTHESIS. ‘THIS |S BECAUSE BY KNOWING THE FAILURE

AND REPAIR RATES §)]'AND‘{X{}WHICH ARE THE ENTRIES OF

'FOR A NUMBER OF POSSIBLE SYSTEMS gx} AND  §AY  THAT

COULD BE USED TO BUILD THE NETWORK (X,A,C), WE.CAN DO A

_COMPUTER SIMULATION AND SELECT THE SUBSYSTEMS X & $X}

AND A ¢ {A} THAT GIVE THE "BEST" R(n) AND {ZCk)f

FOR THE NETWORK (X,A,C).
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EXAMPLE

iy

24

largest repalr time in{

' for G
e fer e

MR

. R . ' -‘A . .
smallest {Z’i‘j(l)}ifblr‘-G" ; )2 = smai'les+}zij (l.)}forez..

largest repair time in?

42

3for462;



EXAMPLE Cont'd

SL I DE 25(A)

ASSUME.

>
|
X >
NN
| I

repair rafelf = .2/hr.

STATE WORD DESCRIPTION
. Both G, and G, provide a path from
S » .
1 Xa To Xy »
G, fails and the only path is provided
S'é by G,. Repairs to G, are not yet
started.
. Repairs to G, start. G, is still
8'3 ~providing the connections between
xa and Xp o
E G, fails before repairs to 6, have
1 : .
begun.
62 fails before repairs to 61 are
F2 .completed.

©.002/hr.
.004/hr.




EXAMPLE Cont'd

I-byy-as3
= .798
002
S Sy S3 Fy Fo
s, .998 .002 0 0 0
s, 0 .798 .2 .002 0
[M] ) sy .004 | 0 .994 0 002 _[s]] [8]
- ' | ‘ (o} 1] |

. Fy 0 0 0 | 0
F, 0 0 0 0 |




SLIDE 25(C)
EXAMPLE Cont'd

THE STATE PROBABILITY VECTOR  s(n) SATISFIES

(Il x 5) row vector

s(n) = fmy " ;S

SINCE THERE ARE ONLY fHREE SATISFACTORY ‘STATES

1

"R(n) 51(n) + sz(n)‘+ ss(n)

AND WE FIND TYPICALLY

R(3)

.999988, R(4) = .999976
: . - etc.

R(n) 1S THE PROBABILITY THAT A CONNECTION EXISTS BETWEEN X_ AND x

b..

AT TIME n.

SIMILARILY

Fs "2
s .03 .97
[r] = . .03 .97
Sy 02 .98

i
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COMMENT

THE MORE GENERAL CLASS OF NETWORKS (X,A,C)
WHICH ARE DEGRADAT |ON-PRONE, THAT IS WHICH CAN BE DESCRIBED
BY A SET OF DEGRADAT|ON-PRONE PARAMETERS IS TREATED IN THE
PAPER 290 THE ASSUMPTION MADE THERE, IS THAT THE TIME
FUNCTION CHARACTERIZ NG EAGH DEGRADAT |ON-PRONE PARAMETER, IS
A SAMPLE FUNCTION OF A FELLER-MARKOV PROCESS, THAT IS A

SAMPLE FUNCTION OF A CONTINUOUS DIFFUSION PROCESS.
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