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# SUMMARY OF PROGRAMMING PACKAGES AVAILABLE FROM TERRESTRIAL PLANNING BRANCH 

| PROGRAM NAME | PROGRAM DESCRIPTION |
| :---: | :---: |
| SHORT 1 1 , K) | THIS PROGRAM GYNTHESIRES FROM GIVEN TERMINAL REQUIREMENTS AND ARC CUSTS, A COMMUNICATIONS NETWORK IN WHICH COMMUNICATION BETWEEN ALL PAIRS OF NODES EXISTS AT THE SAME TIME (SIMULTANEOUS TRANSMISSION). TOTAL NETWORK COST IS MINIMIZED. |
| SHORT $2(, \mathrm{~K})$ | SAME AS ABOVE EXCEPT THAT ONLY ONE PAIR OF TERMINALS COMMUNICATES AT ONE TIME (TIME-SHARED COMMUNICATIONS). TOTAL NETWORK COST IS REDUCED. |
| NETPLAN (,K) | GIVEN A COMMUNICATIONS NETWORK WITH ARC CAPABILITIES, ARC RENTAL COSTS AND ARC EXPANSION COSTS ALSO GIVEN FOR A GIVEN PAIR OF NODES, THIS PROGRAM COMPUTES THE OPTIMAL NEW FLOW PATTERNS AND THE OPTIMAL EXPANSION PATTERNS. |
| NETSYM 1 (, K) | given the terminal requirements and the arc constraints A TIME-SHARED COMMUNICATIONS, THIS PROGRAM SYNTHESIZES A NETWORK IN WHICH ALL TERMINAL REQUIREMENTS ARE EXACTLY SATISFIED. |
| MAT (, PROB) | THIS PROGRAM HAS A NUMBER OF VARIOUS MATRIX OPERATIONS, SUCH AS MATRIX INVERSION, FUNCTIONS OF A MATRIX, ETC. <br> IT ALSO PERFORMS VARIOUS SYSTEM RELIABILITY SIMULATIONS. |
| MAX (,MIN) | THIS PROGRAM ALLOWS OPTIMAL STRATERGIES TO BE OBTAINED WITH CORRESPONDING MAXIMUM GAIN OR MINIMUM LOSS, FOR VARIOUS DECISION MAKING PROBLEMS. |
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## Introduction

This report is divided into two parts, PART I, describes the use of a "conversational" computer program that has been developed by Roger Robert. This computer program implements the analytical results for systems reliability modelling presented in a recent paper. *) The program has been written to be "conversational" in either the French or English language, and is available to departmental users at headquarters and C.R.C. on a time shared basis from the Sigma 7 at Shirley's Bay.

The program in Part $I$ also includes various options, for computing various operations on matrices, such as inversion, addition, and various functions of matrices including exponential functions.

For further details of the theoretical considerations involved, the reader should consult the paper listed below, a copy of which is attached as an Appendix to Part I.

Included in this report are a list of the current telephone numbers (which could change with time) for various speed lines to the Sigma 7 and a number of examples showing in detail the formulation of the reliability problem and the data input and output formats.

[^0]The program in Part II, is based on the work of Howard *) who solved the Sequential Decision Problem, by a combination of techniques from the theory of Marko Processes and Dynamic Programming, This program therefore implements How ard's Analytical expressions for finding the optimal strategy and corresponding maximum reward function or minimum loss function for a decision making problem that can be modelled by a Markov chain having known transition probability matrix $[P]$ and corresponding reward/strategy matrix $[R]$.

## OBTAINING ACCESS TO THE COMPUTER (AT SHIRLEY'S BAY)

The following telephone ports are currently available for "dial up terminal" usage of the Sigma 7. Contact with the computer can be made through any of the numbers as listed in Table I below:

TABLE I

| DIAL | SPEED | TIME |
| :---: | :---: | :---: |
| $9-828-2754$ | 10 characters/second | any- <br> time |
| $996-7051$ <br> Ext. 505,506 <br> 507 or 508 | 30 characters/second | day <br> only |
| $996-6723$ or <br> $996-6724$ or <br> $996-6725$ | 30 characters/second | night <br> only |

*) Dynamic Programming and Markov Processes, by R.A. Howard, MIT press. 1960.

If an acoustically coupled terminal is being used, the user must first ensure that the computer has acknowledged contact before placing the telephone receiver in the acoustic gouple. A high pitched screeching sound in the telephone receiver indicates acknowledgement of contact. Details of the options available on the Sigma 7 are available in the "XDS Systems Manual Supplement".

PROCEDURE FOR USE OF THE PROGRAMS (PART I or PART II).

The following procedure will enable the program to be accessed. First of all, dial the computer and establish contact. The computer will then begin the initial dialogue shown below with the user who should respond by typing in the statements as underlined on the right below.

COMPUTER DIALOGUE FORMAT - PART I
(note), means the user should press the carriage return key on the teletype)

```
                                    BTM SYSTEM IS UP.
                                    (Date), (time)
                                    ! LOGIN : PLANNING 1004S POLICY
                                    !BA
                                    ` PAS PROBB
                                    >LOAD MAT )
> FAS 2
```


## General Instructions

The computer will then ask whether or not the user wishes to work in English or French and the user response should be made by entering "E" or "F" as appropriate.

Regardless of which option is chosen from Table II or Table III, all typewritten input should follow the following four guidelines:
(1) If a single letter or word is to be typed in answer to some query from the computer, it should be typed in quotation marks (" .').
(2) The values of the matrices being entered should always be typed by row and be separated by commas.
(3) At the end of a line of type, it is necessary to press the carriage return (indicated above by ). in order to continue the input or simply come to another line.
(4) At the end of program use, the user should sign off by typing "BYE".

The program of Part I has been written to accept any matrix up to a size of 24 x 24 . The following are available once contact with the main program has been made as indicated above.

## Matrix Function Options

TABLE II

| OPTION | CODE | DESCRIPTION OF OPTION | Input required in addition to Code |
| :---: | :---: | :---: | :---: |
| 1 | AEX | Raises a matrix $[\mathrm{A}]_{\mathrm{k}}$ to the powers 1 to N That is computer $[A]^{k}$, for $k=1,--N$ | a) Dimension of matrix <br> b) Entries of matrix typed in by row <br> c) Maximum value of N |
| 2 | AEXI | Computers [A, $k$, for one value, namely $k=N$ | SAME AS ABOVE |
| 3 | ADD | Addition of two matrices $[A]$ and $[B]$ | a) Dimension of matrices <br> b) Entries in the matrices by row. |
| 4 | SST | Substraction of two matrices [A] and [B] | SAME AS ABOVE |
| 5 | INO | Inversion of Matrix [A] | a) Dimension of matrix <br> b) Entries of matrix typed in by row. |
| 6 | INF | ```Inversion of matrix [IT - < A A ] [I] is identity matrix, [A] square matrix and << a scaler``` | a) Dimension of matrix $[\mathrm{A}]$ <br> b) Value of is <br> c) Entries of matrix [A] by row. |
| 7 | EEM | Computes the function: exponential ( $[A] \mathrm{k})$, for $\mathrm{k}=1,--\mathrm{N}$. | a) Dimension of matrix (A) <br> b) Entries of matrix by row <br> c) Value of $N$. |
| 8 | EEM1 | Computes: exponential ( $A$ k) for the value $k=N$ only. | - SAME AS AbOVE |

[^1]> PART I - OPTIONS (Cont'd).

Systems Reliability Modelling Options *)

| OPTION | CODE | DESCRIPTION | Input required in addition to code. |
| :---: | :---: | :---: | :---: |
| 9 | STF | Computes the Steady State Failure Probability Matrix [P], where $[P]=[I]-[A][B]$ | a) Dimensions [A] and [B] <br> b) Entries of [A] and [B] by row. |
| 10 | TRP | Computes the Steady State Probability Failure Functions $[P(N)]=[A]^{N}[B]+[P(N-1)]$ | a) Dimensions of [A] and [B] by row <br> b) Entries [A] and [B] by row <br> c) Value of $N$. |
| 11 | RF | Computes the Reliability Function $R(N), N$ to $M$ for the system having $K$ acceptable states. Where $R(N)=$ $S(N) j$ and $S(N) j . j=1$ are the entries of the Vectors $S(N)=S(0)[A]$ | a) Number of states R <br> b) Values of $\widehat{\mathrm{S}(0)}$ <br> c) Entries of matrix [A] <br> d) Time " N " to " M " |

## TABLE III

The following example illustrates the approach to the reliability modelling of a) systems and b) networks and the procedure for obtaining the matrices $[A]$ and $[B]$. Copies of typical printout for a simulation of this problem is included with the example.
*) See the paper cited in the introduction for theoretical details.

Consider the following portion of a telecommunication network (Figure 1). The state assignment that describes the operational aspects that we are interested in for this network is shown in figure 2 .


State Assignment


Figure. 2

The transition graph, drawn from Figure. 2 is shown below in figure 3.


FIGURE 3

For computational purposes we take the failure, repair and delayrepair rates, $\lambda, \dot{\mu}, \mathrm{P}$ to be $\lambda=.002 / \mathrm{hr} . \mu=.004 /$ hour $\rho=.2 / \mathrm{hr}$. The $|M|$ matrix for this example is therefore obtained as shown in Figure 4.


Figure 4
A computer simulation $|15|$, for $|P(10)|,|P(50)|,|P|$ as well as the reliability function $R(n)$ for three different initial state vectors $\bar{s}(0)$, is shown in Figure 5.
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|  |  |  |  |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
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| 17 la 17 16 |  |  |  |
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|  ？い |  |  |  |
|  ＂W＂ |  |  |  |
|  ＂＂中＂ |  |  |  |
| JeIse Hill |  |  |  |

PART II

DEGISION MAKING

Once contact is established with the Computer, the dialogue begins as indicated below. The user types the underlined responses at the right in answer to the computer queries or statements (not underlined).

```
BTM SYSTEM IS UP
(Date) , (Time)
! LOGIN : PJANNING, 10045, POLICY
1 BA
\(\$\) PAS MIN \(\%\)
7 LOAD MAX \(A_{8}^{8}\)
TFAS
```

GENERAL INSTRUCIIONS

These are the same as in Part I, however, the options for this package are as described in Table IV below.

## PART II - OPTIONS

These six options are concerned with determining the optimum strategies and associated minimum loss or maximum reward function for a decision making problem that can be modelled by a $N$ state markov chain with known transition probabilities [P] and one step transition rewards*) [R].

| OPTIONS | CODE | DESCRIPTION | Input Required in addition to Code. |
| :---: | :---: | :---: | :---: |
| 1 | 1 | Maximize Reward Function and find Optimum Strategies | a) Number of states (max. 10) <br> b) No. of alternatives for each state <br> c) Matrices [P] and [R] <br> d) Maximum time N (max.25) |
| 2 | 2 | Minimize Loss Function and find Optimum Strategies | SAME AS ABOVE |
| 3 | 3 | Maximize Reward Function for Constant Discounting Environment and find Optimum Strategies | ```SAME AS ABOVE plus Discount constant C``` |
| 4 | 4 | Maximize Reward Function in variable Discounting Environment and find Optimum Strategies | $\begin{aligned} & \text { SAME AS OPTION (I) } \\ & \text { Discount vectors } \overline{\mathrm{C}(\mathrm{~N})} \end{aligned}$ |
| 5 | 5 | Minimize Loss Function in Constant Discounting Environment and Find Optimum Strategies | SAME AS OPTION (3) |
| 6 | 6 | Minimize Loss Function in Variable Discounting Environment and Find Optimum Strategies | SAME AS OPTION (4) |

TABLE IV
*) For further details, See Howard in particular chapters 3-6.

In all cases the output from these options is of the form


DECISION MAKING

## The Toymaker's Problem

The alternatives for the toymaker are presented in Table 3.1. The quantity $q_{t}{ }^{k}$ is the expected reward from a single transition from state $i$ under alternative $k$. Thus, $q_{i} k=\sum_{j=1}^{N} p_{i j} r_{i j} k$.

Table 3.1. The Toymaker's Sequential Decision Problem

| State | Alternative | Tra Prol | ion | Rew | ards | Expected Immediate Reward |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $i$ | $k$ | $p_{11}{ }^{k}$ | $p_{t 2}{ }^{k}$ | $r_{t 1}{ }^{i}$ | $122^{2}$ | $q_{i}{ }^{k}$ |
| 1 (Successful toy) | 1 (No advertising) | 0.5 | 0.5 | 9 | 3 | 6 |
|  | 2 (Advertising) | 0.8 | 0.2 | 4 | 4 | 4 |
| $\begin{aligned} & 2 \text { (Unsuccessful } \\ & \text { toy) } \end{aligned}$ | 1 (No research) | 0.4 | 0.6 | 3 | -7 | -3 |
|  | 2 (Research) | 0.7 | 03 | 1 | -19 | -5 |

Suppose that the toymaker has $n$ weeks remaining before his business will close dotn. We shall call $n$ the number of stages remaining in the process. The toymaker would like to know as a function of $n$ and his present state what alternative he should use for the next transition (week) in order to maximize the total earnings of his business over the n-week period.

We shall define $d_{t}(n)$ as the number of the alternative in the $i$ th state that will be used at stage $n$. We call $d_{i}(n)$ the "decision" in state $i$ at the $n$th stage. When $d_{i}(n)$ has been specified for all $i$ and all $n$, a "policy" has been determined. The optimal policy is the one that maximizes total expected return for each $i$ and $n$.

To analyze this problem, let us redefine $v_{i}(n)$ as the total expected
return in $n$ stages starting from state $i$ if an optimal policy is followed. It follows that for any $n$

$$
\begin{equation*}
v_{i}(n+1)=\max _{k} \sum_{j=1}^{N} p_{i j}{ }^{k}\left[r_{i j} k+v_{j}(n)\right] \quad n=0,1,2, \cdots \tag{3.1}
\end{equation*}
$$

Suppose that we have decided which alternatives to follow at stages $n$, $n-1, \cdots, 1$ in such a way that we have maximized $v_{j}(n)$ for $j=1,2$, $\cdots, N$. We are at stage $n+1$ and are seeking the alternative we should follow in the $i$ th state in order to make $v_{i}(n+1)$ as large as possible; this is $d_{i}(n+1)$. If we used alternative $k$ in the $i$ th state, then our expected return for $n+1$ stages would be

$$
\begin{equation*}
\sum_{j=1}^{N} p_{i j}^{k}\left[\gamma_{i j}^{k}+v_{j}(n)\right] \tag{3.2}
\end{equation*}
$$

by the argument of Chapter 2: We are seeking the alternative in the $i$ th state that will maximize Expression 3.2. For this alternative, $v_{i}(n+1)$ will be equal to Expression 3.2; thus we have derived Eq. 3.1,* which we may call the value iteration equation. Equation 3.1 may be written in terms of the expected immediate rewards from each alternative in the form

$$
\begin{equation*}
v_{i}(n+1)=\max _{k}\left[q_{t^{k}}+\sum_{j=1}^{N} p_{i j}^{k} v_{j}(n)\right] \tag{3.3}
\end{equation*}
$$

The use of the recursive relation (Eq. 3.3) will tell the toymaker which alternative to use in each state at each stage and will also provide him with his expected future earnings at each stage of the process: To apply this relation, we must specify $v_{j}(0)$ the boundary condition for the process. We shall assign the value 0 to both $v_{1}(0)$ and $v_{2}(0)$, as we did in Chapter 2. Now Eq. 3.3 will be used to solve the toymaker's problem as presented in Table 3.1. Thearesults are shown in Table 3.2.

Table 3.2. Toymaker's Problem Solved by Value Iteration

| $n=$ | 0 | 1 | 2 | 3 | 4 | $\cdots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v_{1}(n)$ | 0 | 6 | 8.2 | 10.22 | 12.222 | $\cdots$ |
| $v_{2}(n)$ | 0 | -3 | $\ddots$ | -1.7 | 0.23 | 2.223 |
| $d_{1}(n)$ | - | 1 |  | 2 | 2 | $\cdots$ |
| $d_{2}(n)$ | - | 1 |  | 2 | 2 | 2 |

The calculation will be illustrated by finding the alternatives and
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## APPENDIX PART I

## John deMercado

## Abstract

In this paper, the theory of discrete Markov. Processes. is used to develop methods for predicting the reliability and moments of the first time to failure of complex systems having many failed states. $1+$ is assumed that these complex systems. operate in a repair environment and are composed of subsystems that have known constant failure and repair rates.

Specifically, complex systems composed of any finite number of subsystems are considered. The complex system at. any time, can be in any one of $r(r \geqslant 1)$ acceptable states or in any of $m(m \geqslant 1)$ failed states. The methods presented for the reliability modelling of such complex systems, assume a state behaviour that is characterizable by a stationary Markov process (also called Markov chain) with finite-dimensional state space and a discrete time set.

It is shown that once the matrix of the constant failure and repair rates of the subsystems is known, and the state assignment is made, then it is a straightforward matter to obtain the probabilistic description of the complex system.

The author is with the Canadian Government, Department of Communications, Ottawa, Ontario, Canada. He is also adjunct professor in the Faculty of Engineering of Carleton University. Paper submitted January 25 th, 1971. Manuscript revised July 15 th, 1971.

## Introduction

tt has been shown $|1|,|2|$ that the reliability modelling of complex systems that operate in a repair environment, and whose subsystems have known constant failure and repair rates, can be accomplished via a linear matrix calculus and use of elements of the theory of stationary Markov processes. The methods that exist for modellirgsuch complex systems may be summarized as follows: Let the complex system have r acceptable states $A_{i}(i=1, \ldots, r)$ which form the set $A$, and let all failed states be lumped into a single failed state $F$. Then methods exist for obtaining a time dependent:reliability function $R(n)$, defined as the probability that the complex system is in some acceptable state in A at time n. Methods also exist, which allow computation of the moments of the first time to failure, that is, the moments of the first time that the complex system passes from acceptable states in $A$ to the single lumped failed state $F$. These methods all suffer from a number of obvious limitations, first of all the lumping of falled states into a single failed state conceals the relative importance of the different types of failure modes that are present in any complex system. Secondly, no techniques are provided for computing the important moments of the first time the complex system passes from specified acceptable states to specified failed states.

In this paper, the above approach is extended to include complex systems having $m(m$ 1) failed states in the set $F$. Methods are presented for obtaining a time dependent reliability function for such complex systems, as well as the moments of the first time to (a particular) failed state, as well as the moments of the first time, to failure (any state). .

The construction of a model for predicting the behaviour of such a complex system poses three distinct problems. The first two are in effect specification problems. The first of these is the state assignment problem, that is the enumeration of the states that suffice to characterize the various operating modes of the complex system. The method for making such a state assignment will depend on the specification of the structure and operation of the given complex system. The second problem involves the determination of meaningful numerical estimates of the one step state transition probabilities ${ }^{1)}$. This is the, so called general inference ${ }^{2}$ problem 13, pp 69-70 $\left.\right|^{3)}$ for Markov processes. The third problem which is the one this paper addresses, involves the application of techniques from the theory of stationary Markov process to develop methods for obtaining apriori, state probability functions, a reliability function, and estimates of the moments of the first time that it takes the complex

1) The one step state transition probabilities are constant dimensionless and are obtained by multiplying the constant failure or repair rates, (whichever are appropriate) by the "unit of time" (for example, i hour, I day, etc.)
Howard $|4|$ in Chapter 6 , gives a special and different definition of inference: His book also contains a wealth of Markov models having immediate applications in reliability theory.
2) 

Numbers in brackets | | , refer to the references.
system to pass from one state to another. We have assumed that the solution to the state assignment problem as well as the general inference problem is known. That is there exists a state characterization of the complex system and the matrix $|M|$ of one step state transition probabilities.

In section l, the basic definitions of the elements of the Markov model of a complex system are presented. It is shown that the matrix ${ }^{4}$ ) $|M|$ of one step state transition probabilities, that is of the fallure and repair rates of the subsystems can be partitioned into four matrices $|A|,|B|,|0|,|1|$. In later sections it is shown that such partitioning is sufficient to use all the methods presented herein.

In section 2, it is polnted out that the state probability functions $\bar{s}(n)$ are obtained simply by taking the $n^{\text {th }}$ power of the matrix $|M|$. Then once the set $A$ of acceptable states is known, the time dependent reliability function $R(n)$ is shown to be the sum of these state probability functions over the set A. Thus the reliability function $R(n)$, is the protability that at time $n$, the complex system is operating acceptably.

In example (I), at the end of the paper, it is obvious that another possible interpretation of $R(n)$, in the context of a telecommunication network, is to interpret $R(n)$ as the probability that two points $i$ and $j$ within the telecommunication network will remain connected for time $n$.

Capital letters in square bracisets denote matrices; the bar on top of a letter denotes a vector. Certain results presented ir this paper were also given in an earlier report 9 .

In section 3 , the steady state transition failure probabilities
$p_{i j}$ are derived. $p_{i j}$ is the probability that the complex system, will eventually pass from acceptable state $A_{i}$ to failed state $F_{j}$. A theorem is presented which shows that the (r $\times \mathrm{m}$ ) matrix $|\mathrm{p}|$, of these steady state fallure probabilities is obtainable directly in terms of the matrices $|B|,|1|$ and $|A|$, which are the partitions of $|M|$ : The concept of an evolution diagram, as introduced by Girault $|6|$, is utilized to prove this theorem. These evolution diagrams provide a useful conceptual aid for establishing many interesting results in the theory of stationary Markov processes.

In section 4 , the steady state transition probability failure
functions $p_{i j}(n)$ are derived. $p_{i j}(n)$ is the probability that the complex system will pass after $n$ units of time from acceptable state $A_{i}$ to falled state $F_{j}$. A theorem is presented which shows that the (r $\times m$ ) matrix $|P(n)|$ of these transition probability failure functions is expressible directly in terms of the matrices $|A|$ and $|B|$.

In section 5, a method is presented for obtaining the (pseudo) generating functions $g_{i j}(z)$ that give the time moments $\tau_{i j}(k)$ of the random variables $\tau_{i j} \equiv$ "first time from acceptable state $A_{i}$ to failed state $F_{j}{ }^{\prime \prime}$. it is shown that these moments are obtained in the usual manner, that is, by differentiating the (pseudo) generating functions. A theorem is presented, which shows that the (r $\times m$ ) matrix $|G(z)|$ of these generating functions is a simple linear function of the matrices $|A|,|B|$ and $||\mid$.

In section 6 the exit probability functions $w_{i}(n)$ are derived. $w_{i}(n)$ is the probability that the complex system will pass from the successful state $A_{i}$, into any failed state in $F$ in time $n$. A theorem is presented which shows that the $(r \times 1)$ column vector $\bar{W}(n)$ of the exit probability fucntions is a simple function of the matrices $|A|$ and $|B|$.

In section 7, a method is presented for computing the generating functions $c_{i}(z)$ that give the moments $\tau_{i}(k)$ of the random variables $\tau_{i} \equiv " f i r s t e x i t+i m e ~ f r o m ~ a c c e p t a b l e ~ s t a t e ~ A_{i}$ into the class. $\mathrm{F}^{\prime \prime}$. A theorem is presented which relates the generating function $g_{i j}(z)$ of section (5) to the generating function $c_{i}(z)$. Another theorem is presented which shows that the $(r \times 1)$ vector $\bar{C}(z)$ of these generating functions is a simple Iinear function of the matrices $|A|,|B|$ and|||. A computar program $|15|$ has been developed for computing all the results presented in this paper. The numerical results at ths end of the paper vera obtained using this program. The program is written in Basic and has been compiled on a sigma 7 computer.

1. Preliminaries

In developing the reliability model we use
a stationary Markov process $S(\cdot)$, defined on a discrete finite dimensional state space AUF, and a discrete time set T. The
 We will derive for each state $A_{j} \varepsilon A$ and $F_{j} \varepsilon F$, state probability functions $s_{i}(n), s_{j}(n)$, defined as $\left.{ }^{5}\right)$

$$
\begin{align*}
& s_{i}(n) \equiv \operatorname{Prob}\left\{S(n)=A_{i}\right\}, n \varepsilon T \\
& s_{j}(n) \equiv \operatorname{Prob} \quad\left\{S(n)=F_{j}\right\}, n \varepsilon T \tag{2}
\end{align*}
$$

It is well known $|6,8|$, that if the set of states in A, form a transient class (ie, are acceptable states), and if the states in $F$ are absorbing states (ie, are failed states), then the one step transition probabilities between the states $A \rightarrow A$, $A \rightarrow F, F \rightarrow F$ and $F \rightarrow A$ can be defined as follows.
$A \rightarrow A$
The one step state transition probabilities between states $A_{i}, A_{k}$ of $A$ denoted by $a_{l k}$, are the elements of a (rxr)matrix $|A|$ and are defined as

$$
a_{i k} \equiv \operatorname{Prob} \quad\left\{S(n+1)=A_{k} \mid S(n)=A_{i}\right\} \quad ; \begin{aligned}
& i=1,-, r . \\
& k=1,-, r .
\end{aligned}
$$

5) The subscript $i,(i=1,--, r)$ refers to states in $\dot{A}(i . e .$, acceptable states) and the subscript $j,(j=1,-\cdots, m)$ refers to states in $F$ (the failed states).
$A \rightarrow F$
The one step state transition probabilities from transient states $A_{i} \varepsilon A$ to absorbing (failed) states $F_{j} \varepsilon F$, denoted by $b_{i j}$ are the elements of a (rom) matrix |B|, and are defined as

$$
b_{i j} \equiv \operatorname{Prob} \quad\left\{S(n+1)=F_{j} \mid S(n)=A_{i}\right\}, \quad \begin{aligned}
& i=1,-\cdots, r \\
& j=1,-\cdots, m
\end{aligned}
$$

$F \rightarrow F$
The one step state transition probabilities between absorbing (failed) states $F_{j}, F_{u}$ of $F$ denoted by $\delta_{j u}$, are the entries of a $(m \times m)$ unit matrix $\|\|$, and are defined as

$$
\text { Prob: } \begin{aligned}
\left\{S(n+1)=F_{u} \mid S(n)=F_{j}\right\}=\delta_{j u} & =1, j=u \\
& =0, u \neq j
\end{aligned}
$$

$F \rightarrow A$
Since transitions from failed states in $F$ to transient (acceptable) states in $A$ are not permitted, ${ }^{6}$ ) the one step state transition probabilities from $F_{j} \varepsilon F$ to $A_{i} \varepsilon A$ are all zero. That is they form a (mar) null matrix $|0|$, because

$$
\begin{equation*}
\operatorname{Prob}\left\{S(n+1)=A_{i} \mid S(n)=F_{j}\right\}=0, \forall F, \varepsilon F, A_{i} \in A \tag{6}
\end{equation*}
$$

6) The methods presented in this paper could be further generalized by allowing transitions among the failed states of F. That is by replacing the matrix |।| by some general matrix. Howard $|14|$, presents in Chapters 5 and 6, a lucid presentation of the situation when there is a general matrix representing transitions between failure states, i.e., degrees of progressive failure (absorption).

Thus, we have that the one step transition matrix $|\mathrm{M}|$ for the Markov processes S(.) with state space AUF, can be partitioned into four matrices $|A|,|B|,|1|,|0|$ as

The following definitions make it possible to interpret (3) through (7) in the context of the reliability model of a complex system having $A_{i}, i=1,-\cdots-r$ acceptable states, and $m$ failed states, $F_{j}, j=1,---, m$.

Definition 1 Acceptable State. The transient state $A_{i}$ e A is called an acceptable state, if it characterizes some acceptable working mode of the complex system. Definition 2 Failed State The absorbing state F $\varepsilon$.F is called a failed state, if it characterizes some unsatisfactory mode of operation of the complex system.
2. State Probability \& Reliability Functions

$$
\text { Let } \overline{s(n)} \text {, be the }(1 \times(r+m)) \text { vector of state probabilities }
$$ defined by (1) and (2). Then it is well known 6 , Page 56 that

$$
\bar{s}(n)=\overline{s(0)}|M|^{n} \quad \cdots-\cdots-\cdots-\cdots
$$

where $s(0)$ is the vector of the initial (time $n=0$ ) state probabilities. We can now immediately define a reliability function $R(n)$ for the complex system as

Definition 3 Reliability Function $R(n)$ The reliability function $R(n)$ is the probability that time $n$ the complex system is operating acceptably, that is, is in some acceptable state, thus

$$
R(n)=\operatorname{Prob}\{S(n) \in A\}-\cdots
$$

alternatively then

$$
\dot{R}(n)=\sum_{i=1}^{r} \quad s_{i}(n) \cdots-10
$$

Thus in order to obtain $R(n)$, it is necessary only to raise the matrix |M| to the $n^{\text {th }}$ power, multiply by $\bar{s}(0)$ and then sum the elements of the set $\left\{s_{i}(n), i=1,---, r\right\}$. There are several well known methods $111,12,131$ yielding closed form expressions for $|M|^{n}$ and therefore for $\bar{s}(n)$ and $R(n)$

## 3. The Steady State Transition Failure Probabilities

In this section, a method is presented for computing the steady transition probability $p_{i j},(i=1,--, r ; j=1,--, m)$ that a complex system that starts in acceptable state $A_{i}$ will eventually end up in a specified failed state $F_{j}$. In what follows, it will be shown that once the partition of $|M|$ has been carried out as shown. in (7), it is a simple computational matter to obtain these probabilities. Formally, defining $\mathrm{p}_{\mathrm{ij}}$ as

$$
\begin{equation*}
P_{i j} \equiv \operatorname{Prob}\left\{S(\infty)=F_{j} \mid S(n)=A_{i}\right\} \cdots-\ldots \tag{11}
\end{equation*}
$$

and denoting the $(r \times m)$ matrix $\left|p_{i j}\right|$ by $|P|$, we have,

Theorem 1 For a complex system with r acceptable states and $m$ failed states operating in a repair environment, and having subsystems with known constant failure and repair rates (that is, with known matrix $|M|$ ), the $(r \times m)$ matrix $|P|$ satisfies

$$
|P|=||1|-|A||^{-1}|B|
$$

Proof The proof of this and other theorems in this paper is facilitated by formally introducing evolution diagrams $\mid 6 \mathrm{pp}$ 74-78|. Consider then Evolution Dias ram l, which shows the eventual possible evolutions fromistate $A_{i} \varepsilon A$ to state $F_{j} \varepsilon F$.


## EVOLUTION DIAGRAM I

From the above diagram, summing the transmittances of Ho paths incident on node $i_{j}$ from $A_{i}$, gives

$$
p_{i j}=\sum_{k=1}^{r} \quad a_{i k} p_{k j}+b_{i j}, \quad(j=1, \ldots, m) \ldots \ldots 13
$$

obviously such a diagram can be constructed for every $A_{i} \varepsilon A$ and every $F_{j} \varepsilon_{F}$ and therefore then (13) can be written in matrix form as

$$
|P|=|A||P|+|B|
$$

or

$$
||1|-|A|||P| .|B|
$$

which completes the proof QED.

## 4. The Transition Probability Failure Functions

In this section, a method is presented for computing the transition probability failure functions $p_{i j}(n), i=1,---, r$; $j=1,---m$. Specifically, $p_{i j}(n)$ is the probability that at time $n$, the complex system is in failed state $F_{j} \varepsilon F$ given that at time $n=0$, it was in acceptable state $A_{i} \varepsilon A$.

Formally

$$
p_{i j}(n)=\operatorname{Prob}\left\{S(t+n)=F_{j} \mid S(t)=A_{i}\right\}, \underset{\substack{j=1, \ldots, m \\ i=1, \ldots, r}}{j=\ldots}
$$

and denoting the $(r \times m)$ matrix| $p_{i j}(n) \mid$ by $|P(n)|$, we have

Theorem 2 For a complex system with $r$ acceptable states and $m$ failed states, and having subsystems with known constant failure and repair rates (that is with known matrix $|M|$ ), the ( $r \times m$ ) matrix $|P(n)|$ satisfies

$$
\begin{equation*}
|P(n)|=|A|^{n-1}|B|+|P(n-1)| \tag{16}
\end{equation*}
$$

Proof

> Compare (4) and (15), it is immediately apparent $|P(1)| \equiv|B|,|P(0)| \equiv|0| \quad 17$

Then from (7)

$$
|M|^{n} \equiv \left\lvert\, \begin{array}{c:c}
|A| & \mid P(n-1) L \\
\hdashline|0| & 1 \mid
\end{array}\right.
$$

taking the $n^{t h}$ power of $|M|$, using ( $\mid 7$ ), we find

$$
|P(n)|=|1|\left|+|A|+|A|^{2}+\cdots+|A| n-\left|\left|\left.\right|_{B}\right|\right.\right.
$$

which can also be written as (16)
QED

Comments
(a) $p_{i j}(n)$, is the probability that the complex system will pass from acceptable state $A_{i}$ to failed state $F_{j}$ in $n$ units of time. Thus letting $\tau_{i j}$ be the (pseudo) random variable "time taken to go from state $A_{i}$ to state $F_{j}$ ", we have that $p_{i j}(n)$ is the probability distribution function of $\tau_{i j}$; that is
$P_{i j}(n)=\operatorname{Prob}\left\{\tau_{i j}=n\right\} \ldots-\ldots-\ldots-\ldots$
(b) Since $|P|=$ limit $|P(n)|$, from. (18) we find $n \rightarrow \infty$

$$
|P|=\sum_{n=0}^{\infty}:|A|^{n}|B| ; \quad|A|^{\circ} \equiv|1|
$$

this is an infinite geometric series whose sum is

$$
|P|=||i|-|A||^{-1}|B|
$$

which is (12) as obtained previously

## 5. Moments of the First Time to Failed State

In this section expressions are derived for the (pseudo)
generating functions $g_{i j}(z)$ for the moments $\tau_{i j}(k), k=1, \quad,-n$, of the (pseudo) random variables. $\tau_{i j}$, These random variables are defined as, $\tau_{i j} \equiv$ "first time from acceptable state $A_{i}$ to failed state $\mathrm{F}_{\mathrm{j}}{ }^{\prime \prime}$.

These moments are the moments of the first time the


Since the discrete time approach. is being used, it is standard practice to define the generating function $g_{i j}(z)$ for these moments in terms of its one sided z-transform. That is, the generating function $g_{i j}(z)$ is defined as

$$
\begin{equation*}
g_{i j}(z) \quad=\sum_{n=1}^{\infty} \because z^{n} p_{i j}(n) \tag{20}
\end{equation*}
$$

Definition 4. Moments of First Time to Failed.State
The moments $\tau_{i j}(k), k=1, \ldots n$, of the first time to failed state, are defined as the moments of the first time the complex system passes from acceptable state $A_{i} \varepsilon A$ to failed state $F_{j} \varepsilon F$. These moments are obtained from the generating function (20) in the conventional way.

$$
\begin{equation*}
\tau_{i j}(k)=\left.\frac{d^{k}}{d z^{k}}\left(g_{i, j}(z)\right)\right|_{z=1} \ldots k=1,2, \ldots n \tag{21}
\end{equation*}
$$

The following theorem shows how to
obtain the (pseudo) generating functions $g_{i j}(z)$ in terms of matrices $|A|$ and $|B|$, without the need for evaluating infinite series of the form (20).

```
Let |G(z)| and |\zeta(k)| be the (r. 
``` respectively the generating fucntions, and moments of time to first specific failure, then

Theorem 3 The moments \(|\tau(k)|\) satisfy
\[
\tau(k)=\frac{d^{k}}{d z^{k}}|G(z)| \left\lvert\, \begin{array}{cc} 
& , k=1,2,--\cdots, n . \\
z=1
\end{array}\right.
\]
where

\section*{Proof}
expanding (20) and using (12), we have
\[
\left.G(z)\left|=\sum_{n=1}^{\infty} z^{n}\right| A\right|^{n-1}|B|+\sum_{n=1}^{\infty} z^{n}|P(n-1)|
\]
in the above, the second term \(\mid 14\), pg. \(45 \mid\) is \(z|G(z)|\) and the first is \(z\left||||-z| A||^{-1}\right| B \mid\) QED
6. The Exit Probability. Functions

In this section equations are derived for the exit
probability functions \(w_{i}(n)\), defined as
\[
\begin{aligned}
w_{i}(n)= & \operatorname{Prob}\left\{S(n+t) \varepsilon F \mid S(t)=A_{i}\right\} \\
& m \\
& =\sum_{j=1} \quad \operatorname{Prob}\left\{S(n+t)=F_{j} \mid S(t)=A_{i}\right\}------23
\end{aligned}
\]

Thus, \(w_{i}(n)\), is the probability that the complex system will pass from acceptable state \(A_{i}\), into the set \(F\) s in \(n\) units of time. Obviously comparing (15) and (24), we have
\[
w_{i}(n) \cdots \sum_{j=1}^{m} \quad p_{i j}(n)-\cdots-\cdots-\cdots 25
\]

Note (25), states that \(w_{i}(n)\) is the sum of the
probabilities \(p_{i j}(n)\) on the set \(F\).

Letting \(\bar{W}(n)\) be the ( \(r \times 1\) ) column vector of
the exit probability functions, we have

Theorem 4 The exit probability functions (23), satisfy
\[
\begin{aligned}
& w_{i}(1)=\sum_{j=1}^{m} b_{i j}, \quad i=1,---, r \quad-\cdots--126 \\
& \bar{W}(n) \quad=|A| \bar{W}(n-1) \quad-\ldots-1
\end{aligned}
\]

Proof
Result. (26) follows by (4) and. (24) after
letting \(n=1\), in (25). Te prove (27) consider Evolution Diagram 2.


\section*{EVOLUTION DIAGRAMS 2}

The above diagram enumerates the possible evolutions in \(n\) steps from any state \(A_{i}\). \(A\) to the class \(F\) of failed states. Then, summing the transmittances of the paths incident on \(F\), gives for each of the \(r\) states \(A_{i} E^{\prime} A\), an expression for \(w_{i}(n)\), namely
\[
w_{i}(n)=\sum_{k=1}^{m} \quad a_{i k} w_{k}(n-1), i=1,-\cdots, r
\]

\section*{7. Moments of the First Exit Time From Acceptable Class A}

In this section equations are derived for the generating functions \(c_{i}(z)\) for the moments \(\tau_{i}(k), k=1,---, n\) of the random variables \(\tau_{i} \equiv\) "firstexit time from acceptable state \(A_{i}\) into failed class \(\mathrm{F}^{\prime \prime}\).

Obviously \(w_{i}(n)\) is the probability distribution function of this random variable \(\tau_{i}\), that is
\[
w_{i}(n)=\operatorname{Prob}\left\{\tau_{i}=n\right\}
\]

The moments, \(\tau ;(k), k=1,---n\) are the moments of the first time the complex system passes from state \(A_{i} \varepsilon\) A into the class of failed states F. In the reliability literature, these moments are called moments of the first time to failure \({ }^{8)}\).

Since the discrete time approach is being used, we again define the generating function \(c_{i}(z)\) in terms of \(i t s\) one sided \(z\) transform. The generating function \(c_{i}(z)\) is therefore
\[
c_{i}(z)=\sum_{n=1}^{\sum} \quad z^{n} \quad w_{i}(n)
\]

Definition 5. Moments of the First Time to Failure
The moments of the first time to failure, are defined as the moments of the first time the complex system, passes from acceptable state \(A_{i}\) to any failed state in \(F\). These moments are obtained from the generating function (28) as
8) In particular, the first moment, is the mean time to first failure.
\[
\tau_{i}(k)=\left.\frac{d^{k}}{d z^{k}}\left(c_{i}(z)\right)\right|_{z=1} \quad \frac{20-}{k=1,2, \ldots n}
\]

The following theorem establishes the relationship between the generating functions \(g_{i j}(z)\) and \(c_{i}(z)\) or, equivalently, the relationship between \(\tau_{i j}(k)\) and \(\tau_{i}(k)\).

Theorem 5 The generating functions. \(g_{i j}(z)\) and \(c_{i}(z)\) are related as
\[
c_{i}(z)=\sum_{j=1}^{m} g_{i j}(z) \quad 29
\]

\section*{9)}
or equivalently
\[
\tau_{i}(k)=\sum_{j=1}^{m} \because \tau_{i j}(k)
\]

\section*{Proof}
\[
\begin{align*}
\text { Substituting } & (25) \text { into } \\
\tau_{i}(z) & \left.=\sum_{i}^{\infty}\right) \text { gives }  \tag{31}\\
\therefore & \sum_{n=1}^{m} \quad \sum_{j=1}^{n} \quad p_{i j}(n)
\end{align*}
\]

Interchanging the order of summation in. (31)
\[
c_{i}(z)=\begin{array}{cc}
m & \sum_{j=1}^{\infty} \quad \sum_{n=1} \quad z^{n} p_{i j}(n) \quad \cdots \cdots
\end{array}
\]
substituting (20) into (32) we obtain (29), and (30) follows, by definition.

Comment
Therefore (29) can be computed directly once (21) has been evaluated, or directly, in terms of the matrices \(|A|\) and \(|B|\), as given in theorem 6 below.
\[
\text { Letting } \bar{C}(z) \text { be the }(r \times 1) \text { column vector of the. }
\]
generating functions \(c_{i}(z)\), we have

Theorem 6 Let \(\bar{\tau}(k)\) be the \((r \times 1)\) vector of the moments \(\tau_{i}(k)\). For a complex system operating in a repair environment and having \(r\) acceptable and \(m\) failed states and known matrix \(|M|\), these moments are
\[
\bar{\tau}(k)=\left.\frac{d^{k}}{d z^{k}} \overline{(c(z))}\right|_{z=1}
\]
with
\[
\bar{C}(z)=\frac{z}{T-z)}| | 1|-z \quad| A| |^{-1} \bar{B}^{\prime}
\]
where
\[
\bar{B}^{\prime} \quad=|b|, \ldots,\left.b^{\prime}\right|^{+}
\]
and
m
\[
b_{i}^{\prime} \quad=\quad \Sigma b_{i j}, \quad i=1, \cdots, r
\]
\[
j=1
\]

Proof (33) follows directly from (22) using 24. QED.

Consider the following portion of a telecommunication network (Figure 1). The state assignment that describes the operational aspects that we are interested in for this network is shown in Figure 2 .


FIGURE 1

\section*{State Assignment}


Figure 2

The transition graph, drawn from Figure 2 is shown below in figure 3 .


FIGURE 3

For computational purposes we take the failure, repair and delayrepair rates, \(\lambda, \mu, \rho\) to be \(\lambda=.002 / \mathrm{hr} . \mu=.004 /\) hour \(\rho=.2 / \mathrm{hr}\). The \(|M|\) matrix for this example is therefore obtained as shown in Figure 4 .
\begin{tabular}{c|c|c|c||c|c|} 
& \multicolumn{1}{c}{\(A_{1}\)} & \(A_{2}\) & \(A_{3}\) & \(F_{1}\) & \(F_{2}\) \\
\(A_{1}\) & .998 & .002 & 0 & 0 & 0 \\
\hline\(A_{2}\) & 0 & .798 & .2 & .002 & 0 \\
\hline & \(A_{3}\) & .004 & 0 & .994 & 0 \\
\hline
\end{tabular}

Figure 4
A computer simulation \(|15|\), for \(|P(10)|,|P(50)|,|P|\) as well as the reliability function \(R(n)\) for three different initial state vectors \(\bar{s}(0)\), is shown in figure 5.


\section*{Example 2}

A more general system.reliability problem yielded the
transition graph shown in Figure 6. The corresponding matrices \(|A|\) and \(|B|\) are shown in Figure 7 .


FIGURE 6
\(A_{1} \cdot A_{2} \cdot A_{3}: A_{4} \cdot A_{5} \quad F_{1} \quad F_{2} \quad F_{3}\)


Figure 7

Computer silulation \(|15|\) for this matrix \(|M|\), yielded the following graph, (Figure 8), of the transition probability fallure functions \(|P(n)|\). Figure 9 shows the matrices \(|P(20)|\) and \(|P|\) as well as the - Reliability Function \(R(n)\) for three differentinitial state vectors \(\bar{s}(0)\).


FIGURE 8
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\title{
PROGRAM NAMES: \\ SHORT 1(, K) \\ SHORT 2(,K)
}

\section*{DESCRIPTION}

\section*{PROGRAM DOCUMENTATION \& DESCRIPTION}

These programs synthesize communications networks given the communications centers, the terminal capacity requirements and the cost constraints. The requirements do not vary with time and shortest path methods are used to construct the required networks.

The program SHORTI(,K) synthesizes a network in which all the requirements are to be met at the same time while SHORT2 (, K) constructs a time-shared network in which only two terminals communicate with one-and-other at one time. Since the input-output sections of these programs are identical (except for the program descriptions) they will be described together. The names SHORTx (, K) and SHORTxB will refer to both programs where \(x=1\) or 2 .

The main feature of these packages is that by using the Batch Time-Sharing Monitor (B.T.M.) of the Xerox Sigma-7, the programs can be used in conversational mode. Once the user initiates the programs the packages will offer certain output options and will ask for input data as the program sequence proceeds. Terminal requirement data and cost constraint data may either be entered conversationally from the keyboard or automatically from a prepared data file. This second option will save the user time in reloading large data files.

LOGGING ON:

For "dial-up terminals" one of the following telephone ports should be dialed:
\[
\begin{array}{ll}
9-828-2754 & \text { (1ow speed) } \\
996-7051 ; \text { EXT: } 505,506,507 & \text { (high speed) (day) } \\
\text { or } 508 & \text { (high speed) (night) }
\end{array}
\]

Once the monitor responds with "! LOGIN: ", the user should type: "PLANNING,1004S, POLICY" to get logged on. Whenever the system responds with an "!", then it indicates that we are in "Executive Mode", that is, the highest level of system control.

\section*{COMP ILATION:}

The source file; SHORTx is on disk as is the binary version SHORTxB. If for some reason SHORTxB is lost or accidentally altered, it can be re-created using the following monitor commands (note: underlined symbols are those that the system supplies automatically and the " 2 " indicates that a carriage return is required).
! ASSIGN M: SI, (FILE, SHORTX), (PASS,K K \({ }^{*}\) 上
!ASSIGN M: BO, (FILE, SHORTxB)
! FORTRAN
OPTIONS: NOLS,BOL
\(\% \%\) END OF COMPILATION \(\% \%\)
\(\% \%\) END OF COMP ILATION \(\% *\)
\(\% *\) END OF COMPILATION **
** END OF COMPILATION **
[ \(\% *\) END OF COMPILATION \(* \%\) ] \(\%\)
* Although the password K is typed by the user, it will not appear on the printout at the terminal.
** "END OF COMPILATION" appearing five times means successful compilation for SHORT2 while it is required only four times for SHORT1.

\section*{LOADING:}

If the binary file is satisfactory, the user may load the program and begin execution. If all information is to be entered from the terminal, use procedure 'A'; and if the data is to be entered from a disk file named DATA, say, then use procedure 'B'.

\section*{PROCEDURE 'A' -}

\section*{! LOAD}
```

ELEMENT FTLES: SHORTxB $\boldsymbol{Z}$
OPTIONS: 12
$\mathrm{F}: 1_{\boldsymbol{I}}$
F:
SEVERITY LEVEL $=0$
XEQ? $Y \boldsymbol{\nu}$

```
PROCEDURE 'B' -
\(!\) LOAD
ELEMENT FILES: SHORTxB
OPTIONS
P: 1
\(\mathrm{F}: 1\)
SEVERITY LEVEL \(=0\)
XEQ? Y

At this point, the program begins execution. The user is referred to the examples for compilation, loading and execution to aid him in using the program.

PROGRAM INPUT:

When the program asks for logical options, the user should respond by typing either "YES" or "NO". The examples show the responses to all these options.

1- The matrix size is the first data input requested. The user is to input an integer not greater than 15. This value is then stored internally in the variable \(\mathbb{N}\) and is used to determine the size of the input matrices below. \(N\) is also the number of nodes in the network.

The user may wish to enter data for the terminal capacity and arc cost matrices from the file "DATA". 'He may build this file using the system editor and make alterations to these values later if he wishes.. The user is referred to the B.T.M. users' manual for use of the editor.

If we have an \(N\) node network, \(N\) lines of \(N\) decimal values per line should be entered for the terminal capacity matrix and in a similar fashion, \(N^{2}\) integer values should be entered for the arc cost matrix. Each value on a line should be separated from the following one by a comma.

The user is reminded that carriage returns must be removed from the ends of lines for data files to be processed properly by the system.

LOGGING OFF:

When the monitor has returned with a "!", the user should respond with "BY" if he wishes to "get off" the system.
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## SECTION 111

## PROGRAM NAME:

NETSYM I('K)

## DESCRIPTION

## NETSYM1 (, K)

## PROGRAM DOCUMENTATION \& DESCRIPTION

This program synthesizes a communications network given the communications centers, the terminal capacity requirements and the cost constraints. The requirements do not vary with time and they are time-shared in such a way that only two terminals may communicate with one-and-other at one time. The method is dependent on the presence of redundant terminal requirements.

The main feature of this package is that by using the Batch Time-Sharing Monitor (B.T.M.) of the Xerox Sigma-7, the program can be used in conversational mode of the "question-answer" type. Once the user initiates the program, the package will offer certain output and will ask for input as the program sequence proceeds. Terminal requirement and cost constraint data may either be entered conversationally from the keyboard or automatically from a prepared data file. The second option will save the user time in reloading large data files.

LOGGING ON:

For dial-up terminals one of the following telephone ports should be dialed:

| $9-828-2754$ |  |
| :--- | :--- |
| $996-7051$, Ext., $505,506,507$ | (1ow speed) |
| $996-6723-5$ | or 508 |$\quad$| (high speed) (Day) |
| :--- |
| (high speed) (night) |

Once the monitor responds with " ${ }^{\text {" }}$ LOGIN: , the user should type in: PLANNING,1004S,POLICY to get logged on.

## COMPILATION:

The source file, NETSYM1 is on disk as is the binary version NETSYMB1. If for some reason, NETSYMB1 is lost or accidnetally altered, it can be re-created using the following monitor commands.

NOTE: Underlined symbols are those that the system automatically supplies.
! ASSIGN M:SI, (EILE, NETSYMI) , (PASS,K) ${ }^{\mu}$ )
\} ASSIGN M:BO, (FILE, NETSYMB1) $\$
! FORTRAN
OPTIONS: NOLS, BO 2
** END OF COMPILATION $* *$
$* *$ END OF COMPILATION **
$* *$ END OF COMPILATION $* *$
$\% *$ END OF COMPILATION $* *$
$* \%$ END OF COMPILATION $* *$

$$
\begin{aligned}
\text { * IMPORTANT } & \text { The " } \mathrm{K} " \text { in the first line is the password to } \\
& \text { NETSYM } 1 . \text { Although it is typed by the user, } \\
& \text { it will not appear on the terminal. } \\
& \text { If "END OF COMPILATION" appears five times, } \\
& \text { then, this phase is successful. }
\end{aligned}
$$

## LOADING:

If the binary file is satisfactory, the user may load the program and begin execution. If all information is to be inputted from the terminal, use.procedure ' $A$ ' or if the terminal requirement data and the cost data are on a disk file called DATA, say, then use procedure ' $B$ '.


ELEMENT FILES: NETSYMB1
OPTIONS:
P: $1 / 2$
E. $L$

SEVERITY LEVEL $=0$

## XEQ? Y

PROCEDURE 'B' -

## $\pm$ LOAD

ELEMENT FILES: NETSYMB1
OPTIONS:
F: $1=$ DATA, $I N$
F: 1
SEVERITY LEVEL $=0$
XEQ? ${ }^{\mathrm{Y}} \boldsymbol{L}$

At this point, the program begins execution. The user is referred to the appendix for examples of compilation, loading and execution to aid him in using the program.

PROGRAM INPUT:

When the program asks for logical options the user should respond by typing either "YES" or "NO". The example shows the response to all these options.

DATA INPUT:

1- The matrix size is the first data input requested. The user is to input an integer not greater than 15: This value is then stored internally in the variable $N$ and is used to determine the size of the input matrices that follow. $N$ is also the number of nodes in the network.

2- The program then requests the user to input values to fill the terminal capacity matrix, $T$ which is an $N$ by $N$ matrix. Each entry, T (I,J) represents the requirements between node I and node J that the synthesized network must satisfy. By entering $N$ lines (each one terminated by a carriage return) with floating point values per line (each value separated from the next by a comma) the user fills T row by row.

If a floating point number happens to be a whole number, a decimal point need not be entered.

Due to limitations of page width, the values may range from 999.9 to 000.0 (ie - one decimal fraction of precision)

3- The final data request asks the user to fill the arc constraint matrix, $K$ which is again a $N$ by $N$ matrix. Each entry, K (I, J) may represent the cost per unit capacity of arc (i,j). Integer values are entered as for $T$ above and the range of $K$ is from 0 to 9999.

PROGRAM OUTPUT:

The main output of the program is the matrix $R$ which is the "Required Capacity Matrix". The value of each entry, R (I,J) represents the capacity that must be built from I to $J$. If all the entries of R are constructed, a network will result that satisfies the requirements with the given constraints.

An optional output is the "Calculated Terminal Capacity Matrix". This matrix is calculated from the solution matrix and is a check on the synthesized network.

USING A SEPARATE DATA FILE:

The user may wish to enter data for the terminal capacity matrix and the arc cost matrix from the file "DATA". He may build this file using the system editor and make alterations to these values later if he wishes. The user is referred to the B.T.M. users' manual regarding the use of the editor:

If we have a $N$ node network, $N$ lines of $N$ decimal values per line should be entered for the terminal capacity matrix and similarily $N^{2}$ integer values should be entered for the arc cost matrix. Each value on a line should be separated from the following one by a comma.

The reader is reminded that carriage returns must be removed from the ends of the lines of data files. "*CR OFF" in " EDIT " will accomplish this.

LOGGING OFF:

When the monitor has returned with $a$ "!" (this can always be obtained by typing "escape - escape") the user should respond with "BY" if he doesn't wish to continue processing.
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## SECTION IV

## PROGRAM NAME:

NETPLAN(,K)
DESCRIPTION
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The flow network optimization package Nitiplan has been designed for use jn a time-sharing enviromment. The package acceptis as input a description of a single..commodity network with upper and lower bounds on capacity in each arc. In response to.user requests it provides the following farsilities:
(a) Checking of the described netwonk for feasibinity.
(b) Adjusment of flows in individual ares to minimige total transport cost, with total circulation from source to 'sink to be ejther specified or" maximjed.
(c) Adjustment of capacities of individual ares to either maximize total throughput achieved for a given incromental - investment, or else to expand the given network to achieve a given total throughput with minimun investment.

Both transport and investment costs in each arc are considered to be linear functions of arc flow.

The program is written in Extencled FORTRAN IV H for the simma 7 system.

## Introduction

The plannex of a communication network is faced with problems of a degree of complexity insurmountable in the present state of the art. Nevertheless, network plaming is done, albeit in fragmentary and heuristic fashion. At this moment, then, it is not a question of a complete answer to the total. problem, but rather of any impmovent in the tools available to the planner which mjght yield significant returins.

The plaming package presented as NETPGAN is a finst step in that direction. By means of this package it is now possible for the planner to evaluate the performance of the network as a whole, at least in relation to traffic flowing between a particular pair of nodes. Vithin the limitations of tho model, multi-.source network synthesis and analysis is posisible as well.

The state of the art will allov anelysis and optimal symthesis of multi-source, multi-teminal notworks, but this was beyond the scope of the present contract. jast this are the non-1.inear and dynamic aspectis of network planning which wore discussed in the preamble to the Facultyis proposal of last February.

Despite all of these limitations, the authons do feel that in NETPLAN they offer a significant improvement over prior, more pieceneal techniques. The package we offer is flexible in application. Used parametrically, it can bring the bepartment Huptan as an useful first addition to the Department's plaming tools.

## General Description of the Package

The flow of logic in NETPLAN is depicted in general outline in Flow Chart $A$. The action begins in the main program with the requesting of input from the user. Most of this input cain thon be reviewed prion to further action; this is useful where input has come from fite andon where the pinting of input requests has been suppressed.

The main program sets up an artificial return arc from sink to source, in order to express the problem, for the moment in circulation fomm. It is at this stage, if optimization of the existing network is to be camied out, that the choice of prionity between flow maximization as opposed to cost minimiration is carnied out.

Whatever progran options have been specified, the program then calls upon subroutine PrTME to establish feasibility. Prime finst buitds tables in sonatoch memory that speed up the scanitig of arcs adjacent to a given node, Then flows, as initially descmbed by the user in his input, are checked to see iff they aro conservative (i.e. if inflow equals ontflow at every node, incluring flow along the return aro).

Tf flows ane not consenvative, the program discards N-l of them, where $N$ is the number of nodes: The arc flows to be discarded are detemined by construoting a tree spaning the notwork and rooted at the source node. The N-. flows are then solved for in terms of the remainine ones.

The user may ask whether there is any point in supplying inftial flows if sone are to be discanded. The usefulness of this feature will be realized, hovever, when a series of problems is being rum, each constisting of minor modifications to the same basic network. In this case, tit will be possible to start from the solution to a previous problem, and save computer time by so doing.

The conser rative set of are fiows, once obtaned, forms the initial infut to the algonithm which generates the finst feasible solution to the network. Ihis algorithm, contained in subroutime NETEJO as called from PRIm, will be desenibed in more detajl below; it and the relevant theorems come from Ford and Fulkerson(1), paces 50-53.

Whether or not the feasible solution exists upon return to the main program, the user has the option of reviewing the output of the foasjble flow-generation algorithm.

If the user has requested optimization of the existing network, this is now accomplished by a call froin the main prognam, again to NETFIO. The algorithm for this optimization is also taken foom Fond and Fulkenson, this tine from pages 162-169. Upon return from NETPJ, , reporting of are flows: is automatic.

Tf the user has requested expansion of an existing network, the first step taken is to delete the artificial return arc, retuming the problem to a sourcemink formulation. This occms after optimization of the existing network if this was requested; otherwise, it comes immediately aftex the call to PRTME Next, the limit the desjer budget or throughput is read in.

The program calls upon BUDGET to compute the expansion. The aleroxithm upon which BUDGF'T is based cones from Fulkerson's paper (2). Centain modifications have been included in this algowithm, both in the interests of computational efficiency and to take account of possible lower bounds on aro flows. Reporting of the computed expansion is cone directly from BuDGreT.

BUDGET, like NEPLLO, accepts any feasible set of initial flows. This set may have cone from NETFLO via PRIME if filow optimization was not requested, on else may he the optimal set of flows produced by NEMPLO the second time it was called.

Upon return from BUDGEl, the user is offered the chance to rewrun the program. He can rempun either with the same options or with new ones. If input was from file rather than keyboard, it will remain so; the fille will be rewound so that data is read stanting again at the beginning of the file.

If the user wishes, therefore, to mun with new data in a filo; he is best advised to escape to the monitor systen, SAVE current contents of core, EDTT his data file, RESTORE the program, and proceed. A more useful aspect of the re-mun facility as set up is that it will provide for reading of clata previously stored on disk by a modified version of NETPLAN. TE BUDGET did the storing, for instance, the revised package woukd be useful for multintominal network symthesjes:

The general Jogioal flow of NETPLAN is depicted in Flow Chart A.

The Aloontthms: preliminary Discussion

This section bill summarize briefly the contents of the several papers upon which NETPLAN is based.

It will do"so in conceptual fashion - the equations can sefely be left to the reforences already cited. Vie begin with the description of the type of network which NETPLAN will deal with, and point out finst sone features of feasible flows.

A netwonk in the first instance is defined by a set of nodes, and by a set of ares linking these noces. Th out case we are interosted in dinected networks. Tn such networks, one node of each arc is itis initial node, while the other is the temminal node; there is a specific formard dinection along the arco.

In such a netwonk, it is always possible to pick out paths: that is', sequences of ancs, with each successive pair of the sequence linked by a common node. There is no requirement that in passing from one end of the path to the other ali the aros be travorsed in the same sense; some may be forward arces of the path, some reverse aros.

Let us now consider the idea of flows on the ares. Departing somewhat from the usage of Ford and fulkerson, let us say that a set of flows in a netwonk is any set of numbers, one for each arc.

Let us now suppose that each are has associated with it two other numbers: a lower limit, and an uper limit ereater than or equal to the lower limit. by assuming one more property in our network, we cen proceed to define first a conservative, and then a feasible set of flows. is as follows: all notes but two of the netwonk ane at once both initial nodes to one on more ares, and terminal nodes to one or more other aros. One of the two special nodes, called the seuree, is the initial node to one or more ares, but is the teminal node to no are. The othen note called the sink, is a torminal node to at least one are, but never an inftial node.

Note a finst consequence of this property: any node whatever of the netrork is comected to any other node by at least one path. Furthemore, any pair of nodes one of which is neither the sonnce on the sink (an interinal node) is connected by at Teast two different pathe This is because each internal node is at the end of at least two different aress by assumption. The othor ends of these arcs can be linked to any selected node of the netronk each by at least one path , also by assumption Completing these paths to the given internall node by means of the two ares gives two paths fron the selected other node. Whese two paths differ at the very least by the two ares adjacent to the internal node, hence oun assertion is proved.

We now ciefine a concenvative set of flows.in a netwonk. lt is a set of numbers, one for each are, satisfying the following mopertjes:
(1) For every intemal . node of the network, the sum of flows entering the node is equal to the sum of flows leaving it. Expressed in our previous language, the sum of flows over the set of arcs terminated by the given node is equal to the sum of filus over the set of arcs initiated by that node. .
(11) The sum of flows leaving the gource node is equat to the sum of flows entering the sink node.

Tf there are $N$ nodes in the network, we see that condition (1) amounts algebraically to a set of linear equations in the flows, for each of N-2 internal nodes. Condition (II) becomes one more 1 inear equation, giving a total of N-I relations in all.

We ane now ready to clefine a feasible set of flows in the netwonk. Such a set has the following characteristios:
(1) It is conservative,
(11) The flow for each are is at Jeast as large as the lower limit, and no greater than the upper limit.

Condition (1J) amounts to two sets of linear inequalities, one for the lower limits, and one for the upper ones. Tf the limits have been given for sone network, the first question that comes to mind is whether any feasible flow exists for that network. Algebraically speaking, this is a question of the consistency of the $N-l$ equations (l) and the $2 M$ inequalities (1h) taken together, where $M$ is the number of aros and hence flows .. in the network.

In onder to consider this question furthen, let us modify the sourcemsink network we have already considered. Let us now define a network in circulation fom: it is the network obtained by adding one are to the source-sink network, leading from the sink node back to the source. This return are will. also have associated with it a flow, a lower limit, and an. upper Jimit.

We say a set of flows in a netwonk in circulation form is conservative if the flows in the sounce-sink network obtainet by removing the return are are conservative It is easily seen that, where in a soumee-sink network consenvative flows requited that total flow leaving the source equal total flow entering the sink, we have two conditions in the cinculation-form network.

These are that total flow entering equal total flow leaving fon each in tum of the source and the sink node. Thus in a cjrculation-wom netwom all nodes are internal - a more symmetric situation than the souxce-sink one.

For the circulation-fom netroxk, the definition of a feasible set of flows can be taken as before, with the nev meaning of the term "conservative". The conditions for feasibility now amount to is conservation oruations -. one for each node - and the 2 M limit inecualities defined on the aros. It can be demonstrated that there are fin fact at most N-J independent equations: the conservation equation at the sink node is in effect a summany of what has happened at the source and intervening nodos. This fact has importance when we try to construct feasible flows, as will be described later.

Horfman (3) has used the theory of lincar inequalities to derive the necessary and sufficient condition for the existence of a feasinle set of flows in a circulation-fom network. Jinis js that if we take any arbitrary subset of nodes and conaicier the arcs linkjige that subset with tho remaining nodes of the network, then the sum of lower limjts on those aros entering the subset must not exceed the sum of upper limits on the aros leaving the subset.

It is evident that a network in sounce -- sink fomm with be feasible that is, at least one feasible set of flows exists, if a circulation form network derived from it is. On the other hand, given a feasible source-sink network, the foasibility of the circulation-fom netwonks derived from it will depend on the lower and upper limits phaced on the return are.

Derivation of Feasible Flows

Suppose we begin in a network in circulation fom with an arbitrary set of flows. Our task is to detomine if the netwonk is feasible, and to construct a feasible. Two steps are requifed. The first is to construct from the original flows a set which is conservative. This, as we shall see, is always possible. Then we build from the second set of flows a thind set, satisfying both the consemvation conditions and the set of upper and lower limits. This latter task is only possible if Hoffman's condition is met.

As we noted above, the conservation conditions amount to N-1. independent Iinear equations. Because they are in terms of flows, of which there are M, we see that solution is possinle provided $M$ is not less than $N-1$.

In a cixculation-wom network, there is a minimum of 1 N aros (assuming comectivity), so that conservative flows can alvays be achieved.

How do we solve for these flows? We must arbitrarily set M-Nel of the flows (that is, leave them at their oniginal values), and solve for the renaining N-l flows in terms of them. But if we choose the wong flows to premset, we shall find that thein elimination from the N-I equations leaves these equations no longer independent.

How do we choose which flows to solve for then? it can be. shown that, if we select any $N-I$ aros of the network which form a tree, the flows in these arcs can be found successfully from the conservation equations. Note that a tree of N-1 ance must necessanily include all N nodes of the network. It is not necessary that all branches of the tree be directed awayr from the root. Nevertheless, NETPLAN constructs just such a directed tree, in order to simplify subsequent logic. The following algorithm is used:
(a) Nark the source node (the root) as "reached".
(b) Find any node which has been marked "reacher" but not "scamell".
(c) Examine at1 arcs for which the node selected in (b) is the initial node
(cI): Tf the temminal node of such an are is manked, go on to another arc.
(c2): Iff the tomminal node of such an anc is umarked, mark it "reached" and include the aro jn the tree.
(d) When all ares leaving the node selected in (b) have been examined, mark that node "scanned".
(e) Temminate when no more nodes can be marked.

If temination oceurs before all nodes have been marked, there exists some subset of nodes which cannot be reached from the sounce. Unloss the lower limits on flow in this subset are unifomly zero, or else the necessary loop exists to mopaçate the required flow, the network will then be infeasible.

Tn practical problems it is considered likely that such disconectermess is due to a specification error on the part of the user rather than his intent. Thus, rather than complicate the logic of generating conservative flows, the procrim rejects the network imediately as incomectiv specified. If such disconnection is not in fact erroneous, the program should be modified to use a non-directed tree to generate conservative flows, On any case, once conservative flows, presence or absence of directed connoctivity does not affect the operation of the feasible-flo-senenating routine.

Once a tree is defined, solution of the conservation equation is a simple matter of working back from the tips of the branches towand the root. A node at the tip of a branch has associated with it one conservation equation and only one unknown flow. Since all coefficients in the conservation equations are plus or minus unity, solution is just a matter of addition and subtraction.

Having our conservative set of flows, where do we go next? Ford and Fulkexson (1) defined the algorithm which we are about to examine. The essatial primoiple of this algorithm ts to remove violations of lowen and upper linits, one by one, while rotajning conservation and permitting no nev limit violations to occur. Tf the process is blooked at some point, ond constradnt violations remain, the network fails to satisfy lloffmanis condition and posesses no feasible set of flows.

The basic working of the algorithm can be seen as follows. Suppose that an arc dipected fnom node A to node $B$ currently has, say, a flow greater than its upper limit, the set of flows being consenvative. Suppose we lowered the hieh flow by some specific anount. Then in order to preserve conservation, the following must happen:
(1) At node A, either the flow in some arc entering A must be reduced, or else the flow fin some arc leaving $A$ must be increased.
(11) At node $B$, either the flow in some are ontering b must be increased, or else the flow in some are leaving $B$ must be reduced.

Suppose we bogin at $B$ and choose some are other than the originat one in which we are trying to recluce the flov.

If the chosen acc is leaving $B$, as we have just noted, fiow will have to be reduced. In orden to keep from making the situation worse rather than better, the following choices are necessary:
(1) If flow in the chosen are is less than or equal to the lower limit already, we must: not reduce filow further: we pass on to another arc.
(1.1) If flow in the chosen arc is greater than the lower' limit, we are free to reduce flow, but not by more than the difference between cursent flow and lower limit.
$*$ *
Similarly, for an arc entering $B$, we can increase flow only so long as the upper limit is not exceeded. In actual. fact, whatever the arc chosen, the change will not exceed the smaller of the value permitted on that are, and the value by which the oniginal are is to be reduced.

Suppose now that we consider a node $C$, linked to node $B$ by an anc along which a change in flow is possible. Here again, a conservation relation must be preserved. Thus ares leading to and fron $C$ must be exar mined for the possibility of changes in flow. And if another arc is so chosen, flow in it, too, can be changed by only so much. In fact, as we:construct this path of ancs, the maximum possible change in flow will be set by the tightest link.. the arc of smallest possible change-along that path.

But where does this process of path-building end? It ends when the path has moved out to the point where the latest link includes node A. For at this point we have a closed loop within the network. By construction, if the final. link of that loop enters $A$, its flow can be reduced; if it leaves $A$, j.ts flow can be increased. Thus the flow in the original arc can be reduced, and by adjusting flows all along the path we have defined, conservation will be preserved at each affected node in tum, Note that the adjustment is no greater than that permitte by the tightest link in the loops, as before. Thus more paths may be needed before the high flow within the original arc is finally buought within bounds.

The analysis is similar for an are which originally has a flow less than the lower limit. Thus we have described a procedure which preserves conservation; causes no further violation of any flow limits, and reduces the amount of violation in a parti.culan arc.

But what if we cannot find a closed path such as we have described, such that a non-mero change in flow is possible? then a subset of nodes of the retwor: can be defined, such that mininum filow into the subset from the rest of the networl exceeds the maxirium flow out, on vice versa; that is, Hoffman's condition is violated, and no feasible set of flows exists.

The offending subset can be defined as follows:
a) Include the two nodes $A$ and $B$ at the ends of the original offending anc.
b) Include any nodes conmeted to nodes already in the subset, by arcs along which change in the desired direction is possible. By hypothesis, the point with eyontually reached such that no further nodes can be added to this subset, and the total set of nodes has not
been exhausted. Then in order to render the netwonk feasible it will be necessamy to increase upper limits or docrease lower limits in ares comecting the offending subset with the rest of the netwom.

Nerpman does not go so fax to help the uscr. If the netwonk proves .infeasible, MJiplohl gives details for the oniginal offending anc. The user can then ask for the curnent status of the whole network to be reported, It is up to the user to construct the offiending subset as described above.

Construction of conservative flows in done in subroutine PRIME of NEIPLAN. Construction of feasible flows as we have described is done in subroutine NuFLO, provided TASK is set to 1 on entering that routine. Flow Cliart B describes the algorithm used, as taken from Fora and Fulkerson (1, pp. 52m53).

So fan in oun discussion, nothjng has been said about the cost aspects of networks. Ore of the purposes of NETPLAN, horever, is to solve for the user the problem of maximum flow at minimum cost. Mone preciselys NETPIAN will find a flow pattem in a circulation-form netwom which maximizes the flow though the retum arc. If altemative pattems with the same maxincl flow nate exist, the cheapest one is selected. The cost of a given flow partexin is expressed as the sum over all ares of unit cost in each anc times the flow in that arc.

The above is a description of what happens internally within NEPPLAN Fxtemally, the usen is asked to descnibe a notwork in source-mink form. Provided he wishes filow optimizetion, he is then asked whether he wants to specify a flow rate fron sounce to sink to be achieved at minimum cost; altematively, he can ask for maxinum flow at minimum cost.

Within the program, action is then taken as follows. The netwonk is converted to circulation fom by the addition of a return are. If the usen has specified aflow to be achieved, the lover and upper limits of the retum anc are set equal to this value, and the unit cost through the retum are is set to zero. If flow is to be maxinized, the lower limit. on the retum anc is set to zero. The upper limit is set to infinity. To provide a financial incentive to maximize flow, the unit cost of flow through the retum ame is set to minus infinity.

The program now checks the circulation-worm netwonk for feasibility as described above, and creates, if possible, a feasible set of flows. As a point of interest, if fion maximization is not asked for by the user, a circulation-form netwonk is still created in orden to check feasibility.
In this ease the retum are is given the limits appropicte to flow maxinizations since these are broad enough not to affect the final judgement of feasibility of the rest of the netwonk. This is the point of the intialization $I V=0$ displayed on page A-l, flow Chart $A$.

Flow optimization in this program thus begins with a feasible set of flows created previously by the sumoutines PRIAE and METFLO within a circulation-fom network. Decause these flows are feasible, the full generality of the Fond-wulkerson out-of--kilter algonithm, to the description of which we now tum, is unnecessary. We wiji thenefone descrine only that portion of the algorithrin which has been implemented in NETPJAN.

To understand the motivation of this algorithm, we suppose that the commodity whose flow we are dealing with can be given a price at each node of the network. If a manket really existed at each node for this comodity, it is evident that the following possibilities could hold along any anc leadinc. from node $A$, say, to sone other node $B$ :
(I) If the price of the comodity at $B$ were higher than the price at: A plus the unit cost of noving the commodity along the given are from A to $B$, thene rould be an incentive to use that arc to capacjty.
(TI) If the price of the commodity at $B$ were lowen than the price at $A$ plus the unit cost of moving the commodity along the given anc from $A$ to 3 , there would be an incontive to reduce the flow in that are to its lower linit.
(IJI) hf there were neither gain nor loss in moving the commatity from A to $B$ along the given arc, then the flow could vary anywhere from lower to uppen linit in that anc without affecting total profitability of the netwom.

One can see that the prices at different nodes would, in a real market, be intermelated by the costs of moving from one node to the other by means of ares of the network. This, perhaps, will give some intuitive validity to a result which will now be stated. This result comes from the theory of duality in linear programaing.

We state the following: for any nctwonk for which feasible flows exist, one can find a set of prices and a feasible sct of flows, dependent upion each other, such that the profitability of the network is maximized. That: is, propositions ( 1 ) to (IIT) above have been taken to their conclusions in deriving the set of flows.

The important point about this statemert is that, once prices have been set, profitahility of the netwonk will be maximized by operating it at minimu cost: Thus while one pursues an artificially-constructed objective of maximum profitability, one is at the same time achieving the usen's onizinal objective.

How, one nay ask, does this guarantee maximum flow when the return are has been so constructed to achieve this? The answer lies in the "cost" of minus infinity given in that case to the retum are. At the point in proceedings where market equilibrium has been reached, in onder to achieve this equilibriun on the return arc it will have been necessary to eithen price the conmodity at plus infinity at the sink node, or minus infinity at the source. Whichever node has been so affected will pass incentives to move anc flows to one limit on the other through the netwonk. fudeed, where flow at an uper or lower limit is not possible due to constraints elswhere in the network, the infinite price must be passed to the other end of the arc in question in onder to satisfy equilibriun condition (MI). Only those ancs which can be takein to the required limit with fail to transmit the infinite price. In such a way does the pricing of the retum are cause the progran to define a mininum cut ( $\sec (1)$, $P$. $21-13$ ), and thence a maximum flow.

With this background, we can now describe the workings of the out-ofreinter algorithm itself. This algonithm is designed to move towand a set of prices and attendant flows which will achieve market equilibrium and thus the usen's objectives. It does this by means of series of breakthroughs, whone flows are adjusted, and non-breakthoughs, which result in the adjustment of prices.

We begin defining kilten mumbers. In an are where there is a positive manket incentive to increased flow (situation (I) above), the kilter number is equal to the product of that unit incentive, tines the difference between the upper limit and actual flow in the arc. Where, on the other hand, there is a negative incentive to flow (situation (II) above), the kilter mumer of the ame is equal to the absolute nagnitude of that incentive, times the diffenence between the actual flow and lower limit fon the anc. All other abes (situation (ITi)) have zero kilten number.

It can be seen that the kilter numens ane always meater than on equal to zono, and that they provide a rough local measure of market dis.. equilibnium. The objective of the program becones that of: peducing all kiliter numbers to zero.

The optimjzation is done in submouthe NETFLO, which was also used to derived feasible flows. As will be scen, the logje of the two tasks:is quite similar in many respects. The routine now begins with a set of: feasthle flows, and a set of mode prices (initialized to zeno, although this is not necessary to the algoritm).

Any out-of--kilter anc js now located. An out-ofwiliten arc is one having a non-zero dilter number. Thus profit-increasing possibilities exist on this are for the network entremeneur. If no out-of-iliter ares exist, the algorithm is finished.

The algonithm now tries to take advantage of the profit..increasing possitilities along this arc. If, for example, the are corresponds to sjituation ( $I$ ) above, the program looks for a way to prof itably increase flow through that anc. Such an increase can only cone by adjusting filows all along a closed loop of the netwonk in order to preserve constuvation, just as was desonibed for the process of fincting feasible flows proviously,

However, the anos which may potentially be included in this loov. ame now subject to economic consitierations as well as those of feasibility. Only those ancs are considered, such that a change of flow in the desined direction will result in a (possibly zeno) increase in netwonk profitabilusy. Thus flow will be increased only along ancs flowing at less than the upper limit and having zero or positive mamet incentive to increased flow. Flow will be decreased only along anes flowing at mone than the lower limit and having zero or negative jncentive unden the current set of prices.

If a loop of eligible ares is found, the algonithm has achieved what is known as a breakihrough on thje case, a flow adjustinent along the loop, and in particular in the selected out-of-kilter anc, is poesible. The anount of this adjustment is limited to the smallest absolute diffew rence found along the loop between cument fiow and uppen or lower linit as the case may be for a given axc.

Thus if breakthough occurs, flow in at least one ane in the loop will be pushed againet eithen its upper on lower limit. No flow will be taken outside of one on the other limit, thanks to the selection rule for size of adjustnent. Finally, the kinten number in the selected are and possibly in othens will be diminshed, since by construction the flow in that are will have been moved by a non-zero amomt in the direction called for by the market incentive.

If the kilten number of the selected arc has been reduced to zero, the progran goes on to find another out-of.kilter anc. Otherwise, it proceeds to try to find another loop through which flow in the are might be adjusted.

The altemative situation to breakthrough is that of non-breakthnough. Here the progran has tried to construct a loop of adjustable and profit. maintaining ancs and has failed. On onder to make this attempt, the algorithm has, by constuction, started at the end of the out-ofmiliter arc at which the comodity is most valuable. In situation (I), where are flow is to be increased, this is the teminal node of the arc. In
situation (1t) it is the initial node.
The progrem has proceeded to test every possible path by which flow could be carrica away from the starting node and thence eventually to the other end of the selected arc. In so doing, it has examined all anes eligible under the mules described above, Fron nodes reached by these aress, it has exanined other eligible awes, and so on until jit has defined a subset of nodes from which no nodes outs ide the subset, can be neached by eligible ancs. By constmuction, this subset includes the starting node, but does not include the other end of the selected out-ofmeilten arc.

In onder to break this impasse, the adronithm adjusts the set of manket prices. It does this by examining the aros linking the "reached" subset of nodes with the mest of the netwonk. It finds that anc which has the minimum maket disincentive to moving flow away fron the "peached" subset (which was our objective in striving fon a breakthrough).

That is, if a given are leads away fron the reached subset and would incur negative profit per unit increase of flow in the direction of that arc, the absolute value of this non-zeno phofit is consjdered. tif, on the other lean, an arc leads from the rest of the network into the meached subset and would incur positive profit per unit increase of fiow in the direction of that anc, then that positive unit profit is considened. The minimum value of all considered incontives and disincentives (greater than zepo construction) is selected.

The selected minimum value is now added to the node price at every node not belonging to the reached subset. This does not affect the prom fitability of flow through ancs, both ends of which are either within on outside the neached subset, since profitability depends upon the diffenence between mode prices and that has not been affected.

Ares linking the reached subset with the rest of the network have, however, been affected. It is now less unporitable to move flow away from the reached subset, and less profitable to move jt toward that subset. In fact, for at least one of these ares, the incentive to move flow in either dinection has been reduced to zero.

Moreover, all kilter membens on the affected ancs have been decreased on left at zero by the price adjustment. Indeed, suppose that we are considering an are leading out of the reached subset. The are was not eligible to be included in a loop from one and of the ontrinally..selected outwof-milter ance Thus it was either operating at its upper limit with non-negative incentive, on operating at less than hopen linit with a negative incentive. An addition to the tominal node mice vill occum, ff the anc was operating at its uppen limit: its kilter number remains at zero.

Othemise, the amount of disincentive is decreased. If the are was outwowiluter, this implies a reduction in the kilter number. By the rule for selection of the price increase, the disincentive winu at most be reduced to zero.

Sindar reasoning applies to an are leading into the reached node subset. Thus kilter numbers ane reduced and at least one is reduced to zero. At least one are will be opened up to flow from the reached subset outwards. At least one more node will be reached.

If the other end of the selected out-of willer are is added to the reached subset, breakthrough has occured and flows are adjusted accordingly. That or a new out of ...kilter arc is selected as before. otherwise, the non-breakthrough procedure with its price adjustments is'repeated until breakthrough does occur.

Thus the out-ofokilter algonjthm constantly wonks towand increased nstrom profitability untin a minimmoost maximal...flow solution is achieved. Breakthroughs reduce cost through re-adjustment of flows. Non-breakthroughs cause price meadjustments to move the market toward equilibrium. Flow Chart $C$ gives the algorithm in detail.

We cone now to the description of the workings of the last algorithm used in NETPLAN: that for expansion of an existing netwom at minimun cost. Agatin we will take the point of view of an entrepreneur trying to maximize net profits from the deliveny and sale of a commodity. But this time the algorithm is more straightforward; iu is intuitively mone obvious what is being acomplished.

We begin with a netwonk in sourcewsink form, for wideh has been given a feasible set of flows. Within Mrplni, this has been accomplished by creating a retum are, using PRHE and NETFLO as described above to genenate, feasible flows, and then deleting the return are. A minimun-cost flow pattern may also have been created previously by a seconc call to NETFIO, but this is impelevant given that the flows are feasible.

Besides the flow pattern, we are given the unit cost of expancion of each arc. The cost of added capacity is thus assumed to be a linear finction of the incmemental capacity. Ne are thenefore begining with a network in which aros may on may not be curnently used to capacity. Fon an anc which is not fillled, we have in effect availalle a certain anount of additional throughput at zero cost. Beyond this; added throughput has the mit cost given for the are.

Let us consider the situations that might face our supposed entrepreneur. One of the folmowing possibilities obtains along any given ane of the netwonk:
(I) Price at teminal node is less than that at initial node. In this case the entrepreneur is losing money on eveny unjt of flow shipped. There will be an incentive for hin to reduce flow to the lower limit for the are.
(II) Price at teminal node enuals thet at initial node. Heme there is no incentive to move flow either way. Any flow between the lower and
$\checkmark$ upper limit for the anc will yield to same zeno return.
(III) Price at ferminal node exceeds that at initial node, but by less than the cost of expansion: Here there is a positive incentive for the entrepneneun to ship up to the capacity of the arc, since the price differemee represents profit to him. It is not wonth his while to expand the anc:
(IV) Price at temmal node exceeds that at initial node by the unit cost of expansion. Jue to the logic of the algonithm to be used, this is the final case that need be considered. Here the entreprenem will operate the are at least to capacity, and does not mind expanding that capacity, since his costs are met.

Once more we appeal to the duality theory of linean progimminge. Let us stipulate that our entrepreneur has maximized his profits acconding to sone set of manket prices. If he has done so while achieving a required throughput from source to sink, he has also minimized costs. Jfe he maximized profits while holding the total cost of expansion within sone specified
budget, he has also maximized the throughput from sounce to sink possible with this budget.

We are now in a position to state in genemal tems how the algonithin works. A detaitec exposition will follow. In genemal, then, the algorithe searches out a succession of sets of paths from source to sink, along each: member of which at least one more unit of flow is to be sent. These paths are found by applying the entrepreneur's rules (I) -. (IV) described above for maximizing profits, When no further path can be fourd such that prom fitability is non-negative for added flows, the market prices at the nodes are adjusted in order to induce further flows in a set of paths, until such time as the throughput on budgert objective be met or exceeded. If the objective is over-shot, the full capacity of the latest set of paths found will not be needed, so that intempolation between the latest and next-previous solutions is necessary.

By the nature of the algorithm, mit cost per unit added flow will be monotone non-decreasing in going from one set of paths to the next. The finst set chosen will be those paths requiring no additions to arc capacities. Then, when the maximum thooghput possible in the oniginal netwom has been achicved, succeeding sets will include paths along which capacities of some ames have not yet been used up, while other arcs involve a cost of expension.

Finally, in what is called an "infinite breakthrouch"; the cheapest remaining path will be one requiring expansion jn every single arc along its whole length. Moreover, all arcs of this path will be forward aros. It is evident that no matter how much flow is added after an infinite breakthmough has occured, it will be added to ares of this path alone.

The algonithm begins with all node manket prices set to zero. The sonnce node is marked as "reached", but not "scamed", and is also marked as being the first node on the path which will comespond to an infinite break through .

The algorithra now tries to find the remainder of an infinite breakthrough path. Fxcept in the trivial case, mone will exist at the outset of the program. Nonetheless, the infomation stoned for nocies reached duning this search, at the beginning on at any later stage of the construction; remains valid from then on.

As will be recalled, an infinite breakthrough path consists of fonward arcs, all of which are in situation (IV) as described above. That is, the increase in market price from one end to the other of the are just equals the unit expansion cost along that are.

The seanch proceeds by considering alll awcs leaving a "roached" but not yet "scamed" node. Any arcs in cost situation (IV) reach new nodes. If these latten are not already marked, they are manked as "reached" and as possituly lying on the infinite breakthrough path. The aros that reached the respective nodos are noted. The search temminates either when no new nodes have been reached, or alse when the sink is reached. Th the latter case an infinite breakthough has ocouned; final disposition of this case is dencribed later.

If: no infinjte breakthrough is found, the next step is to seanch for a finite breakthrough. A finite breakthrough is achieved when a path is found from sounce to sink along which flow may be increased, and for no are of which will our hypothetical entremeneur's profit be decreased. To prepare for this new search, all nodes manked "reached and scauned" in a search for infinjte breakthrough revert to "reached ondy status. Nodes marked in a previous search for finite breakthrough nevert to unnarked status; infomation dbout awos associated with them duning that search

The search begins with any "reached" but not "scamed" node: If all ares entering on leaving that node have been examined, the node is manked "scamed". Otherwisc some anc is selected. If this are, in the finst case, leaves the selected node, the teminal node js checked. If the terminal node is marked a new are is taken. otherwise examination of this are continues.

The market situation along the are is now checked. If the price is the same at both initial and temmal modes (situation (J.J)), the are is checked to see if curnent flow is at the upper inint. If not, the teminal node is marked "reached". The number of the are being examined is stored fon the teminal node. Finally, a maxjmumpemissible flow change and jits dimetion (positive) are stoned for the teminal node. This maximun change is the smallen of that alneady stomed for the initial node, or that possible before the cument anc is used to its upper limit. This completes proeessing of the current are in this case.

If, on the other hand, the cument are is still a fonward arc, but the price at the temminal node exceeds that at the initial node, we have eithen situation (III) or situation (IV). If situation (III) holds, the are is passed oven and another examined. This is because, by the way the algorithm works, a price difference only appeans along an are when it is already against a limit preventing further jncrease in flow from source to sink. As we have seen in the discussion of situation (III), it is not profitalue to raise an uppen linit in this case.

We are thus left with the case of a situation (IV) formand arc. Here the anc is already operating at capacity. The cost of any expansion is covered by the manket price difference, The teminal node is thenefore marked "reached", and the associated arc, direction of flow change (positive), and maximum increase ane stoned as befone, with one difference. By construction, the cument are presents no limit to flow expansion. Thus the maximum permissible change at the terminal node is equal to that almeady stored for the initial node.

Having discussec̀ all possible cases involving forward anes, we now consider ares such that our selected node is teminal rather than initial to them. These ares would be reverse aros of a path passing from sounce node through the selected node to the sink. Thus, to inerease flow from source to sink, flow must be decreased in these ancs.

Two operative cases again present themselves those of situation (1x) and of situation (IV). The other two cases again cannot be usefully
exploited on do not occur due to the womings of the algonithm Taking the situation (II) case, we recall that this involves equal manket prices at both ends of the arc. The teminal node was the one oniginally selected.

Jf, at the opposite end, the initial node is alneady marked, op if the are i.s already flowing at its lower linit, discard the arce otherwise, mark the initial node as "reached". Store for it the are which reached it, the direction of flow change (negative), and a moximum permissible value of the change this value is the mindum of that afneady stored for the teminal node, or the difference between curment fiow and the lower limit in the current arc.

Finaliy, a situation (IV) revense anc is, as we recall, one in which the price at the selected teminal node exceeds that at the juitial node by exactly the unit cost of expansion fon the anc. Moreover, by construction; flow in this anc equals or exceeds the originel upper limit.

If the initial node in this case is already marked; on flow in the are does not exceed the upper limit, the are is discarded otherwise the initial node is marked "reached", and the associated arc, "direction of flow change (negative), and maximu pemissible flow change are stored. The maximum flow change is the smaller of the valne already stored for the teminal node and the difference between the cument flow and the original upper limit.

We have now considered all cases which can occur during the search for a finite breakthrough. At sone point in this search, either the sink node is reached (finite bneakthrough), or else all reached nodes have been scaned and no other nodes can be reached (non-breakthrough). In the case of a finite breakthough, flows are adjusted along a path from sink to source, by the neximum change anount stoned for the sink node, and in the direction and along the arc stored for each succeeding node of the path.

Thus by constructions a finite hreakthrough results in the flow in at least one arce being taken to a lower or upper limit, while a nombero increase in flov from source to sink is achieved. This done, a nev search for a finite breakthrough is prepaned and cxecuted. A suceession of new paths will be genenated until a non-breakthrough occurs. All paths gonerated by this set of breakthoughs will be at least as expensive as those generated in the previous set.

Successive sets of breakthroughs are separated by at least one nonbreakthrough, by definition. Fulkerson (2) bas shom that, if the required expansion budget on total throughout lies between the comesponding values obtaining at the conclusion of two successive sets of breakehroughs, the required solutiom is obtained by interpolation between the flow patterns holding at those two tines. If, funthermore, an infinite breakthrough has been found before the flow on budget limit has been reached, fulkenson gives a formba for extmabation from the last set of flows obtained from a previous finite breakthrough to the objective.

If termination does not save us fron the necessity, a non-breakthrough will then requite the adjusting of market prices in order to promote a new
breakthough. The adjustment is fimplemented by considering the set of all nodes which were reached during the previous unsuccessful search for a finite breakthrough. Hanket prices fon nodes within this set are left untouched. For each node outside of the reached set, the manket price is adjusted upwands by the same amount.

He turn our attention to the problen of determining the magnitude of this adjustment. In onden to do this, we consider that set of ares which links the reached set of nodes with other nodes of the netwonk. The ain of our adjustment will be to render at heast one of these ares elugible for inclusion in a breakthough path, as none are now. Furthermone, the adjustment must not be langer than the minimun necossary to achieve this effect. Otherwise cases would arise which have been dismissed above as inoperative.

Let us consider the nature of the accs of the linking subset, and the effect of the price adjustment upon them... We first consider those arcs leading out of the reached subset of nodes. By the rules of search for breakthrough, none of these ares can be in situation (IV): Furthemore any of these ares presently in situation (II) must have flows equal to the original upper limit.

Since the price adjustment will be added at the temanal nodes of these arcs, their situation numbers will either hold constant on increase. Situation ( $T$ ) aros will renain in situation (I) on advance to situation (II). If they do advance to situation (II), they will become eligible Fon a finite breakthough path, since their.flows (as winl be show below) must have been at the lower limits.

Situation (II) arcs will necessarily move to situetion (lIJ), where theyr, will be ineligible for consideration, or else possibly to situation (iV). Note that situation (ITY) ancs so created will have flows at the original. upper limits.

Aucs ondinally in situation (III) will either stay there on move to situation (IV). Whatever the original nature of an are, jit will, corm rectly, be flowing at jits original upper linjet when it is changed to a situation (IV) arc, Ali situation (IV) aras are eligible for inclusion in a breakthrough path.

Thus, as fan as these outward-bound ares are concened, oun price adjustment guantity must be the smallest quantity such that one on more of the folloring events will occur:
... a situation (I) are will move to situation (IT);

- a situation (II) arc winl move to situation (IV);
$\therefore$ a situation (III) anc will move to situation (IV).
He can now penfonii a similan analystis of those amos leading into the reached subset of nodes. In this case, anes jn all foun situations are possible. But by the rules of search, filow through ares in situation (IV) will be exactly at the oniginal unper limit. Flon through ares in situation (II) must be at the lowen limit.

The price adjustmemt will be added et the initial nodes of these arcs. Thus the situation number can only hold steady or decrease, A situation (IV) are will move either to situation (TTI) or clse to situaticn. (II). Note again that a situation (III) are so created will be flowing at its upper limit.

A situation (ITI) arc will either stay the same or else move to si-tuation (II).: Whether a newly-neated situation (II) are was originally in situation (III) or in situation (IV), it will contain, flow at the original upen limit, and thus be eligible in general for inchusion in a breakthrouch path.

A situation (II) arc with be moved to situation (I). Note that such ancs must be flowing at their lower limits. A situation (I) anc will remain so.

Thus, as fan as the inwardmound set of ares is concemed, our price adjustment must be the minimum quantity such that at least one of the following events occurs:
… a situation (IV) anc moves to situation (II);

- a situation (ITI) are moves to situation (II);

If this adjustment is greater than the one chosen for the outward-wound aros as descmibed above, the latter quantity will be used.

When the prices at the umarked nodes have been adjusted, preparation is made fon a resumption of the seanch for breakthroughs. As befores. all nodes xevert to an unscamed status. The "reached" status and the associated stoned information is retajned only for those nodes manked as belonging to an infinite breakthough path. The algorithm is mecomnenced, starting with the seanch for an inf injte breakthrough

Hote that, throughout the algorithm, capacity expansion will only occur in outward-mound arcs classifiable in situation (IV). In epeating a sjtuation (IV) are we almays choose the ane requiring the minimum possible price adjustment. This is equivalent in fact to adding to a path that are involving the cheapest possibje unit expansion cost, given that expansion is necessary.

The optimal expansion routine is mplemented in subnoutine BUBGET of NETPLAN. The details of the algorithm are documented in Flow Chat D.

## Use of the backage

The output resulting from the use of NEPDAN to process a test oase on the STGHAZ, system is displayed in the pages following Flow Chart D. Indut from the usen is maderlined for clarity. As passed to the customer, NETPJAN is stoned in the file of that name with passwond the single letter $K$ in. onden to prevent accidental alteration or deletion. The first step in using the parkage, given that a load module was not previously stoned, is its compilation. As can be seen, this is accomplished by assignment of the fille to hisI followed by a call. to the FORTRAN sompilen.

In the particular test case shom, only binary output as an object progrein was desined. Failure to specify any options will result in a listing sone 940 statements long … a rather lengthy process on a teletype! As can be seen, NETPIAN consists of eight routincs, each compiled sepacately.

Following compilation, a call upon the loader prepenes the object program for execution. In the illustrated test ase, the default temporany fille wes used for the object modules sowthat no file name had to be spew oified. No speciol options are required of the loader.

When the luaden prompted with $F$ : it was necessary to specify the FORTRAN unit mumers used within the progrem. FORPRAN unit 1 is used for some of the input, unit 105 for the rest. Which items come in though which mit number is shom in Flow Chart $A$. A.n output is though mit 3 . Units l and 3 ane heme assigned to the teletype through faihure to specify file names fom them. Unit 105 is one of the dofant unit numoss of the FORTRAI system; it need not be assigned explicitly, but menely by means of a campage retum afton the other assigments heve been completed.

Heithen mit non mit 3 need necessarily be assigned to the teletype. Unit l can be assigned to a disk file through the assignment

> l:filamame, IN
whine unit 3 can write to file with the assigment
$3 x$ filename, otil
The separation of input between units 1 and 205 was done delibenately with this application in mind. It must be confessed thet file output was not considened in the progran design; it would poobably be desjrable to effect a separtion of output units also if file output is manted.

Following imput/output unit assignment, the loader reports the severity level of emons found (which should be zero) It then asks if the user wishes to execute the program. A response of the letter $Y$ obtaims execution. The teletype comes back with an introductory sentence, and then asks if the user wants input instructions suppressed the user should note that, here and elsewhere in the program, only the finst chanacten typed back in a "YES" on "HO" nesponse is tested to sce what is wanted. Funthemone, if the finst chamaten is not a "y", the answer is assumed to be "Mo". In particulans then, the usen should not precede a "YFs" answer by any spaces.

If the usen does wish suppression of input instructions, every Jine manked with a little amow in the left mangin wink be omitted from the output, 'inis will speed up use of the package, and was designed particulanly for file input, The usen will, however, need to be aware of what information is wanted of him whenever a question mank is printed on the teletype. In particular, all inout indicated by an asterisk in the left mangin is read through fortran unit 105 , and thus must be typed in regardless of whether file input is being used. Since, the request for some of this information only oceurs given certain prion answens, it is advisable to keep fiow Chart A handy if print suppression is called for.

Following this first query of the user, the progran will continue to introduce itself if print suppression is not asked for, The user will then be asked if he wants to use the flow optimization facility provided in subnouthe NETELO, the Logic of thich is shown in Flow Chant $C$. The answen called fon here is either "YEs" on "No".

If and only if the answer bas "YES", the next input, item show in this test case will be called for The user, in calling fon flow optimization, nay wish to specify flow from source to sink, wishing the program to minimize total thansportation cost at this flow rate. In this case he shoind answer with a " 2 ". Not shown in the example is the question that would follow the input of are data given such an entry. This missing question would be a demand for the specific value of the souncensink flow to be achieved. The answer is read on unit l.

On the othen hand, as in the example case, one can answer the present with a "O". In this case flow from sounce to sink will be maximized. Then, if altemative patterns winl achieve this flow, that pattenn winl be chosen which minimizes total transpont cost. The subsequent question described fon an entry of "l." will not appear in this case.

The next question asked of the user is whether he wishes to make use of the netwon expansion option offered in subnoutine BUDGE, of which the logio is described by Flow Chart D, Here again a "Yes" or "No" answer is cailed for.

The next question shom in the example vill only appear if the answen to the previous question was "YES". The user must answer with a "O" if the netwonk expansion will be halted when a budget to be fnput presently by him i.s exhausted. If, on the other hand, the user wants the network expanded urtil the flow from source to sink has reached a level which he will input, he should ansuer with a "ll".

The usen is now asked how many nodes are in the netwonk. Iff the ansver is less chan two an emon message with be printed and the user will be asked to re-type the datum. When the number of nodes has been successfully read in, the usen will be asked for the nuber of arcs.. This number exchudes any retum are from sink to source. Such an are will be added within the progan for its own purposes, but must not be given by the user: Ngain, if the number of ares given is less than one,
the user win be asked to re-type his mesponse.
When the program has read in the number of nodes and ancs, it calculates its menory requinements, which vary with these two quantities. If: more stonage is called for than was provided, an emor message will be pininted, indicating the corrective action to take. The program winh then halt, since the conrections involve changing FORTRAN sounce statements within the progrem, Fon details on menory calculations see the section "Programing Notes" under the sub-heading "Hain Procram",

The above jnput was all read in by mit lob.... that is, over the user's teletype. The next set of input is read from unit $l$, and so may, ic the user wishes, be read from a disk fille as descrined above.

The general rules for input of these succeeding items are as follows:
(f) Ala numerical data should be in integer fomm (no decimal place). This is an essential rather than fomal restriction; if the user tries to enter mubers with decimal fractions, rounding to the nearest integen winl be performed during input. Integral. data is necessary to ensure convergence of the vanious algonithms used within a finite numen off steps, lif necessary, the wem can scale his input to avoid decimel fractions (e.g. multiply all flows, or all transpontation costs, on all expansion costs, by the same suitable power of 10).
(II) Whene mone than one datum is to be entered on a inine, a particulan mumerical field is terninated by the finst comna founds on by the finst blank following one on more digits, Blanks preceding a set of digits are ignored. One note: adjacent comas temanate one mumenical fiejd (with the finst coma), and cause the next number to be read as a zero.
(III) A campage return ends a given line of input, Any numerical itens not yet entered take on a value of zero. Alphamumic items are conres.pondingly read as blanks.
(IV) Nuneral values should be given in bine or fewer digits.

The infonmation next asked of the usen in the identification number and nennes of tho nodes of the netwonk. The user may not use any node reference mubers, in subsequently describing ares, which were not listed during this step. Moneoven, every node listed except the source and the sink must have at least one are entering it and at least one aro leaving int The source node may only initiate ares, while the sink node may only termanate them.

The user is first asked for the meference mumber and nane of the source node. Then similan data is asked for the sink. Finally, the rew maining nodes a:e to be listed, one pen line, in any onder whatsoever. It is most important that the sounce mode cone finst, folloned by the sink node. Otherwise the program will halt due to apparent emons duning the checking of feasibjility.

In giving the idertifying inforntion, the usen should wemmer that the reference number is teminated by the first blank or coma folloning it. The name of the node is then read as the next twelve chanacters
foblowing the terminating digit on coma. Thus in the example, due to the form of input, the first character of each name is a blank.

If the usen inputs reference numbers which ane mose than nine digits long, he can expect trouble. Characters in excess of thelve for the names will be ignored; only the finst twelve charactens will be used to identify nodes on subseguent output.

Following the input of the node identities, the user must describe as many anes as he has said will be entered. Again, the usen must refer only to nodes described previously in defining these ares. No axe may enter the sounce node or leave the sink.

All input requined for the aros is nmeric. The user muit give, in this onder, the following items for each anc:

- neference number of initial node
- reference mumben of teminal node
$\therefore$ - lower limit of flow in the anc
-. upper limit of fiow in the arc (prior to any expansion)
... transportation cost pen unit fiow through the are
- investment required per unit additional capacity in the ard
.. an inditial estimate of flow though the arc. This latter is just to get the routine started; any number will do, if, however, the user is analyang a senies of similar cases, the flows output for one case, if used as input to the nexts may save some computation time.

One and onity one line should be used to describe each are.
The rules for temmation of nunerical fields apply as described ahove. Within this framewon, input fomat is quite flexible. The prow gram does, unless printing is suppressed, provide a set of colum headings. The user may find it useful to place his data uncen these headings as was done in the example. Note that the user must resjst the tempation to supply an anc number; this was done by the progran.

The entries "xport" and "ADDrTi" bencath the general heading "COST PER UNIT" are abbreviations of "transportation" and "additional" respectively. The latien refers to the investment cost of expansion. Note the comection of a mis-typed cost of thansportation for arc 6. This is achieved by hitting the "ESCAPE" and then the "RUBOUN" keys on the teletype, once fon each character to be deleted." The deletion of a cha-racter by this pair of keys is mamed as show, by the backwand amom. The user can also dejete the whole of a line at any point prion to cariage retum by hitting the "ESCAPE" key followed by the key for the letter "X".

As the data for each anc is entened, it is checked to see that the lower limit given does not exceed the upper linit. If this emon does occurs, the user will be informed of the offending are numbers the initial and teminal node mumens, and the limits in question, He winn then be asked to type in consect valued for lowen and uper limit respectively. Both valued are to be entered on the same line. The usual rules for nu.. menic input: appy.

The heat iten demanded of the usen is only needed if he wishes cost minimization in the existing netwom subject to a given flow from source to sink: In this case, as mertioned above, the usom must supply the value of the flow at the present point in the program. As with other requests for input data, only a question mank will be printed if print suppression is in effect.

Except fon one item, the remaning responses from the usen winn be read via unit lo5 --. theit jes the teletype. The user is now asked if he wishes-to neview his data. The answen should be "YES" or "NO". If it is affimative, the node identification and are data just read in will be displayed. Also shown will be an artificial retum are which was created in the interim. The nevien facility is panticulamy of use in providing an othenwise-absent record of input coming in from a disk file.

Next; the user will be given the opportunity to comect any are data which may have been entered incomectly, The printed output intmoducing this is fairly selfomplanatony. The same heading is printed to ajd the usen as was pninted for the oniginal entry of aro data (if print suppression was not in effect).

The usen must first give the number of an are to be comected in response to the question "GEQUFHCE NUMBER?". This is the same number. which prompted the user during the original input of data for that are. The aro muber also constitutes pant of the infomation printed during the "revien of data" earljer in the program.

Iff the jrput: are number is zero on negative, ane comections ane assuned to be completed and the progran moves on. If the are number given is greater than the number of arcs read in, the user is asked to re-enter the value. Thus the user camot adjust data created by the prom gram for the retum are: Finally, if the are numben is within bounds, the usen is requested to enter the are data. He must enter all seven items for the are on the next line, All remarks on format and content which applied to the original anc data input also apply here.
following this openation; the program proceeds to check feasibility of the netwonk. . The two messages displayed in the example case, reganding the fact that flows are conservative and that a feasible flow was achieved, represent an icieal. It is also possible, without an emor being presents to get a message

This simply mans that the flows supplied for the aras by the user (hast imput iten for each anc) did not satisfy certain balancing conditions. Some of these flows must be ne-computed by the program before it can proceed furthen.

Prion to any message regarding the conservation of flows, the user may be infomed that no ancentens on that no ane leaves a centain node. This is generally indicative of an omission on the usen's part. Ife it is not, the data can be mondered palatable to the program through the addition of the necessamy dumy are, possessing zero upper and lover limits. This will only work provided the lower limits on the other ares adjaeent to
that node are all zero, In any cvent, the program will proced litt?e funt then untill the situation is cleared up.

If the user gets a message about flows beirig non-oonservative, he may also get a further message listing a set of nodes which camot be reached from the source. Again the program will refuse to proceed much funthon until the necessary connections are made. As before, dumy ares may be added jf necessary, but it must be possible to satisfy the lower linit conditions on ancs adjacent to the listed nodes.

Jf none of these cror messages occurs, the usen will eventually neceive the message that "CURRENT MOWS ARE CONSDRVATIVE' . . ". Then the program proceeds to see iff the upper and Jower limits on the ares can indeed all be setisfied at once. If so, the message "FEASIBIEF FHOM PATTERN ACHEVED" is printed, Otherwise the status of a certain are is printed; this is the are the progran was wonking on when it found that not all limits wene similtaneously satisfiable,

What such a hessage means is that there is some set of nodes into which, taken as al group, mone flow is fonced by ane lower limits than can escape (beause of the upper limits). The detemization of this set or its complenent from program output is described in the section "Denivation of Feasible Flows".

After the program has suceceded on failed to create a feasible set of flows, the usen is asked whethen he wishes to view the resulting flow pattem, The answor should be a "YES" or a "No". A review of a feasible flow pattem may be of interest for its own sake (e.g. network synthesis without regand to economics). Iff, on the other hat, the prognom has inforned the user that flow in some anc cannot be comected, knowiedge of the cument set of flows is a necessity if the offending set of nodes is to be deternined. Thus in this case the user should ansver "yes" if he wants to render his network feasible for another attompt. The output generated will be an "Are Flow Report" as desco jbed below.

If sone ermor was discovered and descmbed during the check 6 e feasibility just described, the program considers the present case terminated at this point . The user will be asked if he wants to mun a new case, eithen with the same options previously specified on with a nev set of options. In any event his data must be re-entered from the begiming. Unit $l$ is rewound; if this is a disk file and remains unaltened, the same deata read previously will. be read again.

This makes little sense. What can the usen do? One way in which he save hinself the ovemead of ro-loading fon disk input is suggested as follows. He should first escape to the system monitor when asked if he wishes to re-rum. This is done by hiting the "ESCAPE" key twice in succession. When asked if he wishes to proceed, he should answen with an "N".

Next, he should save the current status of cone menory as a disk file, using the monjtor SAVE comand. Then all necessary comections to the data on the input file should be made, using the systen editom.

Now the usen can use the monitor RESTORE comand, followed by a Procemb (again a moniton instruction). Then he shopld answen the original question regrating his desire to remun; the question was left unanswered by the escape to the monitor: From this point on the program win proceed as before.

If, on the other han, there were no difficuliies during the genemation of feasible flows, the next message received aill depend upon which prognessing optionswere selected by the user. In the example case, optimization of the existing netwom was requesied. Displayed thenefone ane the nomal. two messages, one upon entry and the other upon exit from the optimization moutine. These and the subsequent "Arc Flor Report" will be absent iff flow optimization was not regiested.

The "Arc Elon Report" itself js fanly selfevident in content. One are is described pen line of the report. The nodes initiating and teminating the axcs are listed by name. Next cone the lower and uppen limits on flow in each are, as, given oniginally by the user. Following this, moden the heading "Cunprat", is given the flow in this are as per the optinal flow patiem: The final colum of the report gives the unit transportation cost through the arc, as read in.

The arcs arc listed in orden of increasing intemal peference numben of initial node. For the user, the chjer significance of this is that ancs leaving the source node are listed first. In general, all arcs leaving the same node come together in the Jisit.

The hast are given is the return are, from sink to source, which was created by the progran itself. The lowen and upper bounds and undt tramportation cost were set to fulfil the usen's specified objectives. Cument flow in this are is equal to the total flow from source to sink achjeved during optimization.

Beneath the are list are two sumary lines. The first line gives the total transportation cosi incured in. the network. The second reports the total sourcemsink flow achieved; this must agree with the current flow in the return arc. One further figure which is not show, but may be of irterest, is the average cost per unjt: flon from source to sink, obtained by dividing total cost by total fiow. On this example it is $120 / 30$ or 4 untits.

The renainden of the example case mintout, except: for the very last line, will only appear if netwam expansion is requested. Fupthemore, as indicated by the marginal arrows, the theee lines following the "Anc Flow Report" and requesting more input will not appear if print suppression is in effect. These lines request that the user specify what the value of the limit to netwok expansion should be. If the user responded "0" when the natune of this limit was requested, the user's answer will be in units of cosit. If he responded "l", his answen is jn units of total thoughput from sounce to sink desined by him. In the example, expansion up to a total jnvestment of 100 units has been requested.

The line following the user's response (which was read on unit 1 , note) is just a promess repori. ponowing this, the cost curve fon cam
pacjty expansion is traced out, up to the point where the expansion linit has been reached. What is given is the total cumulative investment in added are capacity requined to ahtieve the given rate of flow from source to sink. The finst point given always involves zero investment; this is the maxinum flow possible from sounce to sink in the orjerinal network; without expansion ar are canacities, Note that the value of 30 given in the example agrees with the valus obtaned from the flow optimization routine.

Succeeling points max breakpoints in a piecewise linear curve of cumalative requined investmont versus achieved total flow from sounce to sink. Thus the second pain of vanues of the example case indicate that a total of 30 cost units would have to be spent on ace capacity expansion in onden to obtain a total of 35 units of flow from sounce to sink. This amounts to a rate of $t$ units of cost per unit of flow in the interval from 30 to 35 flow units. Thus, for instance, cunulative invest. ment needed to achieve 32 units of fiow would be 12 mits of cost.

A similar linear interpolation holds between succeeding pains of points. Thus to achieve 37 units of flow one would have to invest a total of $30 *(70-30) /(40 \cdots 35) \%(37-35)$ on 46 units of cost in expanding the original netwonk. The final answer may eithee be just such an interpolation, on may, as in our example, be an extrapolation beyond the last point given. In the case of an extrapolation, the unit investment requined per undt flow since the last breakpoint winj apply no matter how much additional fllow is desjed: Thus in the example the manginal cost for all adced flow will be ( $100 \cdots 70$ ) ( $42.3 \ldots 40$ on 13 units of cost pen unit added flow.

Folloming the notification that the linjt of the expansion has been reached, the usex receives an "Arc Capacity Expansion Report". Again the aros of the network are described, one arc per line, arranged in the sane order as in the "fre Flow Repont".

Finst ane given the initial and teminal nodes of the anc, by name Next comes the original uppen limit on flow though the are. Following this is the flow through the anc as required for the higher throughput from source to sink. Note that this may be non-integral due to interpolation.

The flow in any given are after the netwonk capacity has been expanded may be bicher, lower, or the sane as itt was in the original netwonk. If it has been incoeased beyond the ondemal upper limits the incremental capacity will be displayed in the next colum, entitled "CAP. Cinngent mis capecity change is costed at the mit mate show in the following colum; these unit rates wepe given by the user, Finally, the total investment in that arc is the last iten of the line.

Folloning the are list, the bottom two lines of the report summize the total investment cost and the thoughput from some to sink achieved for it. Note in the example that the total ontlay of 100 cost units matches the limit read in. Note also that the program os created return arc has been discaxded for the exponsion mocess, and is not reported.

The last line of this example case shous the nomal temmation of: one run of the prosman. Not shown are two further questions asked of the usen. First he is asked jf he wishes to romun with the same options chosen peviously. Ho should answen "YFS" or "iro". If he answens
affinmetively, he chooses to retain his previous chojees for:
$\therefore$ print suppression

- flow optimization, including, if it was called fon, the choice of specifying the thoughput on having it naximized
- network capacity expansion, including, if it was called for, the choice of a budgetary on a throughput limit.

If the user does not wish to re-mun with the same options as before he is asked if he wishes to ne-? win with new choices. Agáin he should answen "YES" on "No". If the answer is "YES", the program will begin again from the very begiming; othervise, jt will exit to the monitor,

Any re-mun will reguire that all date on the network be read in again. This includes the specification of number of nodes and numben of ancs. Unit 1 is remound prios to any remon, Thus it is important to note that if inmut was from disk file, the sane file will be nead over again for a re...un. Eamler in this section suggestions were made as to how to change data on fille fon a re-run.

> Poograning Notes
(a) Genenal

It is stmongly advised that a poogramen intending to modify NEPPLAN read all of this section before doing so. Flow Chant A gives the truest picture of the activities of the NFPPJAl package. The othen three flow charts were intended moxe to julustrate the working of particular algonithms. "Wile the logic thus shom parallels that of the actual program, no mention is made of interin on final reponts on interfaces with othen subnoutines.

Wherever the programer reads "Hadit in these flow charts, he should undenstand that those other activities instead will take place. The only true stop in the program is in the man program following the user's decision not to rempun.

Wote that all progran variables are integer un?ess defined othemise.
(b) The Main Program.
stonage requinements fon Nempan consist of two parts. One part is fixed, and cheperids upon the sigmat system as well as progran length; the extent of this part has not been detemined. The other part varies in extent with the mumber of ares and nodes read into the progran. The size of this portion of storage, in wonds of core, is
$8+8$ tines the munber of anes
+9 times the mumer of nodes
To this must fuetien be added the numben of ares if eapacity expansion has been requested.

All of this variable storage has been placed into the main program amay Shope. At present, STORE has been given 1.500 wonds. This is enough to hande, for example, a problen involving 30 nodes and 130 ares.

If: mone stomage is required, the mogmamer must change two values in the maje mogran: the dinenstion of Stople and the value of the varieble NORiS . The statement assigning the later follows inmediately after the

DKMBETON"statenent. NHORDS is used to cleck the adequacy of storage provided aften the number of nodes and ares, has been read in, and should always equat the dimension of store.

The logic of the main program is shom in whon Chart $A$. Its prinary tasks axe to necejve some input and to allocate menowy from the amay Storef to the various armays needed by the rest of the program routines.

The aldocation of STOPE proceeds by means of calculations of the starting admesses within grope of the constituent armavs. The variables used to denote these addresses have the same mane as the arrays which comespond to them in all other routines of the program.

The finst seven arrays in SToRe will contain data read in and jn one case modified, for each arc of the network. The length of each of these amays is equal to the input number .. of ancs, plus one as a poovision fon a program-created neturn axc.. The elenents of these seven amays are identified as follows:

| From | (I) | numben of the initiat node of are I |
| :---: | :---: | :---: |
| TO | (.I) | numbes of the temmal node " " |
| LOO: | (I) | lower limit of flow in are I |
| HIGH | (J) | upper limit " " " " |
| TOLT. | (I) m | unit transportation cost through are I |
| ECost | (I) -- | cost per added unit of capacity in are 1 |
| NOW | (I) $\cdots$ | cumerit flow through anc J |

All of these armays are input jtens. Onjy the last amay is modified by the progran, although the order of the clements of all the arrays will in general be changed (see subroutine PRIME, this section). It is essemtial to the workings of the program that all of these seven amays be contiguous in stonage, and that froit be the finst array. Outside of this, there is no significance to the ordering of the seven arrays in menory.

Following these seven input armay cone three othens which ane used subsequently to relate nodes to the aros they initiate and temmate. They are:

INLST .... of: length the input number of axcs plus one, this is a list of ame numers sonted in increasing value of temmal mode intemal reference number. By construction, the retum arc will come finst.
(See subnoutine HORKER, this section, fon a desomiption of node in.. temal reference numbers)

OUTP' .-..- of length the imput number of nodes, this gives for each node the number of the finst ano descmibed br the sevein arraya PROA. . NOH which is initiated by that node.

XNPT … of length the imput number of nodes, this gives fon each node the address in THLST of the first are which is ter... minated by that node.

All three of these lists ape created in subroutino prma, "Are number" here refers to the index $J$ of that are in the amays mod.. Non." Note that this index will not generelly be the same as it was upon input, because of sorting which occurs in Prtare.

The next two amays, hables and EPSTIS, are each of length the number. on nodes. They are used to stone infomation during the operation of the vanious alponthms of the package. As their meaning varies from one part to another of the program, it will receive separate comment In various of the succeeding sub- sections.

Whe next two amays store node description data given by the uscr.
 is the userts a reference mumer for the node internally refered to by the mumen $f$. NOM is of effective dimensioning ( 3 , number of nodes). It contains the alphanumer twelve-character name of each node, and is also indexed by the internal node reterence rumber. If the user is hand. up fon stomage, elmination of Mom and NOABRE, with all attendant modicam cations to input and output logins would appear to be a quick way to gain some.

The next amray in STORE is PI. This is or length the number of nodes, and will contain the node maxket pnices needed by the optimizing algonjthrs. The final amay, $\operatorname{FSAVE}$, is needed only in subroutine BUDGET to save old flow patterns. Its length is egual to the number of ares read in. It was placed last in Slope so that it could be onitted if not needed, releasing that anount of stonage,

One other function of the main progren is to initialize all of these arrays to zero prion to any input. This is of particulan value only fon the amay PI, wich is not othensise initialised befone use in the Flon optiaization moutine Nerfon It must be confossed the initialization of all of the other arrays was dore just on principle, sinee they either do not require this treatment on elso ane re..initiained elsemene.

## (a) Subroutine HORGER

Subroutine WORKER has two functions: to accept the remainder of the input, and to set up and call upon the vanious processing routines, The basice flow of logic of WORK:R is shom in Elow Chart $A$.

The stanting addresses of the constituent arrays of sTore are passed though the anglnent list of hopkEe as amay fomel argunents. Thus WORKR itself deals with the individual amays, in ignomance of thein derivation from sront:

The first task of WORKER is to read the node identification data into the amays HoHPRE and won and assign intemal node mefenence numers. The source node is read finst, and is assigned the intemal humber l. The sink node, read rext, is given a reference numben equal to the number of nodes to be mead. Thus the sink node will be descmined ly the last elements of the armays IMP'I, GUPPT, FPSTES, LABIES, NOH, NOMBEE, and PI. Ant romaining rodes are numbered consecutively in the order read, starting with the number 2 .

The ares ane infitially stoned in the orden read in the seven input amays FROH...NOH. The node roference numbers given in FROH and to are converted to thein intemal cormespondants, using the infomation in
 there is commanication with the user, as in the review of data on in various omor messages.
(d) Submotine arcour

Subnoutine ARCOU? is called upon at two places in WORKER to produce the "Arc Flow Report". This report was described in the previous section of this docunent, and is ilnhustrated in the example printout following flow Chart B.
(e) Subroutine PrTME

Subroutine PRIME is responsible, jointly with subroutine NEPFLO which it calls, fon the checking of netwonk feasibility and generation of a feasible fiow pattern. PRTME calls upon subnoutine SORTS to sort anc data, and then prepares the lists in andays INLST, IMPT, and OUTPT, as a preliminary step in this process.

Subroutinc Soris assumes that there are seven arc data arrays, all of length the number of input ancs plus one, and all adjacent in storage: It sorts the elements of these arrays so that the are descriptions are stoned in orden of increasing value of the numbers in the first amay of the set. These assumptions explain the restriction on storage arrange-ment declawed in the sub-section on the main program above,

Since the first array of the set is FROM, we end up with the ares ondened by increasing initial node internal refenence number. This. means that all ares leaving the sounce cone first, and the return arc cones last. The construction and use of the arrays MLIS', TNPT', and OUPPT are predicated upon this ondening, as ane vanious othen pieces of logic thoughout the progrem. Let the programer thenefore beware of changing this arrangement!

The contents of ThLST, THPT, and OUTPr have been described already in the main program subwsection. They are used to speed up the orderly examination of all aros leaving on entering a particular node...a poocess which is mepeated frequently in the vanious algorithms of PrTME, NFPFLO, and BuDger.

The logic for derivation of conservative flows by the generation of a tree spaming the netwonk has been desonibed previously, in the section "The Algonithms: Prelininary Discussion." Bithin this procedure, the variable cif counts the count of the number of nodes labelled so far. then this equals the total mumer of nodes, the generation of tho tree is complete.

Also in this section of the program, the armay LABbis contans the number of the anc linking each node to the nert lowen level of the tree (In this sense, the sounce node is at the lonest level, since it is the root of the tree). Fo this are number is assigned a minus sign whon it is first stored. This minus sign is an indication thet the ares leaving that node have not yet been axamea to see if they will extend the tree, The mims sifg is removed when examination begins, so that no node will be processed twice.

The ampay EPSTIS contains a comnt for each node of the mumen of aros leavjug it which belong to the tree. Thus a node fow which bpghs jus zemo after the trec has been genemated iss the temmal node or one are of the thea; but has no ares of the tree leaving it.

Once a tree has been generated, flows ane calculated for the ancs of the thee in tenms of the flows fon other ares of the notwok. Cajeum lations are begun with the highest-alevel nodes-..those for which bestis is zero. For these only one adjacent are vill have an undofined flow. This is detemined quickly by the requirement that flow entering a node equar flow leaving it.

When an and flow has been computed in this way, the wount of outgoing ancs in EPSTLS for the lowor-level node initiating the nowly detemner arc is decreased by 1 . The value of prows for the higler-level node entered by that dro is set to -2 so that it will not be processod again. Thus the tins of the tree, where EpStis has value $O$, are steadily moved back. to the source node.

When only the source node remins to be processed, all arc flows have actually been detemined. Tt would be an omon to process the somoe node. To prevent this within the context of the logic, EpStus (1) is initiali\%ed to - -l before the tree is cenenated; all other eienent of EPGILS are initially 0 . The scaming of nodes fon zeno values of FPSIIS duning ilow deteminetion proceeds hom the highest node numen to the lovest, so that the sounce node is never consjored before mPSILS (i) has once agajn been reduced to -1.

PRTME completes the checking of feasibility and generation of feasible Flows by calling upon NETPD with the vaniable TASK set to l . The arguments PI and TOHL of WETFLO have no relevance unden these circunstences, and ave just dumy varsobles. rf Nriblo were modified to uso elenents of either of these amays with TASK set to $h$, emors would result umless they wene finst passed to and dinensioned in Pprme. Again, let the prow gramen bevare:

## (f)

## Subroutine SORTS

Subroutine SORTS is a gonmal sorting routine, capable of sorting a numen of adfacent amays keved to one amay of the set. The coments preceding the listing of this subroutine movide adequate docunentation on its general use, SORTS is called once, by PRIMI.

## (g) Subnoutine NeTPTO

A general vien of the role of Nerpro is given in flow Chant $A$. Flow Charts $B$ and $C$ show the intemal logic of WETPLO with the variable TASK set equal to 1 and to 2 respectively. With TASK equal to 1 , WETPJO genew rates a feasinte flow pattern if this is possible, on clse gives an indi-n cation of where the bottrenecks lie. With TASK equal to 2, Wriplo finas least--cost marimal flom patterns. Note the caveat given in Prmb aganst modifying mpron to use amay PI on romi with TASK equal to 1 .

The amays libnis and EPSITS ane again used to stone data duning the processing. A node is marked "reached" if it has a non-wero value in JABLES Jt is mamed "scammed" if its value in EPSTLS js set equaj to IMF (on infinitys set to $2^{3 l}$. 1 at the start of the routine).

The nunber of the arc reaching a node is stoned in fobras. Further. mone, the direction of flow change along that are is indicated by appending
a plus on minus sicen as applicable to that anc number. Thus the entries in LABLES provide thee sepanate pieces of infomation.

When a node is reached, the maximun peminted flow change for that node is stored in mpstus. This value is only needed untin the node has been scamed, when it is replaced vith INE as described above. . Thus EPSITAS serves two sepanate punposes. Both EPSTLS and LABJES are set to zero at the start of a search.

Note deviations in the programing from points of view expressed in earlien sections of this docunent fin descnibing the two Werfo algonithns. Thus, fon instance, the econonic decision vaniable $A B A R$ is the negative of the profit incentive in an are discussed earlier. The program usage is mone consistent with the original Fond-Fulkerson papers.
(h) Subroutine Bunger

This subrontine has as purpose the omputation of the minimum-cost set of additions to anc capacities to meet a given throughput objective. Conversely, fon any given expended budget, the routine will return that set of arc capacity expansions which maximiees thoughput. The logic of BUDGET is oithined in Flow Chants $A$ and J).

A numben of variables specific to DUDGBI may be of special interest to the prognamen. Finst, the variable 'iYpe is a switch read in from the user as SHG on page A-3, fan Chant $\hat{A}$, lt detemines the type of limit on erpansion.

Secondily, mote that Buncels, alone of all routines in METPTAn, defines some real variables. These awe used strictly in presenting output from the routine. They are needed because it is necessary in general to interpolate between successive sets of solutions for the final answons.
possible solutions comespond to those flow pattems and cunuative oxpenditure levels prevailing when nonmeakthroughs immediately follow breaktmoughs. The final answen comes from interpolating between two succeeding such events, on by extrapolating beyond the latest one in the case of an infinite breakthough:

In orden to keep track of the situation, the variahle JAST is set to zero when a non-beakthrough occurs, and unity when thene is afinite breakthrough: JAST is the breakthrough switch mentioncd in FJow Chart D. The transition from a value of unity to a value of zero then manks a point where a solution has been generated.

The array FSAVE, with one element for each are in the netwonk, is used to save the curnent pattern of flows at: such tines. Then and at all othen tines the cument flows wesicie in the amay Nof. Comesponding to these flow pattems ane the acounulated expenditures fon capacity expansion. Spmet contains the cument level at all tines, wille SPFMSV contains the level compesponding to the flows jn FSAVF, Finally, the related totaj. flows from somec to sink are held in FLow and FIoviv respectivejy. Hote that phon is indially set to the value of the elenent NoH (ARCS +2 ). because this is the value contained in the antificial retum anc which was used in previous moutines.

The real variables mentioned above are ADD, OUTHIO, ADPHA, CHANGF, and OUTLAY. Nil are used only at the logical point of output. Tn onder to avoid the necessity of carrying a real amay to hande non-integral flows, interpolation or extrapolation is done one arc at a time.

Fon the programer, ouThLo and CHANGE ane the varidbles possibly of most interest. At the point of output, oUTFLO is the filow in the are being reported. CHABGe is the amount of increase in that/anc's capacitty, if any, from the original uper limit. ourrlo is created in one of two ways. In the case of a finite breakthrough, interpolation is between the flows of FSAVE and NOH, using the interpolation factor ALPHA. For an infinite breakthrough, ADD is added to Nob for those anes previously manked as belonging to the infinite breakthough path. For othen ancs, ourfio is equal to the cument value of MOH.

Once agait, searches are camied out using LABIES and FPGTIS to store infomation in a way which is unique to the noutine. The difference from the usage in NETPLO is fainly minor. It is now necessary to mank nodes as having been reached during a scan for jnfinite breakthrough. This is done by giving EPSTLS a value of infinity, as stored again in the variable INE.

This necessitates a new way to maxk a node as "scamed", since this was done in HETFJO using JNF, Instead, in BUDGET, a node is mamed by giving its value in FPSILS a minus sign. The usage of labies is the same in mungir as in METFLO; Bunger tests if a node bas been "reached" by moting a non-zero IABIFSS value.

## (i) Subroutine CLIEAP

This is the final routine of the prognam. It is a small service roun tine called at two different points by BUDGEP to propare EPSULS and LABLES befone staring a new seaph for breakthough. The actions taken cones:pond to the top two blocks on page D...ts Flow Chart $D$, and to the similax two blocks on page D-lo.

EIFAR scans all nodes. Those with EpSILS equal to minus thr have that value set to pius ThF . Hodes with Epsilis equal to plus Tif are left alone, Thesc nodes were reached curing a search for infinite beakthough, LABHES contains for each of then the mumen of the arc which reached it. Aln. other modes have LABLES and EPStLS set to zeno.
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PRESENTATION SLIDES

## PRESENTATION

NETWORKSNETWORK SYNTHESISOPTIMAL NETWORK EXPANSION
RELIABILITYRELIABILITY PREDICTIONPROBABALIST BEHAVIOR OF LARGE SYSTEMS
DECISION MAKING
OPTIMAL SEQUENTIAL DECISION MAKING
BEST STRATEGIES FOR MAXIMUM REWARDS
OR MINIMUM LOSSES

## NETWORKS

## GIVEN:

If - THE NODES OR TERMINALS
T - THE REQUIREMENTS AT THE NODES
K - THE COST AND GEOGRAPHIC CONSTRAINTS

FIND:
$R$ - THE CONNECTIONS (CHANNELS) GIVEN T AND $K$.


THE OPTIMAL EXPANSION OF THE NETWORK GIVEN
A) ADDITIONAL DEMANDS AT THE NODES
b). NEW NODES WITH NEW DEMANDS
C) A FIXED BUDGET TO be optimally allocated


## RELIABILITY

## GIVEN:

A) HOW THE SYSTEM WORKS:
i) THE ACCEPTABLE STATES
II) THE FAILURE STATES
B) THE FAILURE AND REPAIR

RATES OF THE COMPONENT SUBSYSTEMS CONSTRUCT THE SYSTEM MATRIX (M):
the entries of the matrices a and a of M are the repair and failure RATES OF THE INDIVIDUAL SYSTEM.



## PROGRAM FOR RELIABILITY ANALYSIS:

WITH A AND B AS INPUT; THE PROGRAM COMPUTES:
[rN)] - PROBABILITY THAT SYSTEM IS IN aCCEPTABLE STATE In $\boldsymbol{A}$ at Time N.
$[P(N)]$ - TRANSITION PROBABILITY FULIICTIONS
[P] - STEADY STATE FAILURE PROBABILITIES

PROGRAM NAME: MAT (.PROB)

```
MATRIX ANALYSIS
```

MATRIX ADDITION, MULTIPLICATION
INVERSION OF A MATRIX FUNCTION
FUNCTIONS OF A MATRIX
A) EXPONENTIAL FUNCTIONS
B) POWER FUNCTIONS

PROGRAM NAME: MAT(,PROB)

## DECISION MAKING

gIVEn: A) THE VARIOUS ALTERNATIVES $=1,2, \cdots N$
B) The POSSible strategies associated with each alternative
C) THE TRANSITION PROBABILITIES BETWEEN THESE ALTERNATIVES
D) THE REWARD OR LOSS ASSOCIATED WITH EACH OF THESE ALTERNATIVES

FIND: THE MAXIMUM REWARD OR MINIMUM LOSS FUNCTION AND THE CORRESPONDING STRATEGIES TO BE FOLLOWED:

## PROGRAM INPUT:

$$
\left\{\begin{array}{ccc}
{[P]_{i}^{d_{i}},} & \ldots \ldots \ldots, & {[P]_{N}^{d_{k}}} \\
\vdots & \vdots \\
{[R]_{1}^{d_{1}}, \ldots \ldots \ldots,[R]_{N}^{d_{k}}}
\end{array}\right\}
$$

## PROGRAM OUTPUT:

MAXIMUM REWARD OR MINIMUM LOSS FUNCTION, $\bar{V}(N)$ AND THE CORRESPONDING STRATEGIES WHERE $\bar{V}(N) \equiv$ MAXIMUM REWARD OR MINIMUM LOSS FUNCTION FOR THE FOLLOWING STRATEGY $\overline{\mathrm{D}}(\mathbb{N})$ AT TIME $N$.

I- WHAT DOES THE PROGRAM REQUIRE ?

1- $\mathrm{N}-\mathrm{THE} \mathrm{NUMBER} \mathrm{OF} \mathrm{NODES}$

2- T- THE TERMINAL CAPACITY REQUIREMENTS

3- K- THE ARC COST CONSTRAINTS

II- WHAT DOES THE PROGRAM DO ?

THE PROGRAM FINDS THE ARC CAPACITIES, R, THAT ARE
REQUIRED TO SATISFY ALL THE REQUIREMENTS
SIMULTANEOUSLY AT MINIMUM TOTAL NETWORK COST.



## I- WHAT DOES THE PROGRAM REQUIRE ?

1- . N- THE NUMBER OF NODES

2- T- THE TERMINAL CAPACITY REQUIREMENTS

3- K- THE ARC COST CONSTRAINTS

II- WHAT DOES THE PROGRAM DO ?

THE PROGRAM FINDS THE ARC GAPACITTES, R; THAT ARE REOUIRED TO SATISFY ONE TERMINAL PAIR AT A TIME.
THIS IS THE TIME-SHARED CONFIGURATION: THE RESULTANT NETWORK IS ONE OF REDUCED COST.



I- WHAT DOES THE PROGRAM REQUIRE ?

1- $\mathrm{N}-$ THE NUMBER OF NODES

2-• T- THE TERMINAL CAPACITY REQUIREMENTS

3- K- THE ARC COST CONSTRAINTS

II- WHAT DOES THE PROGRAM DO ?

THE PROGRAM SYNTHESIZES A TIME-SHARED COMMUNICATIONS NETWORK IN WHICH THERE ARE CERTAIN TERMINAL CAPACITY REDUNDANCIES IN T. THE ARC CAPACITIES, R, ARE FOUND SUCH THAT THE TERMINAL REQUIREMENTS ARE EXACTLY SATISFIED.

## PROGRAM NETSYM $1(, K)$ <br> REQUIREMENTS ARE EXACTLY SATISFIED

INPUT:

PROCESSING:

OUTPUT:

$$
N=4
$$



|  | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | X | 2 | 1 | 2 |
| 2 | 1 | X | 2 | 0 |
| 3 | 2 | 0 | X | 0 |
| 4 | 2 | 0 | 1 | X |

THE NETWORK:


## I- WHAT DOES THE PROGRAM REQUIRE ?

IT REQUIRES A COMMUNICATIONS NETWORK WITH:

| 1- | $\therefore$ ARC CAPACITIES | i) UPPER |
| :--- | :--- | :--- |
| $2-$ | ARC RENTAL COSTS | (COST PER UNIT FLOW) |
| $3-$ | ARC EXPANSION COSTS | (COST PER UNIT CAPACITY) |

II- WHAT DOES THE PROGRAM DO ?
FOR A GIVEN PAIR OF NODES I AND J IN THE NETWORK THE PROGRAM ACCOMPLISHES (1) AND/OR (2) BELOW:

1- a) FINDS A FLOW PATTERN THAT SATISFIES A GIVEN TERMINAL REQUIREMENT AT MINIMUM COST OR
b) FINDS THE FLOW FROM I TO J THAT GIVES A MAXIMUM FLOW AT MINIMUM COST.

2- FINDS THE NEW ARC CAPACITIES THAT MUST BE ADDED TO THE NETWORK TO:
a) ACHIEVE A GIVEN REQUIRED INCREASE IN FLOW FROM I TO J OR
b) STAY WITHIN A GIVEN BUDGET AS THE NETWORK IS EXPANDED.


## A-FROM OPTIMAL FLOW REPORT



MONTREAL
B-FROM CAPALITY EXPANSION REPORT

RUNNING PROGRAMS $\left\{\begin{array}{l}\operatorname{SHORT1} 1(, \mathrm{~K}) \\ \operatorname{SHORT} 2(, \mathrm{~K}) \\ \operatorname{NETPLAN}(, \mathrm{K}) \\ \operatorname{NETSYM1}(, \mathrm{K})\end{array}\right.$

STEP 1- DIAL-UP THE SYSTEM:

One of the following telephone ports may be dialed: 828-2754; 996-7051, EXT. 505 to 508; 996-6723. The teletype should be turned on and then the number should be dialed. If a high pitched tone is observed, the "dial-up" has been successful and the telephone receiver may be inserted into the modem.

STEP 2- LOG ONTO THE SYSTEM:
The system will respond to the "dial-up" with those characters underlined below. The user should type in all other characters
BTM SYSTEM IS UP
16/9/71 14:30
$\frac{\text { LOGIN : PLANNING }}{\frac{\text { ID }=5}{}} 1004 \mathrm{~S}$, POLICY
STEP 3- LOAD THE PROGRAM AND INITIATE EXECUTION:
LOAD
ELEMENT FTLES: SH $\varnothing$ RT1B, SH $\varnothing$ RT2B, NETPLANB or NETSYM1B


SEVERITY LEVEL=0
XEQ? YV

STEP 4- INPUT DATA AS REQUESTED:
The program goes into conversational mode, asking for the data as required and terminating on job completion.

STEP 5- LOG OFF THE SYSTEM:

$$
\begin{array}{ll}
\text { ! } \mathrm{BYE} \\
16 / 9 / 71 & 14: 35 \\
\hline
\end{array}
$$

## PROGRAM DESCRIPTION

THIS PROGRAM'S SYNTHESIZES FROM GIVEN TERMLNAL REQUIREMENTS AND ARC COSTS, $\Lambda$ COMMUNICATIONS NETWORK IN WHICH COMMUNICATION BETWEEN ALL PAIRS OF NODES EXISTS AT THE SAME TIME (SIMULTANEOUS TRANSMISSION). TOTAL NETWORK GOST IS MINIMIZED.

SAME AS ABOVE EXCEPT THAT ONLY ONE PAIR OF TERMINALS COMMUNICATES AT ONE TIME (TIME-SHARED COMMUNICATIONS). TOTAL NETWORK COST IS REDUCED.

|  |  |
| :--- | :--- |
| NETPLAN $(, K)$ |  |
|  | GIVEN A COMMUNICATIONS NETWORK WITH ARC CAPABILITIES, |
|  | ARC RENTAL COSTS AND ARC EXPANSION COSTS ALSO GIVEN |
| FOR A GIVEN PAIR OF NODES, THIS PROGRAM COMPUTES THE |  |
|  | OPTIMAL NEW FLOW PATTERNS AND THE OPTIMAL EXPANSION |
|  | PATTERNS. |


| WETSYM $1(, \mathrm{~K})$ | GIVEN THE TERMINAL REQUIREMENTS AND THE ARC CONSTRAINTS A TIME-SHARED COMMUNICATIONS, THIS PROGRAM SYNTHESIZES A NETWORK IN WHICH ALL TERMINAL REQUIREMENTS ARE EXACTLY SATISFIED. |
| :---: | :---: |

MAT (.PROB) THIS PROGRAM HAS A NUMBER OF VARIOUS MATRIX OPERATIONS, SUCH AS MATRIX INVERSION, FUNCTIONS OF A MATRIX, ETC. IT ALSO PERFORMS. VARIOUS SYSTEM RELIABILITY SIMULATIONS.



[^0]:    *) Reliability Prediction Techniques for Systems With Many Failed States by John deMercado, (to appear) in the IEEE transactions on Reliability Theory, November 1971

[^1]:    ———

