DEPARTMENT OF COMMUNICATIONS
OTTAWA

NETWORKS AND SYSTEM STUDIES

John deMercado
Reger Robert
Nicholas Spyrates
Kalman Toth

Dept of Colliuitin e 5
\Headquarters Library

QUEEN TERRESTRIAL PLANNING BRANCH

s N SUMMER PROGRAM 1971

N47
1971



DEPARTMENT OF COMMUNICATIONS MINISTERE DES COMMHNICAfﬁ‘IONS

aus 121998

CANADA

|
|

FOREWORD | Bibliothégue - Oueen

This work represents the Summer Student Program
in the Terrestrial Planning Branch.

Mr. Roger Robert wrote the program MAT(,PROB) for
Matrix and Reliability Analysis. This program provided the
computation for the analytical results in a paper written at
the same time by John deMercado, "Reliability Prediction Technique
For System With Many Failed States" which will be published in the
IEEE Transaction on Reliability Theory in November 1971. Mr. Robert
also wrote the program MAX(,MIN) which provides various algorithms
for computing optimal decision making methods originally developed
by Ronald Howard at MIT in 1960.

Mr. Kalman Toth wrote the three network synthesis programs,
SHORT (1), SHORT (2), and NET(SYM). The theoretical details of the
first two constitute his master's thesis to be submitted to Carleton
University this fall. The theoretical details of NET(SYM) can be
found in a paper (not attached) "On The Synthesis of Non Flow Redundant
Networks" by John deMercado and Nicholas Spyratos which will be
presented at the Computer-Communication network meeting at Brooklyn
Polytechnic in April 1972 and ultimately printed as a chapter in the
Book of the Proceedings. Program NET PLAN was developed under contract

by the Faculty of Management Sciences - Ottawa University.
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PROGRAM NAME

PROGRAM DESCRIPTION

SHORT 1(.K) -

THIS PROGRAM SYNTHESIZES FROM GIVEN TERMINAL REQUIRE-
MENTS. AND ARC COSTS, A COMMUNICATIONS NETWORK IN WHICH
COMMUNICATION BETWEEN ALL PAIRS OF NODES EXISTS AT THE
SAME TIME (SIMULTANEOUS TRANSMISSION) " TOTAL NETWORK
COST IS MINIMIZED. o

SHORT 2(,K)

SAME AS ABOVE EXCEPT THAT ONLY ONE PAIR OF TERMINALS

COMMUNICATES AT ONE TIME (TIME—SHARED COMMUNICATIONS) .
TOTAL NETWORK COST IS REDUCED.

NETPLAN . K)

GIVEN A COMMUNICATIONS NETWORK WITH ARC CAPABILITIES,
ARC RENTAL COSTS AND ARC EXPANSION COSTS ALSO GIVEN
FOR ‘A GIVEN PAIR OF NODES, THIS PROGRAM COMPUTES THE
OPTIMAL NEW FLOW PATTERNS AND THE OPTIMAL EXPANSION
PATTERNS. '

HETSYM 1(, 10

GIVEN THE TERMINAL REQUIREMENTS AND THE ARC CONSTRAINTS
A TIME-SHARED COMMUNICATIONS, THIS PROGRAM SYNTHESIZES

A NETWORK IN WHICH ALL TERMINAL REQUIREMENTS ARE EXACTLY
SATISFIED.

THIS PROGRAM HAS A NUMBER OF VARIOUS MATRIX OPERATIONS,

MAT(,PROB) | .

SUCH AS MATRIX INVERSION, FUNCTIONS OF A MATRIX, ETC.

IT ALSO PERFORMS VARIOUS SYSTEM RELIABILITY SIMULATIONS.
MAX(,MIND THIS PROGRAM ALLOWS OPTIMAL STRATERGIES TO BE OBTAINED

WITH CORRESPONDING MAXIMUM GAIN OR. MINIMUM LOSS FOR
VARIOUS DECISION MAKING PROBLEMS
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Introduction

This re?ort is‘divided:into two parta, PART I,
describes the use of a "conversational" computer program that
has been developed by Roger Robert. This compater.ptogram
implements the analytical tesults fot systems reliability
;modelling ptesentad in a recent paper. *) The program has
been writteﬁ tq.be "converaatiqnal“ in either tha.French or
Enélish.language, and‘is.available td,departmental uséts'at
hgadquarters’and C.R.C. on a time shared basis:from the Sigﬁa 7
at Shirleyfs’Bay: | |

The ﬁtogram in Part I also iﬁclﬁdes‘various options,
_for computing,Variaué operations on matrices, such as inversioﬁ,
addition,laﬁd various functions:of.matrigea including axpOQéntial
fﬁnctipns. |

For further details of the.theoretical‘conéiderations
1nvolved the reader should consult the paper listed below, a copy -
‘ of which is attached as an Appendlx to Part I,

- Included in this report are a list Qf.the.current
teléphone humbéta'(which could change with time) forAﬁarious speed liﬁea
to the Sigma 7 aﬁd a number of egamplas showing in detail the
formulation of tﬁe reliability problem and the data input and output'

formats.

%) Reliability Prediction Techniques for Systems With Many Failed .
States by John deMercado, (to appear) in the IEEE transactlons
on Reliablllty ‘Theory, November 1971



‘a

The program in Part II, is based on the work of

Howard %) who solved the Sequential Decision Problem, by a cbmﬁin;t

" ation of techniques from the theory of Marko Processes and Dynamic

Programming This program therefore implements How'ard s Analytlcal
expressions for flndlng the optlmal strategy and correspondlng :
maleum,reward function or minimum loss function for a decision making
problem tharloan be modelled by a Makov chain having known transirion

probability matrix [P] and corresponding reward/strategy matrix (R].

OBTAINING ACCESS TO THE COMPUTER (AT SHIRLEY'S BAY)

The following telephone ports are currently;available
for "dial up terminal' usage of the. Sigma 7. Contactawith-tﬁe:

computer can be made through any of the numbers as.lis;ed~iﬁ Table I

below:
TABLE I

DIAL | SPEED | rme
9-828-2754 10 characters/second : amy—

» . i time
996-7051 : N .
Ext. 505,506 30 characters/second day
507 or 508 ' . only
9966723 or _ oht
9966724 or . 30 characters/second - . | - %
996-6725 4 N R

®) Dynamic Programming and Markov Processes, by R.A. Howard,
MIT press. 1960.
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If an acbuétiéélly coupled terminal issbeing used;
the user must first ensure that the computer hasAacknowledged
contact.before placing the telephone feéeiver in the ééoustic
gouple. A high pitched screeching éoﬁnd in.the telephoné feceiver

indicates acknowledgement of contact. -Details of ‘the options

- available on the Sigma 7 are available in the "XDS Systems Manual

Supplement".

PROCEDURE FOR USE OF THE PROGRAMS (PART I or - PART II).

The fdllowing procedure will.énablevthé program:to
be accessed. First of .all, dial the cpmbuter énd,esfébliéh‘cpntact.
The computervwillJthen Begin:thé initial di;logue shown below with
the user'who should resﬁénd by_typing_in the stétements as underlined

on the right Below;

COMPUTER DIALOGUE FORMAT - PART I

(noteiz, means the user should press the carriage return key on the
teletype) » : : ‘

BTM SYSTEM IS UP.

(Date),A(time)

!'LOGIN‘:_PLA§NING. 1004S POLICY
Im I
> PAS PROB Q
.>JLOAD MAT Q 

> EAS )



General Instructions

The.éomﬁuter will then ask Qhether‘Sr nét tﬁe‘
user Wisﬁes to work in English or French and the user xésbonse
should~be'made-b§ entering "E" or "F! as appropriate.
_A Regardless of whiqh}option is chosen froﬁ Table 11
or Table III, all typewritten input should foilow fhé following
four guidelines: |
(1) 1If a.single letter or word is to be typed in
answer to éome query from the computer, it
should be typéd in quotation marks G T

V(2) The values of the matriCés béing engered‘should
alwafs be typed'by row and be sepaxéted:by commas .

(3)VIA£ the end.of é ling'of type,'it is néqéssary to
press the carriage return (indicated abQVe byb.),
in order to continué‘thé inpuf or éimply‘come to
another line.:

(4) At the end of program us§, thé user SHQuld.Sign

of by typing "BYE".



PART TI. OPTIONS

The program of Part I has been wrltten to accept

any matrix up to a size of 24 x 24. The follow1ng

are available

once contact with the main program has been,made as indicated above.

Matrix Function Options

TABLE II

OPTION CODE DESCRIPTION OF OPTION _ Input requifed in
: © addition to Code
_ Raises a matrlx CAj to the powers 1 to N :g glgizzlonfoiaﬁazrlx =
1 AEX That is computer[A]", for Snraes o T
k = 1. ——N. - -typed in by row
- c) Maximum value of N
2 AEX1 Computers[Ark, for one vélue, ‘SAME AS ABOVE
namely k = : o ,
| | ; o a) Dimension of
3 ADD Addition of two matrices {A] and [B' matrices
. : T b) Entries in the
matrices by row.
4 SST Substraction of two matrices [A] and {B] SAME AS ABOVE
a) Dimension of matrix
= L ' . - b) Entries of matrix
5 INO Inversion of Matrix [A] typed in by row.
Inversion of matrix f{'Y - Azikjj a) Dlmension of matrix
6 N . . rAj
INF {IJ is 1dent1ty matrlx, {A: square matrix b) Value of i
and wa scaler ' . T o
: c) Entries of matrix
~ Al by row.
_ Computes the function: exponentlal a) Dlzen81on of matrix
—— L
/ EEM C{AJ 1), for k =1, N : b)-Entrles of matrix
by row
‘ c) Value of N.
8 EEM1 Computes;exponential ( YA{ k) for the ‘

value ' k = N only.

- SAME AS ABOVE




PART I -~ OPTIONS (Cont'd).

v

Systems Reliabiiity Modelling Optidns %)

OPTION | CODE DESCRIPTION - |ioput required in
} ) : . addition to code.
. ‘ . ‘
| Computes the Steady State Failure: {a) Dimensions [A]
9 STF Probability Matrix {P], where - cand (B] )
' 615 - C&Z/F] , b) Entries_of [A]
- ‘ and [B] by row.
Computes the Steady State - a) Dimansions of [A]
o Probability Failure Functions : and {B] by row
10 TRP LP(N)J where * "~ |b) Entries {Aland |B]
TPl = LAJ hicH +[i’<N-'—l>] -4 by row B
o o - c) Value of N.
Computes the Réliability Function |a) Number of gtates-R
R(N), N to M for the system having |b) Values of S(0)
|K acceptable states. Where R(N) = |c) Entries of matrix EA].
11

RF 'S(N)j and S(N)j. j = 1 are the|d) Time "N" to '™M"
entries of the Vectors '

S(N) = S(0) Aj

TABLE III

_ The following example illustrates the approach to the

reliability modelling of a) systems and b) networks and the procedure

for obtaining the matricés A) and B Copies of typical rintout
p N

for a simulation of this problcm is included WLLh the example

#) See the paper'cited in the introduction for theoretical details. :




' EXAMPLE - RELIABILITY ANALYSIS



Exampie 1 - T o . [ —

Consider-Thévfollowing portion of a;TeLécommuniCéTion.‘
network (Figure 1). The state assignmeﬁf that describes the
op@raTionél aspects that we are interested in for this nefwork is

i
shown in Figure 2;

o N ,
FIGURE | L
State Assignment
State | » . Word Nescription
Ay | Both s, and S, provide a path from i to j
A S, fails and the only path is provided by S,. ‘
Repairs to S| are not yet started. ' |
- : - |
: e
Ag. | Repairs to s, start.® s, is still providing the |
: . |
.| connections beftween i and j. |
, .
Foo “ s, fails before repairs to Sl'héve>begun.
Fsy | S, fails before repairs to S, are comp leted.

Figure 2



.

The transition graph, drawn from Figure"Z is shown below ‘in Figure‘B.

e

FIGURE 3

For computational purposes we take the failuré;'repair and delay- -

repair rates, A, W, # fo be A = .002/hr. u = .004/hour P = .2/hr.

The |M| matrix for this example is therefore obtained as shown in

Figure 4
Aj A, A Fi F
Ay | w998 L0020 ] 0 0
' Aol o |.798 | L2 .002 o | ‘fﬁ]%([B].
M| = As | Lo04 0 .994 0 .002 : - L
k) 0 0 - 0 | 0
F, o +|,o0 0 0 |
. Figure 4

A computer simulaiionll)l, for |PC10Y|, |P(50)] , |P| as well as
the reliability function R(n) for three differenf'jnrfial state

vectors.s(o), is shown in Figure 5.



A-'(3‘_X3>.)

107 - o o
T —————— (1,0,0) = S (0)
-999 " A ‘
998 |
-997
‘996 |
994}
-992}
i
99 -
FIl. F2
98 } :
A[ |-:0001 00007
lpuol= A, [-009 | “or
A 000001| 02
Fi F2
Ay |-0008| -004
lp(so)- 45| -0l | -08 : .
A 3|-00007 04 S(0)=(5,'5,0)
LY N
FI __F2
A, | 03 | 97
1 {pl= A, |-03 |97 o
-97 |- Az| -02 | -98 '
5(0) = (-33,-33,-34)
96 % : : : : . i ; 3 ; T s
(I 6 19) A i4 T8 20 22 24 26 28
N= FIGURE 5
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" PART IT

_ DECISION MAKING



. - Computer Dialogue Format - Part II

Once contact is~established with the Computer,’ the dialogue
- begins as indicated below. The usern Lypcs the underlined responseq
at the right in answer to the- compuLer querles or statemeunts (not

underlined).

BTM SYSTEM I8 UP

.(Date) ,’(Tlme)

Y LOGIN ~:  PLANNING, 10045, POLICY |
} BA

PPAS MIN (3

% LOAD MAxég
YEAS )

GENERAL TNSTRUCTIONS - -

These are the same as in Part I, however, the options

for this package~are;és.described in Table IV below.



OPTIONS

PART II- -

These six optioné are cpncerﬁed with-determining the

optimum strategies and associated minimum loss or maximum reward

function for a decision making problem that can be modellédnby a

N state markév chain with known transition probabilities [P] and

one step transition rewards*) (R}..

OPTIONS

CODE |

3..._...T...f......a;_

DESCRIPTION

Input Required. in
‘addition to Code.

e S S

A |a) Number of states -(max. 10)
Maximize Reward Function and find . b) No. of alternatives for
1 1 Optimum Strategies each state
’ P & c) Matrices [ P] and (R}
d) Maximum time N (max.25).|
‘Minimize Loss Function and flnd
2 "2 'Optlmum Strategies 'SAME AS ABOVE
: Maximize Reward Function-fer Constant- - SAME- AS ABOVE
3 3 Discounting Environment and find - plus -
- Optimum Strategies Discount constant.C
» | ‘Maximize Reward Function in variable SAME AS OPTION (1)
4 4 | Discounting Environment and find - plus
Optimum Strategies : Discount vectors C(N)
Minimize Loss Function in Constant . ' Lo t
5 5 Discounting Environment and Find SAME AS OPTION (3)
Optimum Strategies S
Minimize Loss Function in Variable . o :
6 6 ‘Discounting Environment and Find SAME. AS OPTION (4)
Optimum Strategies . .
' TABLE IV
*)A For furthér details, See Howard in_pérticulaf chapters:3—6,




In all cases the output frow these options is of the form

N - 0 1 2 3 - - - - 795
i - o ~‘ o N >
v oz U . | e
b = e e
Where Vi(N),;i = l,.—; M, is the maximum reward or minimum loss‘in

state i at .time N gnd the correspondiﬁg decision at that time is Di(ﬁ).
It should Bé noted that the decision making process ddes cbnverge..
That is, thefe are a optimum éetof strategies 52N) to»follo@-so that
the changes in the Vgétor GzN) in successive inStants of time will be

constant and maximum or minimum as the case may be.

The followihg is the computer simulation of the example given in

Howard pages 28 and 29 (also-attached).
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The Toymaker’s Problem

The alternatives for the toymaker are presented in Table 3. 1 The
quantlty gi* is the expected reward from a single tran51t10n from state

7 under alternatlve k. Thus qit = Z pu"m
._ _ o d=

i

Table 3.1. THE TOYMAKER'S SEQUI‘NTIAL DECISION PROBLEM

: Expected

. ’l‘mnsitiorx ‘ : Immediate © . °

State Alternative Probabilitics Rewards . Reward _

I - N Pk ok o gk
1 (Suceesstul t()y) 1 (No advertis- 0.5 0.5 9 3 - 6

ing) o

2 (Advertising) 0.8 0.2 4 4 .4
2 (Unsuccessful ~ 1 (No research) 04 - 0.6 l I -7 -3
toy) "2 (Research) 0.7 o3 1 —-19 =5

Suppgse that tlie toymaker has # weeks remaining before his business
will close down. We shallcall # the number of stages remaining in the
process.  The toymaker would like to krow as a function of # and his
present state what alternative he should use for the next transition
(week) in order to maximize the total earnings of his business over the
#n-week period.

- We shall define dy(s) as s the number of the alternative in the ith state
that will be used at stage #n. We call dy(n) the ““decision” in state ¢ at
the nth stage When di(n) has been specified for all 7 and all #,.a
“polic‘y has been determined. The optimal policy is the one that
maximizes total expected return foreach 7 and #. :

‘To analyze this problem let us redefine wy(n) as the total expected-



e

It ff)“f)W*u that for any n o

ve(n + ]) = max Zj)q"m;'- + vy(n)] n o= O 1,2, -.f-- ' (3.1) .

i= 1
Suppose that we have decided which altematlves to follow at stages n,
# — 1,--., 1in such a way that we have maximized vy(n) forj = 1,2,

-, N. We are at stage # 4+ 1 and-are seeking the alternative we:

should follow in the 7th state in order to make »i(n + 1) as large as

possible; this is dy(n + 1). If we used alternative % in the sth state,

then our expectéd return for n + 1 stages would be
N

i=1

by the argument of Chapter 2. We are seeking the alternative in the fz’th_
state that will maximize Expression 3.2, For this alternative, vi(n + 1)
will be equal to Expression 3.2; thus we have derived Eq. 3.1,* which we -

may ‘call the value iteration equation, Equation 3.1 may be written
in terms of the expected 1mmcdmte rewards from each 'tlternatlve in
the form :

vi(n + 1_) = mgx[qik + Z jbijkvj(n)} : (3.3). |

" The use of the recursive relation (Eq. 3.3) will ‘tell the toymaker
which alternative to use in each state at each stage and will also provide
him with his expected future earnings at each stage of the process:

To apply this relation, we must specify v;(0) the boundary condition

for the process. We shall assign’ the value 0 to both v1(0) and v3(0),

as we didin Chapter 2. ' Now Eq. 3.3 will be used to solve the toy-" - l"
maker’s problem as presented in Table-3.1. The«ffesults are shown in-

Table 3.2. | . L _ S
Table 3.2'.’ TOYMAKER'S PROBLEM.SOLVED BY VALUE I;IERA'[‘ION
n= "0 t 2 3 4
vy (%) 0 .6 - 82 1022, - 12222
vg(n) N T A . 0237 - 2223
ain) = 1 2 2 2
da(n) - .. — 1 2 . 2 L 2

The calculation will be illustrated. by ﬁnding the -alternatives .and

ZM"[W" + vy(n)] o '(3-.?._).. s
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APPENDIX PART I



RELIABILITY PREDICTION STUDIES OF COMPLEX

SYSTEMS HAVING MANY FAILED STATES

John deMercado

Abstract

In this paper, the theory of dlscrele Markov Processes
is used To develop melhods for predlcllng lhe rellablllly and
moments of the flrsl llme to failure of complex syslems having
many failed states. It is aSsumed'Thal,lhese'complex.syslems
'operale in a repair envnronmen+ and are composed of subsyslems
that have known constant fallure.and repalr ‘rates.

Speclflcally,'complex syslems composed of any flnlle
number of subsystems are considered. The complex syslem at
any time, can be in any one of,r(f.a'l) acceptable slales oc.in
any of m(m Z I) failed states. The methods presenled for The
reliability modelllng of such complex syslems, assume a. slale
behaviour Thal_ls characlerlzable by a slallonary Markov_process
(also called Markoy_chaln) wilh_finile—dlmehsional sla+e~space and
‘a discrele time set. | | | | |

It s shown that once the matrix of the constant failure
~and repair rates of the subsystems is khomn,'and the s+afe'assigh—
ment is made, Thehlll |s a straightforward ma++er to. oblaln the

probablllsllc descrlpllon of the complex system.

The author is with the Canadian Governmenl Deparlmenl of
Communications, Ottawa, Onlarlo, Canada. He is also adjunct
professor In the Faculty of Engineering ©of Carleton. Unlverslly
Paper submitted January 25th, l97| : Manuscrlpl rGV|sed

July 15th, 1971. :



Introduction

t+ has been shown!][l"lzl'fhaf The reliaoilify modellihg.
of complex sysTems Thaf operaTe in a repair ehvironMenf Iand whose
subsystems have known constant failure and repair raTes,

can be sccompllshed via a- llnear maTrlx calculus and use of

elements of The Theory of sTaTlonary Markov processes. The

: meThods that exist for mode|||ngsuch complex sysTems may be

summar|zed‘as follows. Let the complex sysTem have r accepTable
states AiK [ r%wh|ch form the set A, aﬂd lek all falled

STaTes be lumped inTo‘é single'failed state F. ‘Then meThods‘exisT

for obTalnlng a Tlme dependenT reliability func+|on R(n) de fined
as The'probab|I|Ty That The_complex sysfem is in some accepTable
state in A at fime.n. eMeThods also exisf,.whlch allowvcompuTa+|on
of the moments of‘The first time +o-féflure; fhafvis} fhe moments of.
the first fime'maffhe_complexcsysfem passes trom acceptable
states In A to Thelsihgle tumped. failed state F. These.meThods}_
all suffer from a numbef of obvious Iimifafions,»firsT.of_aII.The
lumping of,faiied sTeTes‘info-a single-faf{ed sfafe“ conceals the
releTive.impor+ance o% the differen+ fypes of failure'modes ThaT-
are presen+ in any‘complexisysfem; Secondly, no Technidues are
brovioed for cohpofing_fhe fmporfan# momehTs'of Theoficsf Time the-
comp.lex system passes from_soecified acceptable sTaTes‘fo . |

specified failed states.



In this paper, the above epproach is exTended to include
complex systems heving m(m 1) failed states ip the seT F. .MeThods
are presedTed for obtaining a Time dependent reliebiIITy funoTTonv
for such comp lex sysTems, as well as the momenTs of the ffrsT;Time
To (a parTicuIar} faTied state,  as well,as.The.momenTs‘of~The first
time to faflure (apy'sTaTe). | | | |

Tpe coﬁsfrucfion of a model for prediCTipg‘rhe'pehaviour of'
such a complex sysfem_poses Three distinct problems.  The first two

are in effect specifioafion‘proplehs. The first of these is the

state assignmenT.problem? that is the enumereTioh.of.The states that
suffioe to charaeTerize The yarfous operating modes of Tpe compiex
system. The method for makrng.such a sTeTe-assignmenT Will depend
on the specnfucaflon of The sTrucTure and operaTlon of The given
complex system. The secondAprob[em |nvoIves The deTermlnaTIon of
meaningful'numerieal es+ima+es of The one s+ep_s+a+e transition

IR 'Thisvfs The, s0 cai]ed generalbinferenCeg)

probabilities problem

13, pp 69—70]3? for Markov processes. . The third problem which'fsf

the one this paper addresses, |nvolves +he appltca+|on of Technlques from -

the theory of sTaTlonary Markov process to develop meThods for obTalnlng |

apriori, state probability funcflons, a rellab|I|+y funchon, and

estimates of the moments of_The first time that iT»Takes The compfex

1 The one step state TransiTion.probabilifles are consTahT dimensionless

and are obtained by multiplying the constant failure or repair rates,
(whichever are approprlaTe) by the "unit of time" (for example, | hour,
I day, etc.) : C
2) Howardl |in ChapTer 6, ‘gives a special, and different deflthlon of
“inference. His book also contains-a wealth of. Markov models having
immedlaTe appllcaflons in rellablllfy Theory.
3)

Numbers in brackets | ]1, refer to The references.



system to pass from one state to another. We have assumed that fhe

squTion To the sfafe'assignmenf pfoblem as- wel'l as the general inference
problem is known. That is there exists a state characterization of
the complex system and the mafrix [ M| Qf 6ne\§fep state Trénsifion
probabilifiesf_, | | |

In section |, the basic definitions of the elements of the
Markov mode |’ bf a complex system ére pfesehféd; It is shown that the
matrix® IMI of one éfep state fransition probabilities, that Is of |
the failure and repafﬁ rafes of the suﬁsysfems can bégpafTiTioned into
four matrices |A1f, 18| , JOI , lj['..jln lafef sections jT_ié shown "
that such partitioning Is sufficient to use a||'+he methods presented
.herein. | _ | | A

In section 2, it is bq&nfed out ThaT_The state probability functions
g(h) are obtained sjmply by Takfng,fhe nThvpower of}THe maTrix.|Ml -

Then once the set A of acceptable states is known,‘The fime dependent

reliability function R{n) is shown to be fhe sum’of These-sTaTe;

probability funcTions:over The sef_A. ‘Thus The reijabiiify fUncTiQﬁ
R(n), is The‘probgbilify fhéf aT‘Time_n;,TBe”comp[ex.syéfem'Is ¢§era+ing
accepfably. | | | o | |

I'n éxampLe (1), at the end of the paper; iT~i§Aobyious that
‘another poséfble'inferprefafion of R(n), in the coﬁTexT of’a.TeIe—
communication network, is o fnTerreT R(n) aé,The probabilify that
two poinTs i énd j within The Telecommunfqafion nefwérk_will

remain connected for Time n.

4) Capital letters ih.square~bracke+$-denb+e maTricés; Tﬁe bar

on top of a lettér denotes a vector., Certaln resulis presented
ir This paper were also given in an earlier report|9
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In secfibn 3, the steady state transition faifure‘probabilifies

pij are derived. pij is the probability that the complex system, will
eventually pass from acceptable state A, to failed state FJ;"A theorem
is presented which shows that the (r x m) matrix |P| , of these steady

state failure probabilities is obtainable directly fn terms. of the

matrices |B| , |I]| and |A] , which are the partifions of |M| . The

concept of .an evo}u+ion diagfam, as introduced bvairauI+|6|, is
utilized to prove This Theorem.- These evolution diagrams provide a
useful conceptual aid for establishing many;inTeres+ing results in

the theory of stationary Markov processes.*

I'n section 4, the steady state transiftion probabeiTyrfailure

functions piJ(ni are derjvéd. pij(h) is'The‘probabi{ify +H§+ +he'compleg
system will bass after n units of time from accép+éble sfafe‘Ai to failed
state FJ' A fheorem is preséh+ed whi;h shows that the (r x m) matrix
‘IP(n)] of these fransition probability. failure fun¢+ions.js,expressible-
directly in terms of:The méTripes |A] and |B| ‘

In section 5, a method is presented for obtaining the (pseudo)

aehérafjno fUthiOﬂS g;(2) +ba+ give»The‘TiMe:mbmeh+§_rij(3>_§f the
random variables ?ij El "fifsT‘Time-from éccepTablé-s+§+e Ai +6.féiled
state Fj"' jf is‘shown Thaf Thesexmpmenfs are obfajnéd:jn~+hezusuaI 
manner, that is,Aby differeanaTing The»(pseudd)‘génera*fnéifunéTiohs,
A'Theqrem is presenféd, which sths that Thébfh X m),mafrixth(zﬂlipf
these generating functions is a simpleflinééh function of the matrices
Al $b|and {[1 . |

~In section 6 the exjit probability funcTions'wi<n).are derived.

.'Wi(n) is the prdbabilﬁTy +ha+ The.complex:sySTem will pass from‘Thé

successful state A,, info any failed's+a¢e'in F in time n. A ftheorem:

is presented which shows that the (r x 1) columh vector W(n) of the

exit probability fucntions is a simple function of The;maTriCes lAL'aﬁd 8] .



In section 7, a method is'presen+ed4for computing the

generating functions Ci(Z) that give the momenfs Ti(k) offThé.

random variables T

1]

"first exit time from accepfab]e state A
in%o the blass F'". A fheofem is presented Which ré]afés the
generating function -gij(Z) of éecTion KS).+O the generating
function  Ci(Z)f ‘Aﬁo+her theorem is presen+ed‘whlch'shOWS that
the (r x 1) vector ¢ (z) of +héé§ genera+ing func+jon§ is a simple
linear funcfiqh of the hafrices.lAlv,[ Bl andli'] . |

A computer programllSlﬁaé'beeh\develobed‘for éompu+ing'all
the results presented in Tnis paperi; fﬁe numerical resuL+s a+‘+hs
end of the paper wers obtained using This program»‘:The progham is

written in Basic and has been compiled on a ‘sigra 7 computer.



Preliminaries
In developing the reliability model we use

a stationary Markov process ‘S(-), defined on a diséréTe‘finiTe:'

~dimensional state space AUF, and a diséréfe-Time set T. The

random variable S(n) is called "state of complex system at t+ime n',

We will derive for each state AJ e A and Fj eF , state probabllity "
functions s, (n), sj(nx defihed‘aSB) R L

-si(n) = Prob {S(n). = Ai Y}, nelT - TTTmEmooS

SJ(n)\-E Prob {S(n) = Fj Yoo, N €T o

1+ is well known 1©28l that it the set of states in
form a fransient class (ie, are acceptable states), and if the

states in F are absorbinq sTaTes (ie, are fai}ed‘sTaTes), fhen
the one sTep Transition probabilities béfwéen fhe states A+ A,

A *F, F> F and F> A can be defined as follous.

The one step state TﬁansiTion-probabiIiTIes~be+weenl

states A, A of A denoted by a are Theeiemen+5'of"a(fkf)haTrix

| k- Ik’
| Al and are defined as
ajc = Prob Lstnely = Al st = ap Y =,
' k=1,-=,r
5) " Coa . ‘ ; B S
~° The subscript i, (i=l,--,r) refers to states in A (i.e., acceptable

states) and the subscript j, (j=1,-- ) ref i
(the failed states). Jo tJ=lemmy MOoreiers fo states In F




The one stepstate transition probabilities from
transient states Ai e A to abéopbing (failed) states FJ € F,:'
denoted by‘bij are the elements of a (rxm) matrix | B| , and

are defined as

b= Prob  Lstnrh) = Fil st = a; b, i=lp--,r
| J=l,==-=,m . :
N
F > F
The one step state transition probabiIiTieé between

of F denoted by éjdl are.the

absorbing (failed) states Fj’ F
entries of a (mxm unit matrix ' | , and are defined as

u

Prob  { Stn+l) = Fy | S(n) = Fd= 8y

o, U#j

F > A

Since TFansiTions from failed states in F fo transient
(acceptable) states fn A are not pérmifféd?)+he one step éTéTe transition
prébabjlffies from FJE F JTO A%E A‘are.all.zerb. fhéT]ﬁ; %ﬁey |

form a (mxr) null matrix |0] , because

I
(@]
<<
M
. .. L
- - .
A
-
m
-

Prob { Stn+i) = A, | st = F.}

6) The methods presented in this paper could be further generalized
by allowing transitions among the failed states of F. That is
by replacing_The.maTriX'|ll by some general matrix. 'waard|14i"f.
presents- in Chapfers5 and 6, a lucid presentation of the situation
whgn There is a general maTrix‘represenTing'Tkansifibns;beTWeen
failure states, i.e., degrees of progressive failure (absorption).



Thus, we have that the one sfép_fransifibn maTriX"JMl

for the Markov processes S<(-) wifh‘$TaTe3space AUF, can bé partitioned

into four‘mafrices IAI , |B|‘, L1l , lol as
. . : !
A= AL | |A LE | B | }A O+ F
L o
M= = el I 7
Fosa{ | Joli]t] }F o> F
: : i
: |

The following definitions make it poSsible:+o interpret

(3) through (7) in the context of the reliability model of a
‘complex system having Ai’ i=l,---r acceptable states, and m

failed states, FJ’ J= 1, ===, m.
Definition | Acceptable State . The transient state A e A Is called

én‘accepfable state, if it characterizes some acceptable working mode

of the complex system.

Definition 2 Failed State The absorbing sfafe‘F_€ F is-called a failed
A - b
state, .if it characterizes some unsatisfactory mode of operation of the

complex system.

2. State Probability & Reliability Functions

Let s(n), be the Gx(r#m)) vector of sfafe"probabili+ies
defined by (I) and (2). ' Then it is well knownlé’ Page 56|
tThat
' S(n) = s(o) |MLn‘-~—F—;——;—————e——— -8.
where s(0) is the vector of fhe initial (+ime n=o) sTaTe.brobabiWITies.
We can now immediafely define a re[iabilify_funcTion}R(n) for the complex

system as




- 10 > - -

Definition 3 Reliability Function R(n) The.feliabiliTy function

R(n) is the prbbabilhfy-+ha+,+im¢~n-+hefcomplex_sy§+em‘is opéra+ing

acceptably, that is, ‘is in some accepfable state, +hus‘

-R(n)1=k Prob {S(n) e A };———Q;gé—¥-—- 9
‘alternatively then
’ ‘ r
R(n)% z S‘i(n) ------------------- 10

Thus in order to obtain R(n), it is neceséary.only:+oﬁréise thé,

matrix | Mﬂ to the nfh power, multiply by s(o) and Tﬁen sum The
elements of the set f{si(n), i=l,--=-,r L - There are several
well Kknown he+hods III{IZfIBI yieidjng‘ closed form expressions

1

for"M‘n and therefore for E(n) and_R(h)

3. The Steady State Transition Failure Probabilities
In this section, a method is presented for computing

the steady transition probabil ity pij,(i=l,-—,rjjﬁl;;-,m) that a

complex.éySTem_ThaT sTarfé_in.accepTable sTaTe'Ai WIIl‘evenfuaLly
end up in a specified failed state FJ, In what follows, it willy
be shown that once the partition of M| has been carrﬁediou+ as

shown-in (7)), it is.a sfmple-compufa+ioné|‘haTTef to obtain these

probabilities.  Formally, defining P, as

J

L. = ) { S oo = ’ ( = . - v'-.—--—‘-—-‘---—‘-r-.-
lel_ Prob | (=) Fi | s(n) A}

and denoting the (r x m) matrix fp;

|j1 by |P] , we have,




Theorem | - For a complex system with r accepfablé“s+a+eS’and' m
~ failed states operating in a repair environmehT, and having 'subsystems
with known constant failure and repair rates (fhaT'is;'wj+h known

matrix |M] ), the (r x m) matrix |P]| satisfies

L e I e . (O B - B ——-= 2
Proof The proof of this and oThef‘Theorehs in this paper
is facilitated by formally introducing evolution diagfams le pp 74—78L,

Consider then Evolution 2iagram i, which shows the eventuat

possible evolutions from;sTé#e‘Aié A to state F, € F.

time t ———

time tel \/

-

©HmMe b > 00 e

EVOLUTION DIAGRAM | .




From the above diagram, summing the transmittances

of 1he palhs incidont on node Fj from.Ai,' gives
r : , _
e .o = L - a .+ b,., (j=l,m=-=, m ===~ |3

obviously such a dfagram can be constructed for every Ai e A and

every FJ €EF 'and therefore "Theﬁ : (JB) can be written in .matrix
form as
el = Al dRl o+ I8l
or o » - ' -5--F—e-————4-— 14
NI VY R T
which CompIeTés the proof o L QED.

4, The Transition Probability Failure Functions

In this secTion, a method is presented for compqung
the transition probability fajLure'fqncTions})ij(n),\i:l;—--,r;
j=l,===,m. Specjfically,pij(n) is fhe probabilify that é+ time
n, The\comPIex_sysTem is jn failed state FJE F gfven fhéT;aT +ime n=0;

it was in acceptable state A& AL

Formally

p. (n) = Prob { S(t++n) = FJ'I S(t)

1
>
—
JOE SV
It
i
1
1
s



‘and denoting the (r x m) matrix| pij(n)] by [P(n) , we have

Theorem 2 For a complex system with r acceptable sTaTes.éndy"m
failled sTaTes; and having subsystems with known constant failure

and repair rates (that i's with known matrix [M]| ), the (r x m) matrix’

| P(n) | satisfies
[ e T B - N B L O N .
;‘Comparé (4i and (15), it is jmmediafely apparenT
Py = 1B, PG| = O] mmmmmmmmmemmemee (7
Then from (7)
: C
B N IR
Lol v [0
I

taking the n'" power of | M|, using (17), we find
| P(r) | = || Lo+l Al o+ Lal?+ —f f|Aln—|“B|

which can also be written as (16) ,
- ' QED



Comments

(a) (n), is the probability that the complex

Pij
system will pass from acceptable state Ai to failed state F.

in n units of time. Thus letting T,:; be the (pseudo) random

. » iJ
variable "time ‘taken Fo go from state A, to state FJ";xwe

have fhafhpij(n),is*fheAprobabilify disfribufion function of Tij: that is

pij(n) = P.rob-{v'rij L mmmm 19 -
(b) since |P| = timit [P(n)|, from (18) we find
’ ' n +» o ’ E . .
A=z A" qsl; o ale L il
n=0 ' ‘

this is an infinite geometric series whose sum is’

: o -
et= L= TAll B

which is €t2) as obtained previously‘“



5. MomenTs of the First Tlme to Failed State’

In this section .expressions are derlved for the (pseudo)‘
generafing'funcfioné.gij(;) for the momenTs TIJ(k),'k=I, ,~=n, of
the (pseudo) kandom variables - TIJ These random Qarlables are
defined as, TiJ.E' "firsT.Timé from accepTable state Ai.fo fafledw
state Fj"" | |
THése moments are The homenTs‘of.The'firsT time the
‘COmplex sysTeh-paSées from state A € A to falled sTaTe F.e F. |
Slnce the dlscfefe time approach ‘Is belng used, it
is sTandard pracTPée'To deflne The ggneraf|ng funcfién‘gij(z) for
" these momehTs_in Terhs of its oné sided z¥+fansform. That is, the

generating function gij(Z) is defined as

DefiniTioﬁ 4. MomenTs of FlrsT Time. to Failed - STaTe

The momenTs{..(k),rk=|,...n, of the first time to falled sTaTe, are
defined'as The,momenTs of‘Thé-flrST time the complex.sySTem passes
from éccepTable:sfaTé A gA to failed sTaTef Fj gF.  These momequ.

are obtained from the generating function (20) in the conventional way

The‘fbllowing theorem shows how to
obtain the (pseudd)-géherafing'funpfioné gij(zi ih”+erms of matrices
| A |and |B]|, without the need for evaluating infinite series of the

form (20).



Let IG(i)I and |§(k)[ be the (r.x m) ﬁafri¢es of

-respectively the generating fucnfions, and momenTSAof time tfo first |

specific failure, ‘then

Theorem 3 The momen+s>|T(k)| séTisfy»

. dk' ; A : i
T (k) = _k IG(Z)I . Ty k=l: 2:: -==, n.
z=1
(
where
o . . ) : o= . : .
| 6(2)] =_z I - z|Al| |B]| ==-==-=---m--=- 22
’ |-z A o - ‘ - - . _ -
Proof

expanding (20) ‘and u#ing a2y, we:have
- . © o n-| - .
ptz)] = % 2" [l ]«
- .n=l : - n=l
' |14, pg. 45|

2" | Pn=1) |

"in the above, The second fTerm i's ZlG(Zﬂ_ahd the first ié'

-1 : ‘
2114 2| A ] | 8| oQED

6. The Exit Probability Functions -
In this section equaTith are'derived'for the exit

probability functions wi(nj, defined as

w () = Prob {S(n+t) gF | S(H) = A,}  ===--r=-- 23
o | | | o
= 5 Prob {S(n+t) = FJ | S(t) = A} --- 24

‘j=_lv
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Thus,'wi(h), fé The prdbabilify #haTIThe“pompPex.
sysTem will pass from accep%able éfa*e Ai’ jnTo Tﬁe,sef Fx
in n units of time. ‘Obvrously-comparing'(ISY and (24), we have~:
Cwmy s n pij(n) emtmmmmmeeem 25
j= -
NdTe(25L states that w;(n).isifhe sgmldf +he

probabilities piJ(n).on the set F.

Letting W(n) be the (r x 1) column vector of

the exit probability functions, we have
‘Theorem 4  The exit probability functions (23), satisfy

cw. (). = X " b..,  i=l,---,r =—=---== 26

I
>
=|
s .
i
1
1
1
1
!
1
1
1
1
1
1
i
1
i
1
1
i
N
~

Win)

Proof A _
Result (26) féllows byf(4) and>(24) after

letting n=1, in (25).Te prove (27) consider Evolution Diagram 2.



time t
. ' /
- time t4 et
) \
A
time t+ N

EVOLUTION DIAGRAM 2

The above diagram enumerates the possible evolutions in n steps
from any state A, €. A to' the class F of failed states. Then,
summing - the TranémiTTéhces of the paths incident dn.F, givés

for each of the r states nAi €A, ah-expressibn-fdfw i(_n), name'ly



7. Moments of the First Exit Time From Acceptable Class A

In tThis section equations ' are derived for the
generaTing functions Ci(Z) for Thé moments Tﬁk), k=1,-=--,n of the
random vériables T = "first exit +ime. from accepTabie'sTafefAi

intfo failed class'F“.
'Obviouslyiwi(n) is fhe.probabilPTy distribution function,

of this random Variable"q, that is

w.(n). = Prob{ T = n}

The mbméhTs, T i(kﬁ,_ kil;r——,n are TheﬁmomenTS of the
first Time the complex sys+em passes'from state Ai€ A into the class
of failed states F. In the réliabilify IiTéraTure,These moments are

called moments of the. first +ime to failure O,

Sin;e,fhe discreTe‘+ime apprbach is being dsed, we
again define The_generanng function C{(z&_ih terms bf its one

sided z +transform. The geheraTing function ;Ci(z)’is‘fherefore

éiz) = z. z0 WL (n)
I : R 28
n=| .o
Definition 5. Moments of +he First Time to Failure .

The moments of the first time to failure, are defined as
the moments of the first Time'fhe'bomPIGX“SYS+em,paSséé_from acceptable
‘'state A, fo any failed state in F. These moments are obTaihed from

the generating function (28) as

8) In particular, fhe first moment, is the mean time to first failure.



The following theorem establishes the relation-
ship befwéén'iﬁe generating funcfions'gij(z) and c}(i) or,.equiva!enfly,
the relationship between Ti_(k) and f;(k).

, : : J

Theorem 5 The generating functions. gij(z) and ci(zf are related as

m
Ci(Z) = 2 gi\](Z) ——————————————————— 29
j=1 |
- : 9)
or equivalently
T (k) T z thj(k) ——————————————————— 30
J=1 S

Proof

© m
T, (z) = z z zn'p_J(n) —————————— 3]
‘ l
n:l \j:l .
Interchanging the order of SQmmaTibn in (31)
: o . . | -
c;(z) .= I I .anij(n). mmmmmmmmmemm 32
' ' J=1 n=|
substituting (20) into (32) we obtain (297, . and - (30) fbliows,

by definition. QED.

.9) Obviously using>22‘ Wé,cén immediately évaluate 30}




Comment

Thereforé» (29) can be computed directly .once_<21)
has been evallated, or directly, in Termsvof The{maffices IAI:ahd‘
|Bj , as given in theorem 6 below.‘ |

1

Letting T (z) be the (r x I) column vector of the’

generating funcfiqns : .ci(z),:we have
Theorem 6 Lef_i?(k).be-fhe (r x 1) vector. of the moments Ti(k);

For a complex system operating in a repair environment and having

r acceptable and m failed s$é+es and known matrix [Mf:, these moments

are
— ko —
T(k) = 97 (cizn
dzk S z=1
with
— — -
Clz) = I~z ’[Il -z A B! emmmmmemio- 33
-wheré A
B! = ‘Ib;’ ,b'|+
and A . B . m
! = . = ————
bl Z |J’ »I lr »
j=!

Proof . (33) follows directly from (22) using 24. - QED.



Examp | ]

Consider  the following portion of a +e]ecommunica+iohv
network (Figure 1). The state assignmenf that describes the
.operational aspects fhat we are interested in for this network is

shown in Figufe 2.

FIGURE |

STafe AssjgnmenT

State [ ‘ Word héscriptﬂon

A, Both Sl}%ndeZ provide a path from I to j_‘

A2 | s, fails and the oﬁly §$+h‘is brovided by 5,

Repairs to Sr‘ére~no+‘ye+.s+arféd} ‘

Ay  Repairs %o.sl start. S, s still providing the
- conn§c+iohs between i'and‘ji |

Fy | s, fails before repairs +o S| have begun.

Fy 82 fails before repaifé %o Sw éré éémple+ed.

- Figure 2_
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The transition graph, drawn from Figure 2 _is shown below in FTgUrer

FIGURE 3

For compu+a+rdnal.pufposes we take the failure, réﬁair and delay-
repair rates, A, u, P to be.Ax= .002/hr. p'= .004/hour p = .2/hr.

The |M|fma+rix for this example is therefore obtained as. shown in

Figure 4
A R R N B
A, | w998 002 | o o | o
Ael o ].798 | .2 || .00z | "o
| = Azl 004 | o© .994 0 | .002
Fil o o | o | 0
0 0 0 !
Fa | ° _
Figure 4

A cbmpuTer simuIaTiOnllsL, for |P(I0)[, [P(50)| , |P[.as well as

the reliability function R(n) for three different initial state

vectors s(o), isVéhdwn'in\Figﬁbe 5. -




—

R (N)

A(3%3).

10y S
—  ___ (50,00=5(0
-999 - : ——
908 | '
C 997 |
.996 |
994}
992}
99 -
1
Fl.  F2
.98 - -
. Aj{-000l {00007
lPuo)l= A, |-009 | ol
Az [0000OI | -02
Fl__F2
Ay |-0008| -004
IP(50)- 5| -0l | -08
A 3|00007 04 §(0)=(5,5,0)
;
FIL_ F2
|pl= A |-03 | 97
97 - Azl 02 | -98
5(0)= (-33,-33,-34)
a6 . R N . N . 1 .'. N t :.. e
i 6 8 i6 14 1 16 20 25 24 26 28
N= FIGURE 8



Example 2

A more genefal'sysfem;reliabiIi+y problem yielded the -

transition graph shown in Figure 6. The corresponding matrices (Al and

|5| are shown in Fjgure 7.

931
%3
Q
6 . %5
@ 08—
bg3 bs3 b2 b4z bg|

AL A, As A A;—m- F Fa o Fs
A, .90 | 045/ 0 - 055 L0 o o |o
A, 2 | .45 | L1s o 0o S R d.
Ay | .6 ! .3 0 0 0 0 0
Ay SO B .55 2 0 R
Ag 0 4| o 0 2 Lo .
Ag 0 o | .45 | | 25| o ,
A, 0 0| o 0 0 0 1 0
Ag 0 0| o 0 0 0 0 0
Ag 0 o | o 0 0 0 0 |
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Computer siluiafionl]5lfor~fhis'maTrix | M , yielded -the following"
graph, (ngﬁre 8), of the transition probabiliTy.failure funcTIons
|P(n)|. Figure 9 shows the maniceé |P(20)f,and'|P|>és Qell as the
Reliabllity Function é(n) for three different initial state vectors

s(o).

b5 10 15 20 25 30 35 40 45 50

" FIGURE 8 -
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A(6X6)

F3

FI  F2
Ay |23 | 23 | 078
Ap |22 | 23 | -I3
Ayl .22 |22 | -08
lpzo)l= "3 :
N " A4l 38 | 39 | 00|
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I-0f _ Fl - F2  F3
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8}
'7‘
.G-
5
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Nz FIGURE ¢



| 16]

= 0~

O T

[

po

P.
“R.
C.

deMercado

Thin Htun

.R. Bhatt

Lai Chung

Glinski
deMercado

.M. Thompson .

Girault
Feller
Kemeney

Snell
Mirkil

.L. Thompson

.S. Glinski

deMercado

Pease, Jr.

Bel Iman

V. Faddeevaif
.A. Pipes

AL Howérd

deMercado
Robert

Derusso
Roy
Close

- 26 -

References

Contributions To Reliability Prediction

Ph.D. Thesis, Department of EI

University of Ottawa, Ottawa 2,

Theory

ectrical Englneerlng,

Canada.

Reliability Prediction Techniques for Complex -
Systems. IEEE Transac+lon on Reluabill+y Theory.

August [966.

Some Proper+iesvbf Regular Mar

of Mathematical Statistics, pp.

kov Chains;‘ Annals

59-70, 1960.

Markov Chains with Stationary Transition .

Probabilities, Springer-Veriag

, 1967,

A Diffusion Method for Reliability Prediction.

lEEE Transactions on Reliabili
November 1969.

Stochastic Processes, Springer

Introduction to Probability Th
John Wiley, 1967.

Finite Mathematical S+tructures

Ty Theory,

—Veflag, 1966.

eory, Vol. 11,

, Prentice Hall,

Reliability Prediction Techniques For Systems

1963.

with many failed states, University of Ottawa,

1970. Ottawa 2, Ontario, Cana

.Me+hods_of Ma+rix AJgebfa, Aca

Introduction to Matrix Analysi
Computational Mé+hods of Linea
Matrix .Methods for Engineering

Dyhamic Probabilistic Sys+ems,

da-

_Electrical Engineering Department, TR No. 70-1, Jan.

demic Press 1965

s, McGraw Hill

1960

r Algebra._ Dover 1959,

, Prentice Hall,

1963.

John WIIéy, 1971 (VoI D

Reliability Modelling & Simulation Package,

Department of COmmunlca+|ons,
(available from author).

State Variables for Engineers,

Summer 1971.

Johr wrjéy,'

1967,



SECTION 11




* PROGRAM NAMES:
*SHORT 16K
SHORT 2(,K)



SHORTL(,K). AND SHORT2(,K)

PROGRAM DOCUMENTATION & DESCRIPTION

These programs synthesize communications networks given the
communications centers, the terminal capacity'reQuirements and
the cost constraints. The requirements do not vary with time and

shortest path methods are used to construct the required networks.

The program SHORTl( K) synthesizes a network in which all the
} requirements are to be met- at the same time while SHORTZ( K)
constructs a time-shared network in which only two termindls
communicate with one-and-other at ome time. ‘Since the input—output
sections of these. programs are identical (except for the program
descriptions) they will be described together._ The names SHORTx( K)
and SHORTxB will refer to both programs where x = 1 or 2.

. The main feature of these packages is that by us1ng the
‘Batch Time~Shar1ng Monitor (B.T.M.) of the Xerox Sigma-7, 'the
programs can be used 1n conversational mode 0nce ‘the user'
initiates the programs the packages will offer certain output
options and will ask for input data as the program sequence proceeds.
» Terminal requirement data and cost constraint data may. either be
entered conversationally from the keyboard or automatically from
a prepared data file. This second option w1ll save the user time.

in reloading large data fi1es
LOGGING ON:

"dial-up terminals" one of the following te1ephone ports
should be dialed

9-828- 2754 " (low speed)

©996-7051; EXT: 505, 506, 507 o o
‘ or 508 _ . “(high speed) (day)

o 996—6723; 996;6724;«996—6725*‘ " “(high speed) (night)



Once the monitor responds with " Y LOGIN: ", the user should
type: "PLANNING,1004S, POLICY " to get logged on. Whenever the
system responds with an "{ " then it indicates that we are in L

"Executive Mode", that is, the highest level of system control.
COMP TLATTON:

The source file, SHORTx is on disk as'ig the binary version
SHORTxB. If for some reason SHORTXB is lost or accidentally
altered, it can be re;created using the following monitor commands
(ﬁote: underlinedAsymbéls‘are thdée that the system supplieé
automaticaily and the :9)" indicates that a carriage return is

required) .

! ASSIGN M: SI,(FILE,SHORTX),(PAss,Kfug
{ ASSIGN M: BO, (FILE, SHORTxB), )
{ FORTRAN

OPTIONS: NOLS,B%!

%% END OF COMPILATION ##

%% END OF COMPILATION #%
%% END OF COMPILATTON %

#% END OF COMPILATION #%
[+ £¥D oF coMPILATION %3] s

*

% Although‘the_passwdrd K'is typed by the‘user; it Wili not -appear
on the printout ét_thé terminal. A » |
fok "ENDfOF‘COMPILATiON"Jéppearing five‘fimes‘means successful compiiation
for SHORTZ2 while it is required only four times for SHORTL.

LOADING:

If the binary file is satisfactory, the user may 1oad‘the program
and begin execution. If all information is to be entered from the terminal,
use procedure 'A'; and if the data is to be entered from a disk file

named DATA, say, then use procedure 'B'.




PROCEDURE 'A' -

{ LoaD |
ELEMENT FILES: SHORTxBg)
orTIONs:el
F: 1)

F:)
SEVERITY LEVEL = 0,)
XEQ? V) =

PROCEDURE 'B' -

! roap
ELEMENT FILES: SHORmthg ,
OPTIONS )

- Fs %) A A . ‘
L | - | S L
SEVERITY LEVEL = 0

a3y

At this p01nt the program begins execution.” The user is ;
referred ‘to the examples for compllatlon, load1ng and executlon

to aid him in using the program,

PROGRAM INPUT:

When the program asks for loglcal optiomns, the user should respond
P .
" by typlng either "YES" or "NO". The examples show the responses to

all these. options.

1- The matrix size is the first data 1nput requested. The user
s to input an integer not greater than 15. This value is »
then stored internally in the variable N and is used to
determlne the size of the input matrices below. N is also

the number of nodes in the network.



USING A SEPARATE DATA FILE:

The user>mey wish to enter data- for the termihal capaeiﬁy
and arc cost matrices from the file "DATA". 'He may build this’
file using the system editor and make alterations‘to‘these-values
later if he wishes.. . The user is referred to the B.T.M. users'
menual/fer use of the editprf ‘

If we have an N node network N lines of N decimal values
per line should be entered for the terminal capac1ty matrix and
in a similar. fashion, N2 1nteger values should be entered for
the arc cost matrix. Each value on a line should be separated.

from the following one by a comma.
The user is reminded that carfiage‘returns must be

removed from the ends of lines for data files to be prqcessed

properly by the system.

LOGGING OFF:

When the monitor has returned with a "J", the‘user’should

respond with "BY" if he wishes to "get off“_the‘syetanﬁ””‘



EXAMPLE: PROGRAM SHORTL(,K)
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EXAMPLE: PROGRAM SHORTZ2(,K)
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PROGRAM NAME:

CNETSYM 1610

 DESCRIPTION




 NETSYML(,K)

PROGRAM bOCUMENTATION & DESCRIPTION

This program synthesizes a communications netWOrk'given the
communications centers, the terminal capecity requirementsfend the
cost constraints. The requirements‘do not vary with time and they are
-time—shared in such a way that only two termineis may commnnicatedwith
one-and-other at one time. The method is dependent on the presence of

redundant terminal requlrements.

The main feature of this package is that by uslng the Batch
"Time-Sharing Monitor "(B. T M.) of the Xerox Sigma-7, the program can
be used in conversatlonal mode of the ' questlon—answer type. Once
the user initiates the program, the package Wlll offer certain output
and will ask for input as the program sequence proceeds. Terminal -
requirement and cost constraint data may'either_he entered
conversationally from the keyboard or automatically:from a’prepared
data file. The second option will save the.user time in reioeddng -

large data files.
LOGGING ON:

For dial-up terminals one of the following telephone ports
should be dialed: ‘ o

9-828-2754 - .. . (low speed)’
996-7051, Ext., 505, 506, 507 o
- or 508 S (high speed) (Day)

996-6723-5 | | ‘i (high speed) (night)

Once the moni tor responds ‘with "' " LOGIN., the userzshou1d~
type in: PLANNING,1004S, POLICZl to get logged on.



COMPILATION:

The source file, NETSYML is on disk as is the binary version
. NETSYMBl. If for some reason, NETSYMBLl is lost or accidnetally altered,"

it can be re-created using the following monitor commands.

NOTE: Underlined symbols are those that the system automatically

Asupplieép

) ASSIGN M:ST,(FILE,NETSYML) ,(PAss,ng
| AssIGN M&BO,(FILE,NETSYMBlkz
} roprrAN |
QPTIONS: NOLS,BQ)

#% END OF COMPILATION **
%% END OF COMPILATION #*#%
% END_QF GOMPILATION ¥
%% END_OF COMPILATION *%
% END OF COMPILATION #*% .

% IMPORTANT The. "K" in\the.first line is the ﬁaésword_to
- - -NETSYM91. Although it is typed By the user,
it will notvappgar'on_tﬂe terminal. =
If "END OF COMPILATION" appears five times,

then,this phase is successful. -
LOADING:

If the binéfy file is sétiéfactbry; the ﬁser,ﬁay load3fﬁe>:
program and bgginfexecution.; If all informétion is to be inputted
from the terminal, usefprocédufé.iA' or if the terminal requirement
data and the cost data are on a disk file‘éalled DATA, say, then '

.use procedure 'B'.




PROCEDURE 'A' -

-3 LoAD

ELEMENT FILES: ‘ NETSYMBllZ"
S  OPTIONS: ‘2
A LgY)

. , 'F‘Aﬁ _
| SEVERITY LEVEL =0

XEQ? Y,)

PROCEDURE 'B' -~

Y 10AD
ELEMENT FILES: NETSYMB%E?'

 OPTIONS: :)) | -
F: 1_ Dmmﬁlwzt o t - S |
F: ,
SEVERITY LEVEL = 0
XEQ? Y,)

At this point, thelprogram begins execution. The user is
referred to the appendik for examples of compiletion, loading and

execution to aid him in'using the program.

. PROGRAM INPUT:

A When the program asks for logical options the user_should
~ respond by typing either "YES" or "NO". ' The examp le

shows the response to all these options.
DATA INPUT:

1~ The matrlx 31ze 1s ‘the first data input requested The ‘user is
to input an 1nteger not greater than 15, This value is then stored

internally in the varlable N and is used to determine the size of the

input matrices that follow. N is also the number of nodes in the network.




2= The program then requests the user to input values to fill
the terminal,capacity;matrix; T which is an N by N matrix.
Each entry, T (I,J) represents the'requirements‘between node
I and node J.that the synthesized network must- satisfy. - By
entering N lines (each one terminated by a carriage.reﬁurn)
with' floating point values per line (each value separated from

the next by a comma) the user fills T row by row.-

If a floating p01nt number happens to be a whole number, a

decimal point need not be entered

Due to limitations of page width, the values may range from
999.9 to 000.0 (ie - one decimal fraction of precision)
‘3- The final data request asks the user tc £f11l the arc, ccnstraint

matrlx,_K which 1s again a N by N matrix.' Each entry, K (1,3)

may represent the cost per unit capacity of arc (1,3) Integer

values are entered as for T above and the range Qf K is from 4
0 to 9999.

PROGRAM OUTPUT:

The malnkdutput of the program is the matrix R which is the
"Required Capacity Matrix". The value of each entry, R (I,J)
represents the capacity that must be built from I to J. If all

the entries of R atre constructed, a network will result that satisfies

the requirements W1th the glven constra1nts.

An optional output is the "Calculated Termlnal Capacity Matrlx .
Th1s matrix is calculated from the solutlon matrlx and is a check

on the synthe91zed network




USING A SEPARATE DATA FILE:

The user may wish to enter data for the terminal capacity matrix
and the arc cost matrix from the file "DATA". He may build this file

using the system editor'and make alterations to these values later if

_ he wishes. The user is referred to the B.T.M. users' manual regarding -

the use of.the'editer;

1f we have a N node network N lines of N decimal values per 11ne

should be entered for the termlnal capacity matrix and 51m11ar11y
NZ integer values;should be entered for the arc cost matrix. Each

value on a line should be separated from the following one by a comma.

The reader is reminded that carriage returns must be removed :
from the ends of the lines of data files. '"*CR OFF" in "!.EDIT " owill
accomplish this. |

" LOGGING OFF:
When the monltor has returned with a " !" (thlS can always be

obtained by typing "escape - escape") ‘the user should respond With

"BY" if he doesn t wish to contlnue processing.



) EXAMPLE PROGRAM NETSYMl( K)
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' PROGRAM NANE:

NETPLANC. K)

 DESCRIPTION
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‘ Ab sbract

The flow network optimization package NETPLAN has been
designed for use in a time-sharing environment., The package
accepts as input a description of a dinﬁlemoommodity network
with upper and lower bounds on capacity in ecach arc, In response

-to usecr rcquc&tn it provxdc the following facilities:

(a) Checking of the described network for feasibility.
() Adjusment of flows in individual arcs to minimize total

~transport cost, with total circulation from source to
'sink to be either specified or'maximized.

(c) . Adjustment of capacities of individual arcs to eithe:
maximize total throughput achieved for a given incremental
investment, or else to expand the given network to
achieve a ngen total throughput with minimum investment

Both transport and inveéstment cosLs in each arc are considered
to be linear functions of arc flow '

The program is written in inondod FO““RAV IV H for
the Sigma 7 system. :

Antroduction

The planner of a communication network is faced with
problems of a degree of comp]@x1tv insurmountable  in the present

state of the art. Nevertheless, network planning is done,.

albeit in fragmentary and heuristic fashion. At this moment,
then, it is not a question of a complete ‘answer to the total
problem, but rather of any improvement in the tools available

to the planner which mJgnf yvield oinnxrlcant returns.

The planning package presented as V STPLAN is a first
step in that direction. By means of this package it is now
possible for the planner to evaluate the performance. of the
network as a vhole, at leasl in relation to traffic flowing
between a particular pair of nodes. VWithin the limitations

of the model, nmulti.-source nOLhOPI.uVHihOhJ and analysis is

possible as well. : : /

The stote of the art will a]?ov analysis and optimal
synthesis of multi-source, multi-terminal nctworks, but this
was bevond the scope of the present contract. Past this are
the non-linecar and dynamic aspecls of network planning which
were discussed in the preamble Lo the Faculty's proposal of
Last February. : '

oy



e

Despite all of these limitations, the authors do feel that in NETPLAN they
coffer a significant improvement over prior, more pileceneal techniques. .The
package we offer is flexible in application., Used parametrically, it can bring
“the Department NLTPLAN as an useful first addition to the Department's plemning
tools. ’ - : R

ription of the Packasg

N z .

ch

" The  flow of logic in NETPLAN is depicted in general
~outline in Flow Chart A, The aetion hegins in the main program
with the requesting of dinput from the user. Most of this
input can then bhe reviewed prior to Turther action; this is
useful where input has come from file and/or where the printing of input
requests has been suppressed, \ ' e ‘
The main program sets up an artificial return arc from
sink to source, in order to express the problem, for the moment
in circulation form, It is at this stage, if optimization of
the existing network is to be carried out, that the choice
of priority - between flow maximization as opposed to cost
minimization is carried out. 4

Vhatever program options have been specified, the progran
then calls upon subroutine PRIME to establish feasibdility.
Prime first builds tables in seratch memory that. speed up the
scanning of arcs adjacent Lo a given node. Then 'flows, as
initially described by the user in his input, are checked to
‘see 1f they arc conservative (i.e. if inflow equals outflow
at every node, including flow along the return arc),

AE flows are not conservative, the program discards
N-1 of them, where N is the nuwaber of nodes. The arc flows
to be discarded are determined by constructing a trec spanning
the network and rooted at the source mnode. -The N-1 flows
are then solved for in terms of the remaining ones.

The user may. ask whether there is any point in supplying
initial flows if some are to bhe discarded. The usefulness
of thig feature will be realized, however, when a series of
problems is being run, cach consisting of minor modifications
to the same basic neltwork, In this case, 3t will be possihle
to starlt from the solution to a previous problem, and save
computer time by so doing. ‘ '

The conservative set of . arc flows, once obtained, forms
the.initial in;ut to the algorithm which generates the first
feasible solution to the network. This algorithm, contained
in subroutine NETFLO as called from PRIME, will be described
in more detail below; it and the relevant theorems come from
"Ford and Fulkerson(l), pages §50-52. ‘



Whe bhOP.QP not "the feasible solution exists upon rcfurn to

the main program, the user has the option of reviewing the
output of the feasible flow-generation

algorithm, -

. If the user has requested optimization of the existing'
network, this is now accomplished by a call from the main
program, again to NETFLO. The algorxthm for this optimization-
is also taken from Ford and Fulkerson, this tinle from pages
162-169, Upon rctnrn from YthLO, reporting of arc flows,

f

is duiomatlc,~ A : S

L\

If the user has requested expansion of an existing
network, the first step taken is to delecte the artificial
return arc, returning the problem to a source-sink formulation.
This occurs: after olem¢/dtJon of the existing ncectwork if
this was requested; otherwise, it comes immediately after
the call to PRIME. VNext, the limit ihe desired budget or '
throughput is read in., ' : ‘

-

The program.calls upon BUDGET to compute the expansion,
The algorithm upon which BUDGET is based comes from
Fulkersonts paper (2). Certain modifications have been
included in this algorithm, both in the interests of
- computational efficiency and to take account of possible
lower bounds on are flows. Reporting of the comput od
expansion is done directly from BUDGET

BUDGET, like NETFLO, accepts any feasible set of initial Fflows. This set
may have come from NETFLO via PRIME if flow optimization was not requested,
or else may be the opLdel set of flows produced by METILO the second time
11 was alled

Upon roiurn from PUDGPT thc user is offered the chance
to re-run the program, He cgn re-run cither with the same
options or with new ones. If input was from file rather than
keyboard, it will remain so; the file will be rewound so that
data is read starting again at the beginning of the file.

If the user wishes, th rcfor , bo run with new data in
a file; he ds hest advised to escape to the monitor system,
- SAVE current contents of core, EDIT his data file, RESTORE
the program, and proceced. A more useful aspect of the
10»run facility as set up is that it will provide for reading

of data previously stored on disk by a modified version of
NETPLANA TE BUDGET did the suor1nﬂ, for instance, the revised
package would be useful for mulf. terminal network synthesis.

_The general logical flow of NETPLAN is depicted in Flow
Chart A. ) |

The Algorithms: Pr-elwnmnavv Discussion

This section will summarize briefly the contents of
the several papers upon which NETPLAN is based. ’




l}_

It will do’so in conceptual. fashion - the equations can safely
be left to the references already cited., Ve begin with the
~description of the type of network which NETPLAN will deal with,
and point out first sone features of feasible flows, ‘

A network in the first instance is deffined by a set of
nodes, and by a set of arcs linking these nodes. -In our casc
ve are interested in directed networks., In such networks, one
node of each arc dis its initial node, while the okther is the

terminal node; " there is a specific forward direction along the

In such a neltwork, it is afways possible to pick out paths:
that. is) scquences of arcs, with each successive pair of the
sequence Jinked by a common node. There is no reguirement
that in passing from one end of the path to the other all
the arcs be Uraversed in the same sense; some may be forwavd
arcs -of the path, some reverse arcs h

-
D e -

Let us now consider the idea of flows on the arcs. Departing

somewhat from the usage of Ford and Fulkerson, let us say that
~a set of flows in a network is any set. of munbers, one for
cach arc. : " « ' . ‘

‘Let us now suppose that each arc has associated with it
two other numbers: a lower limit, and an upper limit greater
than or equal to the lower limit. By assuming one wmore property
“in our network, we can procecd to define first a conservative,
and then a feasible set of flows. The property we require
is as follows: all nodes but two of the network are at once
both initial ncdes to one or more arcs, and terminal nodes to.
onne or more other arcs. One of the two special nodes, called
the gourge, is the initial node to one or more arcs, bul is the
terminal node to no arc., The other node called the sink, is
a terminal node to at least one arc, but never an initial node.

Note a first consequence of this property: anyv node whatever
of the network is connected to any other node by at least one
path « Furthermore, any pair of nodes onc of which is neither
the source or the sink (an_internal node) is connected by at
"least two different paths, This is because cach internal node
is at the end of at least two different arcs, by assumption,
The other ends of these arcs can be linked to any scelected node
of the network each by at least one path ,.also by assumption.
Conpleting thesc paths to the given internal node by mecans of
the two arcs gives two paths from the selected other node.
These two paths differ at the very lecast by the two arcs
adjacent to the internal node, hence cur asscertion is proved,

ra




We now define a concervative set of flows.in a network.

Tt dis a set of nmunbers, one for cach arc, satisfying the following

properties:

(1)  TFor every futernal . node of the network, the sum of flows
entering the node is equal to the sum of flows leaving it,.-
Expressed in our previous language, the sum of flows over
the set of arcs terminated by the given node is equal:
to the sum of floews-over the set of arcs initiated by that
node. - ' = i ‘

. (11) The sum of flows leaving the source node is equal to the

B

sum of flows entering the sink node.

.

If there are N nodes in the network, we see that condition
(1) amounts algebraically to a set of linear equations
in the flows, for each of N-2 internal nodes, Condition
(11) becomes one more linear equation, giving a total of
. N~-1 relations in all. ' R -
We are now ready to define a feasible set of flows in the
network. Such a selt has the following charvacteristics:

(1) It is conservative,

(11) The flow for ecach arc is at least as large as the lower
“limit, and no greater than the upper limit.

Condition (11) amounts to two sets of linear inequalities,
one for the lower limits, and one for the upper ones. If
the 1limits have been given for some network, the first
question that comes to mind is whether any feasible flow
exists for that network. Algebraically speaking, this is
a question of the consistency of the N-1 equations (1) and
the 2M dinequalitiecs (11) taken togethér, where M is the '
nunmher of arcs -~ and hence flows -~ in the network.

. 9 .

In order, to consider this question further,‘let us modify
the source-sink network we have already considerved., Let us
now define a_network in circulation form: it is the network
obtained by adding one arc to the smrce-sink network, leading
from the sink node back to the source.. This return arc will’
also have associated with it a flow, & lower limit, and an.
upper Limit. o : - : S

We say a sel of flows in a network in circulation form

is conservative if the flows in the source-sink network ohtainel
by removing the return arc are conservative. It is easily seen

1alt, where in a source-sink network conservative flows reguired
wat total flow leaving the source equal total flow entering’
1e "sink, we have two conditions in the circulation-form network.

9

dal
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These are that total f£flow entering equal total flow leaving
for each in turn of the source and the sink node. Thus in
a circulation-form network all nodes are internal - a more
symmetric situation than the source-sink one,

For the circulation-form network, the definition of a
feasible sct of flows can be taken ag before, with the new
meaning of the term "conservative', The conditions for
feasibility now amount to N conservation equatiodns - one
for each node - and the 2M limit inecualities defined on the
arcs. It can be demonstrated thal there are in fact at most
N-1 independent equations: the conservation ecguation at the
sink node is in effect a summary of what has happened at

the source and intervening nodes, This fact has importance ;
vhen we try to congtruct feasible flows, as will be described

later.

Hoffman (2) has used the theory of lincar inequalities
to derive the necessary and sufficient condition foir the
existence of a feasible selt of flows in a circulation-form
network, This ds that if we take any arbitrary subset of
nodes and consider the arcs linking that subset with the
remaining nodes of the network, then the sum of lower limits
on those arcs entering the subset must not exceed-the sum of
upper Limits on the arcs leaving the subset.

It is evident that a network in source - sink form will
be feasible that dis, at least one feasible set of flows. exlists,
if a circulation-form network derived from it is, On the other
hand, given a feasible source-sink ncetwork, the feasibility
of the circulation-form networks derived from it will depend
on the lower and upper limite placed on the return arc.
3

- Derivatio )

tion of TFeasible Flows

Suppose.we begin in a network in cirveulation form with
an arbitrary set of flows, Our task is to determine if the
network is feasible, and to construct a faasible, Two steps are
required., The first is to construct from the original flows
a set which is conservative., This, as we shall sec, is always
posaible. Then we build from the seccond set of fleows a. ,
third set, satisfying both the conservation conditions and
thel set of upper and lower limits. This latter task is only
possihle if Hoffman's condition is met. ' :
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~ As we noted above, the conservation conditions amount
to N-1 dindependent linear equations.. Becaunse they are in
terms of flows, of which there are M, we see that solution

is possibhle provided M is not less than N-1.

I a circulation-form network, there is a minimum of

‘N arcs (assuming connectivity), so that censervative flows

Ve

4

can always be achieved.

_ How do we solve fTor these flows? We nust arbitrarily
set M-N+1 of the flows . (that is, leave them at their original

values), and solve for the remaining N-1 flows in terms of

them. Bult if we choose the wrong flows to pre-set, we shall
find 4that thelr elimination from the N-1 equations leaves these
equations no longer independent. ' - . R

_ lHow do we choose which flows to solve for then? It can
be. shown that, if we select any N-1 arcs of the network which
form a tree, -the flows in these arcs can be found successfully
from the conservation equations. Note that a tree of N-1 arcs

must necessarily include all N nodes of the network. It is
‘not necessary that all branches of the trec be directed. away

from the root. Nevertheless, NETPLAN construclts juslt such
, \ - Ju

a directed tree, in order to simplify subsequent logic.

The following algorithm is used: '

(a) Mark the source node (the root) as "reached',

(b) Find any node which has heen marked "reached'" but not
Uscannad!, o

(¢) Examine all arcs for which the node selected in (b)
is the initial node e oo

\ (¢1): If the terminal node of such an arc is marked,
- go on to another arc. - N

(c2): Xf the terminal node of such an arc is unmarked,
. mark it "reached" and include the arc in the tree.

(d). When all arcs leaving the node selected in (b) have
heen examined, mark that node '“scanned!, ‘

(e) Terminate when no more nodes can be marked.

If termination ocecurs hefore all nodes have been marked, there
exists some subset of nodes which cannot be reached from the
gotrce. Unless the lower limits on flow in this subset are
uniformly zero, or else the necessary loop exists to propagate
the required flow, the network will then be infeasible.




, In practical problems it is considered likely that such
disconnectedness is due Lo a specification error on the part

of the user rather than his intent. Thus, rather than _
complicate the logic of generating conservative flows, the

program rejects the network immediately as incovrectlv svecified. If such

L disconnection is not in fact erroneous, the program should
E ' . be modified to use a non-directed trece to generate conservative
. .. flows,. On any case,.once conservative flows, presence or absence of directed
oo v econnectivity does not affect the operation of the feasible-
- A - flo -generating routine, . - ' - o
PR C - : )

‘ Once a tree is defined, solution of the conservation equation is a simple-

S ™ matter of working back from the tips of the branches toward the root. A nocée

.. - at the tip of a branch has associated with it one conservation equation and
only one unknown flow, Since all coefficients in the conservation equations
are plus or minus unity, solution is just a matter of addition and subtraction.

Havinz our conservative set of flows, where do we go
next? Ford and Fulkerson (1) defined the algorithm which
we are about to examine. The essatial principle of this
algorithm is Lo remove violations of lower and upper limits,
one by one, while rctaining conservation and permitting no
new limit violations to occur. If thé process is blocked at
some point, and constraint violations remain, the network
fails to satisfy Hoffman's condition and posesses no feasible
set of flows. - ‘ ' : '
The basic working of the algorithm can be seen as
follows. Suppose that an arc directed from node A to node B
currently has, say, a flow greater than its upper limit,
the set of flows being conservative. Suppose we lowered
the high flow by some specific amount., Then in order to
preserve conservation, the following must happen:

v . (L) At node A, either the flow in some arc entering A must
“be reduced, or else the flow in some arc leaving A
. < AR ' : &
must be increased. <

- (11) At node B, either the flow in some arc entering B must

be increased, or else the flow in some arc leaving B
. . o must bhe reduced. ' :

oinal

Suppose we bugin at B and choose some arc olther than the ori
one in' which we are trying to reduce the flow, '

rev




If the.chosen acc is leaving B, as we have just noted, flow will have
to be reduced, In order to keep from making the situation worse rather~
than betteﬁ, the follow1nb choices are necessary: '

(1) . 1f P flow in the chosen arc is les -than or equal to the lower limit
' I,dlreauyB we must noi reduce {low fuviher~ we pass on to- another
arc, )

: o p
(ll)_If flow in the chosen arc is greater than the lower’ limit, we are
free to reduce flow, but not by more than the difference betwoon

current flow and lowor limit,
a

Similarly, for an arc entering B, we can increase flow only so long
as the upper limit is not exceeded., In actual fact, wvhatever the arc
chosen, The change will not exceed the smaller of the value permitted
on LhaL rc, and the value by which the original arc is to be reduced,

Quppose now ihaL we consider a node C, linked to node B by an arc

'dlon" which a change in flow is possible, Here again, a conservation

relation must be preserved. Thus arcs leading to dDd from C must be exa-
mined for the possibility of changes in flow., And if ancother arc is so
chosen, flow in it, too, can be changed by only so much., In fact, as wesw
construct this path of arcs, the maximum possible change in flow will

be set by the tightest link- the arc of smallest possible change-along
that paih. '

But where does this process of path-building end? It ends when the
path has moved out to the point where the latest link includes node A,
For at this point we have a closed loop within the network, By
construction, if the final link of that loop enters A, its flow can be
reduced; if 1L leaves A, its flow can be increased., Thus the flow in
the original arc can be reduced, and by adjusting flows all along the
path we have defined, conservation will be preserved at each affected
node in turn. Note that the adjusiment is no greater than that permittes
by the tightestlink in the loop, as before. Thus more paths may be needed
before the high flow within the original arc is finally brought within
bounds . AN ' '

The enalysis is similar for an arc which oplgnnwlly ha a flow less
than the lower limit. Thus we have described a procedure which preserves
conservation, causes no further violation of any flow 11m1fs and reduo es
the amount of violation in a paPL1cu1ar arc,

But vhat if we camnot find a close1 path such as we havo dcqnflbcd
such that a non-zero change in flow is p0331ble« Then a subset of nodes
f the network can be defined, such that minimum flow into the subset
from the rest of the network exceeds the maxirum flow out, or vice versa;
that is, Hoffman's condition is vinlated, and no feasible set of flows
exists. - N ‘

The offending subset can bc defined as follows:

a) Include the.two nodes A and B at the ends of the OP1g1nd] offcnd1n

: arc, - ,

b) Include any nodes connected to nodes already in the subset, bV'
‘arcs along which change in the desired direction is posulble(

By hypothesis, the point will eventually reached such that no further

nodes can be added to this subset, and the total set of nodes has not
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A

been exhausted. Then in order to render the network feasible it will

be necessarvy to increase upper limits or docrease lower limits in arcs
connecting the offending oubqet wJLh the rest of the network,

’

*.NETPLAN does not go so far to help the uscr, If the network proves

Ainfeasible, NI TPLAN gives details for the original offending arc., The

user can then ask for the current status of the whole network to be
reported, It is up Tto the user to construct the ofiending subsetl as
described above, : : i

Constructjon off conservative flowo in done in SUbPOUL‘DL PRIME of
NETPLAN, - Consltruction of feasible flow as we have described is done

-3 suproutine METFLO, provided TASK is set to 1 on entéring that routine.

Flow Chart B .describes the algorithm used, as taken from Fora and Fulkerson
(1, pp. 52-53), ' ‘ ‘ ' '
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DERIVATICON of OPTIMAL FLOWS

So far in our dis cus31on,,noxh3nn has b sen said about the cost aspects
of networks. One of the purposes of NETPLAN, however, is to solve for -
the "user. the problem of maximum flow at m1n1mun cost., More precisely, -
NETPLAN will find a flow pattern in a circulation-form network which
maximizes . 1he.flow through the return arc, ]fdJLepnallv@'Dattcrns with

the same maximcl flow »ate exist, the cheapest one is selected, The

cost of a given flow patvtern is expresscd as the sum over all arcs: of
unit cost in each arc tiwies the flow in that arc.

. The above is a description of What happens intepnally within NETPLAN,
- Externally, the user is asked to describe a nctwork in source-sink form,
Provided he wishes filow optimizetion, he is then asked whether he wants S
to specify a flow rate from source to sink to be achieved at minimum cost; 2
alternatively, he can ask for maximum flow at minimum cost, h

Within the program, action is then taken as follows. The network
is converted to circwlation form by the addition of a return arc. If
the user has specified a flow to be achieved, the. lower and upper limits
of the return arc are set equal to this value, and the unit cost through
the retuen‘arc is set to zero. If flow is to be maximized, the lowenr
limit .on the return abc is set to zero, The upper limit is sel to
infinity. To provide a financial incentive to maximize flow, the unit
cost of flow through the return arc is set to minus infinity.

The program now checks the circulation-form network for feasibility
as described above, and creates, if DOSSLblca‘Q feasible set of flows.
As a point of interest, if flow maximization is not asked for by the user,
a circulation-form network is still created in order to check feasibility.

“In this case the veturn arc is given the limits appropriate to flow

maximization, since these are broad enough not to affect the final

'judgom@nt of feasibility of the rest of the network, This is the
p01nt of the initialization IVxzO0 displa yed on page A-L }lov Chart A,

Flow Opilml&dtlon in this program thus bepln with a feasible set
.of flows created previously by the subroutines PRIME andg NETFLO within
a circulation-form network. Rocause these flows are feasible, the full
generality of the Ford-Fulkerson out-of-kilter algorithm, to the description
of which we now furn, is unnecessary. Ve will therefore describe. only
that portion of the d]{orwihm which has been implemented in NETPLAN.

Y

To understund the motivation of this algorithm, we suppose that the
commodity whose flow we are dealing with can be given a price at each

node of the netvwork. If a market really existed at each node for this
commodity, it is evident that the following possibilities could hold along

any arc leading from node A, say, to some otner node B:

(1) If the price of the commodity at B were higher than the price at
A plus the unit cost of moving the commodity along the given-arce from
A to B, there would be an incentive to use thal arc to capacity.

(II) If the price of the commodity at B were lower than the priée at A

plus the unit cost 6f moving the commodity along the given . arc from A

“to B, there would he an lnCCDL1VL to reduce the flow in that arc to its

lower limit,
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(IXT) 1IFf there were neither gain nor loss in moving the conmodxty fron

: A to B along the given arc, then the flow could vary anywhere from
lower to upper limit in that avc without affecting total profita-
bility of the network. .

One can see that the prices at different nodes would, in a real market,
be inter-related by the costs of moving from one node to the other by
means of arcs of the network., This, perhaps, will give some intuitive
validity to a result which will now be stated. mhls vesult comes from
the theory of duality in linear programuing., '

Ve state Lhe follow1ng: for amy network for which feasible flows
axist, one can find a set of prices and a feasible sect of flows, dependent
~upon each other, such that the profitability of the network is maxxmlzcd
That is, propositions (1) to (III) above have been taken to thelr concluc1onb in
deriving .the .set of Flows. o . A o . B .7

The important point about this statement is that, once prices have
been set, profitahility of the network will be mayimlzed by operating
it at winimum costs Thus while one pursues an artificially-constructed
objoclLVL of maximum profitability, one is QL the same time dCthVJDg
the user's original obje cixve‘

How, one may ask, does this guarantee maximum flow when the return
arc has been so constructed to achieve this? The answer lies in the
"cost" of minus infinity given in that case to the retuen arc. At the
point in proceedings where market eguilibrjum has been reached, in order
to achieve this equilibrium on the retwrn arc it will have been necessary
to either price the commodity at plus infinity at the sink node, or minus
infinity at the source. Whichever node has been so affected will pass
incentives to move arc flows to one limit or the other through the network,
Indeed, where flow at an upper or lower limit is not possible due to
constraints elswhere in the nctuork, the infinite price must be passed
to the other end of the arc in question in drder to satisfy equilibrium
condition (XIL). Only those arcs which can be takeih to the required
limit will fail to transmit the infinite price. 1In such a way does the

- pricing of the return src cause the program to define a minimum cutl

(see (1), P. 11-13), and thence a maximum flow,

With this background, we can now describe the workings of the out-
of-kilter algorithm itself. This algorithm is designed to move toward
a set of prices and altendant flows which will achieve market equilibrium
and thus the usen's objectives. It does this by means of series of
breakthroughs , where flows are adjusted, and non-breakthroughs , which
;QEEU 1n iné'ddju imcni of prices. ‘ -

We begin defining kilter numbers. In an arc where there is a positivc
market incentive to increased flow (situation (I) above), the kilter
number is equal to the product of that wnit incentive, times the difference
between the upper limil and actual flow in ‘the arc, VWhere, on the other

hand, there is a negative incentive to flow (situation (II) above)5 the .

kKilter number of the arc is equal to the absolute magnitude of that
incentive, times the difference between the actual flow and lower limit

. for the ave, ALl other arcs (situation (1I1)) have zero kilter number, - e

It can be seen that the kilter puisbers are always greater than on
equal to zero, and that they provide a rough local measure of market dis-

equilibrium. The objective of the program becomes that of reducing all
kilter numbers to zero. ' " ’
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The optimiza%ion is done -in subroutine NETFLO, which. was also used
to derived feasible flows. As will be scen, the lovn of the two tasks:is
quite similar in many respects, The routine now begins with a set of
feasible flows, and a set of node pr! ices (initialized to zero, although
thié_is not necessavy to the algorthm). :

_ Any out-of-kilter arc is now located, An out-of-Xilter arc is one
having & non-zero Jilter musber.. Thus Dro;wimwncreaq1ng/possibilities
exist on this arc for the network entreprencur. If ne out-of-Xkilter arcs

exist, ihe algowthm is finished.

The algorithm now tries to Lng advantgpe of the profit-increasing
pos smbllltlc along this arc, If, for example, the arc corresponds to
situation (1) above, the program looks for a way to profitably increase
flow through that arc. Such an increase can only come by adjusting flows
all along a closed loop of the network in order to preserve congepvation,
just as was described’ fop the process of finding feasible flows pr9v1on°ly5

However, the arcs which may potentially be included An this loop.

Cave now subject to economic considerations as well as those of feasibility.

Only those arcs ave considered, such that a change of flow in the desired
direction will result in a (possibly zero) increase in network profitabilaty.
Thus flow will be increased only along avcs Flowing at less than the upper
limit and having zero or positive market incentive to increased flow.

Flow will be decreased only along arcs flowing at more than the lower

limit and having zero or negative .incentive under the current set of prices.

If a loop of eligible arcs is found, the algorithm has achieved what
is known as a breakthrough oh this case, a flow adjustment along the
loop, and in particuwlar in the selected out-of-kilter arc, is possible,

" The amount of this adjustment is limited to the smallest absolute diffe-

rence found along the loop between current flow and upper or lower limit
as the ‘case may be for a given arc. ‘ ‘

Thus if breakthrough occurs, flow in alt least one arc in the loop
will be pushed against either its upper or lower limit., WMo flow will -
be taken oultside of cne or the other limit, thanks to the selection rule
for size of adjustment. Finally, the LllLor umber in the selected arc
and possibly in others will be diminished, since by construction the flow
in that arc will have been moved hy a nonnéero anount in the dJPtCt]Oﬂ

2lled for by the market incentive,

If the kilter number of the selected arc has heen reduced to zero,
the program goes on to find another out-of-kilter arc, Otherwise, it
proceeds to-try to find anothcr loop through which flow in the arc might
be adjusted. ‘ '

The alternative situation to breakthrough is that of non-breakthrough.
Here the program has tried to construct a loop of adjustable and profit-
maintaining arcs and has failed. On order to wake this attempt, the
algorithm has, by construction, started at the end of the out-of-kilter
arc at which the commodity is most valuable, In situation (I), where
arc flow is to be increas ed, this is the terminal node of the arc. In
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éituation (11) it is the initial node,

The progrem has proceeded to test every possible path by which flow
could be carried away frowm the starting node and thence eventually to
the other end of the selected arc. -In. so doing, it has examined all arcs
eligible under the »rules described above, From nodes reached by these
arcs, it has-examined other eligible arcs, and so on until it has defined
a subsel of ncdes from which no  nodes outside.the subset,can be reached
by eligible arcs. By construction, this subset includeé the starting
node, but does not include the other end off the selected out-of-kilter
arc,

ot

In order to break this impasse, the algorithm adjusts the set of
market prices, It does this by examining the arcs linking-the "reached"
subset of nodes with the rest of the network, It finds that arc which
has the minimum market disincentive to moving flow away from the "reached"

subset (which was our objective in striving for a breakthrough).

~ That is, if a given arc leéd away From the reacned subset and would
incur negative profit per unit increase of flow in the direction of that
darc, the absolute value of this non-zero profit is considered. If, on
the other ltand, an arc leads from the rest of the network into the reached
subsel and would incur positive profit per unit increase of flow in the
dircction of that arc, then that positive unit profit is considered.
The minimum value of all considered 1DCODL1VGQ and disincentives (greater
than zero construction) is selected,

The selected minimum value is now added to the node price at every
node not belonging to the reached subset, This does not affect the pro-
Fitability of flow through arcs, both ends of which are cither within
or outside the reached subqet, since pvorLLdbllxiy depends upon the
difference bclneon node prices and tbai has not been affecLed

Arcs linking the reached subset with the rest of the network have,
however, been affected. It is now less unprofitable to move flow away
from the reached subset, and less profitoble to move it toward that subset,
In fact, for at least one of these arcs, the incentive ‘to move flow in
either direction has been reduced to zero,

‘Horeover, all kilter members on the affected arcs have been decreased
or left at zero by the price adjustment. Indeed, suppose that we are
considering an arc leading out of The reached subset. The arc was not
eligible to be included in a loop from one and of the originally-sclected
out-of-kilter arc. Thus it was cither operating at its uppér limit wiith
non-negative incentive, or operating at less than ﬁpper limit with
a negative incentive. An addition to the terminal node price L311 occur,
¥f the arc was operating at its upper limit, its kilter number remains
at zero. ‘ -

Othervise, the amount of dis incentive is decpeased. If the arc vas
out-of~kilter, this implies a reduction in the kilter number., By the
rule for selection of the price 1ncrfasL5 the disincentive will at most

Jbe reduced to zero,




Similar reasoning applies to an arc leading into the reached node
subset, Thus kilter numbers are reduced and at least one is reduced to
zero, At least one arc will be opened up to flow from the reached subsetl
outwards., At least one more node will be reached.

If the other end of the sclected oult-of-kilter arc is added to the -
reached subset, breakthrough has occured and flows are adjusted accordingly.
That or a new out-of-kilter arc is selected as before. Otherwise, ‘the

“ non-breakthrough procedure with its price adjustments is‘repeated until
breakthrough does ocecur.

Thus  the out-of-kilter algorithm constantly works toward increased
natvwork profitability until a minimum-cost maximal-flow solution is achieved,
Breakthroughs reduce cost through re-adjustment of flows. Non-break-

throughs cause price re-adjustments to ove the market toward equilibpium.
“. Flow Chart C gives the algorithm in detail.
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LEAST-£0ST EXPANSTON OF AN EXISTING NETWOKK

A . _
We come now to the deseription of the workings of the last algorithm

used in NETPLAN: that for expansion of an existing network at wminimwa °

cost. Again we will take the point of view of en entrepreneur trying

to maximize net profits from the delivery and sala of a commodity. But

“this time the algorithm is more straightforward; iv is intuitively more

obvious whatl is being accomplished. y

. s
We begin with a network in source-sink form, for which has been given
a féasible set of. flows. Within NETPLAHN, this has been accomplished by
ereating a retwm arc, using PRIME and NETFLO as descrpibed above to ge-
nerate feasible flows, and then deleting the return arc., A ninimum--cost
flow pattern may also have been created previously by a second call to -
NETFLC, but this is irrelevant given that the flows are feasible.

Besides the flow pattern, we are given the unit cost of expansion

of each arc, The cost of added capacity -is thus assumed to be a linear

(v

"the avc.

function of the incremental capacity. We are therefore begimming with
a network in which arcs may or may not be currently used ‘to capacity.
For an arc which is not filled, we have in effect available a certain
amount of -additional throughput at zero cost. Beyond this, added throughput
has the unit cost given for the arc. ' o
Let us consider the situations that might face our supposed entrepreneur,
One of the following possibilities obtains along any given arc of the
neltwork: ‘ A C o
(I) Price at terminal node is less than that at initial node, In this
case the entrepreneur is losing money on every unit of flow shipped.
There will be au incentive for him to reduce flow to the lower limit for

v

(17) Price at terminal node equals that at initial node. Here there is

no incentive to move flow either way. Any flow between the lower and
upper limit for the arc will yield to same zero return,

(IT1) Price at terminal node exceéeds that at initial node, but by less
than the cost off expansion.. Here there is a positive incentive . for the.

entrepreneur to ship up to the capacity of the arc, since the price

difference represents profit to him, It is not worth his while to expand
the amrc. .o . . ; i , ‘

(IV) Price at terminal node exceeds that at initial node by the unit cost

of expansion., bue to the logic of the algorithm to be used, this is the

final case that need be considered. -Here the entrepreneur will operate .
the arc at least to capacity, and does not mind erpanding that capacity,
since his costs are met,

Once more we appeal to the duality theory of linear programning.
Let us stipulate that aur entrepreneur has maximized his profits according
to some set of market prices. TIf he has done.so while achieving a required
throughput from sowrce to sink, he has alzo wminimized costs. If he maximized
profits while holding the total cost of exwpansion within some specificd
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budget, he has also maximized the throughput Ffrom source to sink possible
with this bud;_e . '

We are now in a pos sition to state in general iOP]S how the d]gorlthm
vorks, - A detailea expoelilon will follow, In general, then, the algorithn
searches out a succession of setls of paths from souwrce to sink, along eacr’

member of which at least one more unit of flow is to be sent. These paths

are found by applying the entreprencur's rules (I) - (IV) described above

for mamlmlhmng profits. When no further path can be fowid such thatl pro-

fitability “is non-negative For added flows, the market prices at the nodes

are adjusted in order to induce further flows in a set of paths, until
such time as the throughput ow budgel objective be met or exceeded, IT
the objective is over-shot, the full capacity of the latest set of paths
found will not be needed, so that interpolation betweén the latest and
next-previous solutions is nacessary. S

By the nature of the algorithm, unit cost per unit added flow will
be monotone non-decreasing in going from one set of paths to the next.
The first set chosen will be those paths requiring no additions to arc
capacities. Then, when the maximum throughput possible in the original
network has been achieved, succceding sets will include paths along which
capacities of some arcs hdve not yet been used up, while other arcs involve
a cost of empansion, :

Tinally in what is called an "infinite bredkthrough', the cheapest
remaining path will be one requiring expansion jin every single arc along
its whole length, Horeover, all arcs of this path will be forward arcs,
It is evident that no malLew how much flow is added after an infinite

‘brcaklhrouoh has occurcd, it will be acded to arcs of this path alone.

The algorithn ngLNb with all node market pPlCCS set to zero, The

- source node is farked as 'reached", but not "scanned", and is also marked

s being the first node on the path whlch will correspond to an 1n£1u110
breakLhroughg

The algorithm now tries to find the remainder of an infinite brealkthrough

path, Except in the trivial case, none will exist at the outset of the

. program. Nonetheless, the information stored for nodés reached during

this search, at the beginning or at any later stage of the construction,
remains valid from then on. ' 3 '

As will be recalled, an infinite breakthrough path consists of forvard

~arcs, all of which are in situation (IV) as dC%CPJb@C above, That is,

the increase in market price from one end to the other .of the arc Jusl
equals the unit expansion cost along that .arc.

The search proceeds by considering all zrcs leaving a "rcached" but
not yet "scanned¢" node, Any arcs in-cost situation (IV) reach new nodes,
If these latter are not already marked, they are marked as "reached" and
as possibly lying on the infinite breakthrough path. The arcs that reached
the respective nodes are noted, The search teminates either when no
new noﬂco have been reached, or clse when the sink is reached. In the
latter case an infinite brea through has occured; final disposition.of
this case is described later. C
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If no infinite bre rakthrough is found, the next step is to search

for a finite breakthrough. A-finite breakthrough is achieved when a path
£ p

is found from source to sink along which flow may be increased, and for

no arc of which will our hypothetical entrcpreneur’ profit be aecrcascdc

To prepare for this new search, all nodes mark cd "reached and scanned" .

in a search for infinite hroakLnrourh revert to "reached. only" status,”
Nodes marked in a previous search For finite brﬂakLhrouwb revert to unmarked
status; 1nformﬂLJon about arcs assoc1ated wlth them during- LhaL sedrch

is

/
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~ The search begins with any "peached" but not "scamed" node; If
all arcs entering or leaving that node have been aramined, the node is
marked "scanmed". Otherwisc some arc is selected., IF this arc, in the
fivst case, leaves the selected node, the terminal node is checked. If
the terminal node is marked a new arc is taken.  Otherwise examination.
of this arc continues, ) -

e

The market situation along the arc is now checked. If the price
is the same at bolth initial and terminal nodes ()1tuatlon (11) ), the
arc is checked to see if current flow is at the upper limit. If not,
the terminal node is marked 'peached", The number of the arc heing examined -
is stored fop the terminal node. Finally, a maximum permissible flow
change and its diréction (positive) are stored Ffor the terminal node.
This meatimuin change is the smaller of that elready stored for: the initial
node, or that possible before the current arc is used to its upper limit.
This completes processing of the current arc in this case,

If, on.the other hand, the current arc is still a forward arc, but
the price at the terminal node exceeds that at the initial node, we have
either situation (III) or situation (IV), If situation (III) holds, the
arc is passed over.and another examined. This is because, by the way
the algorithm works, a price difference only appears along an arc when
it is already against a limit prcvcn*jno further increase in flow from
source to sink, As we have seen in the discussion of situation (IIT),
it is not pro111ab]c Lo raise an uppenr limit in this case,

Ve are thus left with the case of a situation (IV) forward arc.
Here the arc is aJrcacy operatlng at capachy The cost of any expansion
is covered by the market price dz.f{crcnco° The terminal node is thcp‘fore
marked "peached", and the associated arc, direction of flow. change
(positive), and maximum increase are stored as bafore, with one difference.

. By construction, the curpent arc presents no lipsit to flow expansion,

Thus the maximum permissible change at the lterminal node is equal to
that already stored for the initial node. ‘ ’

Having discussed all possible cases involving forward arcs, we now
consider arcs such that our selected node is terminal rather than initial
to them. These arcs would be reverse arcs of a path passing from source
node through the selected node to the sink. Thus, to increase flou from

source to sink, flow nust be dccrcd%pd in these arcs.

Two operative cases again Dresent themselves}those of situation (IT)
and of situation (IV). The other two cases again cannot be usefully
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exploited or do not occur due to the workings of the algorth . Taking
the situation (II) case, we recall that thix involves equal market prices
at both ends of the arc. The terminal node was the cne originally selected.

If, at the opposite end, the initial node is alweady marked, ow if .
the arc is already flowing at its lower limit, discard the arc. Otherwise,
mark the initial node as "reached", Store for it the arc which reached
it, the directien of flow change (negative), and a moximuin permissible

~va]uu of the change. This value is the minimum of that already stored

for 1hL terminal node, or .the delGPCUCC between cuwronL flow and the
lower 1Jm1L in the curpcn1 arc.
«
I‘,ina]:ly5 a-situation (IV) reverse arc is, as we recall, one in which
the price at the selected terminal node exceeds that at the iuitial node
by exactly the unit cost of expansion for the arc. Moreover, by cons iPUL[IOﬂ
flow in this arc equals or exceeds the original upper limit,

If the initial node in this case is already marked, or flow in the
arc does nol exceed the upper limit, the arc is discarded. "Otherwise the
initial node is marked "reached", and the associated arc, direction of
flow change- (negative), and maximun permissible flow change are stored.
The maximum flow changc is the smaller of the value already stored for
the teprminal node and the difference between the current flow and the
original upper limit. ‘ -

Ve have now CODoldCPed dll cases which can occur during the search
for a finite breakthrough. At some point in this search, either the sink
node is reached (finite hres Lih“ovah) or else all reached nodes have
been scanned and no other nodes can bc reached (non-~breakthrough)., In
the case of a Finite breaklhrough, flows are adjusted along a path From

‘sink to source, by the maximum change amount stored for the sink node,
"and in the direction and along the arc stored for each succeeding node

of the path.

Thus by construction, a finite breakthrough reésults in the flow in
at least one arc being id,en to a lower or upper limit, while a non-zero
increase in flow from source to sink is achieved. This done, a new search
for a finite breakthrough is prepared and cxecuted. A succession of new
paths will be generated until a non. broa}fhrcunh occurs,. ALl paths generated
by this set of breakinrounhs will be aL least as G”DQH ive as those generated
in the previous set, ' ' ' '

Successive scts of breakthroughs are separated by at least one hon-~
bre akthrough by definition. Fulkerson (3) has shown that, if the required
expansion budget or total throughput lies between the corresponding valuas
obtaining at the conclusion of 1wo successive set$ of breakthroughs,. the
required solution is obtained by interpolaticn between the flow patterns

‘holding at those two times. IFf, furthermore, an .infinite breakthrough

has been found before the flow or budget limit has been reached, Fulkerson
gives a formula Ffor extrapolation from the last. set of flows obtained
from a pre vious fanie bredk through to the objective. '

If iPTmlﬂd’TOh does not save us from th
will then requive the adjusting of e ket pi

neces sity, .a non-breakthrouvgh -

@
ices in ordey to promote a new

¢
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rectly, be flowing at its original upper limit when it is changed to a

‘are possible. But by the rules of search, flow through arcs in situation

20

breakthrough., The adjustment is implemented by considering the set of
all nodes which were reached during the previous unsuccessful scarch. for
a finite breakthrough. Harket prices for nodes within this sct are left
urtouched, For each node " outside of the reached set, the market price
is adjusted upwacds by the sanme amount . '

‘We turn our atvention to the problem of determining the magnitude
off this adjustment. In order to do this, we consider that set of arcs
which .links the reached set of nodes with other nodes of” the network.
The aim of. our adjustment will be to render at least one of these arcs
el.gible for inclusion in a breakthrough path, as none are now, Further-
more, the adjustment must not be larger than the minimum necessary to
achieve this effect, Otherwise cases would arise which have been dismissed
above as inoperative, _ ‘ } ; _ B

Let us consider the nature of the arcs.of the linking subset, and
the effect of the price adjustment vpon them.: We first consider those
arcs leading out of the reached subset of nodes. By the rules of search
for breakthrough, none of these arcs can be in situation (IV). Furthermore
any of these arcs présently in situation (II) must have flows equal to
the original upper limit. ‘ :

: Since the price adjustment will be added at the terminal nodes of
these arcs, their situation numbers will either hold constant or increase.
Situwation (I) arecs will remain in situation (I) or advance Lo situation S
(I1). If they.do advance to situation (II), they will become eligible '
for a finite breakthrough path, since their.flows (as will be shown below)

must have been at the lower limits, '

_ Situation (II) arcs will necessarily move €0 situation (1I1), where oy
they .will be ineligible for consideration, or else possibly to situation (1V).
Note that situation (II1) arcs so created will have flows at the original

upper Limits.

Arcs originally in situation (III) will either stay there or move
to situation (IV). Whatever the original nature of an arc, it will, cor--

situation (IV) arc. ALl situation (IV) arcs are eligible For inclusion
in a breakthrough path. - ‘

Thus, .as far as these outward-bound arcs are concerned, our price
adjustment quantity must be the smallest gquentity such that one or more
of the following events will occur: o ‘

- a situation (I) arc will move to situation (II);

- a situation (II) arc will move to situation (IV);

=~ a situation (III) arc will move to «ituation (IV).

Ve can now perform a similar analysis of those arcs leading into
the reached subset of nodes. In thig case, arcs in all four situations.

(IV) will be exactly at the original upper limit. Flow through arcs in
situation (TI) must be alt the lower limit, S ' ‘

e



The price adjustment will be added at the initial nodes of tlhese
arcs.  Thus the situation number can only hold steady or decrease. A
situation (IV) arc will move either to situation (III) or elsc to situaticn’
(II). Note again that a situation (III) arc so created will be flowing
at-its upper limit. ’ : '
to si-

_ A situation (II1) arc will either stay iho same ov else move
~tuation (IL). Whether a newly-created stUdulon,(LI) aprc was.originally
in situation (IIT) or in situation (IV), it will contain a flow at the
original upper limit, and thus be eligible in general Tor inclusion in a

breakthrough path, ' ‘ "

{r
"
t

. . A

SN situation (1I) arc will be moved to situation (1), Note that such
avcs must be flowing at their lower limits. A situation (1) arc will
remaln so. ' : . o

Thus, as far as the inward-bound set of arcs is concerned, our price
adijustment must be the mwnlmum quantity such LhaL at least one of the
following events occurs:

~ & situation (IV) arc moves to situation (II);
~ a situstion (1II) arc moves to situation (II)
If this adjustnent is greater than the one chosen Ffor the oulward- bound
arcs as do&crwb :d above, the lattler quanthy will be used.

When the prices at the wmarked nodos have beeén QdJUSLGdS preparation
is made for a resumption of the scarch for breakthroughs. As before,
all nodes revert to an unscammed status. ~The 'reached" status and the
asgociated stored information is retained only for those nodes marked
as belonging to an infinite breakthrough path. The algorithm is recom-
menced, starting with the search for an 1nfanLc breakthrough,

Hote that, throughout the algorithm, capacity expansion will only
occur in outward-bound arcs classifiable in situation (IV). In creating
a situation (IV) arc we always choose the arc requiring the minimum possible
price adjustwent. This is eguivalent in fact to adding to a path that
arc involving the cheapest poqsmh]e unit expansion cost, given that
expansion is necessary,

%

The optimal expansion routine is implemented in subroutine BUDGET of
NETPLAN, The details of the algorithm are documented in I'low Cn et D,
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Use of the Package:

. N : :
The output resulting from the use of NETPLAN to process a test case

on the SIGMAZ. system is displayed in the pages following Flow Chart D.

Input from the user is underlined for clarity: As passed to the customer,’

_NETPLAN is stoped in the file of that name with password the single letter K

in order to prevent accidental alteration or deletion, The first step
in using the package, given that a load module was not prgviously stored,
is its compilation. As can be secen, this is accomplizhed by assigmment

of theé file to H:$I followed by a call to the FORTRAN compiler,

"In the particular test case shown, only binary output as an object
progran was desired. Fallure to specify any options will result in a
listing some 940 statements long -~ a rather lengthy process on a teletype!
As can be seen, NETPLAN consists of eight routines, each compilad separa-

Clelye.

Following compilation, a call upon the loader prepares the object ‘
program for execution, In the illustrated test case, the default temporarvy
file was used for the object module, sorthat no file name had to be spe-
cified, UNo special options are required of the loader. o

, it was necessary to specify the
FORTRAN unit nmumbers used within the program. FORTRAN unit 1 is used
for some of the input, unit 105 for the rest. Which items come in through
which wit number is shown in Flow Chart A. All output is through unit 3.
Units 1 and 3 are here assigned to the teletype through failure to specify
file names Tor them. Unit 105 is one of the default unit numbers
of the FORTRAN system; il need not be assigned explicitly, bul nerely
by means of a carriage return aftcr the other assignments have been com-

When the loader prompted with F:

‘pleted.

~ Heither wmit 1 nor unit 3 need necessarily be assigned to the
teletype. Unit 1 can be assigned to a disk file through the assignment

) ) 1= filename, IN
while unit 38 can write to file with the assignment -

32 filename, OUT

The. separation of input between units 1 and 205 was done deliberately
with this application in mind. It must be confessed thal file output
was not considered in the progranm design; it would probably be desirable
to effect a separtion of output units also iFf file oulput is wanted,

Following input/output unit assigmwent, the loader reports the se--
verity level oi ervors found (which should bz zero). It then asks if
the user wishes to execute the program. A response of the letter Y
obtains execution. The teletype comes back with an introductory sentence,
and then asks if the user wants input instructions suppressed. The user
should note that, here and elsewhere in the program, only the first character
typed back in a "YES" or "HO" response is tested to sce whal is wanted.
Furthermore, if the First chavacter is not a "Y'", the answer is assumed
to be "HOY, In particular, then, the user should vot precede a "YES"
answer by any spaces. : ‘ : ‘

Q
-
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If the user does wish Suppress sion of |nput ins mucLlons3 GVCD]
YTine marked with & little arrow in the left margin will be omitted A
from the output. This will speed up use of the package, and was designed
particularly for file input. The user will, however, nccd 10 be'aware
of what 1ufopma11on is wanted of ‘him Vb@HOVLP a ques Tlon mark is prlnLcd
on the teletype. -In } particular, all input indicated by an duL@P]oL in
the left margin is rbad through FORTRAN unit 105, and thus must be typed
in regardless of whethev file input is being us ed Since ,the request
for some of this information only occurs given certain pﬁwof ansvers,
it is advisable Lo )ccp FLow Chart A handy if p*lnt suppression is called
for, o '

: ‘ . w :

Following this Ffirst ouer> of LhC ubera the. program will continue
to introduce itself 1f prlnL suppression is not asked for, The user will
then be asked if he wants. to use the flow optimization facility provided
in subroutine NETFLO, the logic of which is shown in Flow Chart C. The

answer called for heve is either "YES'" or "NOU,

If and only if the answer was "YES", the next input item shown in
this test case will be called for. The user, in calling for flow optimi-
zation, wmay wish to specify flow from source to sink, wishing the program
to minimize: total transportation cost at this flow rate. In this case '
he shoild answer with a "1". Not shoun in the example is the question
that would follow the input of arc data given such an entry, This missing
question would be a demand for thc specific value of the source-sink flou

to be achisved.  The answer is read on unit 1., :

On the other hand, as in the cxamplo ase, one can ansver ‘the present
with a "0", In this case flow from source to ~,.mk will be maximized.
Then, 1f alternative patterns will achieve this flow, that pattern will
be choeen vhich minimizes total transport cost.. The subsequent question

- described for an entry of ”l” will nolt appear in this case,

The ncxt question as Lod of the user is whether he wishes to make _
use of thc network expansion option offered in subroutine BUDGET, of which the
logic is described by Flow Chart D. Here again a "YES" or "NO" answer
is CdLlLd fop, i RN :

The next. question shown in the example will only appear if the angwer
to the previous question was "YES", The user must answep with a "Oo" if
the network expansion will be halted when a budget to be input presently
by him is exhausted. -If, on the other hand, the user wants the network

cexpanded until the flow from source to sink has reached a level which.

he will input, he should'answer with a "in,

The user is now asked how ndny nodes are in the network. TIf the
answer is less than  1wo an ervor message wiil be printed and the user
will be asked to re-type the datum. -When the number of nodes has becn

successfully read xn, the user will be asked for the number of arcs.
This numbenr eyc1udco any return arc from sink to source. Such an arc
will be added within the program for its own purposes, but must not be

given by the user, Awu“n if the number of arcs given is Jznb than one,




24

the user vill be asked to re-type his Pv¢ponse‘

When the program has read in Lhc number of nodes and arcs, it cal-
culates its Henory requirements, which vary with these two quantities,
If more storage is called for than was prov1doa9 an error message will
be printedg indicating the corrective action to take. The program will
then halt, since the corrections involve changing FORTRAN source statements
within the program. For details on memory calculations see the section
”Proorgmm1nﬂ Notes" under the sub-~heading "Main Program'.

The above input was all read in by>un't 105, -« that is, over the
uger's teletype. The next set of ipput is read from unit 1, and SO may,

if the user wishes, be read from a disk file as described above,

The general‘rules for inpul of these succeeding ilems are as follous:

(I) ALY numerical data should be in integer form (no decimal place). This
~is an essential rather than formal restriction; if the user tries to enter

nunbérs with decimal fractions, rounding to the nearest integer will be
performed during input. Integral data is necessary o ensure convergence
of the various algorithms used within a finite number of steps. - If "
necessary, the ugser - can scale his input to aveid decimal fractions (e.g.
multiply all flows, or all transpertation costs, or all expansion costs,
by the same suitable powmr of 10).

(I1) Where more than one datum is to be entered on a va3 a particular
numerical field is terminated by the first cemma found, or by the first
blank following one or more digits., Blanks preceding a sel of digits

are ipnored, One note: adjacent commas terminate one numerical field
(with the first comma), and cause the next number to be read as a zero.

(ITIT) A carviage veturn ends a given line of input, Any numerical items

not yet entered take on a value of zero. AlpHanumeric items are corres-

_pondln 1y read as blanks.

(v) - Numeral values should be given in nine or fewer dl?lLo.

The informaltion next asked of the user in the identification nunmber

and names of tho nodes of the network. The user may not use any node reference

mmbers, in subs equoni]y describing arcs, which were not listed during

7

" this step. Mopeover, every node listed-except the source and the sink

must have at least one arc entering it and at least one arc leaving it.
The source node may only 1nnt1aLe arcs, while the:sink node may only
terminate them.

Thv’u ser is first asked for the rcfcrcac mumber and name of the
source node. Then similar data is asked for the sink. Finally, the re-
maining nodes &e to be listed, one pen line, in any order vhatsoever, It
ig wost important that the source node come First, followed by the sink
node. Otherwise the program will halt due to apparent errowns during the
checking of feasibility. ' ' .

In giving the identifying information, ihc user should remember that
the reference number is terminated by the first blank or comma following.

Sit. . The name of the nocv‘is then read as the next twelve characters

N

e v g
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following ihc terminating dlng or comma. Thus in the example, due to
the form of input, the first character of cach name is a blank.

1f the user inputs reference nusbers which are more than nine dwglLs
long, hé can expect ltrouble. Characters in excess of tuelveé for the names

Swill be ignored; only the first twelve ChdraClCP‘ will be used to identify’

n

nodes on subsequent cutput.

‘ ' /
Following the input of the node identities, the user must deseribe
as many arcs as he has said will be entered. Again, the user must refer
only to nodes described previously in defining these arce. No arc may

“enter the source node or leave the gink.

A1l input nﬂqunrﬂo for the arcs is numeric., The user muat give,
in this onder, the following items Ffor each arc:
+ ~ peference number of initial node o '
- reference number of terminal node _
~ lower limit of flow in the arc -
- upper 1limit of flow in the arc (prior to any expau sion)
w transportation cost per unit flow through the arc °
- investment required per unit additicnal capacity in the arc
~ an initial estimate of flow through the arc. This latter is just
" o get the voutine started; any number will do. If, howevep, the
user is analyzing & seriles of similar cases, the flows output for
one case, if used as input to the nexlt, may save some computation
time, o :

One and orly one line should be used to describe-éach anrc.

The rules for termination of numerical fields apply as described
above. Within this Fframework, input format is quite flexible. The pro--
gram does, unless printjn‘ is suppressed, provide a sel of column headings
The user may find it useful to place his data under ihese headings as
vas done in the example. Note that the user must resist the tempation
to supply an arc number; this was done by._the program.

The entries "XPORT" and "ADDFTLY beneath the general heading
"COST PER UNITY:are abbreviations of “transportation" and "additionall
respectively. The latter refers to the investment cost of expansion.

‘Note the correction of a mis-typad cost of twvansportation for arc 6, This

is achieved by hitting the YESCAPE! and then the "RUBOUT! keys on the
teletype, once Ffopr LdCU character to be deleted.” The deletion of a cha-
racter by this pair of keys is marked as shown, by the backward arrow.

The user can also delete the whole of a line at any point prior to carriage
return by hitting the "ESCAPE" key followed by the key for the letter “/”

As The data for each arc is entered, it is checked to see that the
lower limit given does not exceed the uppep limit., If this error does
occur, the user will be informed of the offending arc number, the initial
and terminal node nunbers, and the limits in question. He will then be
asked to type in correct valued for lower and upper limit respectively.
Both valued are to be entere d on the seme line. The usual rules for nu-
meric 1npu1 apply.
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The next item demanded of the user is only needed if he.wishes
cost minimization in the existing nctwork subject to a given flow from
source lo gink, .In this case, as mentioned above, the uscn must supply
the value of the flow at the present point in the program. As with other
requests for. input data, only a question mark will be printed.if print
suppression is in effect, ‘ V k

" Except for one item, the remaining responses from the user will be
read via unit 105 -- that is, the teletype. The user is now asked if .
he wishes-to revieéw his data. The amSwar should bhe "YES" or “NO'™, IFf
it is affirmative, the node identification and arc data just read in will
be displayed. Also shown will. be an artificial return arc which was
created in the interim., The review facility is particularly of use in
providing an otherwise-absent record of input coming in from a .disk file.

Next, the user will be given the opportunity to correct any arc data
which may. have been entered incorprectly, The printed output imtroducing
this is fairly self-explanatory. The sawe heading is printed to aid the
user as was printed for the original entry of arc data (if print suppression
was nol in effect), ' ' ; : :

The user must first give the number of an arc to he corrvected in
response to the question "SEQUENCE NUMBER?Y, This is the same number.
which prompted the user during the original input of data for that arc.
The arc number also constitutes part of the information printed during
the "review of data" earlier in the program.

If the input arc number is zero or negaltive, arc corrections are
assumed lo be completed and the program moves on., If the arc number

given is greater than the number of arcs read in, the user is asked to
re-enter the value,. Thus the user cannot adjust data created by the pro-

cgram  For the return arc. Finally, if the arc number is within bounds,
. the user is requested to enter the arc data. He must -enter all seven
,items for the awe on the next line, All remarks on Fformat and content

which applied to the original arc data input also apply here.

Following this operation, the.program proceeds to check Ffeasibility . .
of the network.. The two messages displayed in the example case, regarding
the fact that flows are conservative and thal a feasible flow was achieved,
repréesent an ideal. It is also possible, without an error being present,

to gelt a message

nEdE INITIAL FLOWS NON-CONSERVATIVE -« PROCEEDTNG TO RECTIFY ##iu,

,This.simply means that the flows supplied For the arcs by the user (last

input item for each arc) - did not satisfy certain balancing conditions,

" Some of these flows must be re-computed by the program before it can
"~ proceed further,

Prior to any message regarding. the conservation of flows, the user may

be informed that no arc enters or that no arc leaves a certain node. This

is generally indicative of am omission on the user's part, If it is not,
the data can be renderad palatable to the program through the addition
of the necessary dummy arc, possessing zero upper and lower limilts. This

will only work provided the lower limits on the other arcs adjacent to
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that node are all zero. .In any cvent, the program will pvoceod 111110

further until the 1Ludeon is C]LdD d up.

It ihe user gets a message about flows being non-censervative, he
may also get a further message listing a set of nodes which cannot be

reached from the soucce. Again the program will refuse to proeceed much

further until.the necessary connections are made, As before, dummy- arcs
may be added if necessary, but it musl be possible to satisfy the lower

"-1Jm1L cond1 ions on arcs ad1aceni to the’ ll%tcd nodas, 4

7f none of th se crror messages occurq the user will evonLuuliy
receive the message that "CURRENT FLOWS ARE CO ISCRVATIVE .. .". - Then
the program proceeds to see if the upper and lower limits on the arcs
can indeed all be satisfied at once. If so, the message "FEASIBLE FLOW
PAT”‘Rh ACHIEVED" is printed. Otherwise the status of a certain arc
printed; this is the arc.the program was working on when it found
that not all limits were similtaneously satisfiable.

What such a wmessage means. is that there is some set .of nodes into
which, taken as a group, more flow is forced by arc lower- limitls than
can escape (benause of the upper limits). The determization of this set
or its complement fiom program output is dcscrwb@d 1u the section "Deri-
vation of Feasible Flows", '

After the program has succceded or failed to create a feasible set
of flows, the user is asked whether he wishes ¢ view the resulting flow
pattern. The.answer should be a "YES" or'a "NO". A review of a feasible
flow pattern may be of interest for its own sake (e.g. network synthesis
without regard to economics), IF, on the other hand, the program has
informed the user that Fflow in some arc cannot be corrected, knowledge
of the current set of flows is a necessity if the offending set of nodes
ig to be determined, Thus in this case the user should- answer "YES"
if he wants to render his network feasible for another attempt. The
output generated will be an "Arc Flow Report". as described below,

If some error was discovered and described during the check oF
feasibility just described, the program considers the present case ter-
ninated at this point, ihc user will be asked if he wants to run a new
case, either with the same options previously specified or with a new

sel of options. In any event his data must be re-entered from the beginning:

Unit 1 is rewound; if thas is a disk file and ﬂemalns unaltered, the same
data read previously will be read again. ‘

This makes little sense., VWhat can the user do? One way in which
he save himself the overhead of re-loading for disk input is suggested
as follows. He should first escape to the system monitor when asked  if
he wishes to re-vun. This is done by hitting the "ESCAPE" key twice in
succession., When asked if he wis hes to proceed, he ehould answer w1mh
an "HU,

Next, he should save the current status of core memory as a disk
file, using the. monitor SAVE command. . Then all necessary corrections
to the data on the input file should bc made, using the system editor,

i
¢
{
{
U
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Now the user can use the monitor RESTORE comwand, followed by a PROCEED

“(again a monitoer instruction). Then he showld answer the original question

regarding his desire to re~run; the question was left unanswered by the
escape to the monitor. From this point en the program will proceed as
before. :
'jif5 on the other hand, there were no difficuliies during the gene-
ration of feasible flows, the next message received will depend upon which progres- .
sing'opﬁonswere selécted by the user. In the example case, optimization'
of the existing network was requesied, Displayed therefore are the .
normal two messages, one upon entry and the other upon exit from the
optimization routine, These and the subsequent "Arc Flow Report" will
be abgent if flow optimization was not requested., ‘

The "Arc Flow Report!! itself is fairly self-evident in content.

One arc is described per line of the report. The nodes initiating and 3
“terminating the arcs are listed by name, HNext come the lower. and upper -

limits on flow in each arc, as given originally by the user., Following
this, under the heading "CURRENT", is given the flow in this-arc as-per
the optimal flow pattern. The final column of the report gives the unit

thansportation cost through the are, as read in.

The arcs arc listed in order of -increasing internal reference number
of initial node. For the user, the chief significance of this is that =
arcs leaving the source node are listed first. In general, all arcs leaving
the same node come together in the list. :

The last arc given is the return arc, from sink to source, which

-was created by the program itself, The lower and upper bounds and unit

transportation cost were set to fulfil the user's specified objectives.

“Current flow in this arc is equal to the total flow from source to sink

achieved during cptimizalion. .

Beneath the arc list are two summary lines. The first line gives
the total transportation cost incurred in.the network., The second reports
the total source~sink flow achieved; this mu&t'agree with the currvent
flow in the return arc. One further figure which is not shown, but may
be of -interest,! is the average cost per wniit flow from source to sink,
obtained by dividing total cost by total flow. On this example it is
120/30 or U units. ’ :

The remainder of the example case printout, except for the very last
line, will only appear if network expansion is requested. FPurthermore,
as indicated by thé marginal arrows, the three lines following the "Aprc
Flow Report'™ and requesting more input will not appear if print suppression
is in effect. These lines rcequest that the user specify what the value of th
Limit to network expansion should be, If the user responded "0O" when ‘
the nature of this limit was requested, the user's answer will be in units
of cost.. If he respounded "1'", his answer is in units of “total throughput
from source to sink desired By him., In the example, expansion up io a
total investment of 100 units has been requested. :

)

The line following the user's response (which was vead on unit 1,
note) is just a progress report, Following this, the cost curve for ca-




pacilty expansion is traced out, up to the point where the expansion limit

"hws been rcaclied. VWhat is given is the total cumulative jnvestment in

added arc capacity anujrud to achieve The given rate of flow from source
to sink. The first point given always involves zero investment; this is
the maxinum £low prssible from source to sink in the original notwork;

. without expansion of arc capacities,Note -that the value of 30 given in
_the exawple agrees w1*h the valuz obtained from the flow OpilmiAathﬁ

routine, -
routine P

yat

Suceeeding points mark bvﬂakpoans in a pleccque linear curve of

Scumulative required invesLmonL versus achieved total f]ow from source

to sink. Thue the second pair of values of the example case indicate
that a total of 30 cost units would have to be .spent on arc capacity

‘expansion in order to obtain a total of 35 units of flow Ffrom source to

sink. This amounts Tto a rale of € units of cost per unit of flow in the
interval from 30 to 35 flow units. Thus, for instance, cunulative invest-
ment needed to achieve 32 units-of fiow would be 12 wnits of cost,

A similar linear 1nLnﬂDolatJon holds between succeeding pairs. of
points. Thus to achieve 37 units of flow one would have fo invest a total
off 30+ (70-80)/(10-35)> (37-35) or 46 units of cost in expanding the
original network, The final answer may either be jus st such an 1nxerD01aLJon
or may, as-in our example, be an extrapolation beyond ‘the last point given,
In the case of an extrepolation, the unit investment re 2quired- per unit

. flow since the last_brcakpoint will apply no wmatter how much additional

flow is desired: Thus in the example the marginal cost for all adogd
flow w111 be (100~ /0)/(“ 3-40) or 13 units dfvcost per wit added flow,

Tollowin ng the noLJflcai1on that the lJmJi of the expcn sion has been
reached, the user receives an "Arc Capacity L“pduQ1ON Report", Again
the a roq of the network are described, one arc per line, arpranged in the
same order as in the "Arc Flow chovL“ '

First are given the initial and terminal nodes of the arc by name.
Next comes.the original upper 31m1L on flow through the arc, FoLlowlnu.
this is the flow through the arc as required For the higher throughput
from source to sink. Note that this may be non-integral due to interpolation.

The flow in any given avc after the network capacity has been expanded
may be higher, lower, or the same as il was in the 01101nd3 network, . If
it has been incres scd beyond the original upper limit, the incremental
capacity will be displav ed in the next ‘colwmn, entitled "CAP. CHANGEY,

“This capecity change is costed at the unit ralte shown in the following
; y ! £

columny these unit rates were given by the user. Tinally, the total .
investment in that arc is the last item of the line,

Following the arc list, the bottom two lines-of the report summarize
the total invesimenl cost and the throughput from source to sink achieved

for it. Note in the example that the total ontlay of 100 cost units

matches the limit read in, Note also that the program - cpeated return

arc has been dlscuvded for the expansion process, and is not reported,
Uhe ldLT line of | Lh1 example case shows the normal termination of

one yun of the provn(m Not shown are two furthev'qucqtions-asked of

the user, FPirst he is asked if he wishes to re~run with the same oplticns

chosén previously. He should answer ”YL%” or “NO” If he answers .




affirmatiQély, he ‘chooses to retain his previous choices for:
~ —  print suppression ‘ e L
- flow optimization, including, if it was called for, the choice
. of specifying the throughput or having it maximized
. = nelwork capacity expansion, including, if it was called For, the
' choice of a budgetary or a throughput limit. s
If the user does not wish o re-run with the same oplions as before,
“he is asked if he wishes to re-run with new choices. Agdin he should
answer "YES" or "HO", If the answer is "YES", the program will begin a

from the very begimuing; otherwise, it will exit to the monitor,

gain
. . A ‘ .

_ Any Pe-run will require that all data’on the network be read in again.
This includes the specification of number of nodes and number of arcs,

Unit 1 is rewound priocr to any re-run. Thus it is important to note that
if input was from disk file, the same file will be rcad over again for a
re-run. Earlier in this seclion suggestions were made .as to how to change
data on file for a re-run, ‘ ’ ' ’ ‘

Phogramming Motes

(a) General _ : .
TTIE s strongly advised that a programmen intgﬁding to modify. NETPLAN

read all of this section before doing so. Flow Chart A gives
the truest picture of the activities of the NETPLAU package.
The other three flow charts were intended more to illustrate the
vorking of particular algorithms. © While the logic thus shoun
parallels that of the actual program, no mention is made of -
interim or final reports or interfaces’with other subiroutines,

Vherever the programmer reads "HALD' in these flow charts, he should
vnderatand that those other activitiés instead will take place. The only
true stop in the program-is in the main program following the user's decision
not to re-run. : ; ' - _

Note that all program variables are integer unless defined otherwise,

() The Main Prograr N .

" Storage requirenents Tfor NETPLAN consist of two parts, One pant
is Fixed, and depends uvon the Sigme?7 system as well as program
length; the extent of this part has not been determined. The
other parlt varies in extent with the number of arcs and nodes
read into the progran. The size of this portion of storage, in
words of core, is S - '

8 -+ 8 times the number of arcs
9 times the number of nodes

To this must fusther be added the number of arcs if capacity ewpansion.
has been requested.

{

ALl of this variable storage has been placed into the main progranm
array STORE. At present, STORE has been given 1500 words. This is enough
to handle, for cxample, a problem involving 30 nodes and 130 arcs, '

the programmer must change two values

(33

) If move storage is required,

in the main program: thie dimension of STORE and the value. of the varieble
NWORDS, The atatement assigning the latter follows lmmediately after the




© 7 DIMENSION statement. MNWORDS is used to clieck the adequacy of storage
provided after the number of nedes and arcs,has been read in, and should
always equal the dimension of STORL. ' - '

The logic of the main program is shown in FYlow Chart A, Its primary
tasks are to receive some input and to allocate wewmory from the array
STORE to the various arrays neceded by the rest of the program routines,

N N The allocation of STORE proceeds by means of caleulations of the
starting addresses within STORE of the constituent avrays. The variables
T used to denote these addresses have the same name as the arrays which
A : corpespond to them in all other routines of the progran,
The firsi seven arrays in STORE will contain data read in and in
} one case modified, for each arc of the network. The length of each of
T these arrays is equal to the input number .. of arcs, plus one as -
.. a provision for a program-created return arc,. The elements of these
: seven arrays are identified as follows:
FROM  (1)-~ number of the initial node of arc I
TO (1)=- - number of the terminal node " " "
LoV (1)== lower limit of flow in arc I
HIGH -~ (I)~~ upper limit " v v now
TOLL (@)~ unit transportation cost through arc I
FCOST  (I)-~ cost per added unit of capascity in arc I
NOW  (XI)w- currvent flow through arc T
ALl of these arrays are input items, Only the last array is modified
by the program, although the order of the clements of all the arrays will
in general be changed (see subroutine PRIME, this section). Il is essential
) " to the workings of the progran that all of these seven arrays be contiguous
in storage, and that FROM be the first arvey. Outside of this, there
is no-significance to the ordering of the seven arrays in nemory.
Following these seven input arvays come three others which are used
) subsequently to relate nodes to the arcs they initiate and terminate,
They are: ‘ LAV L
' INLST ~- | of length. the input number of arcs plus one, this is a
7 - list of arc numbers sorted in increasing value of terminal
- ' node internal reference number. By construction, the return |
arc will come first. - o : -
X : (See subroutine WORKER, this section, for a description of node in-

ternal reference numbers)

OUTPT -~ of length the input number of nodes, this gives for each
' node the number of the fivsl ars described by the seven arrvays
FROM, . NOW which is initizted by that node. :

. INPT  ~~  of length the input number of nodes, this gives for each
node the address in INLST of the first arc which is ter-
minated by that node..

~ALL three of these lists are created in subroutine PRIME, "Arc nunber"
here refers Lo the index I of that arc in the avpays FROM, ., NOW. HNote . .y
that this index will not generally bhe the same as it was upon iuput,
because of sorting which occurs in PRIME. o '
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The nexl two érrayss LABLES and EPSILS., are cach of length the number.

of nodes. Thay are used to store information during the operation of’
the various alyorithms of the package. As their meaning varies from one
part to another of the program, it will receive separate conmeni
in Various of the oﬂCCCUdTOg Sub~uCCtlUU$

_ mho next- two arrays stove nodo description data glven by the user.,
They are NOMBRE and NCY. NOMBRE is of length the number of nodes; NOMBRE (1)
is the user's .: reference nmumber for the node internally reéferred to
by the number T, NOM is of effective dimensioning (3, number of nodes).
It containg the alphanumeric twelve-character name of each node, and. is
also indexed hy the internal node reference number, If the user is hapd-
up for storage, elimination of MNOH and NOMBRE, with all attendant wmodica~
cations to input and output logis, would appear to be a quick way to gain
some, . i .

The next array in STORE is PI. This is of length the number of nodes,
and will contain the node market prices needed by the optimizing algorithrs
The final array, FSAVE, is needed only in ‘subroutine BUDGET to save old
flow patterns. Its length is equal to the number of arcs read in. It
was placed last in STORE so that it could be omitted if not needed, re-
leasing that amount of storage.

One other function of the main program is to initialize all of thesc
arrays. to zero prior to any input., This is of pavticular value. only for
the array PI, which is not otherwise initialized before use in-the
flow oplimization routine NETFLO. It must bé confessed the initialization
of all of the other srrays was done just on principle, since they eilther
do not require this treatment or elsc are re-initialized elsewhere,

() Subuou ine WORKER

Subroutine WORKER has two functions: to accept the remainder of the
input, and to set up ¢ n@ call upon the various processing routines. The

ATaS|

hasic Flow of logic of WORKUR ig showm in. }low Chart A

The starting addresses of the constituent arrays of STORE are paq ed
through the argwinent list of WORKER as array formel arguments, Thus
WORKER itself deals with the individual arrays, in ignorance of their
derivation frowm STORE. 4

The first task of WOP\)R is to read the node identification data
into the arrays HOHMBRE and NOM and assign inlernal node reference numbers.
The source nade is read first, and is assigned the internal numsber .

The sink node, read next, is given.a refcrence number equal to the number
of nodes to be read. Thus the sink node will be described by the last
“elements of the arrays INPT, GUTPT, EPSILS, LABLES, NOM, NOMBRE, and PI,
ALL remaining nodes are munberad gon recutively in Lhe order read, starting
with the number 2, '

The arcs are initially stored in the order vead in the seven input
arrays FROM...NOW. The node voference numbers given in FROM and TO are
converted to their internal correspondants, using the information in.
array NOMBRE. Conversion back to external values is carried out whencver
there is communication with the user, as in the review of data or in
VAarious Crror Nessages. ‘ o
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Subroutine ARCOUT

Subroutine PRIME

Subroutine ARCOUT is called upon at two places in WORKER to produce
the "Arc Flow Report"., This report was described in the previous

seetion of this document, and is . illustrated in the example printout
“following Tlow Chart D, '

s

, . _ y o
Subroutine PRIME is responsible, jointly with subroutine METFLO which
it calls, for the checking of network feasibility and generation of

a feasible flow pattern., PRIMEvcalls upon subroutine  SORTS to

sort arc datd, and then prepares the lists in arcays INLST, INPT,

k3

and OUTPT, as a preliminary step in this process.

Subroutine SORTS assumes that there are sceven arc data arrays, all

of length the number of input arcs plus one, and all adjacent in storage.
It sorts the elements of these arrays so thal the arc descriptions are
stored in order of increasing value of the numbers in the first array

of the sel. These assumptions explain the restriction on)slorage arrange-
ment declaved in the sub-section on the main program above. ' '

Since the first array of the sel is FROM, we end up with the arcs

9

ordered by increasing initial node inlernal reference number, This,

means that &ll arcs leaving the source come first, and the return arc
comes last.  The construction and use of the arrays INLST, INPT, and OUTPT
are predicated upon this ordering, as ave various other pileces of logic
throughout the progran, Let the programmer therefore beware of changing
this arrangement! ‘ '

The contents of INLST, IWPT, and OUIPT have been described alréady

in the main program sub-section. They are used to speed up the orderly
examination of all arcs leaving or entering a particular node--a process

which is repeated frequently in the various algarithms of PRIMNE
-and- BUDGET, : ‘ . ‘

NETFLO,

The logic for derivation of conservative flows by the generation

of a tree spamuing the network has been deseribed previously, in the
section "The Algorithms: Preliminary Discussion,! :

Within this procedure, the variable C1' counts the count of the number
of nodes labelled so far. Vhen this equals the total number of nodes,

the generation of

£ the tree is complete,

Also in this section of the program, the array LABLES contains the

his s
number of the arc linking cach node to the next lower level of the tree.
(In this sense, the source node is at the lowest level, since it is the

=%

root of the trze)., To this arc number is assigned a minus sign when

it is first stored. This minus sign is an indication that the arcs leaving
that node have not yet been examined to see if they will extend the tree.
The minus sign is removed when examination begins, so that no node will

be processed lwice, '

arcs leaving it whic

The array FPSILS contains a count for each node of the mumher of

h belong to the tree, Thus a node for which EPSILS

is wero after the tree has been generated is the terminal node of one
arc of the tree, but has no ores of the tree leaving it.

’
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POPE .

Once a tree has been generated, flows arve calculated for the arcs
of the ltree in terms of the flows for .othersaccs of the network,  Calcu-
“lations are begun with the highest-level nodes--those for which EPSILS -
is zero. . For these only one adjacent arc will have an undefined fflow, |
This" 1ig determined quwckly by 1h@ PQqUT]Pﬂ“WT that flow entering a node.

equal flow leaving it,

‘When an arc flow has been computed in this-y v, the coun[ of outgoing
arcs in EPSILS for the lower-level node initiatlng the notly"dbierranoﬂ
arc is decreased hy 1, The value of EFSILS for the higher-level node
entered by that arc is set to -1 so that it will not.be processed again.
Thus the tips of the tree, where 2PSILS has value 0, are sleadily moved
back 1o the source node., : o :

' T ~

When only the source node remains to be )voccoucd all arc flows have

actually been Qetermined, Tt would be an ervor to process the source node,
To prevent this within the contlext of the logic, EPSILS (1) is initialized

to -1 before the tree is generated; all other element of b;u]LL are initially
0, The scanning of nodes for zero values of FPSILS during flow determination -
proceeds fiom the highest node number to the lowest, so that the source
node is never COF)J(C)Od before LPSILS (1) has once again been reduced
to -1. '

"PRIME compleLes the checking of feasibility and generation of feasible
flovv by calling upon ¥ETFLO with the variable TASK set to 1. The arpgu.
ments PI and TOLL of NETFLO have no relevance unden these circumsita ances,
and ave . just dummy variables. If NETFLO werce modified to usc elements
off either of these arrays with TASK set to 1, errors would resull unless
they viere first passed to and dimensioned in CPRIVE, Again, let the pro-
_grammer bevare!

(F) Subroutine SORTS. . oo

Subroutine SORTS is a gO‘ cral sorting routine, capable of sorting
a nunber of adjacent arra 3 keved to one array of the set, The comments
preceding the lmstlng of thxs subroutine provide adequate documentation
on ‘its general use, SORTS is called once, by PRIMI,

(g) %ubrontlno NETFTO -

A geneval view of Lhc.rolo of NETFLO J*'viveh in Flow Chart A "Flow
‘Charts B and C show the inhternal logic of NETFLO with the vardable “TASK
sel equal to 1 and to 2 respectively. With TASK equal to 1, HETFLO gene-
rates a feasible flow pattern if this is possible, or else gives an indi-
cation of where the bottlenecks lie, With TASK equcl to 2, NETFLO finds
leasti-cost marimal flow patterus. Note the caveal given 1n PRIME against
modifying HIVIFLO to use apray PI or TOLL with TASK equal to 1,

The arrays LABLES and EPSILS ace again used to store data during the
processing.. A node is marked '"weached" if it has a non-zero value in
LABLES, Tt is marked "scanned" if its value in EPSILS is set ecqual to
NP (o infinity, sct toﬂ23l - 1 at the start of the routine).

The number of the arc reaching a node is stored in LABITS, Further-
more, the direction of flow change along that arc is indicated by appending




* node :

a

a-plus or minu, ;5gn as aDPTWCnblc to that arc numben.
e three sepa rato pieces of information,

in LABLES provi

LW
o

Thus the entrics

Vhen a node is Peached, iho maximum pérmitted flow change for that

" been scamned, when
EPSILS sepves

Note déviations

-earlier sechions of
Thus, for instance,

of the profit wncentmve in an avc discussed earlier,

is stored in .BPSILS, This
it is vreplaced with INF as
two separate purposes.:
. zero at the start of

value is only needed until the node. has
described above, .Thus
Both qulhu and LAbILq are’ eL to
a search. : e

in the programming from points of view expressed in
this document in describing the two NETTLO algorithms.
the economic decision varieble ABAR- is the negative
The program usage

is more consistent with the original Ford-Fulkerson papers.

SUNGET

(h) Subroutine i

This subroutine

"set of additions to
Conversely, for any
selt of arc capacity

has as puipose the conDutaLlon of the m1n1mum ~cost
arc capacilties to meet a given thro uuhDuL ObJOCilVQ.
given expended budget, the routine’ will return that .
expansions which maximires throughput. The logic of

BUDGET is olilined in 7104 Charts A and D,

A number of variables

cto the programmer.
user as SH6 on page
on..expansion.

Secondly, note

some real variables,

the routine.
polate between

Poss1ble

breakthroughs. The

succeeding such events,
inite bre qklhrough

case of an i

In order to keep track of the situation,

“They are needed because
successive sets of

solutions
expenditure levels prevailing when non-breakthroughs

specific to BUDGLT may be of. poc1a] interest
First, the variable TYPL is a switch read in from the
A-3, Fiow Chavlt A, It determines the type of limit

that RBUDGET, alone of all routines in NETPLAN, defines

.These are used sltrictly in presenting output from '
it is necessary in general to inter-
for the final answvers,

£~

solutions

correspond to those flow patterns and cunulative
immediately follow
final answer comes from.interpolating between two

or by oerdnolaLlnw beyond the latest one in the

iho variable LAST is set

to zero -vhen a non b»ed through occurs, and UnlLy when there is a finite

breakthrough, LAST :
The tranoiTion From

is the breakthrough switch mentioned in Flow Chart D,
a value of wnity to a value of zero’then nmarks a a point

wvhere & solutwon has been wcnoaned

The array FSAV]Z:5 with one elemént for each arc in the network, is

used to save the current pattern of flows al such times,
other times the curvent flows reside in the array NOW,

these flow patterns

SPENT contains the current level at all tines

level corresponding
Flows

because this is the
was used in

Then and at all
Corresponding o ‘
are the accumulated expenditures for capacity expansion.
while SPENSV contains the
the related total

5

to the flows in FSAVE,  Finally,

from source to sink “r held in FLOW and FIO“nV raspectively. - Note
that FLOW is initially set :
wvalue contained in the artificial return arc which
previous " L

to the value of the element NOW- (ARCS + 1)

routines.




The real variables mentioned above are ADD, OUTILO, ALPHA, CHANGE,
and OUTLAY, All are used only at the logical point of output. In order
to avoid the necessity of carrying a real array ¢ handle non-integral
flows, interpolation or extrapolation is done one arc at a time,

For the programmer, OUTFLO and CHANGE are the variables possibly’
of most interest., At the point of output, OUTFLO is the flow in the arc

being reported, CHANGE is the amount of incrcase in that arc's capacity,

if any, from the origiral upper limit. OUTILO is created in one of two

ways, In the case of a finite breakthrough, interpolation is betweer the
flows of PSAVE and WOW, using the intervolation factor ALPHA, For an

infinite breakthrough, ADD. is added to NOW for those arcs previously marked
as.belonging to.the infinite breakthrough path. For other arcs, OUTFLO

is vqual lo the current value of NOW, R L ' I

Once again, searches are carried out uvsing LARLES and EPSILS 1o store
information in a way which is unique to the voutine. The difference from
the usage in NETPLO is fairly minor., It is now necessary to mark nodes
as having been reached during a scan for infinite breaskthrough. This is
done by giving EPSILS a velue of infinity, as stored again in the variable
INF,. ' ' :

e

This necessitates a new way to mark a node as "scanned", since this
7ag done in NETFLO using INF, Instead, in BUDGET, a node is wmarked by
giving its value in EPSILS a minus sign. The usage of LABLES is the same

in BUDGLT. as in NETFLO; BUDGET tests if a node has been "reached" by noting

a non-zero LABLES value,

(1) Subroutine CLLAR

This is the final routine of the program. . It is a small service rou-
tine called al two dififerent points by BUDGET to prepare EPSILS and LABLES
before starting a new search fay breakthrough. The actions taken corrves-
pond to the top two blocks on page D=4, Ilow Chart D, and to the similar

two blocks on page D~10, N

CLEAR scans all nodes. Thode with EPSILS equal to minus IRF have
that value set to plus INF, .Hodes with EPSTLS cqual to plus IHF are left
alone, Thesc nodes viere reached during a search for infinite breakibhrough,
LABLES contains for each of them the number of the arc which reached it.
A1) other nodes have LARLES and EPSILS set to zero. : ‘

cenees

1. Flows in Wetworks, L. R, Ford Jr, and D. R. Fulkerson, Princeton University
Press, Princeton,ceton, MNew Jersey, 1962, ‘ '

2. D. R. Fulf{erson, "Increasing the Cavacity of a Hetwork: The Payrametnic
Budget Problem," Man. Sci. b (1959), H72-083, T

3. “A.J, Hoffman, "Some Recent Applications of the Theory of Linear Inequalitica

to Lxtremal Combinatorial Analysis," Proc.

Symposia on Applied Hath, 10 (1960),
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NGWTETVE DATA FOR THE TERMINAL NEDE
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REFERENCE NO s ALPHANUMERIC NAME Co : o

GIVE THIS FIRST 9 K THE SBURCE Ng DE

210, VANCHUVER -

250, TORINTY e P L S \5”f7f
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CSECTION -




PRESENTATION. SLIDES




PRESENTATION

NETWORKS

NETWORK SYNTHESIS |
‘OPTIMAL NETWORK EXPANSION

RELIABILITY
| '~ RELIABILITY PREDICTION
PROBABALIST BEHAVIOR OF LARGE SYSTEMS

DECISION MAKING

OPTIMAL SEQUENTIAL DECISION MAKING.
BEST STRATEGIES FOR MAXIMUM REWARDSA
' OR MINIMUM LOSSES | '



NETWORKS

GIVEN:
i - THE NODES OR TERMINALS

T - THE REQUIREMENTS AT THE NODES
K - THE COST AND GEOGRAPHIC CONSTRAINTS

©

'R - THE CONNECTIONS (CHANNELS) GIVEN T AND K.

* THE OPTIMAL EXPANSION OF THE NETHORK GIVEN
A)" ADDITIONAL DEMANDS AT THE NODES

- B), WEW NODES WITH NEW DEMANDS - |
C) A FIXED BUDGET TO BE OPTIMALLY-ALLOCATED




_ | p
GIVEN: ‘ _ : JQ |

A)  HOW THE SYSTEM WORKS:

1) THE ACCEPTABLE STATES
~11)  THE FAILURE STATES ¢ o
B) THE FAILURE AND REPAIR

- RATES OF THE COMPONENT SUBSYSTEMS
_CONSTRUCT THE SYSTEM MATRIX (M):

THE ENTRIES OF THE MATRICES A._AND B OF M ARE THE REPAIR AND FAILURE
RATES OF THE INDIVIDUAL SYSTEM, |
_ An Aa 'AS F, Fa-

A & & & * % —
: T '
: Aaw;_‘* kel ow | o - Al Bl
[M] S K I S B
F -] 0 - 4L __j
F, o

PROGRAM FOR REL'IABI'L’ITAY ANALYSIS:

WITH A AND B AS INPUT THE PROGRAN COMPUTES

*[R(W) - PROBABILITY THAT SYSTEM IS IN ACCEPTABLE STATE INA AI TIME N
[P(N)] - TRANSITION PROBABILITY FUNCTIONS -
- [P1 - STEADY STATE FI\ILURE PROBABILITIES -

PROGRAM WAME: MAT(.PROB) -~



WATRIX ANALYSIS-

NATRIX ADDITION, MULTIPLICATION
[NVERSION OF A MATRIX FUNCTION
 FUNCTIONS OF A MATRIX

A) EXPONENTIAL FUNCTIONS
B) POWER FUNCTIONS

PROGRAM NAME: ~ MAT(.PROB)



DECISION MAKING

GIVEN: A) THE VARIOUS ALTERNATIVES = 1,\2,‘--— .
B) THE POSSIBLE STRATEGIES ASSOCIATED WITH EACH ALTERNATIVE
'©) THE TRANSITION PROBABILITIES BETHEEW THESE ALTERNATIVES

D) TI1T_ REWARD OR LOSS ASSOCIATED WITH EACH- OF THESE ALTERNATIVES

FIND: - THE MAXIMUI“I REWARD OR MINIMUM LOSS FUNCTION AND THE
| CORRESPONDING STRATEGIES 70 BE FOLLOWED

PROGRAM INPUT:

Iels eI
' M%J“' . [RJ:,*

PROGRAM OUTPUT

HAXIMUN REWARD OR MINIMUM L0ss FUNCTION V() AND THE CORRESPONDING
STRATEGIES WHERE 'V (N) = MAXIMUM REWARD OR MINIMUM LOSS FUNCTION FOR
THE FOLLOWING STRATEGY D (M) AT TIME N, |

PROGRANM NAME: MAXC,MIID



CII-

PROGRAM  SHORT1(,K)

WHAT DOES THE PROGRAM REQUIRE ?

1-  N- THE NUMBER OF NODES
2-  T- THE TERMINAL CAPACITY REQUIREMENTS

3- K- THE ARC COST CONSTRAINTS

WHAT DOES THE PROGRAM DO ?

THE PROGRAM FINDS THE ARC CAPACITiES, R, THAT ARE
REQUIRED TO SATISFY ALL THE REQUIREMENTS

SIMULTANEOUSLY AT MINIMUM TOTAL NETWORK COST.




PROGRAM SHORT -1 (,K)

SYNTHESIS OF SIMULTANEOUS. TRANSMISSION NETWORKS

- _INPUT: N ‘ \ |2 3
' bl X |2 |5 |
N=| 3 T= 2{ 10| X | 2 K= 2

PROCESSING:
-  MAIN
. PROGRAM
OUTPUT: - | | I 2
o lox |3
R= 2| 10 X1 7 TT=




© SHORT 1(,K)

THE NETWORK:




PROGRAM SHORT2(,K)

I- WHAT DOES THE PROGRAM REQUIRE ?

1~ . N- THE NUMBER OF NODES
2 T- THE TERMINAL CAPACITY REQUIREMENTS

3- K~ THE ARC COST CONSTRAINTS

II- WHAT DOES THE PROGRAM DO ?

THE PROGRAM FINDS THE ARC CAPACITTES, R; THAT ARE
REQUIRED TO SATISFY ONE TERMINAL PAIR AT A TIME.
THIS IS THE TIME-SHARED CONFIGURATION. THE
RESULTANT NETWORK ‘IS ONE OF REDUCED COST.



INPUT:

PROCESSING:

PROGRAM SHORT 2 (,K)

SYNTHESIS OF TIME-SHARED COMMUNICATIONS NETWORKS"

! 2
X -2 | 4
3 T= 2| 7 X !

OUTPUT:

MAIN
PROGRAM

21




SHORT 2(,K)

THE NETWORK®Y




'PROGRAM _NETSYML(,K) = -

* .

WHAT DOES THE PROGRAM REQUIRE ?

1- N~ THE NUMBER OF NODES
2-' T- THE TERMINAL CAPACITY REQUIREMENTS
3- K- THE ARC COST CONSTRAINTS

WHAT DOES THE PROGRAM DO ?

THE PROGRAMnSYNTHESIZES A TIME;SHARED‘coMMﬁNICATIoNS
NETWORK IN wHiCH’THﬁRE ARE CERTAIN TERMINAL CAPACITY
REDUNDANCIES IN T. THE ARC CAPACITIES;AR,.ARE FOUND
SUCH‘&HAT THE TERMINAL REQUIREMENTS ARE EXACTLY' ‘A

SATISFIED.



" PROGRAM NETSYM I (,K) -

REQUIREMENTS ARE EXACTLY SATISFIED . .

| N=| 4 T= K=
~ 3| 7| x| s 3
315 | 4| X 4

\ .

PROCESSING:
' MAIN
PROGRAM
QUTPUT: . SRR B S O O S




NETSYMI (,K)

THE NETWORK:




'PROGRAM NETPLAN( K)
I- WHAT DOES THE PROGRAM REQUIRE ? '

IT REQUIRES A COMMUNICATIONS NETWORK WITH:

1- . ARC CAPACITIES i) UPPER
| h 1i) LOWER .
2~ ARC RENTAL COSTS - (COST PER UNIT FLOW)
3~ ~ ARC EXPANSION COSTS (COST -PER UNIT CAPACITY)

II- WHAT DOES THE PROGRAM DO ‘?

FOR A GIVEN PAIR OF NODES I AND J IN THE NETWORK THE PROGRAM
ACCOMPLISHES (1) AND/OR (2) BELOW:
1- a) FINDS A FLOW PATTERN THAT SATISFIES A GIVEN TERMINAL
REQUIREMENT AT MINIMUM COST OR

b).FINDS THE FLOW FROM I TOo J THAT GIVES A MAXIMUM FLOW
. AT MINIMUM COST. ' ,

2= FINDS THE NEW ARC CAPACITIES THAT MUST BE ADDED TO THE .
NETWORK TO:

a) ACHIEVE A GIVEN REQUIRED INCREASE IN FLOW FROM I TO J OR
b) STAY. WITHIN A GIVEN BUDGET AS THE NETWORK IS EXPANDED




~INPUT:

PROCESSING:

- OUTPUT:.

' NODE TABLE - ARC TABILE
'NO. NO. : _ 4 , .
OF OF NODE LABEL FROM - TO MIN, MAX. RENTAL |EXPANSION INITIAL
NO ARCS L0 ‘ ' NODE, NODE FLOW- FLOW COST COST FLOW
. PER UNITJPEK UNLT
b 5 1. | TORONTO PLOW— A CARACTTY
2 OTTAWA ' S
3 . MONTREAL -1 2 5 15 10 50 .0
\\\\\, % | quesec 1 3 0- 25 12 40 0.
2 3 5 15 20 - 15 0
2 4 5. 10. 20 - 100 0
3 4 -0 30 10 40. 0
o “PLANNED S
' ‘ INVESTMENT 500
/ FOR ESPANSION
- MAIN PROGRAM - PROGRAM NETPLAN (,K)
' " OPTIMAL FLOW PATTERN REPORT ' A ARG CAPACITY EXPANSION REPORT.
RO TO WMIN. | MAX. |CORRNTRENT “FROM TO OLD | NEW | CAP. JEXPNUNIT |
- - FLOW| FLOW| FLOW | COST | - o MAX. | MAX, |CHANGE COST {ARC
N B S O . - - 1 - lcosT
" TORONTO | MONTREAL 0 | 25 25 | 12 . TORONTO "MONTREAL | 25 |31.3 | 6.2 40 }1250.0
' TORONTO OTTAWA 5 | -15 15.] 10 TORONTO | OTTAWA | 15 }15.0 | O 50 0
- OTTAWA | QUEBEC 5 | 10 10 | 20 } OTTAWA - - | QUEBEC 10 [10.0 { 0 | 100 o
OTTAWA . | MONTREAL 5 4. 154 54 20 OTTAWA MONTREAL 15 | 5.0 0| 15 o
MONTREAL. | QUEBEC - . 0 30 30 { 10 MONTREAL ?QUEBEC 30: |36.2 | 6.2 40 1250.0
TOTAL TRANSP. COST FROM TOR. TO QUE.| 1,050 TOTAL INVESTMENT FOR EXPANSION 500
CURRENT FLOW FROM TORONTO TO QUEBEC 40 "TOTAL FLOW TOR. TO QUE. AFTER EXPANSION 46,2




_RESULTANT FLOW .PATTERNS

A- FROM OPTIMAL FLOW REPORT

OTTAWA

QUEBEC

" TORONTO
: - MONTREAL
B- FROM CAPALITY EXPANSION REPORT
OTTAWA

QUEBEC .

" MONTREAL



RUNNING PROGRAMS [

'SHORT1(,K)
SHORT2( ,K)

STEP 1-

STEP 2-

STEP 3-

- STEP 4

 STEP 5-

NETPLAN( , K)
NETSYM1(,K)

DIAL-UP THE SYSTEM:

One of the following telephone ports.may.be dialed:

- 828-2754; 996-7051, EXT. 505 to 508; 996-6723.

The teletype should be turned on and then the number ,
should be dialed. If a highpitched tone is observed, the . -
"dial-up" has been successful and the telephone receiver.

may be inserted into thevnodem. :

LOG'ONTO THE SYSTEM:

The system wili respond to the "dial-up" with those chatracters
underlined below. The user- should type in all other characters

BTM SYSTEM IS UP

16/9/71 ©14:30
! TOGIN: PLANNING, 10048, POLIC%‘Z
ID=5

LOAD THE PROGRAM AND INITIATE EXECUTION

I LOAD

ELEMENT FILES: 'SH¢RTlB,SH¢RT2B;NETPLANB‘or NETSYMltzl;
OPTIONS ) ' o ‘
F:tg

- SEVERITY LEVEL—O

_,_il_ ?eﬁ

INPUT DATA AS REQUESTED'»'

The program goes 1nto conversational mode, asking for the
data as required and terminating on job completion

LOG OFF THE SYSTEM:

A_BYE o
16/9/71  14:35




SURIARY OF PROG SR PACKAGES
AVATLABLE | ILM
TERRESTRIAL PLAHTEG HR.’\ €



PROGRAM NAME

PROGRAM DESCRIPTION

SHORT 1(.K)

THIS PROGRAM'S SYNTHESIZES FROM GLVEN TERMINAL REQUIRE-
MENTS AND ARC COSTS, A COMMUNICATIONS. NETWORK IN WHIGH
COMMUNICATION BETWEEN ALL PAIRS OF NODES EXISTS AT THE

‘SAME TIME (SIMULTANEOUS TRANSMISSION) TOTAL NETWORK

COST IS MINIMIZED

SHORT 2(,K)

-SAME AS ABOVE EXCEPT THAT ONLY ONE PAIR OF TERMINALS

COMMUNICATES AT ONE TIME (TIME- SHARED COMMUNICATIONS)
TOTAL NETWORK COST IS REDUCED.

NETPLAN (. K)

GIVEN A COMMUNICATIONS NETWORK WITH ARC CAPABILITIES,

ARC RENTAL COSTS AND ARC EXPANSION COSTS ALSO GIVEN
- FOR A GIVEN PAIR OF NODES, THIS PROGRAM COMPUTES THE

OPTIMAL NEW FLOW PATTERNS AND THE OPTIMAL EXPANSION
PATTERNS. “

JETSYH 1610

GIVEN THE TERMINAL REQUIREMENTS AND THE ARC CONSTRAINTS
A TIME-SHARED COMMUNICATIONS, THIS PROGRAM SYNTHESIZES
A NETWORK IN WHICH ALL TERMINAL REQUIREMENTS ARE EXACTLY

SATISFIED.
MAT (¢, PROB) THIS PROGRAM HAS A NUMBER OF VARIOUS MATRIX OPERATIONS,
SUCH AS MATRIX INVERSION, FUNCTIONS OF A MATRIX, ETC.
IT ALSO PERFORMS VARIOUS SYSTEM RELIABILITY SIMULATIONS.
MAX(,MIN) 'THIS PROGRAM ALLOWS OPTIMAL STRATERGIES TO BE OBTAINED.

WITH CORRESPONDING MAXIMUM GAIN OR MINIMUM LOSS, FOR
VARIOUS DECISION MAKING PROBLEMS. ‘










