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PREFACE

Many people have assisted my further exploration of
the'role of computers in law. I must particularly acknow-
ledge the guidance of my friend L. Thorne McCarty, formerly
a Computer and Law Fellow at Stanford University, and now
of the Faculty of Law at the State UniverSity of New ¥ork
at Buffalo; Professor McCérty has given me'ﬁhe benefit‘of
his.Wise counsel and far-ranging knowledge in this field;
Mr. Colin Tapéer, of Magdalen College, Oxford, a pioneer
in the application of computers to law,‘has been his normal
_sﬁimulating self in conversation. I have benéfited, too,
from exéhanging ideas in Edinburgh with.Colin Campbell,
Bruce Aitken, and David Kidd, all of the Scotﬁish Computer'
Legal Research Trust; Professor Bruce'G.'Buchangn, of'the
Computer Science Depaxtmeht of Stanford Uhiversity, assisted
me consiaerably, and Dean‘Jbseph E. Leiningér and Ms. Susan
Kolasa-Nycum, of Stanford's Facultj of Law continued to

display interest in my work.

As the title page indicates, this report was commissioned
- by £he Department of Communications of the Government of
Canada. My thanks must go fo Mr. Kennet_h‘M° Kétz, Mr. Ken
Stein, and Mr. Richard Gwyn, all of Communications Canada,

who encouraged me when I needed enéouragement,'and took care
of the administrati&evdetails that always plague endeavours

of this kind. Finally, Eric Nadler, my research assistant,
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. and my secretaries - Jean Williams and Virginia Brown -

were their normal helpful and'uncomplaining selves.



INTRODUCTION

In an earlier study of law and computers, I attempted

to evaluate the most comﬁpn current use of computers in law -
electronic legal retrieval. My study looked at the nature

of the "lawyering‘process;" it. described existing,retrieval
systems and attempted to explain why they were developed;
finally it assessed the effect of these new systems on theA
law and lawyers. The conclusions.of thie Study:were, for
.the_most part, not well received by those>engaged in the
development and marketing of electronic legal retrieval sys-—
tems. I concluded that‘"electrenic leéal retrieval, 1f W1dely
: embraced may distort legal thinking, may affect unfavorably
1mportant features of the legal system such as the doctrine
of precedent and the law—maklng ‘ability of judges, and may
enhance existing 5001a1 1nequallt1es. ? Thevrepert recom-
mended that for the moment large resources not be committed
to the'meintenance and deveiopment\of electronic legal re-
trieval systems of the existiné type. I-parﬁicuiarly empha~-~
sized the need for research into the nature.of‘legal thought
processes, and for examination of artificial inteliigence and

computer simulation concepts. This new study - again sponsored

1 ,. .
Philip. Slayton, #lectronic LegaZ Retrieval/La recherche
documentaire é&électronique dans les scierices gurzdtques (Ottawa:
Information Canada, 1974).

2
Thid., p. 25.



by Communications Canada - is an attempt,.in a preliminary
way, to implement these recommendations. |

The premise of my current inquiry is'that technological
derelopment (as distinguished from scientific inquiry) is
only rational when'controlled by identified needs. To.pursue
development without thought to the limits of what is techno-
logically possible is, at the very least, wasteful; it may in
addition_be dangerous if the developers, once they have a
finished product, encourage its use with no understanding of
.or.regard for.the consequences. For'example; my first study
snggested.nnfortunate consequences for law and-the-legal
system of.widespread use of existing electronic legal re-
trieval systems which have been developed largely because
that development was possible. ‘

There is, of course, a relationship between needs and
‘technological development; some needs are created by new
technology, and some are only perceived once it is clear
what is technologically possible; In some cases, once'must
have a notion of what can be done before.an assessment of
what should be done‘can be made; in the absence of;this
"feedback" process, society would become scientifically stag-
nant.

A further point must be made. For rational technological
development, one:ﬁust assess not only what is‘needed, but what
is possible. It may be that technology cannot assist in some

areas of human endeavour; needs may be manifest and manifold,
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but not technological. Here the danger of irrational tech~
nological development is acute. Scientists may not under-
stand a field, and may develop machines they incorrectly
believe appropriate; powerful corporations will then employ
sophisﬁicated markéting techniques to sell thése machines,
come what may. | |

This new study, first,examines theories of legal thought.fx
I look at obstacles in the way of ény theory development; I
consider major writings on the subject, and suggeét a new
divisiqn of the problem domain - a divisién into quéstions-of,
on the one hana, legal argqument formulation, and,‘pn the other
Ahand, legal argpment presentation. Secondly, I consider the
recent history of research in the fields of artificial intel-
liéence and cognitive simulation, and attempt to make some
judgmeﬁt as to what may be learnt from this history. Finally,
by way of condlusidn, I attempt to assess the_pqSSibilities
of fruitful application to law of artificial-intelligence and
simulation techniqugs.

This étudy{ like my earlier.report,»is.only an initial
éxamiﬁatioh of the problem area. It attempts to formulate
the questiong that mﬁst bé asked, and to suggesf lines of
research for the future, should resources for such research
be available. It should be considered as being in the nature
of a working paper - and as such, it will, I trust, prove

useful.



CHAPTER ONE: THEORIES OF LEGAL THOUGHT

A. -Introductionv'

My analysis is quite simple. First I will emphasize
what others havé shown - that difficulties of a fundamental
kind stand in the way ofAformulation of any theory of legal
thougﬁt, Pre-eminent among these difficulties is the norma-
tive nature of law andAthe multi-functional use of legal
language. Secondly, I will isolate ana explain the two
questions about legal thought - how is a legal.argument
formulated? .how.can a formulated legal argument be best
exXpressed? Finally, I will consider how far we can go in
answering these two questions about legal thought; and will
try to explain the consequences of our relétive inability

properly to deal with the problem.

B. Obstacles to theory devélopment

(1) Law: a normative system
Law is a normative sys%em. It foilows from the norma-
tive nature of law that legal propositions, and'Eheories about
those propositions, are not eﬁpirically verifiable., It follows
from~the systematic.nature of law that any view of the legal
thought process must be complex indeea, taking into account a
subtle intermix of ideas And'institutio_ns°

Consider first the legal rule as norm. We can all ob-

and often dramatic flux, responding to developing social and

serve that the body of legal rules is in a state of constant
economic cdnsiderations,‘and to developing social and cultural
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perceptions of the world. But although it may be true that
there is a complex dynamic relationship between.the law and
what one might loosely call social reality, that relation-
ship is not necessary, nor if it indeed exists, is it neces-
| sarily of any particular kind. Legal rules are not empiri-
‘cally verifiable. They are not in any sense true or false.
That this is so may appear quite obV1ous,.and yet thlS
cafdlnal feature of the law appears not to_have been fully
censidered by some writers on legal language and thought.

Consider, for example, those commentators influenced by the

1

semantic theory of Alfred Korzybski.” Edward Duffy, writing

for 1awyers,.expiained part of Korzybski's thought in this
way:

‘Korzybski used an analogy of a map to a territory
which goes like this: If we had an actual terri-
tory in which the cities of New York, Chicago and
San Francisco existed in that order when proceeding
from East to West; and if we made a map which showed
San Francisco between New York and Chicago, we
would say that the map. was faulty and inaccurate...
Korzybski further said that our languages must be
considered as maps and that what he said about maps
should also be said about languages.

Maps and languages, to be rellable, must have a

- structure similar to the structure of the territory
which they are supposed to represent, or the non-
verbal world about which they speak! '

1 ‘

Korzybski's most important work is considered to be
Setence and Sanity - An Introduction to Non-Aristotelian
Systems and General Semantics, 4th edition, (Lakeville,
Connecticut: International Non-Aristotelian Libraity Pub-
lishing Co., 1958) (first published 1933).

2

Edward. B. Duffy, Practicing Law and General Semantzcs
(1958) 9 W. Res. L.R. 119, at pp. 1l20-21. ‘
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To do Duffy credit, although he endorses Korzybski, he does
recognize the dangers "of people behaving as if the inferen-
tial level of abstracting were the descriptive level; as if.

the descriptive level weré the objective'level of abstrac-

. _ 3
ting; as if they were not abstracting." Walter Probert,

also apparently under the influence of Korzybski, has sub-
jected the law to a similar analysis. Writes Probert:

Our use of everyday language involves. the making
of and reacting to verbal roadmaps. You cannot see
‘these maps in the same way you see roadmaps, so the
existence of a structure may be harder to detect.
Yet recall that you may be given verbal instructions
on how to go from one location to another. Your
travel between these two spots requires a correlation
between the wverbal structures involved and the non-
- verbal road structures.

frobert is anxious to convince us of "the ﬁeed for con'
reiating our  verbal mapé with out non-verbal experience.,.."
Julius Paul has made a similar appeal: "The most important
reminder is that whenever legal language is used} extensional-

- 6
tazation  should be employed as much as possible."

3
Ihid., at p. 12L.

Walter Probert, Law, Logic and Communication, (1958)
9 W. Res. L.R. 129, at pp. 130-131.

5 .
Ibid., at p. 134.

6 ,
Julius Paul, Language and the "Law'": Jurisprudence
and some First Principles of General Semantics, (1958) 62
Dickinson L.R. 227, at p. 233. Paul defines "extensional"
orientation as "reliance on and a pointing to specific and
clear-cut referents..." (Ibid. at p. 229.)
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The exact thrust of this analysis‘; by Duffy, Probert,
'Pagl and oﬁhers - is-uncertain. ‘On'the one hand, these
writers (particuiarly Probert) seem.sensitive to the bad
linguistic.hsbits of lawyers, particularly the tendency of
lawyers to.objectify ("thingify™) legai words - to use
legal concepts as if they were sfatements of tfuth. But on
the other hand, the apparent intent of the Rorzybski school's
criticism is to bfing legal linguistic usage "into line"
with social realitj. They agree that legal propositions do
not necessarily reflect or describe social reality, but they
feel that‘law should mirror theoworld as a map "mirrors" the.
terrain, This line of argument'does not properly acknowledge
the normétive'nature of_law.' "Thingification" is, after all,
only giving full recognition to the "ought" ooncept.of legai
propositions. Lawyers do not really want td objectify; they
wish to lay down standafds‘for conduct, to.exhort, to persuade.

: Law- is not only normétive.but also a system. An indi-
vidual lawyer thinking legally, and the legal statements that
may result from his thought, cannot be viewed in isolation;
they form part of what is commonly‘and’rather loosely termed
“the>iegal system." This phrase is defined and used differently
in different places. Sometimes it is used to refer to the
network of_ideas and insEitutions - substantiﬁe law, advo-
cates, courts, and so oﬁ - which make the rule of law possible.
Someﬁimes it is used in a more profound philosophic sense.

Joseph Ragz begins his recent book The Concept of a Legal System
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in this way: "This work is an introduction to a general
study of legal systems, that is to the study of the syste-
matic nature of law, and the examination of the presup—

positions and implications uhderlying the fact that every

law necessarily belongs to a legal system..." To Raz and

other analytical jurists, the structure of a legal'system

is only one (and not the most important) of several guestions
of interest, and is in itself interesting only to theiexfeht
that»the jurist can determine, first if there exists a struc-
turé shared between systems, and second, the significance of
a sﬁaréd sfructure (1f one exists). Raz's main concern 1is

to insist that the notion of "a law" cannot be understood
except in the context of a theory of legal.systems:

It seems to have been traditionally accepted that
the crucial step in understanding the law is to
define 'a law', and assumed without discussion
that the definition of 'a legal: system' involves
no further problems of any consequence. Kelsen was the
- first to insist that 'it is impossible to. grasp the
nature of law if we limit our attention to the
single isolated rule'. Here it is proposed to go
even further: It is a major thesis of the present
essay that a theory of legal system is a prerequi-
site of any adequate definition of 'a law', and that
all the existing theories of legal system are unsuc-
cessfgl-in'part because they fall to realize this
fact. ' '

7 o
Joseph Raz, The Concept of a Legal System, (Oxford:
‘Clarendon Press, 1970), p. 1. :

8
Thid., p. 2



In discussions-of the legal system, jurisprudes are
generally concefned with normative structures, or at least,
as Golding puts it, with the syétematic chéracter of legal
systems.9 Other laWyers; and non-lawyers interested in law
and ité fuﬁctiohinéh more normally have in mind visible
instifutions.ahd.their interaction. The two notions are
cleariy complementary, apd together indicate the need to
view the préblem'of legél thought, creating law, in a wide

10
context in order to gain a full understanding of its nature.

(2) The function of legal language
most men only need to let the word "justice"
roll from their llpS to feel as if they were
being borne aloft in a balloon..."¥
Words are the stuff of law; except through words, rules T
cannot ‘be laid down, judgments cannot be given, theorles

cannot be devised. Yet as Ogden and Richards p01nted out in

1923 in their famous book The Meaning of Meaning, “"words, as

9 .
M.P. Golding, Kelsen and the Concept of 'Legal System!',
in Robert S. Summers, More Essays in Legal Ph%Zosophyg (Oxford: -
Basil Blackwell, 1971)

10
For an excellent recent account of the concept of
a legal system, see Carlos E. AlchourrOn and Eugenio Bulygin,
Normative Systems (New York: Springer-Verlag, 1971) pp. 50-58.

*Richard Taylor, Justice and the -Common Good, in Sydney Hook (ed.)
Law and Ph@Zosophy, (New York: New York University Press, 1964)
p. 88. ' S




-10--

11

everyone now knows, 'mean' nothihg by themselves...
Ogden and Richards identified five functions of language
which‘they regarded as exhaustive: (1) symbolization of
reference; (2) the expression of attitude to listener; (3)
the expression of éttitude to referent; (4) the promotlon of
. ' 12
effects intended; and (5) support of reference. They thk
the view that in writing or speech of a rhetorical kind,
{unlike scientific writing or speéch, where words may have
a simple symbolic purpose), a compromise between these various
functions is réached-
Only occa51onally will a 5ymbollzatlon be available
which, without loss of its symbolic accuracy 1is also
suztable (to the author's attitude to his public),
appropriate (to his referent), judicious (likely to
produce .the desired effects) and personal (indicative
of the stability or instability of his references).
The odds are very strongly against there being many
symbols able to do so much. 'As a consequence in
most speech some of these functions are sacrlflced 13

The masterly and complex Ogden and Richards analysis

is not specifically a study of legal language, nor is it

11

' C.K. Ogden and I.A. Richards, The Meaning of Meaning,
(London: Routledge & Kegan Paul, 1923), p. 9. Judges under-
stand that this is the case. For example- "The woxrd
'punitive' gives no help. It is simply a word used when a
court thinks it unfair that a defendant should be saddled
with liability for a particular item." Lord Pearce, Parry
v. Cleaver /19707 A.C. 1, at p. 33. ‘

12
Ibid., pp. 226-7.

13
Ibid., p. 234.
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wholly applicable to the law. But the etudy clearly indi-
cates the prime obstacle standing in?the.way of develop- .
ment of any theory ef-legal thonght. Any such theory must
be based on a full understanding and appreciation of the
use of language in.law; aftef all, the law has no substance
apart from words. And yet rhetorical speech or writing
(and legal language is rheterical rather than symbolic)14
hae~many functions. Some or‘all of these functions may be
served (in unequal measure) in any one rhetorical (legal)
statement. A theory of legal thought ~ which must in some
sense be a theory_of the use of legal language - musﬁ, first
of ‘all, encompass the multiplicity of functions of legal
statements, and must, secondly, enable us fo isolate and-
meesufe the functions of any one legal stateﬁent;

Tne Ogden and Richards stvle of‘analysie has been
applied fo law, in a‘convincing fashion, by Professor Glanville

Williams.15

Glanville Williams identifies three (at least)
features of'legal language which bear directly upon the

possibilities of developing a description, let alone a theory,

/

14 :
"The symbolic use of words is statement; the re-
cording, the support, the organization and the communication
of references." Ogden and Richards, ib<d. p. 149. Pure
science normally (but not necessarily) employs words sym—
bolically. . :

15 ‘

Glanville L. Williams, Language and the Law, (pts. 1-5)
(1945) 61 L.Q.R. 7%, 179, 293, 384; (1946) 62 L.Q.R. 387. A
similar but less illuminating analysis is Walter Probert, ILaw,
Logie and Communication, (1958) 9 Wes. Res. L.R. 129; and
Probert, Law and Persuasion: The Language-Behaviour of
Lawyers, (1959) 108 U. Pa. L.R. 35.




ofvleéal thought. Fireti legal words are often ﬁague.
Second, many legal words~or statements possess an ulterior
meaning. Third, the whole of law is emotive.

Glanville Williams identifies five classes of vague
~words: (1) words indicating qualitiee of continuous varia-
tion; (2) class-names; (3) names suggesting unity;

(4) mathematieal terms; and (5) words uncertain in their .
time-reference. First of all, in law, everything may depend
on words of gradation:. "The question whether a man is left
in freedom or detalned in a mental institution depends on
whether he is ]udlclally classified as sane or insane.
in ‘a murder case it may be llterally a questlon of life or
death whether the accused intended to hurt by means of an
jact '1ntr1n51cally llkely to kill'., Well may a convict ecﬁo f
the words of the poet -

'0Oh, the.little mofe, and how much itlie!

And the llttle lcss, and what worlds away'%6
With respect to class-names, Glanville Williams notes that the
foliowing questions concerning the bounderies of artificial
classes heve actﬁally beeﬁ considered in the law reports: "is
an album a 'book'? Is a bicycle a"carriagei? Is e flag a
'document'? Is a flying-boat a 'ship or vessel'? Are hoﬁse—
hold goods 'money'? 1Is ice-cream ‘'meat'? Is.sandstone a 'min-

17
eral'? Regarding names suggesting unity, Glanville Williams

16
Glanville Williams, Language and the Law - II, (1945)

61 L.Q.R. l970 at p. 183.

17
Ibid., p. 189.
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: _ .18 '
emphasizes that unity is only notional. In applying
mathematical terms, "it is just as necessary to-decide
gquestions of degree as in applying other words."l9 And
finally, with respect to words uncertain in their'time;

reference, "does the word 'convict' or 'felon' include a

person who was 'a convict or felon . once but who has served
20 :
his sentence?"

UZtefior meaning 1is "the meaning, othér than the
‘literal meaning, intended to be conveyed by the speaker when
he.ﬁttered the wofds, or the meaning, other than the literal
meaning, attributed by a hearer to the speaker."21 The key
point, for the purposes of our anélysis, is that "the ulterior-
meanlng o£ a prop051tlon need not be loglcally entalled in

22
its literal meaning."

18
© Glanville Williams, Language and the Law - III, (1945)
61l L.Q.R. 293, at pp. 298-9.

19
Ibid., p. 300.
20 .
Idem.
21 - ‘
Ibid., p. 400.
22 : . :
Idem. Probert, Law, Logic and Communication, supra

note 15, has identified what he calls the "by pa551ng"‘
situation, "the situation where the sender is reacting to
his own words in one way and the recelver reacts to those
words in an entirely different way. (p. 138) Probert
attributes this phenomenon, not to a problem of ulterior
meaning, but simply to a lack of understanding that words
may have more than one meaning, and that meanings change
over time. : : :
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Finally, Glanville Williams considers at léngth the
‘emotive function of words. His particular concern is to
emphasize the tendency to disguise emotive statements as
referential statements; this disguise often takes the form
of a hypostasis of values. To Glanville Williams, law is
pre-~eminently an example of this process:

Every legal proposition is reducible in the last

analysis to the affirmation or denial of an 'ought';

that is to say, it is reducible either to the state-
ment that A ought to do or refrain from doing something,

or else to the statement that there is no 'duty' (a

hypostatized 'ought') that A shall do or refrain  from

doing something. Thus_the whole of the law consists

of emotive statements. ‘

' Simply because the law is emotive does not mean, of course,
that the law is "nonsense." As Hayakawa has argued, a state-
ment need not be an analytic or synthetic proposition to be

: 24 '
worthy of serious discussion. Hayakawa has described a
certain sort of emotive statement as the language of social

agreement; the language of social égreement includes the law,

which is "the mighty collective effort made by human beings

to inhibit the 'discrete and separate spurts of impulse' and

to organize'in their place that degree of order, uniformity,

and predictability of. behaviour that -makes society possible."

23 ‘ :
Glanville Williams, Language and the Law - V, (1946)
62 L.Q.R. 387, at 396. -

24 .
S.I. Hayakawa, Semantics, Law and "Priestly-Minded
Men", (1958) 9 W. Res. L.R. 176. ‘ : ’

25
Ibid., p. 179.

25




The ‘danger is - and it is a danger to which the law is
particularly susceptible - that we will never be certain
‘what are emotive statements and what are descriptive
statements. Stoljar has argued that "legal thihking is
vitiated by one gréat error"26 - what he describes as the
failure to distinguish between problems involving the logic
of description and pfoblems involving the logic of attitudes:
The logic of description deals with the inferential
pattern of legal thinking; it investigates legal rules
as such, i.e., as expressed purely descriptively in
terms of facts and consequences, and tries to explain
how, or to what extent, they are compatible and con-
.sistent with each other. The logic: of attitudes, on
© the other hand, deals with the specific role played
by value judgments in the formulation of legal
- principles; above all, it attempts to analyze the
"logical" and linguistic devices bg which lawyers seek
to attain their moral objectives.? o
Stoljar sought to incorporate in an analysis of legal.problem;
solving the insight into the function of law revealed by,
among others, Glanville Williams, when Williams emphasized
the tendency to disguise emotive statements as referential
statements.
The law is words and only words;. all depends'oh semantics
and syntax. Any "theoxry" of legal thought must perforce bé
a theory concerning the use of a particular kind of language -

legal language. Legal language - being‘rhetorical —‘possesses

characteristics which make theory formulation particularly

26
. Samuel J. Stoljar, The Logical Status of a Legal
‘Principle, (1953) 20 U. Chi. L.R. 181, at p. 183.

27 .
Ibid., p. 184.
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difficult. Legal words.are multifunctional, inttﬁe sense
identified by Ogdeﬂ and.Richards. Perhaps the prime func-
tioﬁ is emotive (persuasive). What is logical and ordered -
what can best be explained theoretiéally (in a scientific
sense)~—1is ‘not alwa?s what is most persuasive. At first
glance, thén legal reasoning seems like nbn-reaSoning; legal
"reasoning" is only the emotivé.use of special multifunctional
words and word-constructs to impress and persuade the listener.
In these circumstances, can a proper and useful theory ever

be develoPed?

C. The first guestion: how is legal argument formulated?

(1) Deduction, induction and analogy

The form of thought, like the form of love, may
too soon satiate the restlessness of the undis-
cerning. * ' '
Traditional theories of legal thought are bﬁilt upon
the. related concepts of deduction, induction and analogy.
These terms, in their simplest sense,are>widely understood.
Deduction signifies reasoning from the universal to the
particular. Hence the famous syllogism:
Socrates is a man;
All men are mortal;
So Socrates is mortal.
Induction signifies reasoning from the particular to the uni-

versal; as Stoljar puts it, "from having observed that Jones

and Smith and Robinson have died we wish to state that mortality

*Clarence Morris, How Lawyers Think, (Cambridge: Harvard
University Press, 1937), p. 137.
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will hold good of all men." Since for this induction to
be_a proper one, Tom, Dick and Harry must resémbleS Jones,
Smith and Robinson, the ability to make inductions depends
on the ability to draw analogies.29
A sophisticatéd traditional theory is that fouﬁd in

'Levi'g 1949 work An Introduction to.LegaZ‘Reasoning.BO Levi
perceived  legal reasoning as depending first upon induction‘l

based on analogy, and then proceeding deductively. First

the legal problem—-solver finds a decided case with facts

anaZégous to those currently confronting him. Then, proceeding

tnductively, a "rule of law" is extracted from the decided

case. - Finally the "rule" is applied deductively to the facts
- 31 ‘ . ‘

in hand.

A contemporary and complex version of the traditional .

theory, in this case emphasizing deduction, is presented by

28 . . N E .
Samuel J. Stoljar, T he Logical Status of a Legal
Principle, (1953) 20 U. Chi. L.R. 181, at p.185.

29
Ibid. , pp. 185-7.

30
University of Chicago Press, 1949). .

31

Ibid. pp. 73-4. For reviews of the Levi book, see
Walter G. Recker, Charner Perry and Max Rheinstein, Review
~of Levi, An Introduction to Legal Reasoning, (1951) 18 U.
Chi. L. Rev, 394. For Levi's views on judicial. reasoning,
see Levi, The Vature of Judicial Reasoning, in Sydney Hook
(ed.) Law and Philosophy (New York: New York University
Press, 1964). .

E. Levi, An Introduction to Iegal Redsoning, (Chicago:
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‘ 32 : -
Kent Sinclair. It is Sinclair's view that "deductive

organization characterizes legal argument and gives it its
33
ultimate cogency." He writes:

Many. writers who deprecate deductive reasocning have
argued that it is of trivial importance to law because
it is used only "at the end of the process" after the
important questions determining the premises are
decided by other means. No justification for the
assumption that deduction has importance only after

the premises are validated readily appears. Evidently,
the assumption is made because only then are we sure
" that the argument's conclusions are sound. However,

it seems far more plausible that a deductive frame-
work must be adopted before any other analysis. Other-
wise, discussion of the specific propositions would be
undirected, if not in fact a meaningless enterprise;
only creation of deductive structures permlts informed
selection of which pr0p051tlons to’ examine or prove.

The following set of successive arguments shows the use-
fulness of deduction in clarifying and directing inquiry.

All rules of X sort should ‘be adopted
Y is a rule of X sort. .
Y should be the rule adopted

Tc justify the major premise, on the issue of why X~-type
rules should be adopted: ,
“All rules serving Zj; -7 pOllCleS should be
adopted over other rules.

ALl rules of X sort serve Zj -2 policies. -
Therefore, all rules of X sort should bhe adopted.

32 B
Kent Sinclair, Legal Reasoning: In Search of an

Adequate Theory of Argument (1971) 59 Calif. L. Rev. 821l.

33 : -

Ibid., p. 833. Castberg goes further: "...the
foundation which we, as rational beings, demand of every
solution of a legal conflict, cannot be made other than by
a logical conclusion from a normative proposition, to which
we attribute validity." Frede Castberg, Problems of Legal
Philosophy, (Oslo: Oslo University Press, 1957), p. 67.
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Similar reasoning dictates the decision on whether
policies Z., -Z_ predominate over another set of con-
cerns, and so on. At each step of the progression a
deductive approach helps isolate the issues and provide
the answer. The analogical answer, "X is a rule like
the rules in contexts 5, ¢ and D" is a thinly dlqgujqed
deduction:

In all contexts similar to B>D Q rules work well.
The present context is similar tc B-
Therefore, all rules of X sort should be adopted.

~Just as Sinclair has tried to give new life to the
notion that dedﬁction is central to legal reasoning, so
Bécke? has lately taken up the’cudgéls 6nfbehalf of analogy.
Becker introduces the concept of dymamic analogy to this
discussion: "What makes one thing an aﬂalog of another is...

its performance with respect to that other, under specified

cond:i.t_ions."“"5 Writes Becker:

...what one looks for in a good dynamic analcgy (for
argument) is simply an object which has a property
which can be "yoked" to a property in its analog for
the purposes at hand. Relevance, or validity (i.e.
whether 4 and B are approprlately thought of as ana-
logs for a given purpose) is decided here in just the
way one decides the worth of a theoretical model: in
terms of its consequences for predictive, explanatory,
heurlstlc, or other tasks.

Flnally; Horovitz has recently put forward the curious.

claim that "typical legal argument, to the extent that it is

34 -
Ibid. p. 834.

35 ‘ :
Lawrence C. Becker, Analogy in Ie gal Reasoning, (1973)
83 Ethics 248, at p. 251. :

36 o
Ibid. ,-p. 252.

34
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rattonal, is in principle formalizable within the framework

of some appropriate, so far nonexistent, theory of inductive

support."37 Apparently Horovitz is not particularly concerned

with the p;ecise:proﬁlem of argument formulation, nor with
that of the best.afgument presentaticn que; his concern
is with the development of the overall syStem} Writes
Horovitz: . A

Since logic and system are interdependent, the éventual
application of inductive logic to law must invelve a
proper development and adaption of the legal system.
...The four interrelated activities involved in the
undertaking -~ viz., formally adequate reconstruction
of legal language, elabecration of specifically legal
principles and rules, promotion of scientific research
relevant to law, and progressive introduction of in-
" ductive procedures - are... referred to as rationalization.
-+ Accordingly, the thesis of qualified legal induc-
" tivism may be construed as % basic.principle guiding
the rationalization of law. ' :

(2) The proceés approach

...logic in excess has never been the
vice of English law...¥* :
Almost as scon as the traditional theory - relying on

simple conceptions of deduction, inducticn and ahalogy - was

37
Joseph Horovitz, Law ahd Logie, (New York: Springer-

Verlag, -1972). p. 11.

38 - : ‘
Ibid. , pp. 11-12. Of gome interest here it Horovitz's
account of the "pseudoformalistic" position of Ulrich Klug

(see Juristische Logik, 2nd ed., (Berlin: Spring-Verlag, 1958)).

Klug considers the modes of legal reasoning Lo be. purely formal
inferences - argumenta a simile, e contraric, a maiori, ad
minus, ect. Klug's position is pseudoformalistic because he
regards the modes of legal reasoning, althoucgh designated by
thege terms, tc be heuristic rather thdn truly logical.

*Lord Wilkerforce, in CasseZﬁ_ Co. Ltd. v. Broome /T9727 1 All
E.R. 801, at p. 860.
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being artidglated, some thiﬁkeré were fepudiating it, arguing
that this theory'was unduly mechanistic and empirically
inaccurate. Dewey, for example, preferfed to emphasize the
actual process followed?by a lawyer in formulating a legal
argument :

As matter of actual fact, we cgenerally begin with

some vague anticipation of a conclusion (or at least

of alternative conclusions), and then we look arouvund
for principles and data which will substantiate it or
which will enable us to choose intelligently between
rival conclusions. No lawyer ever thought out the case
.of a client in terms of the syllogism. He begins with
“a conclusion which he intends tc reach, favorable to
his client of course, and then andlyzes the facts of

the situation to find material out of which to construct
a favorakle statement of facts, to: form a minor premise.
At the same time he goes over recorded cases.to f£ind
" rules of law employed in cases which can be presented

as similar, rules which will substantiate a certain

way of looking at and interpreting the facts. And as
his acquaintance with rules of law judged applicable
widens, he probably alters perspective and emphasis in
selection of the facts which are to form his evidential -
‘data. And as he learns more of the facts of his case
"he may modify his sslectlon of rules of Jaw upon which
he bases his case. :

If ‘we aécept the Dewey line‘of reasoning,'the lawyer
preparing a legal argument does not employ in the tradltlondl
way the traditional methods of oeductlon, Jnductlon and.
analogy,‘but rather, (1) decides first on the desired con-
clusion of his argument; (2) determinés then'wﬁat premises will

enable him to reach this conclusion; (2) searches next in the

39 :

J. Dewey, Lggiecal Method and Law, (1924) 10 Corn, L.Q.
17, at p. 23. A similar recent analysis is to be found in
Bruce G. Buchanan and Thomas E. Headrick, Some Speculation
About Artificial InteZZzgewce and Legal Feaaonzng, (1970)

23 Stenford L. Rev. 40. .
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analogous jurisprudenae to find these premises, perhaps

using legal ingenuity to convince his audience of.analogies
that were-not readily apparent; (4) uses induction as a tool
fo,demonstfate how the desired premises emerge ffom the ana-
logous cases; and (5) fits the entiré construct ith a syllo-
gistic model. This five-step description of legal reasoning |
is subject to at least two important qualifications. . First,

as we have already noted, theré is a feedback component‘cf

the pracess. The lawyer is not complefely'unrestricted in the
fo:mﬁlaticn of the argument; when he approaches the iegal "data
base".to find cases containing the desirable premises, he‘may
be fdrcad by what he finds to modify the pramises and, in turn,
cbﬁpromise his conclusion. There are limits to the analogies
that'can'be.found b& even the most reéourceful lawyer. Secon@ly,
it isApoasible (and often happens) that not even a compromised
conclu51on can be reached on the basis of the ex1stlng "law":
there is no . support whatsoever for the lawyer s argument in the
.legal data base. 1In this.éituatiOn; two options are opea to
the lawyer. _He can simply advise his ciient that his case is
hopéless. Or, he can geek a judlClal de01Slon based on pollcy

40
rather than precedent.

40 :
H.F.M. Crombag, J.L. de Wijkerslooth and E.H. van Tuyl
van Serooskerken have lately attempted to present a similar
analysis in a rigorous form (On Solving Legal Problems (Leyden:
University of Leyden, undated)). These authors argue that law-
yers, like chess players, reason regressively, that is, so that
a hypothetical solution becomes prescriptive for the solving
process. They have devised a working .program in diagram form
for the solution of a civil law problem, employing up to forty-
two identified steps. This working program is reproduced as
Appendix ‘A to this study.
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Clarence Morris further developed the érgument that-
logic~has little place in the formulation of legal argument.
His analysis of legal thought;proéess closelyvresembleS'that
of Dewey: |

The facts which are recited initially suggest theories, '
which when amplified and modified by thought and work
suggest further inquiries concerning the facts, which
- again suggest amplification and modification of theories.
The alternating process contlnues until a solution is
recognlzed and acted upon.

B S AR S S S S

Practically nothing in logic books will help the problem-
. solver who has no premises at all to determine what
theories are useful and what facts are significant. Only
after the problem-solver has got some sort of hold on
" the significant will logic be useful. Then logic may be
used to indicate possible lines of development.

But Morris displays more caution than Dewey; it is his notion

that legal problems'dan, in a general way, be "located" on the.

"legal map" and that the "location" of the problem ié a res-

traint on argument formulation. The legal map is a classifi-
cation system, and the.legal problem is located when it is
characterized: "the value éf vague légal terms is that

they may be uéed £o poiﬁt out the general 1ocatiéh of a problém,
they rid the problem—solver of much that is totally irrelevant,
they get him somewhere near thé relevant, they make working

classification possible, they aid him in remembering where

41 : ~ . .
Clarence Morris, How Lawyers Think, (Cambridge: Harvard
University Press, 1937), p. 36.

42
Ibitd., p. 41.
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to look for the nature of problems." Morris believes

that, in somé objective. sense, a problem can have a "nature™"
and a "location," and fhat, again:in some objective sense,
there can be legal material "relevant™ to é legal ﬁroblemn
In this way, he institutionalized the outer limits of'argu—
ment formulation.

.Jenson.enlarged uponAthe notion that a process of classi-
fication,. rather than induction or deduction, is central tb
legal thought. He wrote: "...the situation is: If p then ¢
(or.ﬁerhaps even: All § is P) hut then the qﬁestion is just

44
whether defendant's conduct is an instance of p(or §)."

(3) Some other perspectives

(é) The role of rules; Dickinson

The process theoriéts, who repudiated traditional theories
of legal thoﬁght, embhasized the lack. of conétraints opefating
on the lawyer formulating a legal argument; they demonstrated
that a key weaknesé of fraditional theorists was their failure
to recoénize that much of the process of.legal~afgument formu-
lation was simply a process of Jjustifying conclusions reached
for'“non—légal" reasons. But, in turn, this "counter-theory”
.is inadequate, for i£ fails to take ihto account the critical

role of rules in the legal argument formulation process.

43 :
Ibid., p. 135.

44 : ~ A
0.C. Jenson, The Nature .of Legal Argument, (0xford:
Basil Blackwell, 1947) p. 12,
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In the firstApléce, in very many cases legal rulesfeker~
cise considerable restraint on the process. Dickinson noted
that there exists "a large and important clasé of cases in
.which it is not too much to say that the outcome is in fact
directly dictated bY"a legal rule.witﬁout»fhe intervention of
judicial discretion in the"smallest_degree."45 Where there is
no judicial discretion, neither is there discretion for the |
lawyer seeking'to sﬁcceed before the judge.

In the second place; where oné is dealing’with the appli-
catioﬁ of a number of (possibly competihg) rules, or with
thgiapplication of rules containing terms representing "India
rubbgr éoncepté" or of ruleé of higher generaiity, iegal rules
Aby their very-nature may pérmit substantial creativity in argu-
ment formulation. Where there are a number of rules, legal
rulesl"operate‘on the decision mainly by determining whether -
or not any issues, and if so which ones, remain to be decided>
in.érdef to reach aﬁ ultimate decision of the case..."46 In
other wofds, in cases of this kind some legal;questions are
directly raised by the answers to Otherileéal.quéstions, As
questions are answered in sequence by the application of-rules,'
attention is directed to the final and generally most signifi-

cant question, which may itself call only for the application

45 : ‘

: '~ John Dickinson, Legal Rules: Their Function in the
Process of Decision, (1931) 79 U. Pa. L. Rev. 833, at pp.
846-7.

46 ;
Ibid., p. 849.
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of a rule, or may assume the guise of a policy issﬁe. In
the former instance, although the case involved the appli-

cation of a numbér of rules, these rules dictated the deci-
47 ~ '
.sion. With respect to the cases which call for the appli-

cation of compéting rules, Dickinson observed that "whenever
a fact-situation... creates possibility of conflict between - '
two rules of law, the opportunity arises for a creative

precedent, - for a decision, that ié, which will make a new"
. : 48
rule of law to cover a doubtful case." Finally, some rules

"are expressed in forms of words which on examination permit

considerable latitude as to what maonr may not be included
within them." Dickinson writes:

In "applying" a rule of this character composed of
terms so broad that they have been referred to as "India .
rubber concepts", the decision of the adjudicating agency
is substantially a discretionary act, determined, inside
the limits nf the broadest possible meaning of the rule,
by the interplay of a mass of subjective influences,
prejudices, pre—~conceptions, of which the adjudicating

- officer himself can be expected to give no complete or
adequate account, and of which he is probably in the
normal case not even aware.> '

When we add to this consideration the power of the adjudicatihg.

officer to determine the "facts," a determination which decides

47
Ibid., p. 850.

48
Ibid., p. 851.

49 - |
Ibid., p. 852.

50
Ibid.
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which rules are applicable, the importance of "discretion"
51 : :
is clear.

Dickinson explored the nature of "rules of higher
52 ‘
generality" in a separate essay. Rules of this kind incor-

porate terms like "negligence" and "consideration," and their
construction "assumes that there runs through a number of
specific rules some common feature which can be isolated and

made the differential element forming the basis of a new and
: , 53 o .
more inclusive rule." ~In Dickinson's view, "the item of

‘ 54 :
resemblance bringing particulars together" is "resemblance

in the reaction of approval or disapproval which particular
acts evoke in a disinterested observer":

...when the operation of a rule is left depéndent on

the direct application of terms like "negligence,"
"cruelty," "detriment," and the like, the applicability
of the rule will depend not so much on discovering mere -
physical resemblances between the case and other cases
already established as falling within the rule, but
rather on the resemblance which the reaction of approval
or disapproval to the case in question bears to the
reaction aroused in cases forming the habitual and

well established central content of the rule. The
‘difficulty of establishing resemblances and differences
between such reactions as contrasted with resemblances

51
See Ibid., p. 854.

52 :
John Dickinson, Legal Rules: Their Application and
Elaboration, (1931) 79 U. Pa. L. Rev. 1l052.

53
Ibid., p. 1081l.

54

Ibid., p. 1085,

55 -
Tbid., p. 1086.



and differences between observed physical phenomena
accounts for the essential difference in the appli-
cation of legal rules and the whole process of legal
reasoning as contrasted with the application of so- -
called scientific rg%es and the resulting process. of
scientic reasoning.- ‘
ADickinson, thén, injects a concept of "rule" into the
theory of legal argument formulation. The process of'argu—
ment formulation is properly seen within the context of

legal rules; the nature. of the relevant rules determines the

scope and kind .of creativity possible.

(b) The role of rules: Gottlieb.

Iﬁ hié book The Logic of Choice: An Investigation of
the Concepts of Rule and Rationality,57 Gottlieb first pro-
poses what is now widely accepted- that iegal argument cannot
be .explained in terms of the concepts of formal logic.
Therefore, "the_test-of analycity (of strict, necessary entail-
menﬁ) must give way to tests of validity and rationality for
'argumenté and précedures in;a given non-analytic field.“58
Gottlieb turns to the field dependence of non-analytic argu-
ments: "We define our field as the field of reasoning in

which reliance is put on rules for guidance. ... This deter-

" mination of the field of arqument fastens on rules as the

56
Ibid., p. 1087.
57 ‘
(New York: Macmillan, 1968).
58

Ibid., p. 28.
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. v : 59
critical inference-guidance device to be analyzed."

_ wa do legal rules operate as an inference-guidance
dévice? First of all; a rational legal'deciéion must show a
correspondence between all relevant facts and the prbfasis
of the rulelkor ruies) that has been applied; the protasis

is that part of the rule which points to the circumstances
. 60 ‘
in which it operates. The protasis of a rule may, of

course, be vague. Therefore, "the decision on the meaning
of the word-in-the-rule is -not just a decision about linguis-
tic usage; it is a decision whether to apply the rule or not,

and it often seems.as if legal decisions involve questions of
' 61
classification."

‘The protasis of the rule must correspond to the relevant’
facts. But what are the "relevant facts"? Writes Gottlieb:

The application of rules in rule-regulated fields must...
pre-suppose the gplication of additional standards of
materiality for the selection of material facts. This
means that the application of. rules in such fields
requires a determination of materiality which. is partly
dependent upon other systems of rules and standards.

The expectation then that legal rules can be used to
govern legal judgments to the exclusion of other rules is
groundless. It now appears that non-legal standards are
infused at a crucial step in the process of applying legal
rules. ‘

59
Ibid., p. 29.

60 ,
Ibid., p. 46.

61 \
Ibid., p. 48.

62 »
Ibid., p. 57.
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Gottlieb_suggesté thét standards by which facts are ﬁeievant
include (in addition to considerétion of the applicable
rule): (1) maxims and‘rﬁles of interpretation; (2) moral ruleé
and principles; (3) economic and social6gqnsiderations; and

(4) consequences of proposed decisions. The materiality of

facts, determined according to non-legal standards, in turn

.affects the interpretation of legal rules. At this point'A

in‘his'argument,'Gottlieb-relies_heavily on the anélysis of
Curtis, who argued that the fulfilment of a rule lies in its.
being applied: "Words in legal documents... are simply
delegations to others of authority to.give them meaning by
applying them to particular things or occasions. The only
meaning‘of the word méaning... is an applidationAto the parti-
cular."64 Writes Gottlieb: "The problem of ihterpretation_

thus entirely changes in character, it involves not discovering

something in the rule, but finding guidance for the application
65 :

of rules." What povides guidance for the application of

rules is'purpose. Vagueness of purpose or competing'purposes, .
merely enlarge the discretion of those applying the rule.
Thus, rules become "devices designed to guide inferences

leading to choices and judgments which tend to promote some

- 63.

Ibid., pp. 57-62.
64 '
Charles P. Curtis, 4 Better Theory of Legal Inter-

pretation, (1950) 3 Vand. L. Rev. 407, at p. 425.

65
Gottlieb, p. 101.
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66 : . }
end-in-view." . Where interests compete‘and purposes differ,
with fundamental differences being revealed, then asAany
ethical relativist understands, the discussicn‘ends, with dis-
putants being forced tc rely on conscience aione.

The Gottlieb thesis, then,is that legal rules are an
infereﬁce-—guidance device; that the rational application of
legél iules requires.a ccrrespondence between relevant facts
and the protasis of the applicable.rule; that since many
legal rules have a Vague pfotaéis the‘decisicn to apply the
. rule is mcre than'just a decision about linguistic usage;
that decisions about the materiality of facts are partly
based upon systems of'non—legal_rules and standards; that
legal rules méy be interpreted in lighcAof'facts called
maferial for non-legal reasons; and that the ultiméte guidancé
device-for legal rules is purpose. In tﬁe end, this analysis;
like many others, emphasizes non-legal characteristics of the
legél problem-solving process, and-pictures the purely "lcgal"
aspects of the process (for example, legal ruies) as operating
within and being dependent on a comp lex framework of policy

and intuition.

(c) Dialectical reasoning

What has been called the New Rhetoric movement began
: 67
with Viehweg and received its major impetus from Chaim

66
Ibid., p. 114.

67 | '
T. Viehweg, Topik und Jurisprudensz, (1953).
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Perelman. This movement holds that the good legal argument
is the pgréuasive legal argument;_arguments'éhbuld properly
be characterized, not as_correct-orAincorrect,AbUt as strong
or weak. ih a recen£ article,.BodenheimerAdescribed this
view as a theory of l-'dialectical reasoning," such reasoning
.belng in- Bodenhelmer s view a fourth type of argumentatlon
(after deduct;on, induction, and.reasoning by analogy).69
Dialectical reasoning is based on the Aristotélian-tqpoi:
"Topoi are fqr_Aristotle propositions, hypotheses, or points
of view which may serve as guidelines'or pointérs for the
solution of controversial questions... . The topoi give hints

as ‘to how one may deal with a problematic situation to avoid

68 :
Perelman's major recent works.include The Idea of
Justtce and the Problem of Argument, (New York: Humanities
Press, 1963); What the Philosopher May Learn From the Study
of Law, (1966) 11 Nat. L. For. 1l: Le Raisonnement juridique,
(1965) 2 Etudes Philosophiques 135; and Raisonnement juri-
dique et Logique Jurtdtque, (1966) 11 Archives de Philosophie
du Dr01t 1. : :

69 : ' '
Edgar Bodenhelmer, A NegZected ThQOPJ of LegaZ
Reasoning, (1969) 21 J. Legal Ed., 373.
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‘ 70
getting hopelessly entagled in its complexity.™

D. The second question: how can legal argument be
presented?

(1) Introduction

Once a legal argument has been devised,_the problem
arises of how that argument should be presented, or can best
be presented. Some modes of presentation are more persuasive,
for whatever reason, than others. Some modes of presentation
offer a test of.the clearness of the'argument.. Is it.free >
from ambiguity? Doeé the conclusibn follow from thé premises?

Much of the confusion in the literature‘concerning legal
thought is confusion between the related but separate questions
of.(l) how legal argument is formuléted, and {(2) how leéal
argument can and should be presenﬁed. Thé*form of presen-
tation has been taken by some writers as the equivalentVOf the.

process -of formulation.

70

Ibid. pp. 38l-2. TFor.an interesting discussion of
two other nonformalistic positions - those of Engisch and
Simitis ~ see Horovitz, supra note 37, at pp. 53-65. Horovitz
is highly critical of nonformalism. "Indeed," he asks, "if
the mtional force of a legal argument does not reside in’
its ideal logical form, then what is its foundation?" (p. 126)
Horovitz considers that nonformalists have made a crucial
error in discarding the idea of formal nondeductive legal
logic; they have not recognized the possibilities presented
by inductive logic. Writes Horovitz: "The valuational
aspect of legal argumentation may be seen as resolvable, in
principle, into a logical element ~ viz. the deontic character
of legal logic - and a complex residual element - confirmation -
" which, in turn, involves legal and methodological grounds,
empirical elements - viz. psychosoclalogical laws and particular
facts - and a formal element - inductive support." (p. 128)
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' (2) Deduction, induction and analogy

As we have already observed, the traditional logical

concepts of deduction, induction and analogy have been accepted

by some theo:ists as adéqﬁate to explain the process: of
legal arguﬁent.formulation. And yet it4is clear, upon
examination,.that these notions at best are only vehicles for
the expression.of legal arguﬁent. Thaﬁ.thisfis SO emerges

: - 71
with force from the analysis of Dewey referred to earlier.

Dewey thought that although the results Qf the legal thought-

process can be expressed in" syllogistic form, the conclusion
of  that process is no£'réaéhed through a syllogistic process.
In Dewey's opinion, what the lawyer does. is first decide on‘ 
a désirable chdlusion,'and then search for major and'minorv
pfemises which will permit him to reach that éénclusion.

(it may well be, of course, that in the_search>for premises
the lawyer is forced toichénge his conclusion to a less
attractive'one because of .the lack of sﬁitableA"principles

and data.") Secondly, Dewey emphasized the role of énalogical

reasoning, but analogy's purpose is only to delimit the Jjuris-

prudence which can properly be searched to f£ind the premises

leading to the desired Conclusibn. - Furthermore, a distortion

of the analogical process may well be used improperly to en-

large the ]¢0pef scope of enquiry if useful premises are

found outside that scbpe, Finally, for Dewey, induction

71 .
Supra, n, 39. -
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appears to be the process by which'extractioﬁ"of the needed.
premises from the discovered "analogy" is justified.

Jenson, it will be remembered, was particularly concerned
to repudiate the role of deduction in legal thought. He
wrote:

...the problem is one of classification rather than one

" of deduction. Very well, it might be said, let us

grant that the crucial question is whether the conduct,

X, 18 an instance of S; but when this point is settled

does not the judgment 'X is therefore P' follow as the

conclusion of a syllogism 'All S is P, X is S; therefore,

X is P? )

The reply to this is that if there is .a process of

logical deduction, it occurs only in the final stage

and is so-obvious that it need not.be, and is not,

~given explicit formulation./2
When this process 4s formulated expliéitly, all that is being
formulated is the best expression of an argument already
devised. -Sinclair, a proponent of the.critical role of
deduction in legal thought formulation unwittingly explains
the Jenson. hypothesis; he puts forward a convincing account
‘of the deductive structure of legal inquiry. Aécording to
Sinclair, for a reason to be a reason for a conclusion, it
nmust-support or confirm the conclusion,.and such support can
only be found withdin a deductive frameworki a major premise,
expresé or implied, is essential before what then becomes the
minor premise can be a "reason" for the conclusion. Sinclair

offers a number of examples of "arguing with reasons," and

suggests what he calls a "general argument-form which is always .

72
Supra n. 44, p. 16,
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applicable if a truth value can be aSsigned'to its premises:

The legal position supporﬁed by the str§nger reasons

is justified.

CR(X)q . . R(X)n are all the reasons to adopt X.
R(NOt—X)l'. . "+ R(Not-X) are all the reasons not to adopt X.
The combined réasons _R(X)l . -R(X), are stronger than
combined reasons R(Not-X) SR R(Not—X)m.

Therefore, X is a justified legal position."73

It will be remembered that Sinclair wént on . to argue
that deduction not only characterizeé legal argument, but
gives it its cogency. But this radical part of his overall
pésitiOn seéms really to be no more than a complex and ex-
tended statement of the less exceptional part of his argument -
that legal arguments (in order to be arguments) are properly
presented in a deductive framework. (it is that framework that
makes them érguments). The essence of Sinclair's radical position
is that. "only creation-of deductive‘structures permits informed

selection of which propositions to examine or prove;" Sinclair

stresses the "usefulness of deduction in:plarifying'and dir-

ecting‘inquiry."74~

This <s not to say that propositions can
be either chosen or. proven by virtue of the deductive frame-
work. It is only to point out that the deductive structure

is "useful" in pesenting propositions for the purpose of

73
Supra n. 32, at p. 853. R(X) signifies the fully
explicit reasons for adopting legal position X; R(Not-X)
signifies the fully explicit reasons against adopting legal
position X. ) '

74
Supra note 32, p. 834.
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choice, a choice still made for "non-logical" reasons. - The
lawyer must sfill "prove" the comparative strength premise
and must still decide whether that premise if proven justi~'
‘fies the adoption of a given legal position.  Sinclair has
done ﬁo more than offer a;sophisticatea account of the ac-
cepted mode of presenting legal. arguments.

The Becker version of analogy theory75 is vulnerablé to
similar criticism. .Ciearly it is more meaningful to view
analogy as a dynamic concept, but so to view it is only to

chahge somewhat the method of comparison and the range of

possible comparisons in any given case. [ he subsidiary role

of ‘analogy in legal argument formation is not affected; ana-~

logy, dynamic oxr otherwisé, still only indicates to us what
" range of cases we can properly and convincingly consult in
the search for precedents to support a conclusion already

determined.

(3) Modern legal logic: Tamme lo .and chefs

.The application to law of deontic logic —Vsymbolic
logic applied to normative concepts - has lately been pro—

moted;by:a number of writers, with Ilmar Tammelo. foremost

75
Supra note 35,




- -38~

76 , : o
among them. . Representative of Tammelo's work is his book

Outlines éf Modern Legal Logic.77 From the beginning, Tammelo
accepted that logic is ontologically indifferent: "The func-
tion of logical reaséning is to establish self-consistent
thought. Loéicél reasoning does not establish material

(epistomological) truth, but only the formal truth of thoughts

76 , ' o
Tammelo's writings include Sketch for a Symbolic
Juristic Logie, (1955) 8 J. Leg. Ed. 277; On the Logical
Oppenness of Legal Orders, (1959) 8 Am. J. Comp. L. 187;
Legal Formalism and Formalistic Devices of Juristic

T hinking, in Sydney Hook, (ed.) Law and Philosophy, (New
York: New York University Press, 1964); "The Is" and

"The Ought'" in Logic and im Law, (Sydney: University

of Sydney Institute for Advanced Studies in Jurisprudence,
Materials for Postgraduate Study, 1967); Outlines of Modern
Legal Logic, (Wiesbaden: TFranz Steiner Verlag GMBH, 1969);
Logic as an Instrument of Legal Reasoning, (1970) 10 Juri-
metrics Journal 91; and On the Construction of a Legal
Logic in Retrospect and in Prospect, (Sydney: Institute

for Advanced Studies in Jurisprudence, Materials for Post-
graduate Study, 1970).

Important too are the works of V.G. Kalinowski and
Ron Klinger. Kalinowski's writings include Logique dé&on-
tique et logique juridique (1965) 2 Etudes Philosophiques
157; Introduction @ la Logique Juridique, (Paris: Sirey,-
1965); and De la spécificité de la logique juridique,
(1966) 11 Archives de Philosophie du Droit 7. For Klinger,
see Some Aspects of a Deontic System in the Service of
Law, (Sydney: University of Sydney Institute for Advanced
Studies in Jurisprudence, Materials for Postgraduate Study,
1966); and Basic Deontic Structure of Legal Systems, - (Ibid.
1969). :

Of interest are R.L. Clark, On Mr. Tammelo's Conception
of Juristic Logie, (1956) 8 Leg. Ed. 491: Bohuslav T. Peklo,
Observations on the Construction of Legal Logic, (1972) 53
Arch. R.-und Sozialph. 185; and Ronald Moore, The Deontiic
Status of Legal Norms, (1973) 83 Ethics 151.

77
(Wiesbaden: Franz Steiner Verlag GMBH, 1969).
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which follow from other thoughts according to the rules of
consistency."78 | |
The basic unit in érOpoSitional caléulﬁs'is the well
formed propositional formula, (abbreviated WFOF or WFF).
A WEFOTF may be any single prOpositional Variable (for example,
p representing "Bona fides is a fundamental prihciple of |
internationai law") or may be a_propositioﬂal compound made
up, according to the rules, of a nﬁmber of individual pro-
positional variables. ~Several operatofs are employed for the
formulation of propositional compounds. For example, the
"operator of negation” is W followéd by -one unit, ana means
"It is not the case that..." Similarly, the operator of
. conditional is ¢ followed by two units, andimeans "If...

theh..."79

The Propositional values are "true" and "false."
These terms are known as "truth-values," and are normally
represented by a plus and minus sign respectively. Truth-
values refer only to the logical status of a proposition,
and bear no relation to its thought content. Tammelo gives
the following example of a propositional calculus inference:
Suppose that the premisses for an- inference are:
If this statute is constitutional then this statute
is legally valid.
If this statute is legally valld then the regula-

tions issued in accordance with it are legally unchal—.
lengeable.

78 - - -
Ilmar Tammelo, Sketch for a Symbolic Juristic Logic,
(1955) 8 J. Leg. Ed. 277, at p. 280.

79
See Supra note 77, p. 50.
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These premises can be translated into symbols as Cpq and
Cqr respectively. The appropriate rule of inference

is that of the law of "hypothetic syllogism" (in its
conditional version), namely. *CKCpqCqrCpr. 80 Hence

the conclusion is Cprlwhose ordinary language corres-
pondent is:

If this statute is constitutional thern the regu-
lations issued in accordance with it are legally
unchallengeable.

In statement form, the above inference is(*CKCququpr.
Presented in argument form, it appears as follows:

Cpq (first premise)

Cqr (second premise)
:Cpr (conclusion by hypothetic syllogism

58;
i From propositional calculus, Tammelo moves: on to pre-
dicational calculus, which concerns itself with the internal
structure of propoéitions,' To give a simple example, if Fh
stands for the singular proposition "Londop.is a city," &
repfeSents the unique concept known as "London," while F
represénts'a,propérty possessed by that entij:y.82 Finally,
Tammelo discusses exténsibnal calculus, which is "a fﬁrther
Way“of loéical ﬁreatment of-properties which lies in making

n83

use of the concept of classes. A class is an extension

determined by a predicator:

The Law of Hypothetic Syllogism is one of the laws of
propositional calculus for three variables. KX followed by
two units is the operator of conjunction .and means simply
"... and ...". The asterisk placed before the first operator
sign of the compound (*) indicates a tautology - "the pro-
positional compound whose ultimate value constellation con-
tains only "true'..." Ibid. p. 51.

‘81
Ibid., p. 56.

82
Ibid., p. 66.

3
Thid., p. 78.
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The link between classes and predications is that a
class results from a predication by substituting for its
predicator the indication of the range of entities for which
the predication holds. Supposing that the formula Fk
stands for the predication "Paul is a minor", F stands
for the property "minor" characterising the range of en-
tities of which Paul is a member. If the symbol a is
assigned to the range of entities called "minors", Fk
can be rendered as Réka, where the symbol r% (which may be
called "the epsilon relator") stands for "is a member of".
‘Thus the predication "Paul is a minor" can be rendered as
"Paul ¢s a member of the class 'minors'"84 :

In the final chapter of Outlines of Modern Legal Logié,
Tammelo discusses specifically the role of modern logic in
theflégal universe éf discourse. He defines a legal norm as
"a thought-formation directed.to a person or persons and
contéining a legally authoritative:stipﬁlation conqerﬂing an
inétance or instances.of behaviour. "85 Norms.have three
parts: -"The norm-subject is ay entity Whose behaviour a -
legal nerm regulates... The norm-object is any instance of
behaviour regulated by a legal norm.;. The norm-nexus links
_the~norm—sﬁbject and the horm—object into a norm—uhity...86

Tammelo fixes on four varieties of the norm—nexus:

"...ought to earry out..." (0°¢)
M., .ought to refrain from..." (0T)
"...may ecarry out..." (MC)
"...may refrain from...'" (uM¥)87
84
Ibid.
"85
-Ibid., p. 86.
86
" Ibid.
87

Ibid., p. 87.
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Using these relators, legal nofms can be treated as pro-
positions subject to propositional calculus. The éame
techniqué can be employéd.to express the relationship
between norms in a hierarchical norm.strﬁcturés and to

represent legdlly‘Significant relations between different

norm-subjects. 59

What is the precise value of this highly complex

89

method of legal analysis? Tammelo, like most of his

colleagues, makes only modest claims. Take his view on the
application of symbolic logic to problems of émbiguity and
‘vagueness in the law:

~ Although ambiguities and vaguenesses in law are
largely a problem for the theory of non-stringent
reasoning, logic is ‘relevant to the treatment of
both. Non—strlngent reasoning involves steps of logical
reasoning in its total course. These steps enhance '
the lucidity and intellectual restraint of that kind
of reasoning. Moreover when non-stringert 'reasoning
has achieved its goal in a statement to which in-
sightful assent is sought, its soundness is tested

. by examining the merits and demerits of its corol-
laries, which are formulated by applying the prin-
ciples and methods of logiec. If these corollaries
prove to be objectionable, there may be something
wrong with the formulation of the statement or it
may be materially unsound.

Tammelo, despite the positive note of ‘this passage, makés

clear that the foundation of legal reasoning is non-stringent.

%

'88
Ibid., pp. 96-101.

89 '
In my account of Tammelo's thought, I have only
hinted at the complexity to be found in Outlines of Modern
Legal Logic, which itself purports only to be an introduc-
tory book on the subject.

90 :
Ibid., p. 108.
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Following a discussion of the circuit-diagram method (de-
vised by Layman Allen) and isomer-diagram method bf.elimi—
-nating syntactic ambiguity, Tammelo éomments that "even
thouéh,these techniques make explicitany syntactic ambi- ,
guity involved, they do not assist in the resolution of the
ambiguity.maferially. To detemhiﬁe which alternative td.

choose is an extra-logical matter. "?1

E. Summary and Conclusions .

Can é theory of legal thought be formulated at all?
‘Legal rules, unlike scientifié rules, are normative; they afe
not.empiricaily verifiable and-cannot'be considered "true"
or "false." TLaw is a system - both a hieraichical norm
stfuctﬁre, and a ﬁetwork of actual ideas and institﬁtions -
that must be fully appreciated before legal thought - part
of the system - can be fully understood. Finally., the
stuff of law is words, and yet words used legally may only
be wvague words,‘with'uiterior meaning,~used emd:ively.
Rhetorical ianguage making up norms in.a'complex and ever-
changing system —.ﬁow can these things be the compénénts of
scientific theory?

The problem of construéting a theory of legal thbught
has been made worse by'confusion in the literature between.

the related but separate questions of (1) how legal argument

91
Tbid., p. 1ll4.



is formulated, and'(2) how legal argument, oncé fofmulated,
should be or can best be presented. Early theorists con-
structed their notion of legal thoughtvout of the traditional"
concepts of deduction, induction and analogy. Levi, for |
example, considered that a lawyer fifst thought inductively
(and in this first stage emp Loyed analogy), and then pro-
ceeded>deductiveiy._ Sinclair, in a coptegfporary version of
this approach,'argues that.deduction is not only the frame-
work for legal argumenﬁs; but that it is also the only struc- .
turé fqr the proper legal inquiry. Becker, another comtemporary
writer, attempts to breathe new life into the role of analogy
' by“introducing the conéeptvof dynamic analogy.

But other writeré have correctly perceived these tradi-

_tional notions to be relevant only to the presentation of

legal argument, and have looked elsewhere for understanding
of_the process by which.legal argument is formulated. From
the énalYSis of Dewey, Morris, Jenson, and oﬁheré, we learn
that a typical lawyer puﬁting together his argument, most
likely (1) decidés firsf on the desired donclusién of his
argument; (2) determines then what premises will enablé him
to reach this conclusion; (3) searches,next in ‘the analogous
.jurispruaence to find these premises; K4)'uses induétion as
a tool to demonstrate "how tne desired premises emerge from
-analogous cases; and (5)'fits the entire construct into a
syllogistic form (for purposés of ciarity and persuasiveness).
‘The process theory, so to speak, stands the traditional

theory on its head.



Examination of the mwle of rules in'legal.thought
sheds fufther light on the process'of legal atgument formu-
lation. Although in some cases a legal outcome is deter-
mined by the discretionmfiee application of a single legal
rule, more often (and more significantly) fhelrule to be
applied will be a ruie of higher generality, dependent on
"India rubber" concepts, calling forth discretion and legal’
creativity. Or,-severali(possibly competing) legal rules
will be relevant, again providing an opportunity for the
use of imagination in establishing new precedent. Rules, as
Gottlieb explains, become only inference—guidance devices,
dependent on a concept of purpose, the promotion of an end-
in-view.

| andamental, then, td‘an understanding o: legal thought

is full apprecietion of‘the actual process employed by'a
lawyer in,constructiné a legal argument. Essential to that
preeess,.and the process' starting point, is the-conclnsion
kpurpose, end—in~view) the lawyer seeks to achieye. The -
sole restréining force on argument formuiation.is ;he pos-—
sible existence of cleafcut, precise; relevant and non-
competing rules (or perhaps a single rule) in the legal data
base. |

The notions of deduction, induction-and analogy =
considered components of a theory of argument fornulation
by some -~ find their true use at the level of‘argument pre-
sentation. Anelyeis of traditional theories of legal thought,
dependent upon these eonceéts, shows that legal propeeitions

are neither chosen nor proven by deduction or induction.
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Analogy only assists-in’ascertaining the initial scope of
the legal inquiry. The most promising fool for argument
. presentation, as Tammelo and others have showﬁ, is deontic
logic. Use of symbolic logic, at the very least: enhénces
the lucidity and iﬁtellectual restraint of noﬁfstringent
reasoning, and provides a method of determiﬁing'whether
legal propositions are well formulated and materially sound.

- It must bé said that any jurist will readily admit
that the problems of argument formulation and érgument p£e~
senﬁation'are interrelated. If we can -determine what is
(in'somelsepse) the best means of presenting a legal argument,
that determination will perhaps tell us much about the best
way (or even the normal way) of formulating such an argument,
Siﬁilarly, if we can understand how it is tha£ lawyérs
formqléte legal arguments, how those arguments should be
presented may quickly become apparent. However}fdespite
thié close rélationship between the two questions of legal
thought, they remain two separate questiéns} continued
deﬁelOpment in inQuiry into lééal thoughf requires their
individual treatment.

The elements of.reasonable inquiry into:legal thought

are now clear. We possess some idea of the process of legal

argument formulation. 'And we have a notion of how that arqu-

ment, once formulated, can be presented, and of the merit of

so presenting it.
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CHAPTER TWO: THE LESSONS OF ARTIFICIAL INTELLIGENCE AND

SIMULATION RESEARCH

"A. Artificial intelligence and simulation

The goal of artificial intelligence research.is "to
conétruct computer'programs exhibiting behaviour we call
'intelligent behaviour' when we observe i£ in human beings."l
AT reseafch attempts to develop programs which will perform
in the best possible way the intellectuai taské thét humans
ﬁerform, sdmetimes well and sometimes poorly. Most AI
_proérams employ human approachgs to problem-solving devices -~
often a heuristic approach - but algorithmic or "brute
force" programs alsé fall within this field of research.

Cognitive process simulation is concefned "with the
programming of computers to perform intellécfual tasks in
the same way that perséns perform these tasks,"2->Reseafch
of this: kind attempts‘to<increase understanding of human
cognitive processes. The test of a simulation program's
adequacy is normally considered to be the extent to which it.

'is a good predictor of human behaviour. >

E.A. Feigenbaum and J.F. Feldman, Computers and Thought,
(New York: McGraw-Hill, 1964) p. 3. Although this book is
‘now substantially out-of-date, it remains a classic in its
field. ‘ _ : :

2
‘Ibid., p. 269.

3
For a comprehensive account of computer simulation, see
John.M. Dutton and William H. Starbuck, Computer Simulation of
Human Behaviour, (Toronto: John Wiley & Sons, 1971) See par-
" ticularly John M. Dutton and Warren G. Briggs, Simulation Model
Construction, ibid., pp. 103-126.
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The cqncepts.of artificial intelligence and simulation
of cognitivg processes are not always kept separate. Indeed,
'Newell and Simon's General Problem Solver "maximally con-
fuses the two approaches - with mutual benefit."4 Newell
and Simon.claim fhét in the GPS a new methodological sophis-
tication is brought to bear on-cognitiVe psychology: "...we
can writé a program that constifutesva theoxry of the com- -
puter's behaviour in literélly the same sense that the equa-
tions of Newtonian dynamics'éonstitutg a theory of the motions
of the solar'sy’stem."5 They writé: "To explain a phenomenon
means to show how it inevitably results from the.actions and §
interactions of precisely specified mechaniéms'that'are in

nb The

some sense 'simpler' than the phenomenon iEself.
meéhahisms in this context are information processes, and thg§
"explaﬁatién" consists of using a program to organize these
processes in such a way that recognizable behavibur results.

In fhiS‘sehsé, a computer program represents a psychological

7
theory.

I suggest that this line of reasoning is suspect. The

A . - .
Allen Newell and Herbert A. Simon,Simulation of Human
Thought, in Dutton & Starbuck, <bid., p. 150. '

5 .
Ibid., p. 152.

. -

Ibid., p. 153,

7 : : :
See Nico H. Frijda, Problems of Computer Simulation, in
Dutton & Starbuck, <bid., pp. 610-618.
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description of a process producing the same result as human
thought is not necessarily an explanation of the.human
thought process; coincidence of result may be. fortuitous,
without significance. Fnrthermore, even if ex hypothesti only
one process can produce the result in question, a description
of that process’ may not be the equivalent of an explanation
of it, at least in the case.of sensible bodies. A human
being, in petforming a commonplace act, may well be conforming,
ont of neCessity, to the most complex.laws.of physics, but-
a_recitation of those laws does not constitute an ekplanation
of his hehavionr. We‘would do well to preserve; to begin .
with, the distinction between artificial intelligence and

cognitive simulation.

B. ©Some historically significant areas of artificial

intelligence and simulation research

(1) Machine translation

Martin Kay has written of machine translation that
"there has probably been no other scientific enterprise in
which so much money has been spent,on-so many projects'that
promised so.little."8 Kay was far from the first to reach
this conclusion. 1In 1966, a ‘committee of the:United States
National Academy of Sciences repo:ted that a satisfactory

translating machine was not likely in the foreseeable

g
Martin Ray, Automatic Translation of Natural Languages,
(1973) Vol 102, No. 3, Daedalus 217, p. 217. '
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9
future. The committee concluded that machine translation

was slower, less accuraﬁe and more costly than that prOVided
by human translators; the only important result of research
in this field was thought to be a "fall-out" of a better
linguistic‘uﬁdérstanding.

Why have attempts to devise adequate machine translation
systems been abjéct failurés? An explanation given by Kula-
gina and‘Mél'cﬁklo stresses a critical gnostic problem:

"It is well known tﬁat a perfect command of the respective:
léngﬁages is not enough for a good translation; the translator
(or editor) has to perfectly underétand what 1is'said in the
text under translation; i.e. to have a perfect command Qf
real situations described.%l Bar Hiliel's-famous The box

is' in the pen exémple illustrates the point. This sentence .
can mean either "ﬁhe box is in the small enclosure for chil-
drén to play in" or "the box is in the writing pen." To

know that the latter formally correct interpretation is

9 .
Automatic Language Processing Advisory Committee,

National Academy of Sciences, National Research Council,

Languages and Machines, (Washington: . U.S. Government
Printing Office, 1966).

10
0.S. Kulagina and I.A. Mel'cuk, Automatic Translation:
Some Theoretical Aspects and the Design of a Translation
System, . in A.D. Booth (ed.), Machine Translation, (New York:
American Elsevier, 1967) p. 139. :

11 :
Ibid., p. 141.




unlikely to be thé "reala meaning of the sehtence requires a
knowledge of the worid which coﬁputers fpréseeably will not
possess;

The smallest unit of meaning in most lénguaées is a
pattern’com?oéed of several words or‘perhaps several sen-
tences. Accordingly, worq—for—word franslatioﬁ is likely to
pfoduce_absurdities. For proper tranélation a computer
must have.syntacticxunderstanding,Qand yet such understanding
(of a sophisticaﬁed sort) is probably beyond the grasp of
current coméuter development. It has been estimated that

50

there are about 10 English sentences of twenty words or

less, putting effective mechanical translation perhaps as

much as forty-five orders of magnitude out of reach.
Despite these difficulties, of the most severe kind,
. ' ' : " 12
‘research into mechanical translation continues. .  But for

the most part, hopes are not high. 'In the face 'of the. gnostic

problem .~ computer ignorance of the real world - caution .is

justified.

12 ,

One of the more interesting ongoing projects is
the SYSTRAN System of the United States Air Force. SYSTRAN
translates Russian into English, and substantial claims are
being made for the results of second-phase optimization.
See Peter P. Toma, Ludek A. Kozlik, and Donald G. Perwin,
Optimization of Systran System, (La Jolla: LATSEC Incor-
porated, 1973). :




(2) Chess—-playing programs

Algorismic solutiohs-tp compiex problems (such as.game
playing) are inadequate, for possible solutions td-complex
problems increase exponentially, rendering their bulk beyond
computer capability. Heuristics are the answef,_élthough
heuristics entail the risk of bypassing the optimum solution,
or indeed, any solution at all. |

If we assume a chess game to consist of forty moves,
then by the time a formal game is over some 3080 possible
movés will Have been considered. Singh points out: . "Even
if we assuﬁe that our qhess—playipg coﬁputer examines a
thousand billion (1012) moves per‘éecond, it will still take:..
1098 years tb.make-even the firét move. ...this exceeds the
puﬁativé age of‘the university by a factor of 1083_...“13
' The heuristic appropriate to thié'problem is limiting the
"look~ahead" procedure ‘to just a few moves, and restricting
the examination of possibilities ét_each mo&e. .If we.look
ahead only four moves and>examine only seven possibilities
for each move, we restrict possible moves to 2401.

In 1949, Claude Shannon introdﬁced a detailed.descrip—
tion of the appropriate‘heuristic:

Playing chess consisté of éonsidering the alternative

moves, obtaining sme effective evaluation of them by

means of analysis, and choosing the preferred alterna-
tive on the basis of the evaluation. The analysis...
could be factored into three parts. First, one would

explore the continuations to a certain depth.’ Second,
since it is clear that the explorations cannot be deep

13 o ‘
Jagjit Singh, Great Ideas in Information. Theory,
Language and Cybernetics, (New York: Dover Publications, 1966),

p. 261,



enough to reach terminal positions, one would evaluate

the positions reached at the end of each exploration

in terms of the pattern of men on the chessboard.

These static evaluations would then be combined by

means of the minimaxing procedure to form the effective

value of the alternative. One would then choose the

move with the highest effective value.l4

S : 15
The Shannon analysis was refined by Alex Bernstein.
Bernstein restricted the legal alterhatives and continuations
to be considered by intrbducing subroutines called plausible
move generators: "Each of these generators is related to
some feature of the game: King safety, devélopment, defen-
ding own men, attacking opponent's men, and so on. The
program considers at most seven alternatives, which are ob-
tained by operating the generators in priority order,. the
' ’ 16

most important being first, until the seven are accumulated."
Building on the work of Shannon, Bernstein and others, Newell,
Shaw and Simon devised a chess~plaYing program with "a set
of goals, each of which correspdnds to some feature of the
chess situation - King safety, material balance, centre con-
trol and so on. Each goal has associated with it a collection

of processes, corresponding to the categories outlined by

Shannon: a move generator, a static evaluation routine,

14 :

Description by -Allen Newell, J.C. Shaw and H.A.
Simon, Chess-Playing Programs and the Problem of Complexity,
"in E.A. Feigenbaum and J. Feldman (eds.)., Computers and '
Thought, (New York: McGraw—-Hill, 1964), 39, at p. 43.

15
' See <bid., pp. 48-50.

16 |
Ibid., p. 48.
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and a move generator for analysis." At the beginning of

each move, the "state" prevailing evokes a list of goals.
Then, "the move genorator associated w1th each goal proposes
alternative moves relevant to that goal.' 18 Each proposed -
move 1is asslgned a value by an analy81s procedure which
"consists of three parts: exploring contlnuatrons to some
depth, forming static evaluations, and integrating these to :
establish an effective value for the mOVe.'_'19 To select a
- move, the program_setsAan-acceptance level as final criterion

20
and takes the first acceptable move.

17
Ibid., p. 51.

18
Ibid., p. 52.

19
Ibid., p. 53.

20 :
Newell, Shaw and Simon make clear that the analysis
move generators are critical to the program's success.
Continuation exploration is based on Turing's concept of a
dead position: "The static evaluation of a goal is meaning-
ful only if the position being evaluated is 'dead' with
respect to the feature associated with that goal - that is,
only if no moves are likely to be made that could radically
alter that component .static value. The analysis move
generators for each goal determine for any position they are
applied to whether the position is dead with respect to their
goal; if not,they generate the moves that are both plausible
and might- serlously affect the static value of the goal. Thus
the selection of continuations to be explored is dictated by
the search for a position that is dead with respect to all

the goals, so that, finally, a static evaluation can be made."
Ibid., p. 55.- See Appendix B for a description of a game
played between the NSS Chess Program and H.A. Simon. TFor a
recent discussion of checker-playing programs, see Arthur L.
Samuel, Some Studies in machine learning using the game of
checkers. II-Recent progress, in Frecerick J. Crosson, (ed.)
Human and Artificial Intelligence, (New York: Meredith Cor-
poration, 1970) pp. 81-117.



Whét conclusiéns‘can be drawn from the history of chess-
playing-program_deveiopment? Some limited-success has been
achieved; there éxist programs which play an elementéry form
of qheés, sufficient to vanquish theAinexperienCednand ama-
teurish. But this success is no cause for jubilation in-
~ the ranks-of researchers. First it is a very limited
success, in terms of thg game—playing ability of the various
érograms, partiéularly when put.agéinst the resoufces ex—
pended'in its pursﬁit. Second there is no reason to believe
that the heuristicé developed feflect in any wéy the process
actually foliéwed b§ human Beings in the plajing of chess.
Indeed; the limited success of chess;playing programs,viewed
in light of the'reiativelyivery great. chess ability of exper-
ieﬁced human players, strongly suggests~that human beings 
do not'uée heuristics of the kind employed in prograﬁs. It
seems, then, that the chess—playing programs which have been-
devélopéd neither‘play good. chess, nor tell us How it is

that some human beings play good chess.

(3) The General Problem Solver

The NSS cHess—playing program was an expression of the

"development by Newell;‘ShaW and Simon of the General Problem
Solvér (GPS). GPS programming employed a heuristic strategy'
for solying probiems of the chess-playing kind - for example,
. proving a theorem in symbolic logic. As Singh pufs it, GPS-

Vprogramming "tries to mimic the specifically human technique
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of free derivation guided net by the dreary mechanical

Jmethod' préscribed by decision procedures but by that
of.'unregiménted insight and good fortune.'"lehe GPS _
‘search for a goal 1is iliustrated by the following figure22
discussed by Singh23):

Goal Type |:Transform object a into object b

) Difference d . Fail
Method | | Matchato b | Difference d e d, | Reduce dge“wee” L~ Method
: a'and b fails
Identical Modified l Fail, try for
. object, ¢ " | new object
sﬁ‘cecléf:s ‘é____ASucceed Transform c into b

Goal type 2: Apply operator ¢ to object a

Transform a into d Produce the output _
Method 2 | ¢ (q), the input succeeds o 1 from b (q), the S Method
from q output from ¢ succeeds
lFail )
Method '
foils

Goal type 3:  Reduce the difference d, between object a and object b -

Search for operatof q q
relevant to reducing d Apply G to o

. W Succeed, new
Fail Try for new object ¢

Method operator ) Methad
fails succeeds

Method 3

This figure clearly shows the interrelationship of the three

goal tYpéS- For example, goai type 3 must be achieved before

2 l . N .
Supra mnote 13, at pp. 270.

22 : : : :
Taken from Allen Newell, J.C. Shaw, and H.A. Simon.

A Variety of Intelligent Learning in a General Problem Solver,
in Marshall C. Yovits anhd Scott Cameron -(eds.) -Self-Organizing
Systems, (New York: Pergamon Press,. 1960); reproduced in
Singh, p. 273.

23 :
Ibid. pp. 272-3.
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goal type 1 can be reached in aﬁy cases where a and b are
not identical. Similarly, geal type 3 is'reduced_to a type
2 if an operator g is found.

A critical feature of GPS'programming is that it does
not provide for the definition of differences between given
objects.: The program becomes relevant enlonﬁce a set of
differences has been assembled, and operators to obliterate
those differences have beeﬁ designed; The program;. in effect,
shows only how definitions and operators can be.used to attain.
'a goal; therefore it hardly conetitutes a. . frontal attack on
the problem of understanding‘human thought process,<since.a
central feature of that process is devising "definitions"

and "operators."

Finally, the value of GPS programming to
pure artificial intelligence research is limited, since the
GPS is normally applied to "non-real world" problems, -such

as theiproof of theorems in symbolic logic,

C. Problems and possibilities

Probably the most sustained recent criticism of "artificial
. ' 24 _ :
reason" is that of Hubert Dreyfus. bDreyfus argues that
typically human forms of information processing have not been

duplicated by researchers.

Dreyfus observes that a master chess player, in a fifteen

24
Hubert L. Dreyfus, What Computers Can't Do (New York:
Harper & Row, 1972). .
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minute period, may"consider 100~200 moves; a computer program
might éonsider 25,000; Yet, more often than not the best
move will bé that of the player, andvnot the prbgram; Asks
Dreyfus: '"Wha£ are they éﬁuman being57 doing-that enables
them, while considéring 100 or 200 alternatives, to find

more brilliant moves than the computer can find working
through 26,000?"25 The answer, says Dreyfus, is what William
James called the "fringes of cohsciousness;ﬂ. the humah‘chesé
player engages"in a "global"® form of information processing,
unknown to the computer, "in which information, rather than
being explicitly considered remains on the fringes of con-
sciousness and is implicitly taken into account..}"26 One
expression of fringe consciousness ié the ébility of human

beings to "deal with situations which are ambiguous without

having to transform them by substituting.a precise descrip-

27 :
tion."
Dreyfus then stresses the importance of "“insight" -~ what
he calls essential/inessential discrimination - in place of

trial-and-error search:

25

Ibid., p. 15.
26

Ibid., p. 8.

27 :
Ibid. « P 19.
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.Gestalt psychologist Max Wertheimer points out in -
.his classic work, Productive Thinking, that the trial-
and-error account of problem solving excludes the most
important aspect of problem-solving behaviour, namely
a grasp of the essential structure of the problem,
which he calls "insight. In this operation, one
breaks away from the surface‘structure and sees the

~ basic problem - what Wertheimer calls the ‘'deeper struc-
ture' - which enables one to organize the steps neces-
sary for a solution.

‘Insight, suggests Dreyfus, is ruleless, and therefcre not
programmable. Accordingly, work like the‘GPS is "merely
muddling through."29

.Finally, Dreyfus distinguishes between perspicuous
grouping; and character lists. "We normally recognize an
ohject as_similarhto other objects," writes Dreyfus, "with-
out being aware .of it as an example of a type or as a member
Aof~a class defined in terms of specific traits." >0 The
fact that humans ‘do not conceptualize traits to recognize
patterns distinguishes human recognition frcm mach ine
recognition which operates on the conceptual level of class

membership.

Dreyfus' argument is that researchers in this field have

operated on four mistaken assumptions: (1) a biological

assumption "that on some level of operation - usually supposed

28 ' ‘
Ibid., p. 26. See Max. Wertheimer Productive Thznkzng
(New York: Harper & Bvos., 1945),p. 202.

29
Ibid., p. 31.

30
Ibid., p. 34.
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to be that of the neurons - the brain processes information

in discrete operations by way of some biological equivalent
: 31 :
- of on/off switches;" (2) a psychological assumption "that

the mind can be viewed as a device operating on bits of
‘ . 32
information according to formal rules;" (3) an epistomological

aésumption "that all knowledge can be formaliZed, that is,

that whatever can be understood can bé expressed in terms -
33
of logical relations...;" and (4) an ontological assumption

that ."everything essential to the production of intelligent

behéviour, must in principle be analyzable as a set of
34
situation-free determinate elements." - Dreyfus rejects the

biological assumption, referring to evidence which suggests
v : . 35
that the neuron-switch model of the brain is not tenable.

31
Ibid., p. 68.

32 :
Ibid.

33
Ibid.

34
Ibid.

35 - : _
See John von Neumann, Probabilistic Logics and the
Synthesis of Reliable Organisms from Unreliable Components,
in A.H. Taub (ed.), Collected Works, (New York: Pergamon ‘
Press, 1963), Vol. 5; John von Neumann, The General and Logtcal
Theory of Automata, in The World of Mathematics, (New York:
Simon and Schuster, 1956); Theodore H. Bullock Evolution of
Murophysiological Mechanisms, in Anne Roe and G.G. Simpson
(eds) Behaviour and Evolution, (Héew Haven: Yale University
Press, 1958); Walter A. Rosenblith, On Cybernetics and the
Human Brain, (Spring, 1966) The American Scholar 247.
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‘With respect to the psychological assumption, Dreyfus argues -
against the §iew that-any tﬁeory of human behaviour which
enables us to understand that behaviour is alsoian explanation
of behaviour. He writes that a "physical description, exclu-
ding és it does all psychological terms, is in no way a'psycho~

logical explanation. On this level one would not be  justified

in speaking of human agents, the mind, intentions, perceptions,_

36
" The epistomo-

memories, or even of colours or éounds..°
logical assumption holds that all nonarbitrary behaviour can
be formalized and that the :brmalism'can be used to reproduce
the behaviour in question.37 Dreyfus; response to. this
assumption is simply to reject it} there is, he saYé, ﬁo
reason to suppose‘that‘there can ever'be a formal theory of
liﬁguistic performance. This is éovpartly because not all.
linguiétic behaviour is rulelike, and partly because "for
there to be a theory of linguistic performance, one would have
to have a theory of all human knowledge..,"38 Finally, the
ontological assumption - that everything essential‘to intel~

ligent behaviour must be understandable in térms of a set of

determinate independent elements ~ is rejected by Dreyfus on

36
Ibid., p. 89.

37 ,
Ibid., p. 102.
38
Ibid., p. 110.
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the grounds that human beings have an implicit understanding
of the hman situation which provides a context for under-—

standing facts - a context which cannot be tfansmitted to a
39 - . -
computer. ' ’

Having rejectéd the traditional assumptions, Dreyfus

proffers a strange alternative. Man, says.Dreyfus, is not a
‘ : ‘ : 40
device; man has "an involved, self-moving, material body"

which cannot. be reproduced by a heuristicallyiprogrammed
digitai cdmputer. Writes Dreyfus:‘

The body contributes three functions not present, and
not yet conceived in digital computer programs: (1)
the inner horizon, that is, the partially indeter-
minate predelineated anticipation of partially indeter-
minate data...; (2) the global character of this anti-
cipation which determines the meaning of the details
- it assimilates and is detérmined by them; (3) the
transferability of tis anticipation from ong sense
~modality and one organ of action to another. 1

In Drerus‘ eyes, the true view of humanh behaviour is that

it is orderly behaviour withbut pecourse to rules. In the
human world,"facts are given meaning by human,ﬁurpose, while
a computer can only store and sort through an enormous list

: 42 o
of "meaningless, isolated data." The human situation is a

39
Ibzd., p. 122.

40 : :
Ibid., p. 148.

4]
Ibid., p. 167,

42
Ibid. , p. 174.
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‘Function of human needs:

When we experience a need we do not at first know

what, it is we need. We must search to discover

what allays our restlessness or discomfort. This is
not found by comparing various objects and activities
with some objective, determinate criterion, but through
what Todes calls our sense of gratification. This
gratification is experienced as the discovery of what

we needed all along, but it 1s a retroactive understanding

and covers up the fact that we were unable to make our

need determinate without first receiving that gratl—

fication. The original fulfillment of any need 15

therefore, what Todes calls a creative discovery.

What can we make of_the Dreyfus analy51s? It has been
roundly criticized. Bernard Williams writes of Dreyfus'
philosophy that "it is not... very easy to take it seriously,
or even patiently. One of its characteristics is its re-
liance on terms which sound explanatory, but which in fact
conceal in their ambiguity many of the real questions that
need to be asked."44 Bruce Buchanan and others have observed

of What Computers Can't Do that it makes no reference to

contemporary artificial intelligence research, such as that

43 ~
Ibid., p. 188-9. The Todes reference is to Samuel
Todes, The Human ‘Body as the Material Subgeat of the World,
Harvard. doctoral dlssertatlon, 1963.

44 . -

Bernard Williams How Smart Are Computers? (a review
of Hubert L. Dreyfus, What Computers Can't Do: A Critique
of Avtificial Reason) November 15, 1973, The New York Review
of Books.
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undertaken'by Colby and Winograd (discussed later in this
study).45

| ButvDreyfus has identified problems which. appear
critical to én evaluation of artificial intelligencé.and
simulation research. Why <s it that a human chess;player
can easily beat a'heuristically—pfogrammed.computer, even
when the computer's heufistics are well thought¥out énd
appear. to approkimate human heuristics, and even When'the
computer considers many more moves than-the,human'player?
.What is the nature of the apparent ambiguity tolerance of-
human beings? How is it that humans cén group on a per-
Spicuoué basis, and what is the nature and role of "insight?"
Whether or not we adopt the Dreyfus analysis, we‘cénnot
ighore these questions.

It is Dreyfus' argument that researchers in the field
have ighored phehoména sqéh as fringe consciousness and
insighﬁ? and have operated on biological, psychological,
epistémological and ontological assumptions which taken
Eogéther cannot explain (according to Dréyfus) the rémark—_’

able ability of human beings to perform some tasks -~ such

45

. Bruce G. Buchanan, Review of Hubert Dreyfus' What
Computers Can't Do: A critique of Artificial Reason,
(Stanford: Computer Science Department, Stanford University,
1972) . Stanford Artificial Intelligence AIM~181; Computer
Science Department Report STAN-CS-72-325. I am indebted
to Bruce Buchanan for discussing this subject with me and
giving me a copy of this review.

A savage attack on Dreyfus' earlier writing is to be
found in Seymour Papert, The Artificial Intelligence of
Hubert L. Dreyfus: A Budget of Fallacies, (unpublished
privately circulated paper, 1968). :



-5

as translating languages or playing chess - in é superior
manner. The true Viéw, Dreyfus érgues, is that human
behavior, although orderly, is ruléleS§,~and that.human

. behaviour is heévily dependent on one'thing that-all
computers lack - "anlinvdlvéd self~m6ving, material body."

Thé first part of this analysis'-'the rejection of
assumptions said to govern artificial intelligence and
simulation research - seems the most formidable part. How
else can we account for the very limited success of research
-in this field? How else can we account>for human superiority
.in problem-solving?

The second part of the Dreyfus analysis - the argument
that humans, in a way tﬁat involves the-"bbdy," use things
like "fringe consciousness".and "insight"-instead of rules
in ordér to think, and that the conséquent thinking process
is non—érogrammable - is far more suspect.  First of all,
thié~argument in no way follows froﬁ rejectioﬁ of the more
traditional analysis. Secondly, Dreyfus' emphasis on the
possessioh by humans of a "body" - an idéa which he dbes not
develop fuliy in his book - seems, on the'face of it, and
in its underdeveloped state, absurd. Not oniy is it absurd,
but it may not even offer a sound basis Qf distinction
between humans and omputers. Some branchés of fbbotics
are develo?ing "bodies"-for cdmputers; this‘aevelopment
cannotlbe lightly diémissed by Dreyﬁus, qnless he is prepared\

‘to offer us a full and convincihg discussion of the special

N
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qualities of the hﬁman body, Finally, the assertion tha£
human behaviour -is ruleless is jus£ that —-aﬁAassertion.
It is patently false to conclude, from the current failure
of thinkers to perceive rules governing human-thought; that
human thought is ruleless. That is only one of the many
conclusions suggested by failure. | |

But with these criticisms of Dreyfus made, we neces-
sarily return to the main point of the Dreyfus analyéis.
The record of.artificial iﬁtelligence and simulation research
is ndt good. Dreyfus may be wrong in concluding that human
behaviour is therefbre ruleless and non-progfammable," None-
theless, one can conclude tﬁat we have ?et really to grasp
and'ﬁescribelhow.it is that humans think. .The immediate
prognosis for artificial intelligence aﬁd simulation research,

is, therefore, not good.

D. Contemporary research and its significance

Despite early setbacks and intensive criticism, research
in artificial intelligence and coénitive~simula£iqn continues.
Some reéent work has mitigated previous failure and blunted
outside attacks, leaving a confused but still not hopeful pros-

pect.
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(1) McCarty's TAXMAN

46
I have descrlbed Professor McCarty’s TAXMAN program
47
elsewhere, McCarty chose as his problem domain the

taxation of corporate reorganizations, and particulariy

section 368 (the defihitionai provision; of the Internal

Revenué Code and its predecessors. TAXMAN has the following
elements: (1) a description of’situations and events in

the corporate reorganization area; (2) analyées.of these
-descriétiqns-according'to legal principles} (3) heuristic
mechanisms‘for building and modiinng the given'descriptioﬂs

and their respective analyées, plus a égpacity to call inter-
aqtiyely on a human user. A "description“ is a semantic net,
With names of things as nodes and names of properties or
relations as links. A semantic net can be expanded indefihitely;
’and can be represented in a computer data structure. To
accomodate the arguable nature of any  legal proposition, McCarty
has adopted the conventioh "that every assertion in the seman-—

tic net have attachable to it an additional piece of data

46 .
L. Thorne McCarty was formerly a Computer Fellow

at the Faculty of Law, Stanford University, and is now a
member of the Faculty of Law at State University of New York
in Buffalo. I am much indebted to Professor McCarty, who
has given me his wise counsel ever since I became 1nterested
in problems of computer use in law.

47 -
See Philip Slayton, Electronic Legal Retrieval/La
recherche documentaire électronique dans les sciences juridiques.,
(Ottawa: Information Canada, 1974), pp. 18-19; Computers and

the law - an uneasy trial marriage, (1974) 1 In Search 14.
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structure giving its justification (i.é.,'why it was aséerted
in the fifst place) and some indication Of_hoﬁ it caﬁ be sub-
-seqﬁently attacked."48 TAXMAN's,aﬁalysis mechénism‘aims to
add a finéi assertion supported by plausible argument té the
'description“structure, (e.g,'m sequencé of events constitutes
a tax-free reorganization for reasons y).

Regrettably, this promising line  research, pursued
by McCarty during his stay at Stanford; has noﬁ‘been sub-
stantially developed, partly because of thé limited resources
avaiiable to McCarty. There is not even;.as yet, a compre-
henéive published account of the project. Because of the
embryonic nature;of TAXMAN and‘the lack of full information
concérning it, any conclusive -judgment about it 1is for the
moment'imposéible, although McCarty's ability and optimism
alone make his research worth caréful monitoring. Perhaps
thé only criticism that can be levelled at his work at this
stage is that he’ does noﬁ“appear to have explored thoroughly
the characteristics of.legal problemnsolving} the riéks’of
failure to conduét such exploration are clear, ahd have been

indicated earlier in this study.

" (2) PARRY: a.simulated paranoid

Dr. Ken Colby of Stanford University has devised, with

48 : ' o .

L. Thorne McCarty, Interim Report. on the TAXMAN
Project: An Experiment in Avtificial Intelligence and Legal
Reasoning, unpublished paper presented at the Workshop in
Computer Applications to Legal Research and Analysis, Stanford
Law School, April 28-9, 1972, pp. 2-3. :
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some considerable'success) a natural language program which
simulates paranoid human behaviour. Dr. Vinton Cerf has
described the outpdt of the program:‘
If'Parry believes it understands the sentence, it
produces a canned response appropriate to the question
or statement presented. Otherwise, Parry will say some-
thing noncommittal, but relevant to the context of the
present .conversation... At present, Parry appeari to
understand about 70% of the sentences presented. 9
The operation of PARRY is evident from the transcript of a.
conversation it held with DOCTOR when the two programs were
fconnected through the Advanced Research Projects Agency
(ARPA) Network. ~ DOCTOR, a creation of Professor Joseph

Weizenbaum of the Massachusetts Institute of Technology, is

closely modelled on the transformational grammar program

"known as ELIZA. The transcript is reproduced as APPENDIX:

"C" to this study.

. _ , : 50
(3) ATCS: Antimicrobial Therapy Consultation System

The Antimicrobial Therapy Consultation System is an

artificial intelligence program designed to advise physicians

49 ' . :

Vinton Cerf, Parry Encounters th<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>