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1. ~ INTRODUCTION

New data communication facilities are being developed‘based on the
principle of packet switching. Compared to the conventional facilities
based on real telephone and high-speed circuits,. this new technology is
characterized by a higher degree of resource sharihg, implying lower cost,
and a better transmission quality. However, this new technology also
brings new problems for the users. More complex communication protocols
have to be implemented in order to make use of the new communication.’
facilities. Different protocols have been developed by different computer
manufacturers and carriers, with the result that compatibility between the’

different systems is a problem

The users are interested in the compatibility of the different computer
and communication. systems. Higher compatibility would prOmote the

: pOSSlblllty of choosing the different components of a data processing
network independently from different manufacturers and/or carriers A

1arger ch01ce for the user often means a better service and lower cost.

In this report we are not so much concerned with the compatibility problem
_:between the data processing equipment on the one 51de, and data networks

on the other. Instead we deal with the compatibllity issues raised by the
provision of‘two.independent packet-switched data networks in Canada. TCTS'
network Datapac and 'CNCP's network Infoswitch are both scheduled to start

peration in 1976.

Section 2 gives a general introduction to access protocols for packet—
switChed data netWorks and points out some issues of compatibility and
standards. The main part of this report are sections 3 and 4. Section 3
~contains a detailed comparison of the access protocols‘forithe Datapac and
Infoswitch data networks. - We consider the packet mode access protocols,’

SNAP and Infogram respectively, and the interface for asyncronous interactive
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terminals. We also discuss CNCP's syncronous Infocall service. In section
4, we‘diécuSs the compatibility.issugs related to these protocols, and
show in particular what the protocol differences mean to the user.

T 1 i ; ;
Conclusions are given in section 5. First the data communication facilifies
offered by the twolnetworké are characterized. Then alternative netwbrk ‘
(intex-) connections are»cénsidered-for appiicatiéns involving both networks:
We consider aiternate and Simpltaneous connections of a hosf‘computer.to
_i_both networks, and the use of inter-netwdrk ﬁraffig in the case that the
networks are connected by éatéways. The protocol compatibility problems
are discusséd in view of a user that wants to develop an application system
compatible with both data networks. Several approachés for obtaining ébmpa-
tiblity are suggested. Thé section closes with some general comments on the
conflictiﬁg~relation\betweén the computer manufacturers, the common carriers,
and the‘uSers. Finally, we discuss in section 6 éome areas for future studies,
~and giVe in séction 7 a list of recommended actions for soiVing some of the

.problems discussed in the present study.




2. - OVERVIEW OF NETWORK ACCESS- PROTOCOLS

We give in this section an outline of access protocols to packet-switched
networks. After'describing the data communication services offered by such
networks,'we‘explain the different logical levels of protocols. through

which the userwe data pass when being exchanged between the communicating

processes or terminals. This exposition is the background for the detailed

comparison - of'the Datapac and Infoswitch protocols in section 3. The section

closes with a short dlscu551on of compat1b111ty and standardlzatlon issues

for protocols ‘and 1nterfaces

2.1 _Typical communication services offered by packet—switched data

networks

Packet~ switched data communlcatlon technology makes it p0551b1e that many
v~users share dynamically the given transmission capacity, which results in

| substantlal saV1ngs of transm1551on costs. In order to achieve thlS dynamic
;sharlng, the user's. data is packetlzed into fragments of variable 1ength

" Such a fragment, together with a header, makes up a data‘packet,whlch is

sent through the network. The header specifies control functions and

addressing information to enable the data to be»delivered to the appropriate

destination.

A datagram service is a service, offered by a network, which allows the user
to send individual data packets through the network. The user speclfles

‘in each packet the complete destination address.and the network is responsible

for de11Ver1ng the packet wlthout any error. The rate of_packet loss is small.

This service seems to be easy to implement:and very useful for building up
.higher—level services -for computer - computer communications [7 1. However,
this service is not offered by the Datapac and Infoswitch networks.

A virtual call service is a service modelled after theftraditional telephone




. service. A virtualdcall also called virtual circuit, is a bi-directional
association between two subscribers of the network over wh1ch all data
“transfer takes the form of packets. Before the data transfer can take place,
"a virtual call must be established. In this aspect a virtual call resembles
".a switched telephone connectlon however, transm1ss10n line capaclty is:
allocated (and charged for) only when packets are . actually transmltted

Some networks also provide for permanent virtual circuits which function

like virtual calls, except that they are permanently established between a

pair of subscribers."This:is analogous to point-to-point private lines.

2.2 Intérfaces to a packet-switched network

Flgure 1 shows a typ1ca1 conflguratlon of user equlpment and carrier
equipment connected ‘togethér to form a data processing network. The inter-
face between the user equipment, also called data term1na1 equipment or DTE,

and the carrier supplied communication subnet, in part;cular the data

circuit-terminating equlpment or DCE, can be of different kind.

The most general interface is a multi-access interface with a packet-mode access

protocol, which is typically used betWeen the DCE and DTEs such as computers or
terminal_controllers;'_Such'an interface allows the simultaneous establishment,
through the same physical.connection with the network, of several virtual

calls or permanent virtual circuits with different distant DTEs. A single-

access 1nterface, allowing at most one V1rtua1 call or circuit, can

be used between the DCE and an intelligent terminal. " These packet-mode interfaces.
require that the DTE packetlze the data, add the header 1nformat10n in the

"packets and follow the access protocol of the communlcatlon network

Most kinds of terminal equipment have their own communication interface
which is different from the network packet interface. For certain kinds of

terminal equipment, such as computers and programmed controllers, it is
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» possible, although sometimes not easy, to adapt the'given communication
" interface to the packet interface of the nétwork. . ~Another way to
connect non-compatible terminalé;is by using an adaptation unit, sometimes

called network interface machine or NIM. Such a unit is connected, on the

one 51de, to the network through a packet 1nterface and, on the other side, °
it presents the interface of the terminals. As 1nd1cated 1n figure 1, such
network interface machines can be built for a variety of different terminals.
- Normally, the carrier.supplies network interface machines for the most

frequently used terminal~interfaces. ‘However, in other cases, the role of the

'~network interface machine could be played by the user- oWned terminal controllers

or concentrators which connect to the network through the packet-mode interface.

2.3 The different logical levels of communication protocols

The procedures for data communications through a packet-switched network
are.usually structuredtae severa1>1ogical levels of'protocois 'Each 1eve1.
" has to perform é particular function and" in order to do thls, it relies
“upon the functlons of the next-lower protocol level Figure 2 shows the
typical situdation. Startlng with the 1owest_1eve1, we‘distiﬁguish the
following levels of protocols: | |
i . :
- electrical (or physical) level interface procedure
- link access protocol
- packet level protocol
"~ end-to- end protocol (communication access method)
- communication between application programs or between

an application program and a terminal user.

2.3.1 . Network access protocols

- The network access. protocols specify the conventions that a DTE must follow

-for sending or receiving data through the communication network. For each:
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. link betWeen a DTE and the network, three levels of protocol are distinguished:

_a)' The physical or electrical interface specifies how the wire comnections
: to the circuit-terminating equipment, i.e. modem, can be used to exchange

sequences. of bits of information with the network.

b) "The link access protocol provides, at the link level interface,

a reliable means for cbmmunication.between the DTE and the network. The

protocol ensures that the control information for virtual calls and user

data contained in-packets (belonging to.the next higher level of profocol) are |
accurately exchanged between the DTE and the network. Usﬁally, the protocol l
includes a mechanism for error detection and for retransmission of erroneous or |

lost packets.

c) The packet level protocol 5pecif3es the manner in which the DTE can . - |
eétablish, maintain and clear virtual calls through the network. It
“also specifies the manner in which control information and user data
are structured into packets.A The packet header contains control and
addressing information. We note that a single phyéical access link
to the network (controlled by a link access protocol) can support
numerous virtual célls and permanent virtual circuits to other DTEs

~ at the same time.

It is important to note that the virtual call interface provided by the

packet level protocol has two different roles: it serves for communication
between the DTE and the network concerﬁing virtual calls and data transfer, -
and it serves also for end-to-end communication, through a v1rtua1 call,

between the local DTE and omne or several distant DTEs

2.3.2 End-to-end protocols

The iowest level end-to-end communication facility, in the case where the



comﬁunicatien network offers the virtual call service, is-the_virtual
cali interface mentioned above. . However, as an end-to-end interface, it 
is not very_satisfacfory, In facf, it  can be used as a base for implementing
more appropriate end—to-end protocols which are used for the communication
. between application programs and users. We mentron only the following
n |
a) Process-to-process protocols provide a means for communication between

two categories of end-to-end protocols:

 several application programs at different locations.

b) Interactive terminal protocols provide the basic conventions for the
communication between a person at an interactive terminal and an

application program.

At the side of the appllcatlon program, the end to-end protocol is
'1mp1emented in the host computer by the communication access method. The
correspondlng protocol at the terminal 51de is implemented elther in the

network interface machine or in the terminal itself.

‘Because of the large variety of different terminals, it is useful to
define a standard set of functions that can be realized by most interactive

terminals. Such a set is called a virtual terminal. The network interface

~ machine in figure 2 implements, in addition to the phy51ca1 link and packet

level procedures, a protocol for communlcatlon with a v1rtua1 term1na1

© This virtual terminal interface is then adapted to.the dlfferent types of phy51ca1
termlnals that are connected to the interface machine. An advantage of

using a virtual terminal interface is that the appllcatlon program  at the

-other end of the communlcatlon path need not make the distinction between

‘the dlfferent types of phy31ca1 terminals and all their partlcularltles.'w'w""‘

Instead it sees all of them as standard virtual terminals.
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2.4 Protocol implementations

. Communication protocols are implemented partly'by specialized hardware,
" such as line controllers and partly by software on micro-, mini, or large-
- scale computers. Figure 3 shows the typical DTE configurations for a host

- computer and for a micro-processor based controller of interactive terminals.

2.5 Compatibility and standards

Most computer.networks in use today.are a collection of host computers,
concentrators and terminala connected to one another by leased or dialed-up
physical circuits. The commu&ication procedures used between:theVCOmponents
of such a network are.normally the conventions developped by the computer
'manufacturer for the equipment. Typically, all the components of a
computer network are built by the same manufacturer. Some of these communi-
cation procedures although technlcally not the best, became de facto standards

~due to their W1de5pread utrlrzatlon.

There are two main reasons why these different communication conventions
can coexist: ’
- Users that have a computer network can be convinced (how much ch01ce do they
' i
. really have?) to only use the equipment of one manufacturer.
- The.communlcatlon medium, rented from the common»carrler,-consists of

_physical lines with a simple standard interface.

The advent of packet sWitching has a direct impact on the second point
above. Packet sw1tched data networks not only furnish the equlvalent

"of phy51ca1 lines, but also offer very flexible concentratlon facilities

. and, in many cases, terminal control equipment for a variety of terminals.

Traditionally, these functions have been provided by user-owned equipment
. o | . .
| :
i
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compatible with the communication procedures of the host computer. In
packet~5witched.data networks, however, these functions are provided by
the netWOrk,and the user equipment has to comply with the network communi-
cation protocol,or adept its own protocol to that of fhe network. A
Instead of go%ﬂg further into this subject, we mention the article
"Compatibility or Chaos in_CommuniCatiOns” by Sanders and Cerf in Datamation
[6 1 in which these issues are discussed. The adaptatiens of the given
communication protocols of host'compufers and terminals to the protocols
of the network are not'alweys simple. A paper by Pouzin [7 ] points out
the conflict between the computer manufacturers and the common carriers,
and also between these two and the user. The question comes up whether

anyone speaks for the user?

‘Clearly, generally acceﬁted standards for communication protocole would

be much welcome by the user. The International Telegraph and Telephone
Consultative Committee (CCITT) will vote in September on the proposed
standard X-25 which specifies the link and packet 1eve1 protocols for the
access to data:netWOrks providing a communication service of virtual calls.
There are other areas in computer communications where standardization ‘
would be useful, in particular end-to-end protocols such as internetwork
host-host protocols [5 ] or:protocolsAfor interactive terminals. Different
areas of poseible standardization in packet switching have been studied

by an ad hoc group for the US ANSI [4 ].




3. COMPARISON. OF THE ACCESS PROTOCOLS ‘FOR THE DATAPAC AND INFOSWITCH
DATA NETWORKS '

We giVe in this section a detailed comparison of the network access

protocols of the two Canadian packet—switched data networks, Datapac and
Infoswitch. The main part of the section deals with the packet-mode interface
to the networks, i.e. the Standard Network Access Prbtocol (SNAP) 6f -
~ Datapac and the Infdgram sefvice of Infoswitch, respectively. We also

consider the interactive terminal interfaces, i.e. the Interactive Termiﬁal
Interface (ITI) of Datapac, implemented by a - carrier provided Network Interface
Machine“(NIM), and the asyncronous Infocéll service of Infoswitch. Finally, we
charaeterize CNCP's syncronous Infocall service which has no corresponding
service in Datapac. In this section, we try to make the comparison without

any evaluation. . In section 4, we give an indication of what the differences

in the protecols mean to the user and how they affectvthe compatibility of

the networks,

3.1 . Comparison of the multi-access packet-mode interfaces

A comprehensive descrintion of a network access packet interface is
contained in TCTS's document on Datepac [2]. This descriptioﬁ applies

in large parts also to CNCP's Infogram service.. Since Datapac's SNAP

ie based on the proposed international CCITT standard X—25; we mehtion the
X-25 proposition in all the cases where we find a difference between the
Datapac and Infogram protocols that is accommodated for by‘this standard,

or whereethe.Datapac protocols do not directly follow the X-25 propositidn.

The following comparisoh is structured according to the different 1ogieai
levels of protocols involved. However, we cqncentiate>on the packet level
protocois which determine the data communication service provided by the
networks. We note that the following comparison. is' based on preliminary
documents [1,2,3 ]fénd personal discussione with the parties involved.

The final protocols of the networks may posSibiy be somehow different.
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The main results of this comparison are summarized in the tables 1 and 2.

Table 1 shows the different link access protocols available for the networks,
together with the adopted frame formats. Table 2 deals wjth»the packet level

- protocols for virtual calls. The table indicates similarities and differences

. between the functions provided in both networks, and the ways these functions
are implemented by the respective protocols. A detailed discussion is contained

in the following subsections,

3.1.1  The physical interface

-This interface is the same for Datapac and Infogram (interface to syncronous

modems, RS-232-C standard of the Electronic Industries Association).

The transmission speeds to be supported are 1200, 2400, 4800 and 9600 bps

on both networks. In addition, higher speeds are forseen in the future.

3.1.2 The link access protocol

a) Protocols: .

Datapac provides only one link access protocol. It is a completely
balanced full duplex HDLC kind of protocol with asyncronous response mode
in which both the DTE and the DCE contain a primary and a secondary function

and are.capable of establishing the link.

Infogram provides initially the following three link protocols and more

different protocols could possibly be provided if necessary.

(1). The "Standard CNCP Link Access Protocol' is an unbalaﬁced full duplex
HDLC kind of protocol with asyncronous response mode.in which the DTE

_ is the primary and the DCE is the secondary station. Only the DTE can
establish the link but both DTE and DCE can initiate data transmission

over the ésfablished link.

' (2) The "CNCP SDLC Link Access Protocol' is a subset of the IBM SDLC
protocbl. The protocol is similar to the standard CNCP protocol above.

-The DTE is the primary. ‘ V ' , ' N
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-interrupt packets

‘Table 2: Comparison of the packet level protocols in the Datapac_and Infoswitch networks: .
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. ' ' : ) ) -both networks use the con-
1.Call establishment cept of logical channel .
and clearing : - . numbers (LCN)
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' ' data. : S - similar (see Table 4)
. -address of the -no call collisions '
calling DTE for on a given LCN
‘ A incoming calls : _ '
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circuits ly established virtual
o call ‘
clearing a virtual same same
call .
initialization of the -use of "'restart"
network-DTE interface packets
optional user similar -see Table 3
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2.Data transfer
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packets delivered in | same — ‘ ' '
order ’ ‘ _
Flow control, inclu- | same same ‘-network generated -there is no end-to-end
ding resetting resets are accom- flow control, only flow
' panied by the re- .control for each network-
setting cause DTE interface
additional facilities -more data bit
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" (3) The "Infogram BSC Link Access Protocol" is a subset of the IBM BSC

protocol,

X-25 proposes the Datapac link protocol but leaves for further study
other kinds of protocols such as protocols with half duplex and/or normal
response mode as well as different allocation of primary and secondary

functions, which includes the Inngram protocols (1) and (2)

b) Packet frame formats

We note that the disposition of the different fields of information within.
a frame is determlned by the packet and link level procedures Here we

are concerned only with the following two aspects of -the frame: formats

(i) The order ‘of bit transmission is the same in Datapac and Infogram.

User data consists of a sequence of octets (bytes of 8 bits). = The
octets are transmitted sequentially, the least significant bit first.
We note that the X-25 propositionvallows for user data of arbitrary

size (arbitrary number of bits).

(ii) Two different methods can be used for obtaining frame synchronization,

_'transparehcy and error detection with the Datapac and Infoswitch

networks: 4 _ .

1 - The HDLC method with flag sequences, bit stuffing and CRC also
 used by SDLC; this is the only method included in-X—25.>‘.

2 - The BSC method with SYNC characters, "Transparent Mode of .

_Operation" and frame check sequence. Different versions of

BSC frame formats exist for character codes EBCDIC and US-ASCII.

For the same HDLC link access protocol, the Datapac network provides two
options for the frame format: the HDLC format and a BSC format for

EBCDIC character codes (called "Frame Structure for Character-Oriented




" Transmission Modes'"). The Infogram service provides for each link

'3,1.3 ‘The packet level protocol

17.

protocol the appropriate frame format, i.e. the HDLC format for the
protocols (1) and (2) and - a BSC format withvcharactef codes EBCDIC
or US-ASCII for the protocol (3).

In the first two subsections, we compare the virtual call interface provided
by the two networks, that is, the communication service provided to the user.

In the third subsection, we point out some additional differehces in the

' pxotocdls; but these differences are only different means for obtaining the

same user interface.

3.1.3.1  The call establishment interface

a) Similarities

Dafapac and Infogram both offer virtual call connections as described in

seétion 2.1;

In both networks, the address of the destination DTE for the call to»be

established is given as a decimal number. The address identifies the DTE

link to the network.

. Call establishment and clearing are similar in both networks except for.

the following points.
b) - Differences

Datapac offers permanent virtual circuits..

 The maximum number of simultaneous virtual calls (including permanent
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virtual c1rcu1ts) per network 1ink 1s 4096 (16 groups of 256 v1rtual calls,

~each) in Datapac, but for Infogram 1t is 256 (and can be extended to 1024) .

In Datapac, user data (up to 16 octets) can be transferred. during the call

establishment phase to the destination DTE.

In Datapac, the network furnished the address of the calling DTE for

incoming calls. In Infogfam,'this information is not available.

The optional user facilities available in both networks are compared

in Table 3. We note that X-25 contalns a prop051t10n for 0pt10na1 user

facilities Wthh is not deflnltlve but ‘left for further study

In the case that a call can not be established, the network returns

a call progress signal. These signals are quite similar in both. networks.

They are compared in Table 4.

Subscriber addresses in Datapac are 8-digit numbers. In Infoswitch, they

are normally 7-digit numbers, a 3-digit area code followed by a 4-digit

~ subscriber number. For inter-network and international data traffic, both

networks' administrations intend to follow the proposed CCITT plan.

3.1.3.2 ‘The interface for data transfer

a) Similarities

The user data in a data transfer packet, sent over ah established virtual

Call, consists. of a variable number of octets with a maximum length of

256 octets (in Datapac, this limit applies for normal priority traffic).

- X-25 proposes a maximum length of 128 octets and allows 256 as an addition-.

nally‘supported'max1mum length. ' X-25 does not restrict the data size of a

packet to multiples of octets; any number of bits are allowed.
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Table 3: Optional User Facilities

Announced to be
available 7

<

User facility ' Datapac Infogram . Remarks

closed ‘user group yes* yes the concepts of a closed user
: group are not the same in both
networks; but it seems they are

equlvalent
reversed charging : yes¥ no
flow contfol window yes " yes
size between 1 and 7
abbreviated : ' no yes X-25 ‘leaves this facility for
~ addressing further study
priority cléss of yes¥® ~no X-25 does not include this
traffic ~ facility
hot 1line _ no . yes . for a single access interface
|only
collective number _ no yes automatic subaddressing among
group the members of the group by the

‘rotary or by the homing method
| .

'~ camp on no yes

* add1t10na1 information must be provlded by the calllng DTB for each
call to be establlshed



Table 4: Call Progress Signals

The corresponding signals are

in Datapac

in Infogram
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“out of order

number busy
number refusing collect
calls
network congestion
invalid call
" (invalid facilities)
access barred

local procedure error

not obtainable

remote procedure error

- called subscriber is busy

originating network node congested*
no circuits

correspondence with this subscriber is
permitted

local procedure error* o
no more logical channels available*

subscriber's number has been changed

not

the called party is not or is no longer

~a subscriber .
incorrect address number

out of order
called subscriber is out of service
absent subscriber, office closed

called subscriber busy, camp on

* possible network response to a call
request packet f




The sequential order in which data packets arrive at the destination DTE

is identical .to the order in which they were sent by the source DTE.

(This is not explicit in the protocol specifications.)

The procedure for flow control, including resetting, 1is the séme in both

"~ networks. -

. b) Differences

t

In Datapac, the user can indicate by a more data bit in the control field

of a full data packet that more data, transmitted in the following packet(s),
A'beibﬁéé-féAfhé>ééme logical unit of information. In Infogram, this bit is not
~used. We note that the standard X-25 does not require fhe network to consider
‘the "more data bit" in the case of a national network with only one single

maximum user data length.

' In Datapac, interrupt packets can be sent over virtual calls. Containing
one octet of user data, they travel faster than normal data packets and are

not subject to the flow control of data packets.

In Datapac, a data qualifier bit in the control field of a data packet

can be used?to‘distinguish between two levels of data transfer. This facility
is used in Datapac for the implementation of the Interactive Terminal Interface

(see section 3.2).

Datapac provides a higher priority class of traffic as an optional user

facility. For those virtual calls that belong to this class, the maximum
size of user information in datavqackets is 128 octets.

Although the resetting procedure for virtual calls is logically the same
in both networks, there is the folloWing difference. 1In Datapac, an
incoming reset indication packet furnishes some information about the

resetting cause.
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Datapac includes a procedure for restart, i.e. a simple means for .
, reinitializing the user-network interface to the state it was in when

service was initiated.

‘3.1.3.3‘ Protocol details

)

a) Similarities

The flow control procedure for data transfer over an established virtual

call is the same in both networks, including the procedﬁre for resetting
the data flow.

The'clearing'procedure of an established virtual call is the same in both

networks.

Both networks use logical channel numbers (LCN) for identifying the

different virtual calls (and permanent circuits) of a DTE; The choice
of an LCN is the local affair of the network-DTE interface. The LCNs

used at the two ends of a given virtual call are not related.

b) " Differences
S S ; - '

The differences in the virtual call interface described in the two preceding
subsections necessitate certain differences in the packet level prbtocoi.
~ We do not niention these differeﬁces'here, but concentrate on additional
differenceé that are not céused by differences in the user interface.

~Packet formats are different in both networks, except;fbr,the fields used

for flow control. Most of the differences are related to differences

in the yirtual call ipterface and the protocol.

Packet transmission through the link access protocol is at a rate of one
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‘packet per frame in both networks. However, Infogram provides also an
optioh'for transmitting several packets per frame. X-25 leaves this

possibility for further study.

The'éall estabiishment procedure is different in both networks. In

| . Datapac, the DTE chooses a new logical channel number (LCN) and sends one
""call request' packet to the network, including the LCN and the address of
‘the called DTE. The network's response is either a 'call connected" packet
or a "clear indication" packet with a élearing progress signal (see Table 4).

‘'This is a single exchange of messages.

In Infogram, the call establishment procedure,is similar to the procedure

for the telephone and consists of a double exchange of messages, The DTE

sends a '"call request" packet and receives (normally) a '"proceed to address"
packet, including»the LCN chosen by the network. Then the DTE sends an "address"
packet, including the address of the called DTE, to which the network |

responds by a "call connected' packet or a call progress signal.

In Détapac, it can happen that an incoming aﬂd an outgoing éall collide

on the same LCN, i.e. the procedure must handle this case of call collision.

In Infogram, this situation can never occur, since the LCNs of both incoming

and outgoing calls are chosen by the network.

In Datapac, optional user facilities are related to additional information

-to be coded by the DTE into the call request packets. In particular, such
_additional coding must be furnished in the call request with a closed user

group DTE. In the case of infogram, such additional coding is not required.

Thé éoding of addresses is different in both nefworks. In both cases,

binary coded decimal nuﬁberé (4 bits per digit) are used. .However, Datapac
ﬁses a variable length field and an octet for indicating the field length

- whereas Infogram uses a fixed size field which contains a variable length
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string of digits with an end delimiter.

- 3,2 - The interactive terminal interfaces

The packet mode 1nterfaces can be used to access the data networks by host

computers, terminal concentrators or intelligent terminals that contain
the necessary logic to follow the access protocols. Datapac, as well as-

Infoswitch, provide:, in addition to the packet interface, an interactive

‘terminal interface which offers access to the network for simple typewriter-
" like terminals as used in timesharing, inquire-response and message applica-

‘tions. In Datapac, this access is called the "Interactive Terminal Interface"

or ITI,and in Infoswitch, it is called the '"asyncronous Infocall service'.

" The asyncronous Infocall service provides the basic functions of a virtual call

communication between the interactive terminal and another DTE on the network.

The Interactive Terminal Interface to Datapac is different; it prov1des in

_addition a particular end-to-end protocol for_termlnal handling.

3.2.1  Differences in scope

The scope of the interactive terminal interface is different in the two

networks. In Infoswitch, the role of the asyncronous Infocall service is

the implementation of virtual calls with interactive terminals. The functions

handled by this basic virtual call interface for interactive terminals are

the following: _
- establishment of the comnection with the network (this function corresponds

to the link access protocol in the packet interface),

- establishment of an outgoing or.incoming_virtual call,

- termination of such calls,

- character input/output through an established call, including appropriate
strategies for assembling input characters into packets and basic flow

control between the network and the terminal.

These functions resemble those of the packét interfﬁcéiénd can-be directly

translated into the packet level access protocol of the network.
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_In Datapac, the scope of the ITI includes this basic virtual call interface
for interactive termlnals but 1nc1udes,_1n addltlon, some conventions for
end-to-end communication between the interactive terminal and a host computer.
"These conventions specify a virtual terminél, i.e. they represént an end-to-
end standard protocol for communication with all the terminals that are
connected to the network through the ITI interface. ‘TheAfunctioné provided
by this end-to- end protocol are the following: o

- transmission. of BREAK 51gnals as 1nterrupts,“

- flushing the stream of input characters,

- flushing the stream of output characters,

- setting the parameters of the virtual terminal.

Since, in the Infoswitch network, the interactive terminal interface only
contains the basic virtual call functions, a computer that communicates via
-a virtual call through the network with another DTE sees,basically no
difference whether the other DTE is connected to the network by the packet
interface or by the interactive terminal‘interface (asyncronous Infocall
service). However, in Datapac, the computer would éee a differencé. If
the DTE is connected to the network by the interactive terminal interface
(ITI), the»compufer has not only to follow the packet access protocol for
the virtual call, but also the higher 1evei end-to-end conventions for the

. virtual terminal.
The end-to-end conventions for the virtual terminal in Datapac are implemented
by using the interrupt packets,and the data qualifier bit in data packets as

provided by Datapac's virtual call packet interface.

3.2.2  The basic virtual call interfaces

Infoswitch pxovides.two different methods for call establishment and termina-

tion for an asyncronous terminal, the "supervisory circuit" method and the
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"character'" method. In the first method, a call request is automatically
generated when the terminal is connectéd to the nefwork; and an established
" call is cleared by disconnecting the terminal_from the network. In the

- Ycharacter" method, particular character sequences are used for establishing
- and clearing a call. ‘The first method allows transparent character input/
“output over the established virtual call, which is not possible with the
second method; the second method'allows the establishment of several

- consecutive virtual calls without disconnecting the terminal from the

network.

The Datapac ITI call establishment and termination procedure is similar to

the '"supervisory method".

The strategles for assembllng 1nput characters into data packets are

51mllar in both networks. Typically, a data packet 1s»sent,when the packet -
becomes full, or when a ca;riage refurn (CR) or BREAK signal is entered.

CNCP offers 0ptiona11y‘sevéral alténnative‘assembling strétegies, for instance
forming data packets with ; fixed number of characters Whlch could be useful

for certain types of appllcatlons

3.3 The synsronous Infocall service of CNCPA

The Infoswitch network offers a spectrum of different services for data
transmission. The services resemble one another in that they provide

' ‘basic data transmission over dialed-up connections. For the Infoexchange
service, these connections are digital syncronous circuits;‘for the other
'serVices,~they are virtual calls with packet—switched transmission. The.
syhcronous and asyncronous Infocall services represent single access inter-
faces for virtualtcalls,and the Infogram service represents a multi-access’
interface. The Infogram and asyncronous Infocall services can be used for
communipationvvié virtual calls between a host computer and several asyn-

cronous terminals. These services are similar to those offered by Datapac
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and are discussed in the preceding subsections.

The syncronous Infocall service has no correspondence in the Datapac
network. This service offers virtual connections with a minimum amount
of network access protocols. An established connection provides end-to-end

full-duplex packet transmissions between the two DTEs involved.

3.3.1 Characteristics of the syncronous Infocall service

The establishment of virtual connections and their clearing in:the:syncronous
Infocall service follows the same protocol as in the Infoéxchange service for
digital circuits. The call establishment procedure is 1ogica11f similér to
the call establishment protocol of Infogram and consists of‘the’following;
two ekchanges: "call request" sent by the DTE, followed by "proceed to
address" sent by the DCE, and "address sequence" followed by ''ready for.
data". Once establishéd, the connection provides transparent transfer

of data packets between the two connected DTEs, simultaneouély in both

directions.

Options for different data packet formats are available. Typical packet
formats are BSC and HDLC, as mentioned in section 3.1.2 (b).

Infocall paékets do not contain any header information;_the whole information
content of avpacket is user data; and there are no control packets. The oﬁly
pfdtocol convention used during the data trénsfer phase is the packet format
~which is essential for distinguishing between user data to be transmitted,
‘and idle line signalling.

- 3.3.2 Comparison with other data communication services

Although the syncronous Infocall service is said to provide virtual calls,
which are also provided by the Infogram service, it is to be noted that the-

- characteristics of the Infocall virtual connections are quite different
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from the virtual connections provided by Infogram and Datapac, as discussed

in section 3.1.3.

The follow1ng p01nts are the most important differences:

o

b)

Infocall 1s a single access interface.’

There is no link access protocol. Therefore, the p0551b1e transmission
erTors 1ntroduced by the link between the DTE and the network must be
recovered by an appropriate protocol.between the two DTEs involved.

There is no flow control; the only restriction is the finite capacity of

- the physical link to the network.

The above points represent, in fact, similarities between the syncronous

Infocall service and real switched circuits, such as prov1ded by CNCP's

Infoexchange service and TCTS's Dataroute. However, there are the followlng

points that distinguish Infocall connections from switched circuits:

d)

e)

)

The transmission delay is longer than in real circuits due to the

-queuing delay at the nodes. ‘
"The error rate between network nodes is very low (lower than for digital

circuits) due to inter-node packet retransmission.. However, the link between

the DTE and the network may in turn introduce transmission errors.

‘All data transmitted must be embedded in transmission frames (packets)

of a certain format and with some maximum length.

g) The tariff is charged by amount of information transmitted and not by
~ connect time. "
'AS;S;S Applications. for the Infocall service

The main application of the éyncronous Infocall service seems to be for

privatevcomputer networks where the virtual connections of Infocall can be

uéed‘instead of leased or dialed-up syncronous circuits. Most present-day

systems that use point-to-point lines for data transmission could use this:

service without much change. They would use the same DTEs with the same
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communication protocols as used for real circuits. Several Infocall
interfaces are available with different packet formats, to be chosen

according to the protocoi used by the DTEs.

For a system built around real circuits for data transm1551on, the syncro-
nous Infocall service prov1des packet- sw1tched communlcatlon w1th a minimal
amount of change. However, it introduces additional transm1551on delay.
This additional delay could cut down the throughput efficiency of the

~ communication, particularly at high transmission capac1t1es and when half—

| duplex protocols are used between the connected DTEs.

The syncronous Infocall service seems to be a compromise for users of real
“circuits and does not provide all the flexibility and efficiency that is
available with packet- sw1tch1ng In particular, it does not provide any

concentratlon fac111t1es




4. COMPATIBILITY ISSUES

After having elaborated, in section 3, ‘on the similarities and differences
of the two data networks, Datapac and Infoswitch, we discuss in this
section what the differences of the protocols mean to the users, and hqw
they affect the compatibility between the two networks. The first two
subéections deal with the link access and the packet level protocols

for network access by multi-access DTEs, such as host computers or terminal
handlers. These protocols are discussed in section 3.1. The remaining
subsectlons deal with the issue of end-to- end protocols for communications

between application programs and terminals.
We consider two aspects of compatibility for communication protocols:

- ‘compatibility of the communication service offered, and
- compatibility of the protocols themselves, i.e. the impiementations

" of the service.

We explain this distinction with figure 4. We consider two protocdls

X and Y that are used with two data networks respéctively.A Suppose that
both protocols offer the same service, i.e. it ié possible to define a
user- interface that is the same for both protocols. In this case we say
‘that the two protocols are compatible as far as the sérvicé offered is
concerned, because the system that interfaces to the pfotocols,'such as
higher level protocols or user applications, does not see any difference
between.thé two protocols (as long as the right protocol is used in

conjunction with the right network).

We say that protocol X is éompatible with protocol Y if X can be used
instead of Y for most applications. It is important to note that
‘compatible service provided by two protocols does not imply that the

protocols are compatible. For example, let us consider the different
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user
- interface

protocol X using system

prdt0col Y using. system

- figure 4

link access protocols provided by Infoswitch. These protocols are not
compatible with one another, but they offer the same service, i.e. error
free communication with the network. We say thét they are cdmpatible '
as far as the communication service offered is cdncerned, and therefore

it is easy to implement the same virtual call packet protocoi on top of

~ .any of these link access protocols.

4,1 Compatibility of the link access protocols

The 1ink access protocol provides an interface for the reliable exchange

~of data and control packets between the user's DTE and the data network.

The protocol, which handles link establishment and error recovery, is

based on the physical interface for serial bit transmission, and a frame
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format for obtaining transparency and error detection.

' _The functions that are usually performed by specialized hardware, i.e.
the physical interface and the problems of the frame format, are the same
in both networks. The physical interface is the one usually used for

syncronous circuits, and there are two possible frame formats:

- The BSC frame format which is presently much used for syncronous
communications (we note that for Datapac the transmission facility
‘must be full duplex); ) o

- the HDLC frame format which is proposed as an 1ISO sténdard,_and used

by IBM's SDLC communication procedures.

We conclude that, as far as hardware is concerned, the network access
protocols of both networks are largely compatible with one another and

4

with present-day standard practice.

The 1link access-protocols, usually implemented in software, are different
for both networks. Datapac offers thé full-duplex HDLC 1link protocol
inéluded‘in the proposed CCITT standard X§25. Infogram offers three
alternafiveé: a different full-duplex HDLC prbtocol, a subset of IBM's
SDLC and a subset of the half-duplex BSC protocol (again for IBM).

Ohe of these link protocols must be implemented in the user's DTE. Which
‘one is chosen depends on the options provided by the network, and on the
particular DTE. All of these link protocols provide essentially the same
service: error-free communication with the network. This service is used

by the packet level protocol for establishing and using virtual calls.

In order to simplify an eventual change of the link prbtocol for a given
DTE, and to improve the modularity of the protocol software design, it

would be very useful to use a standard, well defined interface between
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the link level and packet ‘level protocols, an interface indepéndent of
the actual link pretocol used;f'Unfortunately, such a specification is not
~contained in the international standard specifications. . Further work

should be done in this area.

4.2 - . Compatibility of the multi-access packet protocols

a) The basic virtual call:service

CNCP's Infogram service and TCTS' SNAP access to Datapac offer a similar
service for data communications. Both networks offer a basic service of
packet-switched virtual calls between the DTEs connected to the network.

Each DTE can'uSeAseveral virtual calls simultaneously. A DTE can establish

a virtual cali .by providing the address of the called DTE, use an established
call for data transfer, reset the flow control, i.e. eliminate any data |
packets in transit, or clear the call. Data transfer is provided simulta-
neously in both d1rect10ns in the form of packets of data of varlable size,
with a maximum ‘size of 256 octets. Data packets are dellvered by the net-

work in the same order in which they were sent.

As far as this basie service is concerned, both networks are compatible,
However, there are non-compatible additional facilities offered whieh we
discuss below. Also the protocols that provide the basic service are

not compatible. Although certain functions, such as the flow control of
data packets, the resetting and clearing of a virtual call, are implemented
the same way in the protocols of both networks, there are many a3pects

that are dlfferent

Since the basic virtual call communication service is used by the end-to-
end protocols of the user's"applications, it would be useful to define
an interface between the same basic virtual call service provided by

‘both data networks and the higher level protocols of the user. As in.the
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case of the interface between the link and packet level pretocols,_such

an interface specification would improve the modular structure of the
comiunication software in the user's DTE, and would simplify the adaptation
of a DTE- to both nefworks. Such an interface will include the following
actions that can be called upon by the higher level protocols of the

us er

- to establish a new virtual call,

- to send the next data packet on an established virtual call,

- to receive the next data packet.on an established virtual .call,
- to reset the data flow on an established virtual call,

- to clear a virtual call.
Such an interface»could be used to build higher level end—to—ehd and
application protocols that are compatible with both data networks. Further

work is needed in this area.

b) ‘Additional facilities

In addition to the basic virtual call service discussed above, TCTS offers
a number of faCllltleS that are not necessary for most applications but
can be useful on certain occasions. These facilities are not directly
offered by CNCP (according to the preliminary 5pecifications [11). In
the following, we discuss the different additional facilities-one by one,
poinf out for what purpose each facility can be used, and show how the

same  facility can possibly be obtained in the CNCP network..

Permanent virtual circuits

~ As indicated by the name, permanent virtual circuits are used where the

_ user wants permanent connections between different DTEs. Except possibly

for tariff, a permanent virtual circuit is equivalent to an established
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virtual call. Therefore one could use virtual calls instead of permanent

. virtual circuits. However, the establishment of a virtual call could be

delayed due to a busy condition of one of the DTEs 1nvolved This seems to

be the only dlfference

The address of the calling DTE

For an incoming call, the address of the calling DTE is provided by the

, Datapac network. This facility is useful for obtaining some security

and user identification. In the case of a time-sharing system, for example,
the billing could be based on the calling address information provided

by the network. However, this information is not sufficient for virtual
calls established through dialed-in connectlons to Datapac. in genefal

the calllng address information must be supplemented with explicit terminal
and user identification in order to obtain high security. If the calling
address information is not provided by the network, there is no other

reliable method for obtalnlng it.

User data in call establishment packeté

In Datapac, up to 16 octets of user data can be transferred durlng the

call establishment phase to the destination DTE. For exampleg this facility
can be used for subaddresslng, i.e. the calling DTE indicates, in the user
data field, with which particular subsystem or service of the called DTE

it wants to communicate. Before accepting the call, the called DTE will

verify that the requested subsystem or service is available.

In the Infoéwitch network, the same function can be realized'by an appropriate
end-to-end protocel, implemented on top of the Viftual call interface. For
instance, sueh'an end-to-end protocol could foresee an initial data packet

to be sent over each established virtual call, which serves for subaddreseing

and setting of other end-to-end parameters. If this initialization is not
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successful the virtual call will be cléared._

The more data Bit .

In Datapac, the user can indicate by a "more data bit'" in the control
field of a full data packet that more data, transmitted in the following
packeﬁ(s), bglongs to the same logical unit of information. This facility
is useful for the fragmentation of large data units into several data
packets and their reassembly at the destinatibn DTE. It is also useful

in internetwork data traffic, if the data of a packet ié_considered a
logical unit, and the maximum packet size is different in the networks

involved.

In the Infoswitch network, the same facility can be obtained by using an
appropriate end-to-end protocol. For instance, one could possibly reserve
one octet at the beginning of each data padket for this and other functions

of thevend-to-end_protocol.

In the case of virtual calls with interactive terminals, one uses‘normally

~ the convention that a logical unit of data is terminated by the special

character CR (carriage return). This is another form of end-to-end protocol

for indicating the size of the logical units of information.

InterfUpts

In Datapac, interrupt packets can be sent over virtual calls. Containing
one octet of user'data, they can travel faster than normal data packets
and are not subject to the flow control of data packets. This facility
is used by TCTS' conventions for the Interactive Terminal Interface

(see sections 3.2 and 4.4). However, this facility seems to be essential
only when an important message must be communicated to the destination

DTE and the latter does not accept any more data packets from the network.
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For example, this situation can occur when a user on a terminal wants to
ihtefrupt‘an application program that loops without reading, and the.

input buffers in the DTE are full of characters to be read by the program.

In the Infoswitch network, this problem can again be Solved by an appropriate
entho—end prbtocol which ensures that at least one data packet, for end-to-
end flow control and interrupt information, -can be received anytlme by each
DTE. . Another possibility would be to use two virtual calls between the

‘DTEs in question: one for data transfer, and the other for interrupt

- information.

The data qualifier bit

In Datapac, a "déta qﬁalifier bit" in the control field of a data packet
‘. - can be used to distinguish between two levels of data transfer. One
‘ level ‘could be used for the transfer of user data, and the other for the

exchange of control information for an end-to-end protocol. The facility
is for example used this way by the conventions of TCTS' Interactive

Terminal Interface (see section 3.2 and 4.4).

In the Infoswitch network, as mentioned earlier, an end-to-end protocol

could be implemented by reserving one octet of data at the beginning of

each data packet for the control information of the end-to-end protocol.

4.3 End-to-end protocols

: Diffgrent end-to-end protocols have been implemented by computer
manufacturers for the*communication between application programs (process-
procéss_communication protocols) and between a terminal user and an appli-
cation program (process-terminal communicétion protocols, or virtual
terminal conventions) For increasing the compatlblllty of the computlng

‘ 4 systems of dlfferent manufacturers it would be useful to adopt common
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sténdard'end—to—end protocols. Such protocols could also be used for

‘internetwork traffic. Different end-to-end protocols for communications

between heterogeneous computing systems have been implemented on several
computer networks, and some end-to-end protocols have been proposed as

standards [ 5].

As discussed in sectidn 4.2, the Datapac.SNAP protocol contains certain
facilities for end-to-end communications that in the case of Infoswitch
would be implemented in a highef level end-to-end protocol.: However,
the SNAP facilities are not complete; for instance, there is no-end-to-
end flow contrdl. For this reason, also with Datapac, the user has to
implement, on top of the virtual call service, a highsr level end-to-end

protocol.

What kind of end-to-end protocol will be implemented in the DTE, by a
particular network user would depend on the data communicéfions application
and on the operating systems used in the DTEs. We‘beliéve that the
adoption of standard conventions for end-to-end communication could largely
increase the compatibility of different application systems and different

computer systems. More work should be done in this area.

As far as the compatibility between Datapac and Infoswitch is concérned,

- we note that, whatever end-to-end protocol is implemented in the user's
, DTEsibonnected to Infogram, the same end-to-end protocol could easily be

implemented when the DTEs are connected to Datapac, because the basic

virtual call service of Infogram is also provided by Datapac's SNAP

(see section 4.2 a) ). However, it would be much.more difficult for a

given end-to-end protocol, implemented in the DTEs using all the additional
facilities (see section 4.2 b) ) offered by Datapac, to be adapted to
CNCP's Infogramv service, because the additional facilities used are not

directly offered by Infogram, but instead must be incorporated into the

~end—to—end protocol implemented by the user. We conclude that a user who
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is interested in using both networks for providing a given end-to-end
communication facility, may prefer, for the 1mp1ementac1on of this
fa0111ty, to use only the basic V1rtua1 call service: offered by both

networks, and to ignore the additional facilities offered by Datapac.

4.4 Interactive terminal conventions

In many data communication applications, a computer eqmmunicates with
interactive terminals. When using a packet-switched data network, the
computer would normally access the data network through‘a multi-access
protocol as discussed above and would exchange data through virtual calls
with interactive terminals. In the case of intelligent terminals, the
packet mode protocol for network access would be implemented in the
terminal for direct connection to the packet-sﬁitched network. In the
other case;.the términal would be connected to the network via an inter-
face for asyncronous termlnals, CNCP provides for this purpose the asyn-
cronous Infocall service; TCTS provides the Interactive Termlnal Interface
(ITI) to .Datapac. The scope of these two terminal interfaces are quite
different. ' '

CNCP provides the basic rirtual call service, as discuesed abeve, for
asyncronous terminals with different options for packet assembly strategies
(usually, but not always, one line of text is sent as one data packet). The -
ITI of Datapac provides, in addition, a certain end-to-end protocoi'for
terminal handling. It includes conventions for handling packet assembly,
break signals for host interruption or output flushing, end a procedure

for parameter setting.

It is impertant to note that the ITI conventions of Datapac include an
end to-end protocol,. 1mp1emented on top of the Datapac virtual call packet
level protocol, that must be followed by the host computer communlcatlng

with the terminal. At the side of the asyncronous terminal, this end-to-end
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protocol is implemented in the carrier-provided network interface .
machine (NIM). '

" We believe that it would be very useful to have standard conventions for

communicating with interactive terminals; these conventions are sometimes
called a virtual terminal interface. Much work is presently being done in
this area by different organizations. Hopefully, these efforts will converge

to an internationally agreed standard.

. Meanwhile, TCTS is developing and implementing their ITI conventions which

are incompatible with the end-to-end protocols for interactive terminals

implemented by other organizations. In particular TCTS' ITI is incompatible

with CNCP's asyncronous Infocall. The latter includes essentially only:the

basic virtual call service (see section 4.2 a ) and no additional end-to-

“end conventions. The incompatibility is noticed mainly by the host compﬁtér

that talks to the interactive términal at the other end of the network.

In the case of Infoswitch, it sees a normal virtual call connection over
which characters are exchanged. Somé.additional conventions about carriage
refﬁrns, etc. must be followed. In the case of Datapac; the computer sees,

at the other end of the virtual call, a terminal handler. Some of the data

" packets exchanged over the virtual call connection are not exchanged with the

physical terminal, but with the NIM terminal handler.

" We think that the proviéion of an asyncronous basic virtual call interface

to Datapac, such as CNCP's Infocall service, would increase the compatibility
of both networks. More work must be done in this area of virtual terminals

before any definite solution can be suggesfed.
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S.. SUMMARY AND CONCLUSIONS

5.1 The data communication facilities offered by the Datapac and

Infoswitch networks . :

of analog or digital, leased or dialed-up circuits, TCTS and CNCP plan to |
offer, in the near future, transmission facilities in packet-switched

technology. To the user, paéket—switched technology is characterized by

- the facts that data is sent and received in the form of packets, the tariff

charges are determined mostly by the number of packets transmitted (and

not by connect time) and the interface to the network, including a packet-

~mode access protocol, is more involved than the simple interfaces to leased

or dialed-up circuits.

CNCP presents its data transmission network under the name Infoswitch,

which includes four services:

- Infoexchange,

- syncronous Infocall,
- asyncronous Infocall, and

~ Infogram.

Inféexchange.is a service of dialed-up or permanent digital circuits similar to

TCTS' Dataroute, the three other services are based on packet switching. The

“syncronous Infocall service provides packet-switched virtual circuits with a user

interface very similar to digital circuits. The Infogram service is a network

- interface for host computers, terminal handlers and concentrators which allows the

establishment, through the same physical connection to the network, of several
simultaneous, packet-switched virtual calls to different terminals on the

network. .The network access protocol for this service includes, in addition
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to the physical interface, a link access protocol that ensures correct
communication with the network and a packet level protocol that handles
the different virtual calls. This network access protocol must be implemented
on the data terminal equipment (DTE) that uses the Infogram data communication
service. The asyncronous Infocall service provides simple network interfaces
for asyncronous interactive terminals, compatible with the.Infogram service.
TCTS calls its packet—switched data network Datapac. The services offered
are‘similar in nature to CNCP's Infogram and asyncronous Infocall. Datapac's
standard network access protocol (SNAP) is similar to, but different in many
aspects, from the Infogram network access protocol It is based on the inter-
nationally pr0posed standard X-25 which will be voted by the CCITT in
September 1976. The planned interface for asyncronous terminals, called
Interactive Terminal Interface (ITI), includes in addition to the usual

virtual call conventions, a particular end-to-end virtual terminal protocol.

!

The main characteristics of the packet-mode access protocols of both

networks are summarized in the tables 1 through 4 of section 3.

We note that none of these networks provides the packet-switched datagram
service. Although at present most data communication users who are interested
in paqketéswitching services prefer virtual calls to datagraﬁs, it is probable
that for certain future applications datagrams would be better suited [7 ].
Experience with the announced virtual call services and further studies are
necessary for determining how important the datagram service is as a public

data communication facility.

5.2 Alternatives for network (inter-) connections

Given two public data networks that offer packet-switched communication
facilities in Canada, a number of companies consider the possibility of using
both networks for their data communication applications Depending on the
degree of collaboration between the two carriers, different situations can be

envisaged, ranging from separate user systems using different networks until

integrated_aser_systems that use both networks for different geographical
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regions within Canada. We discuss in this section the impact of simultaneous

user connections to both networks, of inter-network gateways, and of the tariff

' for inter-network communications on the different kind of user systems, and

on the availability of network access and back-up service. The problems
related to the compatibility of the access protocols will be discussed in

section 5.3.

The main Tesults of these considerations are shown in Table_S. For each of
the different user systems, which are explained in more detéil below, the
table shows whether the system can be realized with a connection to one
network alone or to both networks, and in the presence or absence of inter-
network gateways. The possibility of using the second data network as back-up
facility is also considered. The results are discussed in detail below.

The user systems we consider are data processing networks and are implemented

on one or several host computers and a number of interactive terminals. We

_suppose that each terminal is permanently comnected to a given data network,.

and each host computer is either connected to one network, or has an alternate

" connection to both networks, i.e. a single network interface unit that can be

connected to each network in turn, or has two simultaneous interfaces to both

networks.

The first kind of user system is a system for a single application using a
given-data network for the communication needs. It requires some of the resources
of the given host computer, as shown in figure 5(a) , and communicates with |
terminals and/or other host computers that are connected to the same data
network. We consider two cases concerning the communication protocol compati-
bility: o | | _
- The communication protocols of the application are tailored to the network
access protocols of the data network used; we say the systém is "one~éompatib1e".

- The communication protocois of the application are designed such that they

. can be easily adapted to the access prdtocols of either network (see section
. 5.3); we say the system is "bi-compatible",

It is clear that for such a system a single network cohnection is sufficient




Table 5:

Network (inteer connections for different kinds of user applications

The user's data processing systems

a single
connection
to one network

The system could be realized with

an alternate
connection
to both networks

simultaneous -
connections
to both networl

: "'one-compatible"
single application system using one network '
"bi-compatible" (2)

""one-compatible"

{ alternate use of - applications
, , networks -~ 7| "bi-compatible"
multiple applications applications (2)

system "one-compatible"

simultaneous use applications

of both networks
) "bi-compatible"
applications (2)

"partitioned system" using both networks for different
geographical regions (2)

Notes:
o connections to both networks.
terminal-host communications.

yes

_yes

with gateways

(3)

with gateways

(3)

with gateways

(3)

yes

yes (1)

yes

yes (1)
with gateways
(1) (3)

with gateways

1) (3

yes

yes (1)

- yes

yesvtl)
yes
yes (1)

with gateways

(1) (3)

(1) The second data network can be used as back-up facility for data communications between hosts that have
In the presence of gateways this back-up facility can be extended to

(2) The use of standard end-to-end protocols would fac111tate communlcatlon between different user systems.
(3) It is 1mportant for these applications that the inter-network communication facility is offered at a
tariff that is close to the tariff for communications within one network (low extra cost for

inter-networking).

747
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Host
computer

terminals
and/or
other host
computers

Figure 5 (a)

Host
computexr

4 aPPIica.ti0n

Figure 5 (b).




46

(as indicated in Table 5). 1In the case of a "bi-compatible' system, and
a host connection to both nétworks{ we assume that the host computer contains
the communication software for interfacing with both networks, so that the

second network could serve as back-up facility.

The second kind of user system consists of several applications such as those

discussed above (see figure 5(b)). For each application, the corresponding

terminals and/or other host computers are connected to a particular data

network, which is used for the applioation. Each network is actually used by

some application. We consider two categories of systemé:c

- systems for which an alternate schedule for the use of the networks can be
established; for instance a banking system with a subsystemifor on-line
banking, used during the day and implemented on one data network and a
subsystem for batch data transmission between host computers, used during
the night. and implemented on the other data network.

- systems for which a simultaneous use of both data networks is essentlal
for 1nstance in the presence of two on-line subsystems u51ng different

networks for communication.

In the first case, an alternate connection of the host computer to both

networks is sufficient (as indicated in Table '5), whereas in the second case
the host computer needs simultaneous access to both networks,_Which can be
obtained through a simultaneous connection to both networks, or through
inter-network gateways. As above, we also distinguish thé two cases of

"one-compatible' and "bi-compatible' subsystems.

The third bind of user system, which we call ﬁpartitioned system", is a system

that uses both data networks for the same application such that different geo-

graphical regions of Canada are covered by different networks. We suppose that
such a system would be designed for using inter~network data traffic.

‘Inter-network data traffic would typically be implemented as virtual call

connections that originate at a subscriber's DTE in one network and terminate
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at another DTE in the other network. An inter-network‘addressing scheme as

o for international traffic could be used, or a uniform Canadian asSignment"f

“of subscriber addresses in both networks. The technical problems could be

solved, for example by using gateways between the two networks. The main

problem is one of tariffs. A uniform billing scheme where the user does not

see any artificial cost for network interconnection would be preferable.

One use of inter-nefwork traffic is for back-up purposes. We suppose that

the networks are connected by gateways, and that the user's host computer

has an alternate or simultaneous connection to both networks. If now the
local node of the network used by the application fails then the communication
with the distant terminals and/or host computers can probably be maintained
through'newly established virtual callsAthrough the other network, unless

the terminals are connected to the failing node. More details are given

iﬁ-the~app§ndix.

It is important to note that thé inter-network tariff_structuré is of great
importance for the feasibility of many applications. All those applications
marked "with'gatéways" in Table 5 rely on an inter-netwofk‘tariff with low
extra~costs, i.e. the tariff for an inter-network virfual call communication
is close to the tariff for virtual calls within one network. Such a tariff is
particularly important for the'applicatiohs using both networks for different

geographical regions (''partitioned systems").

Tariffs, within one network, that are largely ihdependent of the distance,
represent another case for inter-network tariffs witﬁ low extra-costs. High
extra—coéts would penalize inter-network traffic in>no relation to the distance
involved: a virtual call between two Montreal subscribers of Datapac and
Infoswitch,‘respectively, would cost about‘twice‘és much as a virtual call

between Montreal and Vancouver.

A more detailed discussion of the relation between the different user
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applications and the network (inter-) connection patterns.is given in the
] ‘ |

- appendix. It is not clear from this study what network (inter-) connection

 pattern would be most appropriate. We believe that the answer to this

question depends largely on the kind of systems the Canadian data communications

users intend to implement.' Further studies of this question would be useful.

5.3 The compatibility of the network access protocols

A packet-mode network access protocol, such as the Infogram service or Datapac s

SNAP, is a means for using eff1c1ent1y the full service offered by the

. packet-switched data network. The protocol includes, in addition to the

physical 1nterface between the network and the DTE, a link access protocol

that is respon51b1e for error-free communication between the DTE and the
network, and the packet-level protocol that allows the establlshment and use
of several virtual calls from the DTE to other DTEs connected to the network.
Mostly used for DTEs such as host computers, terminal handlers or concentrators,
the network access protocol must be 1mplemented on the DTE. The carriers also

offer a network 1nterface for asycronous interactive termlnals, in wh1ch case

the access protocol is 1mplemented in a carrier supplied network access’

machine,

’ An organlzatlon that wants to use the same DTE for communlcatlon through

different networks has to implement the network access protocols of all these
networks in his DTE. Therefore, it would be advantageous that 'all networks

use the same access protocols. The common carriers try to reach an inter-

national agreement on this subject in the CCITT. However, such an agreement

~ is not sufficient for an easy use of packet switched services. Since most

computer users rely on the vendor's system software, it would be very useful
that the standard be accepted by the computer manufacturers and incorporated
by them in the computer system software. We come back to this point in

section 5.4.
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a) User systems connected to one data network:

In the case of an-application system using only one data network, the problems

of compatibility arise between the access protocols'of the data network and
the-communication protocols provided by the computer manufacturer, or already
impleménted in the applicatibn.system. We mention here only. two approaches
to'connecting host computers to data networks: (1) implementing the network
access protocol in the host systems software, or (2)"conne¢tingAthe host
through a standard host interface to a front-end computér which in turn is
connected to the network and contains the software that implements the

network access protocls as well as the host interface.
We do not discuss these problems here any further. More work‘must be done
in this area for obtalnlng good 1nterface facilities w1th packet- -switched

data networks for the variety of computing equipment available. today.

b) User systems connected to two compatible networks

We'suppose now that the network acéess protocols of Dafapac and Infoswitch

are compatlble (whlch is not the case accordlng to- the present plans). In this
case, the compatibility problems are the same as for user systems connected

to one network only (see point a) above). Alternate connections to both
networks can be obtained by switching the same physical 1nterface of the

DTE from one network interface to the other.
Simultaneous connections with both networks require two physical network
interfaces on the DTE. However, the communication software would be the

same for both connections.

c) User systems connected to two noﬂ—compatible networks

‘We consider now a user system connected to both Canadian public networks,
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which are not compatible according to the present, preliminary)specifications‘

'[1,2]. In this case, in addition to problems arising for a single network

connection; there are problems related to the compatibility between the
different network access protocols. The sections 3 and 4 of this report

deal with these problems in detail.

Both networks use the same physical interface and essentially the same packet
formats. = Therefore, the same line control hardware can be used for accessing
both networks, one line control unit in the case of alternate connection, or

two identical control units in the case of simultaneous connections.

The link éccess protocols‘available for both networks are different (see Table 1).

Therefore, the communication software of the DTE must include two different link

"access protocols. Similarly, the DTE must contain the two.packet—level protocols

fof both networks. Although certain aspects of the protocols are identical
iniboth networks, there is essentially a duplication of software for .the.

same function, némely the virtual call interface to a data ﬁetwork.

The services offered by the Datapac and Infoswitch virtual calls are not

the same (see summary in Table 2). It is important to note that both networks,
Datapac and Infoswitch, offer the same basic virtual call facilities, including
call establishment, data transfer withnflow control between‘the_DTE and the .
network, flow control reset, and call élearing. (We ignore for this comparison
CNCP's‘syncrqnous Infocall service which resembles real circuits and is discussed
in section 3.3.) In addition to this basic service, TCTS offers a number of

facilities that are not necessary for most applications, but can be useful in

' certain situations. CNCP does not offer these additional facilities. They

believe that such facilities are better incorporated into the end-to-end protocol
which the user builds anyway on top of the virtual call communication service.
Section 4.2 b) of this report contains a discussion of how important these

facilities are to the user and how they can be obtained with the CNCP network

. where fhey aré not provided_directly.
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 User appllcatlon systems can be_"one compat1b1e“ to a given data network,

or "bi- compatlble“ to both networks, as discussed in section 5.2. Only
"bl-compatlble"_systems can use the second networkvas back-up facility.
"Bi—compatible"-communication facilities must also be used for inter-network
traffici(see Table 5). . There are at least two approaches for obtaining
"bi-compatible" systems (1) the use of the basic virtual call'service
offered by both networks, and (2) the use of a compatible protocol for ‘end-to-
end.communrcatlon, implemented differently on the two networks. The two

approaches are visualized in figure 6.

It is clear that end-to-end protocols can play an 1mportant role for

the: compat1b111ty of data processing systems, data communlcatlons networks,
and’computer systems. We mention, as an example, the end-to-end protocol

of ‘reference [ 5] which has been proposed as an 1nternatlona1 standard, and -
whlch is-also su1tab1e for inter-network communlcatlons. Figure 6(b)

shows the use of such_a standard end-to-end protocol for obtaining "bi-
compatible' application systemsi The use of standard end-to-end protocols
also facilitatesoccasional communication between different user systems
thatporiginally have not been designed for such communications. We can only"
givejthese general indications here. Further studies and actual experience

with data communication applications would be useful in this area.

Conventions for interactive terminals, sometimes called virtual terminals,
represent a particular kind of end-to-end protocol. The conventions implemented
by the two Canadian networks:are not compatible. CNCP's asyncronous Infocall
serviceAaliows‘the connection of interactive, asycronous terminals for
communication through virtuai calls (with CNCP basic service) to host computers
or other terminals. TCTS does not offer a‘basic virtual call service for
interactive'terminals. AThey plan to offerAnetwork access for asyncronous
terminals through their Interactive Terminal Interface (ITI) which in addition
to the basic v1rtual call communlcatlon faclllty, 1mp1ements certain end-to-end

protocol conventlons for host 1nterruptlon,‘output flushlng and parameter setting.
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FigUre 6 : Interfacing a "bi-compatible' application to both data networks (correspondlng
shaded areas are 1dént1ca1) .
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At the terminal side of the éommunication link, this piotocol‘is.handled
by the carrier provided Network Interface Machine (NIM), but at the host

side it must be implemented by the user.

Both networks could be compatible, in_iespéct to interactive terminals, if
TCTS offered an unsophisticated asyncronous network .interface as CNCP does.
On the other hand, the development of more sophisticated standard virtual
terminal conventions is very important. Much work is being'dqné in this
area, not only by TCTS, and the agreement on standards is very important

because of the large investment in interactive terminal equipment.

d) User systems using inter-network communications

The‘problems of compatibility for inter-network traffic are essentially

the same as for '"bi-compatible' application systems. In the case of a single
"connection to one network, software duplication for the accéss:protocols

_ of both networks is not necessary in the DTE. However, the»infer—network
communication faéility used must be compatible with both networks. As in'
the caée of user systems'éonnected to both networks, shown in figure 6, the
:cqmpatible communication facility adopted could be for example the bésic

A viitual c¢all service or a standard end-to-end facility. These and other

approaches are discussed with more detail in reference [ 8].

In the case of compatible network access protocols, these compatiBility
problems for inter-network communication would disappear, just as they

do for multiple network connections.

Inter-networking is an area which became of interest only very recently.
Oniy few experiments for intefconnection opracket-switched dafa networks
have been performed tovdate, and more research must be done for evaluating
thé differenﬁ possibilities.' This is an area of particular concern for

Canada-because of the two public networks that will be available.
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5.4 The user's situation between computer manufacturers and common carriers

Most computer networks in use today - are a collection of host computers,
concentrators and term1nals, connected to one another by leased or d1aled up
physical C1rcu1ts. Typ1ca11y, all the components of such a network are

built by the same manufacturer. The advent of packet- sw1tch1ng has a direct
impact on this situation. Packet-switched data networks not only furnish |

| the equivalent of physical lines, but also offer very flexible concentration -
facilities and, in some cases, terminal control equipment for a variety

of terminals. Traditionally, these functions have been provided by user-
owned equipment compatible with the communication procedures,used by the

” host computer. In packet—switched data networks, on the contrary, these
functions are provided by the network.and, as far as these functlons are
concerned the host computer has to comply w1th the network access communlcatlon

protocols.

The ‘best solution to network access would be to implement the network access
'protocols in the- system software of the host computer or its front end.
However, only few computer users build thelr own system software The large
majority of users rely on the operating system provided by the computexr
manufacturer If the computer manufacturers do not support the packet—mode1
: network access protocols, these users have to use more or less awkward and

inefficient adaptatlon methods.

- To the user, the introduction of common carrier standards.for‘data communi -
" cation procedures (if internationally adopted) have the advantage that
they promote the compatibility of terminal equipment; interactive terminals
.ae well as host computers built by different manufacturers, at least as
far as communication interfaces are concerned. In the future, a user may“~
be less constrained than he is now to buy all his equipment from the same

manufacturer.
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Because of this'situation, it is not clear whether the computer manufacturers
will support. the network access protocols in the system software, even

'when the- protocols are accepted as an 1nternationa1 standard by the CCITT.

It is likely that a standard network. access protocol will be supported

by small computer manufacturers and be incorporated in systems for new
applications because of its flexibility and efficiencya However, large
computer manufacturers with much investment in specific, non-standard
communication protocols may prefer to make their . own standards, an attitude

that, in the past, has certainly been successful for IBM,

In the meantime, since the compnter manufacturers do not yet support

their network access protocols, the common carriers work for the adaptation
of the network access protocols to the manufacturer's communication protocols.
In the same spirit, software companies‘may‘offer services for adapting the

' user's;computing eqnipment to the packet-switched networks. This development,
once . again, favors the large computer manufacturer; in fact, most work has

been done on the adaptation of IBM computers

All these considerations show that it is.very difficult to. keep alive a
healthy competition on the data processing market. On the one‘hand, this
market is dominated by one large manufacturer, IBM. On the other hand,

the common carriers try to get a larger share of the communication part of
data. processing. As far as this data communication market in Canada is con-

cerned, there are two companies that start out with a quite unequal background.

Where do the users make-their'point9 Do the Canadian dataicommunication
users have an opinion on the subject of packet- sw1tch1ng and standards? -

Some certainly do.

There-is also the body of federal regulations. They could have a positive

impact on the Canadian developments.
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We close this section with a quotation from an article by Sanders and Cerf"

in Datamation [6 ], who discuss the importance of standards in data communi-

lcations, and give the following, quite optimistic out-look:

"OVef tﬁé_past several years theré"has emérged a remarkabié unanimity
regardiﬁg»the baéic structure of a standard method for.accessing data
communication networks. The SNA network grchifectufe announced by‘IBM
possesses, from the logical structurg’point of view, veryAsimilar
attributes to many proposed standa?ds, including the X.25 proposal
discussed above. The protocols announced by Digital Equipment Coxrp.,
Burroughs, Honeywell, and others also possess very similar basic
structures. There appears to be little technicél justification for
each of the manufacturers to support network access protocols which

- differ only in details. ‘ ' '

"We are at a point where standardization at the network access level

- can be a practical reality. There are benefits for all in adopting
network access standards. ~From the dser's point of view, it broadens

" his field of choice by giving him access to a competitive markétplace,

. From the manufacturer's viewpoint, it opehs néw markets which~would‘

not be economically viable without the resource sharing advantages

such standardization implies.

"There is much to be gained by all in agreéing to abide by the forfhé
coming network access standards. In today's world,_the>customer

is king. By insisting that suppliers adhere to these standards,

he will ensure not only his own future, but a brighter future for

the industry as well."
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6. ~ AREAS FOR FUTURE STUDIES

The comparative analysis perfoimed in'this study brings up a number of

areas where further studies are required for better understanding the impact
of packet-switched data networks and their protocols on the user, and for
promotlng standards in thlS field. We mention here the following areas for

future studies.

(1) Standards for communication protocols

Much work is presently being done on standards for packet-switched data
,communications. In order to actively partiéipate in these developments,

it is necessary to analyse the different standard proposals and to evaluate
their impact on the users. - After the possible adoption of the X-25 propo-
sition by CCITT, much international dlscu551on will probably center around

the follow1ng issues:

~ Vrefinéments of the X-25 standard, in particular: the network access protocol
for single access terminals; - ’
- end-to-end protocols for process communlcatlons and 1nter network trafflc,

- virtual terminal protocols, i.e. conventions for interactive terminals.

In ielation:with the compatibility of different data networks,‘fhe end-to-end
commﬁhication protocols play an important role, as indicéted’in the present

' study More work in this area is requlred for better understanding and

| evaluatlng the different end-to-end protocols proposed, in view of their 1mpact

on compatibility and on the user interface.

The present étudy also suggests for future study the area of virtuai terminal
piotocols._ The preliminary specifications of these protocols for the two
Canadian ﬁetworks seem td be incompatible. Fﬁture work on this subjéct could
be iﬁfluential fofvincreasing combatibility in this'imbortant*area of data-

" communications.
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(2) Specifications of interfaces between different levels of protocols

A clear definition of the interface between the link access protocol and the
packet level protocol.can not be found in the standard specifications. As
pointed out(in.this study, such an interfaée.specificationiwould increase
compatibility because it facilitates the implementation of a giyen packet level

protocol independent of the underlying link access protocol.

" A similar case is made in section 4.2 é) for the importance.of~an interface
spécificatibn between the basic virtual call service, offéréd by both networks, -
and the user's end-to-end protocols. Such an interface specification would
much simplify the development of user applications that are COmpatiblé with
: the communication facilities of both data networks. We believe that work .in
~ this area would be useful to the data network user, and could promote

compatibility.

(3) - Transport mechanisms for intei—networking

Interénetwofking is of particular concern to Canada because of its two
national daté networks and_the importance of international data traffic.

The non-compatibility of the access pratocols for different data networks
complicates the mechanism for data transfer between different networks. We
propose in this study two approaches to the inter-connection of the two
Canadian networks. Recently, standards for inter- network communications have
also‘beeh proposed More work in this area would be useful for evaluating ‘
the different 1nter—network1ng alternatives, and for promotlng appropriate

standards for inter- network communlcatlons.

(4) Survey of present and future user applications and data communications

needs

In section 5.2 of this study, we have discussed several alterﬁatives for
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.network~(infer—) connections. Simultaneous connections to both networks,

inter-network gateways, and low extra-cost tariffs for inter-network traffic

 have been found of interest. - In order to decide on the relative importance

of . the different options, more should be known about the Ways the Canadian
users- intend to build their application systems and make use of the two
data networks. Such information WOuld‘also be useful for studies on the

adaptation of the user's data terminal equipment to the networks.

:(5) Adaptation of the data terminal equipment to the networks

-There are many different approaches for intérfacing the user's terminals

and host‘computers to packet-switched data networks. The presént study does

not focus on these problems, but work in this area would be wuseful for

- identifying the possible solutions and helping the user to choose the best

alternatives. Cost/performance analysis of different configurations using

" various types and combinations of manufacturers equipment and carrier services

would also be useful for planning future computer-communications systems.
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- 7. RECOMMENDATIONS .

' For promoting the compatibility between different data'communications and
proceséing’systems'and.equipment, and for keeping alive a healthy competition,

we. propose the following lines of action:

1. Promoting standard communication protocols. _

2. Allowing simultaneous connections for a DTE to both data networks.

3. Adopting a tariff for inter-network communications with low extra costs.

4.K'Infqrming data communications users about the compatibility problems of
the packet—sWitched networks. ‘ - ‘

S,: Prombting équallaccess facilities for differént kindé of user equipment

to both data networks.
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- Appendix: DIFFERENT NETWORK (INTER-) CONNECTIONS AND USER APPLICATIONS
This appendix is a complement to section 5.2 and Table 5. We distinguish
four different situations concefning the network (inter—) connections, and .

discuss the different user applications that can be realized in each situation.

Network (inter-) connection I: no simultaneous connections, no gateways,

‘but alternate connections to both networks. This is the present situation:
For no obvious reason, 51multaneous connections .of one DIE to both data

networks are not supported by the Canadian carriers. We suppose that host
computers may have alternate connections to both networks but interactive
terminals are only connected to one. The following appllcatlons involving

both'netWOrks can be built:

~ 1. Multiple application systems with alternate use.of the networks .

(see section 5.2).

2. Back-up, version (a) In the case -of '"bi- compat1bld'appl1catlon

systems, the alternate network can be used as back—up fac111ty for host-
host communications. All hosts involved need an alternate connection
to'both networks. This method does not work for host-terminal commu-

nications as long as the terminals are only connected to one network.

Network (inter-) connection II: simultaneous connections, no gateways. We

suppose that the host computers that have a simultaneous comnection are per-
manent ly connected to both networks. The following applications involving

both-networks can be realized:

1. Multiple application systems with alternate use of the networks
(see "Network (inter-) connectlon .

2. Back- -up, Ver51on “(b), like ver51on (a) with "Network (1nter )

connectlon_I", but the sw1tch -over to the back—up network can be

performed automatically.
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3.  Multiple application systems with simultansous use of both networks
(see section 5.2).

4. Access to subscribers on both networks, version (a)' Many users

may w1sh to communicate, on an occa51ona1 basis, w1th certain other
users or services. These users or services may be connected to

. either one of the networks. Each subscriber with a simultaneous
connection to bdth:netWorks can be reached, anytime; from. each '
subscriber of each network (unless he belongs to a closed user group),

as long as  ''bi-compatible" communication conventions are used.

Network (inter-) connection III: gateways with high extra costs for inter-

network traffic: We suppose that one or several gateways between the two net-

works . support inter-netWork data traffic, and the user's DTEs are usually

connected only to a single network. The gateway(s) is (are) either 1mplemented

- . by the carrlers or by an independent company u51ng a 51mu1taneous connection to

both networks. The tariff for inter-network communication is high compared
to the tarlff for communication within one network (the cost is essentially
the sum. of the costs for communication through both networks and for using
the gateway). The follow1ng applications 1nvolv1ng both networks would be

feasible: ? L _ -

1. /-

2. Back-up, version (c): For a DTE with an alternate or simultaneous

connection to both networks, this version of back-up works like
ver51on (a) above,-or (b) respectively, but the presence of gateways
prov1des the p0551b111ty of back—up for host-terminal communications,
. too.
3. /

4. Access to subscribers on both networks, version (b):  Occasional

.communications with subscribers on both networks, as discussed above,
is possible without that any subscriber need a double connection

to both networks



63

‘We ndte that multiple application systems with alternate or simultaneous

use of both networks could be built using inter-network traffic. However,
in most cases, this would be too expensive compared to an implementation

where the DTE is connected to both networks (see ”Network (1nter ) connection

I and I1I").

Network (inter-) connection IV: -gateways with low extra cost for inter-:

.network traffic: We suppose that the carriers support inter-network communi-

cations at a tariff that is close to the tariff for communications within

one network. Low extra cost for inter-network traffic seems reasonable,
since'the.tariffs of any given network are largely distance independent.
We suppose that the extra cost for inter-network traffic is low enough

that the extra cost of the inter-network. traffic within a “parfitioned_system"

‘(see'secinn 5.2) is outweighed by the advantage of using in each geographical

region the network that best covers the area and gives the best service for

neﬁwofk access, The possible applications involving both networks are

the following:

- 1. Muitiple applicafion systems with alternate use of networks. We

.ndte that in the case of "bi-compatible" applications a single
connéction to one network is sufflclent

2. ‘Back-up, version (c), see "Network (inter-) connectlon Iy,

_ 3. Multlple application systems with simultaneous use of both networks.

Same note as for application 1.

4. Access to subscribers on both networks, version (b),\sée "Network
(inter-) connection IIIM. o

S.:'ApplicatiOn using both networks, each one in a particular geographical

- region (see 'partitioned system', section 5.2).

We note that an application system similar to what we call a "partitioned
system'" can be built using simultaneous connections, but no inter—network

traffic. For instance, if all host computers of the system have simultaneous



~ .connections to both networks, then the terminals, in each geographical

region, can be connected to the network that offers the best access service.
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