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AegTRACT 

The problem being considered in this study concerns 

the difficulty of observing and monitoring the telecom-

munications traffic,flowing through an interconnection 

between a digital network and the public switched network. 

The purposes of monitoring are to determine which of the 

many possible such circuits carrying this traffic are being 

used for digital voice and to obtain irrefutable evidence 

of such use. 

The state-of-the-art Of voice digitizing and data 

encryption technology is reviewed with the conclusion that 

it is quite feasible to-  use such an interconnection for 

the purposes.of digital voice communication. Digital 

'secure voice  terminais  required for implementing this usage 

are now available for costs in the range of $15,000 to 

, 	$35,000 dePendiug uPOn the voice quality and security 

levels desired, Costs for similar terminals in the period 

1980-1985 are projected to be in the range of $150 if 

user demand warrants the production  of LSI devices. 

A pragmat1.6 method of estimating the coat of a moni- 

toring system suggests that in the absence of secure 

channels it would require a- capital outlay of approximately 

$2,000,000 tO 	'ten Circuits at one interconnection 

centre. If data security (crypto) is used, it is sug-

gested that no practical system is possible. 
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1 INTRODUCTION 

1.1 The Problem Statement  

The central problem to be investigated by this study 

may be described as follows. Suppose that two communi-

cations networks are interconnected; one being the public 

switched telephone network, and the other being either 

(i) a packet switched data network, or (ii) a circuit 

switched data network. Each of these networks carry 

"digital" signals, some of which are "data signals" i.e. 

they are machine generated and are intended for communi-

cation with other machines. Other digital signals may be 

carrying encoded voice primarily for the purpose of inter-

personal communication. The digital voice encoding may be 

accomplished using vocoders, codecs, etc. In perhaps an 

extreme scenario, the encoded digital voice may be scrambled 

or enciphered by an encryption device, the enciphering 

algorithm and key of this device being known only to the 

network user and unknown to the network carriers. 

The scenario depicted above is illustrated in Fig. 1.1. 

Given the interconnection and signals as described, the 

problem is to evaluate the technical feasibility and 

practicality of monitoring at the interconnection points, 

in particular at the analog circuit pairs of the public 

switched network, the circuits to determine and identify 

with reasonable certainty those circuits which are being 

used for voice communications. Such an identification 

should provide an unambiguous indication, suitable for 
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legal purposes of determining if the interconnection is 

carrying interpersonal (voice) traffic or intermachine 

(data) traffic. 

Further, if possible, the capital and operating costs, 

including an indication of the type of technology required, 

for implementing any practical system to carry out this 

monitoring service is to be estimated. 

1.2 Other Objectives of the Study  

The main objective of the study is described in the 

last two paragraphs of Section 1.1, however as background, 

it is necessary to review the technology and costs for 

both voice digitizing and encryption equipment. 

Thus, a further objective of the study is to conduct 

a survey of the state-of-the-art development and costs 

of voice digitizing equipment including vocoders, codecs, 

etc., as applied to voice communication in both a packet 

switched and a circuit switched digital data network 

environment. The quality of performance of these devices 

in terms of intelligibility, articulation index, fidelity 

and naturalness of voice for various types and bit rates 

will be reviewed, and the relative suitability of the two 

types of switched digital networks for full duplex voice 

communication using digitized voice will be examined. 

Another objective of the study is to conduct a state- 
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of-the-art survey, including costs, of commercially avail-

able devices for encryption suitable for use with voice 

digitizing equipment. 

A final objective is to forecast the costs of both 

voice digitizing and encryption equipment for the period 

1980-1985. 

1.3 Outline and Summary of the Study  

The study is organized in an order reverse to that 

described in the previous sections since it is both more 

efficient and pedagogically convenient to present this 

material in a constructive rather than analytical manner. 

Thus the extreme scenario described in section 1.1 will be 

treated after the development of background material on 

digitization encryption and networks. 

The outline of the study is as follows. Section 2 

reviews the state-of-the-art and technology of voice 

digitizing equipment which provides the setting for the 

digital nature of the signals that are the subject of 

the proposed monitoring equipment. 

Section 3 reviews the state-of-the-art and technology 

of data encryption equipment suitable for enciphering the 

digitized voice signals. 

In Section 4, the scenario of Fig. 1.1 is reviewed in 

the light of Sections 2 and 3 together with additional 
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information ,on the characteristics of data MODEMs and the 

characteristics of digital voice in both the packet and 

circuit switched environments. 

Finally, in Section 5, the central problem of 

monitoring and identifying digitized voice circuits is 

attacked. 

Section 6 concludes with a summary of results, con-

clusions, suggestions and recommendations. 

Section 7 presents the summarized and indexed re-

sults of a patent search undertaken to aid in the deter-

mination of the present state-of-the-art of the subject 

areas discussed in the study. 
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2 VOICE DIGITIZING EQUIPMENT 

2.1 	Introduction  

Schemes for digitizing speech may be broadly classified 

into two groups, namely those schemes which model the human 

vocal apparatus with appropriate analysis and synthesis 

techniques and subsequently digitize and transmit para-

meters extracted from the model and those schemes which 

use direct digital encoding of the voice signals with per-

haps additional "tricks" used for reducing the resultant 

data rate. 

The oldest example of the first group is the so-called 

"channel vocoder" invented in the 1930's [1,2]. The term 

vocoder is a shortening of the two words VOice and CODER. 

The earliest and simplest example of the second group is 

known as PCM or Pulse Code Modulation [3,4]. Two excellent 

references on this subject in terms of their tutorial, 

historical and bibliographic completeness are the review 

of vocoders by Schroeder in 1966 [5] and the very recent 

review of digital voice by Gold in 1977 [6]. Those 

readers interested in a complete review and tutorial on 

voice digitization are referred to the above papers, and 

the additional references listed at the end of this section. 

For purposes of this study, due to the nature of the 

problem being addressed, only a subclass of the various 

types of voice digitizers are of interest. Namely those 
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types which'can produce "acceptable" voice transmission 

at bit rates up to 9600 bps. This restriction is caused 

by the fact (see Fig. 1.1) that sighals on the circuits 

being used must pass over the public switched telephone 

network. Presently (1978), "reliable" data transmission 

on this network is restricted to 9600 bps and lower. 

However, since comparisons both quantitative and 

subjective are often drawn between "telephone quality" 

PCM and other methods, a short digression to consider PCM 

is in order. The fundamental concepts involved in PCM are 

illustrated in Fig. 2.1. First, the speech signal is passed 

through an "anti-aliasing filter to eliminate any spectral 

components above a certain frequency fc . The resulting 

speech is then sampled at a frequency f s , which must be 

greater than the "Nyquist frequency" 2f c • The resulting 

samples are then quantized in amplitude by an Analog 

to Digital (A/D) converter which converts the samples to 

a binary code of b bits per sample. Tile quantization 

may be uniform or non-uniform. The bit stream (or bus) 

leaving the A/D converter is the digitized voice. The 

digitized voice may now be transmitted over a "digital" 

network. 

The process of reconstructing the voice at the 

receiving end is also illustrated in Fig. 2.1. Here, the 

digitized voice is converted by a b bit Digital to 

Analog (D/A) converter to analog samples and passed through 
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a "reconstruction" filter of bandwidth 1/2f s' The resulting 

waveform is a close facsimile of the original speech. 

Clearly, the larger the values of f , f s  and b, the more• c  

faithful is the replica produced at the receiver. 

Engineering economics dictates that f , f s  and b c  

should be as small as possible consistent with maintaining 

some minimum level of a performance measure. A well 

known standard used in conventional telephony has 

fc = 3.5 kHz, f s = 8 kHz and b = 8. A 
heuristic justifi-

cation of these numbers runs as follows. Telephone circuits 

have a "nominal" bandwidth of 3 kHz, and f s  = 8 kHz leaves 

some guard band for aliasing error. The signal to noise 

ratio (SNR) of telephone circuits is nominally 30 dB. 

Noting that 20 10g(2b ) = 6b, it seems that 30 ee 6 = 5 bits 

suffices to represent the smallest detectable signal relative 

to the average signal level. Since the "typical" peak to 

average ratio of speech is near 14 dB, an additional 3 bits 

is required to allow for the total dynamic range from 

noise level to voice peaks, thus b = 8. 

This set of numbers yields the serial bit rate of 

8 kHz X 8 bits = 64 kbs found in typical PCM telephony 

equipment. Telephone users universally agree that the 

quality of the received speech is easily comparable to 

that of non-PCM telephone circuits. 

A point to note here is that many users, in particular 

prospective users of the voice circuits in the scenario of 
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Fig. 1.1, can easily tolerate a much worse quality than 

that described here as "telephone quality". Professional 

communicators, such as, armed service personnel, taxicab 

drivers and the like are accustomed to voice communications 

over circuits with fc = 2 kHz and SNR = 12 dB, resulting 

in f s = 4 kHz and b = (12 	6) + 3 = 5 bits which yields 

a serial bit rate of 4 kHz X  5 bits = 20 kbs, a factor of 

3.2 less than telephony PCM. 

The following sections review the state-of-the-art 

of voice digitizing equipment which produce data streams 

at less than 9600 bps, however, the point noted above 

is applicable to most digitizing schemes and when lower 

quality voice can be tolerated, simpler and more economical 

schemes can be applied. 

PCM as described above does not take into account 

the statistical properties of speech. At a "normal" 

speaking rate of 300 words per minute, an average length 

of 4.5 characters per word and an average entropy of 2.3 

bits per character, the information rate of speech is 

approximately 60 bps. In fact, if additional redundancy 

due to the statistical dependence between words, sentences, 

etc. is included, the actual rate is even less. The 

figures entering the above calculations have been obtained 

from a paper by Shannon [ 7) and others [ 8, 9]. 

The above calculations show that it should be 

possible to design voice digitizing equipment which operates 
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at a bit rate of less than 60 bps per voice channel. 

However, as with many of the results of Shannon's infor-

mation theory, no synthesis methods for such systems are 

known. Instead, one can only propose systems within 

broad guidelines and compare the results with the theoretical 

limits. Invariably the cost of such equipment rises very 

quickly as the bit rate goes down towards the limiting 

rate. 

Vocoders, and modified PCM systems do obtain lower 

bit rates than those described above for PCM systems. 

The systems to be described next, fall in the above class 

and have been found suitable for use at 9600 bps and 

lower. 

2.2 Voice Digitizers for Use at 9600 bps 

2.2.1 Channel Vocoders  

Fig. 2.2 is a block diagram of a channel vocoder 

which consists of an analyzer and a synthesizer. The 

analyzer accepts speech and produces a digital bit stream. 

The synthesizer accepts the bit stream and reproduces the 

speech. Note that the channel vocoder operates essentially 

as a spectrum analyzer making use of a bank of bandpass 

filters. As noted in [6], "We note that channel vocoders 

with significantly different design parameters have been 

experimentally shown to yield very intelligible speech. 

Despite nearly 40 years of research, no universal agreement 
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presently exists on the optimum design of channel vocoders 

for different data rates." 

The channel vocoder was invented in the 1930's, but 

since the latter part of the 1960's,\  channel vocoder 

development essentially stopped,  4e  to the advent of 

1 

new and more economical devices. 

1 

 lephone quality voice 
■ 

has been demonstrated at bit rates s low as 2400 bps, 

The original channel vocoders used a alog filters, 

however, there may be a resurgence of, interest in these 

devices with the advent of economical digital filter hard- 

2.2.2 Linear Predictive Coding (LPC) Vocoders  

There has been a flurry of activity in the last five 

years in the area of LPC vocoders [10,11,120_3]. Fig. 2.3 

is a block diagram of an LPC vocoder. The principle of 

the LPC vocoder is that a reasonable prediction of a sample 

of a speech wave can be based on a linear weighted sum 

of previous samples. Hence, the terms linear and pre-

dictive. The performance of LPC vocoders vis-a-vis 

channel vocoders operating at the same bit rate has yet 

to be established. The promising aspect from the view-

point of this study is that LPC vocoders may be less 

expensive to implement. Although, with the emergence of 

inexpensive digital filtering hardware, this advantage could 

easily disappear. 
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2.2.3 Homomorphic Vocoder  

With the advent of the Fast Fourier Transform 

algorithm (FFT) and the emergence of inexpensive and fast 

digital filtering hardware, a new algorithm for vocoding 

called the "homomorphic vocoder" has appeared [14,15]. The 

block diagram of a homomorphic vocoder is shown in Fig. 2.4. 

The principle of the homomorphic vocoder is based  n the 

fact that voice can be modelled as the convolution of an 

excitation function with the vocal tract filtering function. 

Taking the Fourier transform of a short speech segment or 

frame then obtains a spectrum which is the product of the 

transforms of the two functions. Taking logarithms of 

the spectrum then results in a sum of two functions. One 

of these is rapidly varying (excitation) and the other is 

slowly varying (vocal tract). These variations are, of 

course, in the spectral domain. Thus, these two components 

in the sum may be separated by filtering. This filtering 

is performed by a further Fourier transform. The two 

resulting functions are then encoded for reduced rate 

data transmission on a frame by frame basis. The inverse 

or synthesis operation involves computing the impulse res-

ponse of the vocal tract and convolution of it with the 

excitation function, an operation that is again facilitated 

by the FFT algorithm, and also involves an exponentiation. 

The computational effort required to perform the 

homomorphic algorithm is large, but well within the 
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processing capabilities of modern digital signal processing 

hardware. It tends to be expensive. 

2.2.4 Delta Modulation Code-Decoding (CODECs)  

A group of speech encoding algorithms base' on the 

premise that fewer bits are required to encode th
\ 
 derivative 

of speech than the speech itself give rise to a number 

of differential PCM or delta modulator (DM) techniques. 

These are generally termed predictive methods. Fig. 2.5 

illustrates the simplest form of DM. Note that the difference 

between successive speech samples is encoded. A simple DM 

circuit for A/D conversion is given in [16]. Many references 

on DM can be found in [17]. Simple, direct DM as shown here 

is not suitable for voice transmission at 9600 bps, however, 

several modifications of DM do show promise. 

One of these methods termed Adaptive Differential 

PCM (ADPCM) is illustrated in Fig. 2.6. Here, the quantizer 

of Fig. 2.5 is made adaptive by controlling it with the 
_ 

volume of the incoming speech. The volume signal V per-

forms the function of compressing and expanding the adaptive 

quantizer in accordance with the volume which varies at 

a syllabic rate. Note that the volume information must 

be formatted in frames with the variable length DM data. 

Both DM and ADPCM are susceptible to a phenomenon termed 

slope overload distortion. This is a u slewing" problem 

caused by the fact that the CODEC cannot slew fast enough 
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to follow fast rising or falling waveforms. 
V 

A further refinement termed Continuously iVariable 

Slope DM or CVSD is often used. In this CODECthe slope 

of the signal is sensed and used to control the quan-

tizer resulting in less slope overload distortion [18]. 

2.2.5 Adaptive Predictive Vocoder (APC)  

The predictive ideas from the DM techniques can be 

combined with the LPC vocoder to produce an Adaptive Pre-

dictive Coder (APC). This relatively new concept has 

been extensively tested [19]. In this system, pre-

diction is based both on the measured value of the speech 

one period back which produces an error or differential 

code, and an LPC coding of this first error signal. 

The fundamental period is measured by a pitch detection 

algorithm. The differential error signal transmitted 

is computed by a feedback loop using adaptive parameters. 

2.3 Relative Performance Characteristics  

The channel vocoder, LPC vocoder and homomorphic 

vocoder of sections 2.2.1 through 2.2.3 utilize some 

form of modelling of the human voice process and achieve 

the lowest bit rates for "good" quality voice. These 

devices provide "good" quality voice at bit rates in the 
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range of 2400 to 9600 bps. However, it should be pointed 

out that such systems are not as "robust" as the predictive 

techniques. 

The quality of robustness refers to the sensitivity 

of the devices to bit errors in the data stream, and 

background acoustic noise. Such a result is not unex-

pected since much of the redundancy in the voice has been 

removed, thus providing a lower level of the inherent 

error protection contained in wideband speech. 

The predictive techniques based on delta modulation 

such as the DM, ADPCM, and CVSD CODECs must operate at 

rates above about 16 kbs to produce "good" quality speech. 

These devices, as expected, are much more robust than the 

vocoding methods based on voice modelling described above. 

However, DM CODECs are much more economical than vocoders. 

These devices can provide "communications" quality voice 

at rates as low as 4800 bps. Some of these devices are 

quite remarkable in their performance at 9600 bps. This 

author has personally used a system with a DM CODEC, 

9600 bps CCITT V.29 MODEM and a telephone handset over 

the public switched telephone network, and found the voice 

quality to be far superior to that encountered in using 

HF SSB radio equipment. 

The relatively new APC technique which combines 

modelling and prediction, thus representing a hybrid mix 

of the two types of digitizing equipment, shows promise 
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as the most cost effective method of producing "good" 

quality digitized speech at rates of 4800 to 9600 bps. 

Both quantitative and qualitative evaluation of the 

various algorithms described here must be tentative since 

all of the algorithms are undergoing development and 

enhancement. Any evaluations must include the effects 

of data bit errors and background acoustic noise before 

the "practical" superiority of any particular method can 

be established. 

The IEEE has published a standard [20] on voice 

quality measurements, and at least one independent company 

namely, 

Dynastat Corp., 

2704 Rio Grande, 

Suite Four, 

Austin Texas 78705 

Tel. (512) 476-4797 

provides comparisons and evaluations of various types of 

voice equipment. It should be noted that not all quanti-

tative measurements are correlated with human preference, 

and good results on measurements such as signal to noise 

ratio, harmonic distortion and intermodulation distortion 

do not necessarily indicate that humans will prefer the 

voice reproduced by the "best" device in terms of these 

measurements. Thus, the "best" voice digitizing equip- 

ment can only be judged by subjective testing using 

critical human recievers. 
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A number of papers [21,22] give the results of 

subjective evaluations of several of the predictive tech-

niques to which the reader is referred for details. 

To this author's knowledge, no one has performed 

an objective (double blind) series of subjective tests 

to compare all of the voice digitizing algorithms. Thus, 

the comments on "good" and "communications" quality voice 

together with the individual authors or inventors evaluations 

of their own techniques, which may be found in the references, 

are left with the reader as a basis for making his own 

judgements. It suffices to say that a number of techniques 

exist, having various degrees of cost effectiveness, which 

are quite suitable for application to the scenario of 

Fig. 1.1. 

2.4 Commercial Products, Costs and Summary  

In relation to the predictive devices, vocoders are 

generally more expensive to implement due to their additional 

complexity. This cost may become inconsequential with the 

advent of economical LSI digital signal processing hard-

ware. If the sales volume warrants production of LSI 

vocoders, their price could become competitive with the 

generally more economical predictive techniques. It 

should be noted that LSI high speed (9600 bps) data MODEMs 

are now available, and the computational complexity of 

these devices is comparable to that of vocoders. Appli- 
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cation of the same technology to vocoders should result in 

much lower prices than those quoted later in this section. 

Since the DM based CODECs are simpler than vocoders, 

they are, of course, more economical, and are presently 

being implemented and sold in IC form [23,24]. At the 

present time, in the scenario of Fig. 1.1, this author 

feel's that the most cost effective solution for voice 

digitization is the accaptance of "communications" quality 

voice and the use of one of the commercially available 

DM CODECs at 9600 bps. Of course, this service would not 

be suitable for offering to the general public. 

Just in the past year, this author has spoken on 

and used a digitized voice system consisting of a handset, 

DM CODEC, and 9600 bps MODEM operating over the switched 

telephone network. The cost of the CODEC (non LSI) was 

$1500, and the MODEM (non LSI) $8500, for a total cost of 

about $10k. The MODEM was the new 96Qm CCITT V.29 MODEM 

introduced by ESE Limited, when this author was employed 

there as Chief Development engineer. The two devices 

could easily have been incorporated into the same chassis. 

E-SYSTEMS INC. produce a commercial digital speech 

processor called the VADAC 5. This device can produce 

a digitized voice and multiplex in a low speed data 

channel simultaneously. It is a homomorphic vocoder 

and runs at data rates of 2400 bps or 4800 bps. They 
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claim that operation at bit error rates in the neighbour-

hood of 2 in 10
3 or less yields essentially the same 

operation as zero error rate. It is outfitted with 

standard digital interfaces (CCITT V.24 and RS232). A 

built in MODEM (Bell 201 card MODEM) can be fitted as an 

option. The size is 7" x 19" x 18", weight 45 lbs. 

A telephone quoted price (Feb. 1978) was $13,985 US in 

quantities of 10 or less without MODEM. The price drops 

to $11,343 US for quantities of 100 or more. Descriptive 

literature is available from the company at the address 

listed in the references. This company also manufactures 

a complete secure voice terminal which will be described 

in section 3. 

TIME AND SPACE PROCESSING INC produce a commercial 

LPC vocoder called the Model 100. This device operates 

at 2400/4800 bps and also can multiplex in a low speed 

data channel. This device has been given a rating of 92 

by DYNASTAT, the evaluation company mentioned in section 2.3. 

On a similar scale the common carbon microphone used alone 

produces voice quality rated at 95. The Model 100 has 

standard (CCITT V.24, RS232, and MILL 188) digital inter-

faces. The price of this vocoder in unit quantities from 

a telephone quotation (Feb. 1978) was $15,250 US, with 

quantity discounts for 8 or more unj.ts of $11,250. Note 

that it is very competitive with E-SYSTEMS' VADAC 5. Again 

descriptive literature is available from the company at 
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the address listed in the refereinces. People at other 

companies dealing exclusively wile encryption equipment, 

stated to this author that the Model 100 was the "best" 

vocoder on the commercial market.' 

A number of other companies produce vocoders both 

commercially and for military secure voice use. Some of 

these are listed in the references. 

Clearly, at the quoted prices, the use of vocoders 

will not become widespread. Note however that the costs 

quoted are only about twice that of a 9600 bps data 

MODEM suitable for public switched network use. If vocoders 

were produced in the same volume as MODEMS, their costs 

today would be comparable. 

A number of non-commercial laboratory type vocoders, 

both special and general purpose, have been described in 

the literature [25,26,27]. It is possible to price some 

of these since almost complete parts lists are given in 

some references. Computations based on these lists in-

cluding mark-up for labour and profit result in the same 

ballpark prices = $12,000 as the commercial devices 

described above where the price is also controlled by 

competition. Thus, $12,000 represents a "fair" price for 

a high quality 4800 bps vocoder in today's market (1978). 

Gold [6] in an article of Data Channels [28] states that 

he expects vocoder prices to reach = $500 in 5 to 7 years. 

This is, of course, possible using LSI technology, but will 



- 27 - 

only happen,if volume sales warrant it. 

SED SYSTEMS LTD. in Canada produce a Model 6090 

DELTA CODEC which they recommend for use at rates between 

19.2 kbps and 40 kbps for "good" quality. However, as 

mentioned earlier, this author has used it at 9600 bps 

and found acceptable "communications" quality voice. This 

CODEC mounts on one plug-in board and sells for = $1500 CAN. 

Another Model 5540 utilizing thick film technology has 

similar performance and sells for = $800 CAN. These devices 

could very easily be integrated and probably sold in 

volume for prices under $50 CAN. Presently, a number of 

IC manufacturers are producing or developing IC CODECs and 

there seems to be a lot of activity in this area [23,24]. 

In summary, there are a number of choices of voice 

digitizing equipment available to users. These devices 

have different prices and performance. Generally price 

and performance are directly related. Thus, a user can 

select the "best" device for a cost effective solution to 

his particular voice digitizing requirements. The costs 

of presently available equipment have been indicated, and 

cost projections for the next 5 to 10 years have been 

provided. The following section contains a number of 

references for the material of this section. 
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Littleton, MA. 01460 
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1610 Potomac Ave., 
Pittsburgh, PA. 15216 
(412) 344-9000 

E-Systems Inc., 
Garland Division, 
P.O. Box 6118, 
Dallas- TX. 75222 
(214) 272-0515, Mr. Donald Fulghum 

Kennedy Engineering Co., 
P.O. Box 2667, 
Santa Fe Springs, CA. 90670 
(213) 868-9965 

Martin Marietta/Orlando Div., 
P.O. Box 583, 
Orlando, FL. 32805 
(305) 352-2087 

SED Systems Ltd., 
P.O. Box 1464, 
Saskatoon, Sask. S7K 3P7 
(306) 244-0976, Mr. Andy Sendyk 

Tele-Signal Corp., 
185 Oser Ave., 
Hauppauge, NY. 11787 
(516) 273-3939 

Time and Space Processing Inc., 
10430 North Tantau, 
Cupertino, CA. 95014 
(408) 996-2200, Mr. Charles Davis 
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3 VOICE ENCRYPTION EQUIPMENT 

3.1 Introduction to Cryptography  

Cryptography, the study of "hidden" messages, or 

secret codes and ciphers is almost as old as human written 

communicatiori [1,2,3]. The lay reader will find a very 

entertaining historical and pseudo-technical account of 

cryptography in the references mentioned. Cryptography 

was originally applied only to written or "record" com-

munications however, with the advent of modern electronics 

it has become possible to encript or encipher voice signals. 

There are two separate methods of enciphering voice 

signals. The earliest method [4,5], which is still in 

use, operated directly on the analog (non-digitized) voice 

by performing spectral transformation. Examples of this 

type of voice "scrambler" are methods which "invert" the 

voice by modulation and demodulation such that the high 

frequencies in the voice become low frequencies and vice 

versa. Clearly, such. a scheme is easily "unscrambled" by 

means of a simple modulation device. Variations of this 

technique involve splitting the voice spectrum into sub-

bands and then permuting the bands. Modern devices pro-

vide digitally controlled time variable permutations. 

Commercial devices of this type are widely available and 

are reported in the patent literature [6 ,7 ,8]. Such 

systems, because they are relatively easy to unscramble, 

are usually termed voice "privacy" devices rather than 
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voice "encryption" devices or "secure" voice devices. These 

spectrum scrambling techniques are also being applied to 

television privacy systems for "pay TV" applications [4]. 

This type of voice encryption is not of interest in this 

study. 

The second method of voice encryption applies standard 

data encryption techniques to a digitized voice data stream. 

This technique of first digitizing the voice and then en-

crypting the digits effectively separates the encryption 

and digitizing processes. Thus, if an encryption device 

or "crypto" unit is attached to a vocoder or CODEC, the 

result is a "secure" vocoder or CODEC. This combination 

is often termed a "secure digital voice terminal", and is 

illustrated in Fig. 3.1. Since the crypto device and the 

voice digitizing equipment may be viewed separately, it 

is useful to consider the crypto units separately. 

There is a "jargon" associated with cryptography that 

is useful to know. 

Plaintext - is the message that will be put in secret form. 

Transposition cipher - the characters of the plaintext are 

shuffled, their normal order is disarranged. 

Substitution cipher - the characters of the plaintext are 

replaced by other characters. 

Cipher  alphabet  - is a list of equivalent characters used 

in substitution. 
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Nulls - are characters or symbols which have no meaning and 

are inserted in the message to enhance confusion. 

Monalphabetic substitution ciphers - use only one substi- 

tution cipher alphabet. 

Polyalphabetic substitution ciphers - use many substitution 

cipher alphabets. 

Kee - a method of specifying the arrangement of characters 

in a substitution alphabet or the selection of cipher 

alphabets in a polyalphabetic substitution. 

Encipher, Encode, Encrypt - the process of converting the 

plaintext to secret form. 

Ciphertext - the secret text resulting from enciphering 

the plaintext. 

Decipher, Decode, Decrypt - the procedure performed by a 

legal recipient of a ciphertext in recovering the 

original plaintext from the ciphertext. 

Cryptanalysis, Codebreaking - the procedure performed by 

an "enemy", or person for whom a ciphertext is not 

intended, in recovering the plaintext. 

Cleartext or In Clear - messages sent without being 

enciphered. 

Unconditional Security - is provided by ciphers that can 

be proven mathematically to be immune to cryptanalysis. 

Computational Security - is provided by ciphers for which 

it can be proven mathematically that the required 

cryptanalysis requires an algorithm of inordinate 

complexity in terms of an operation storage product. 
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Ciphertext only attack - is a cryptanalytic attack in which 

the cryptanalyst possesses only ciphertext. 

Known plaintext attack - is a cryptanalytic attack in which 

the cryptanalyst possesses a substantial amount of 

plaintext and the corresponding ciphertext. 

Chosen pZaintext attack - is a cryptanalytic attack in 

which the cryptanalyst can (by perhaps devious means) 

submit his own chosen plaintext for encryption and 

examine the resulting ciphertext. 

The history of cryptography runs back thousands of 

years. In this study, only those methods found useful 

with modern communications technology will be discussed. 

Further, it is almost certain that the military and secret 

service of certain government agencies have available know-

ledge and methods that are not available in the open lit-

erature. Consequently, there may be new and economical 

cryptographic systems which are classified and unknown to 

the general public. Such systems cannot be reported here. 

At the present time, i5ublic interest in cryptography is 

growing [9, 10, 11] due to the requirements of providing 

secure computer data banks and provision of authenticatable 

digital signatures for electronic funds transfer systems. 

In fact, in the past year, the U.S. National Bureau of 

Standards has introduced a standard for the cryptographic 

security of computer systems [12]. 
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3.2 Classical Cryptography  

In this section, well established systems of crypto-

graphy will be discussed. In a later section, some new 

directions in cryptography will be presented. 

Until fairly recent times, cryptography has not had 

the benefit of a sound mathematical basis, and had been 

considered somewhat of a black art. The introduction of 

Information Theory by Claude E. Shannon [13] in his cele-

brated 1948 paper provided the basis for a mathematical 

treatment of cryptography. In fact, it was Shannon in 1949 

[14] who wrote the first comprehensive mathematical treat-

ment of cryptography and secrecy systems, and gave guidance 

for the design of good systems. 

Most of the modern cryptographic systems are equi-

valent in operation to a system originally invented by 

Vernam [15,16,17,18]. This system can be put into a more 

modern easily understood setting by using digital logic 

diagrams. First, a logic function described variously 

as "exclusive or", ring sum, or modulo 2 sum is required 

[19]. Fig. 3.2 illustrates the schematic symbol for the 

electronic gate which implements this function and its 

truth table. Note that exclusive or, denoted by (11) 

is the Boolean function x E) y = y + xy. In SSI (small 

scale integration) logic, the cost of four such gates is 

approximately 200. In LSI, the cost is much lower. 
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Another digital device of interest here is the shift 

register [19] consisting of a tandem connection of flip-

flops which can store and shift streams of data under con-

trol of a clock. Fig. 3.3 illustrates a shift register. 

Here again, costs are low. MSI (medium scale integration) 

shift registers of up to 8 bits are available for under $1. 

MOS'and CCD registers of lengths up to hundreds and thousands 

of bits are available for prices in the neighbourhood of 

$5 to $50. These component prices are being given here so 

the reader can judge for himself the inexpensive nature of 

many of the cryptographic processes to be described. 

A widely used system for generating 4ys, enciphering, 

and deciphering is the linear binary sequential network 

composed of shift registers and exclusive or gates. Although, 

for simplicity this discussion is limited to modulo 2 net-

works and binary numbers, the same types of construction 

can be generalized to modulo p networks [20,21,22,23], and 

made to operate on groups of bits (i.e. bytes or characters) 

instead of individual bits. A general linear sequential 

binary network containing both feedback and feedforward 

taps on the shift register is illustrated in Fig. 3.4. 

When specialized to feedback only, such networks 

are usually termed "sequence generators." Such networks 

can be designed to produce specific periodic sequences 

by choosing appropriate tap points on the shift register 

[24]. One form is called the um-sequence" or pseudo-random, 
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sequence generator. If the length of the shift register is 

N bits, the generator can be designed to produce a periodic 

sequence of period 2N-1. The designs for many of these 

m-sequences have the interesting property that the number 

of "ls" and "Os" in the sequence differs by 1, i.e. there 

are an almost equal number of "ls" and "Os", and the 

occurrence of these "ls" and "Os" has a random nature 

if the probabilities of occurrence are calculated on a 

short term frequency basis. Hence the name pseudo-

random sequence. 

Since shift registers of lengths up to 2000 bits 

are available and are inexpensive it is quite feasible 

to generate sequences of length 22000  - 1 = 10602 . Note 

that at a data rate of 9600 bps = 10
4 , the sequence takes 

= 10598 seconds or = 10 588 years to repeat itself. For 

many practical purposes this sequence can be considered 

- an "infinitely" long random sequence. 

In the communications industry many m-sequences 

are specified as standards, for instance there is a CCITT 

standard 511 bit sequence for testing data sets, and a 

223_l  -1 sequence is specified as a scrambling sequence in 

the new CCITT V.29, 9600 bps MODEM [25]. 

Fig. 3.5 illustrates the connections for a 511 bit 

m-sequence generator. The generator can be started at 

any state, except the all zero state, by preloading (seeding) 

the shift register with that state. The sequence is then • 
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generated by clocking the shift register which causes it to 

shift. The sequence may then be obtained by tapping it 

off at the output of any shift register stage. . 

Truly infinite random sequences can be generated by 

utilizing a natural random process such as, the emission 

of radioactive particles from decaying radioactive material, 

the thermal shot noise of a vacuum doide, or the "Johnson" 

thermal noise of a resistor. The naturally generated noise 

is amplified, compared with a threshold and converted to an 

electrical binary data stream by a clocked flip-flop as 

illustrated in Fig. 3.6. The random data stream could be 

recorded for future use. At least one company uses this 

technique for generating random cipher keys for paper 

tape operated cryptographic equipment. The operation of 

this system will be described later. 

Returning now to cryptographic systems, Fig. 3.7 is 

a block diagram of a general private key secrecy system. 

The dotted lines on the "key channel" denote a secure 

channel. In practice this secure channel may be a special 

courier. (In diplomatic work, keys are often relayed by 

diplomatic couriers in locked self-destruct diplomatic 

attache cases.) In any case, it is assumed that the secure 

channel is not accessible by the "enemy." The plaintext 

is encyphered by the crypto device using the key. The 

ciphertext is transmitted over the public channel to the 

remote location. It is assumed that the enemy has access 
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to the public channel and can record the ciphertext for his 

attempts at cryptanalysis. The ciphertext is received at 

the remote location and deciphered by the remote crypto 

using the private key to produce the plaintext again. Such 

systems usually have elaborate alarms to indicate any faults 

which might cause the crypto device to transmit "in clear". 

Such alarms usually also stop the "in clear" transmission. 

Turning to some specific examples using the devices 

discussed above, the simplest and most elêgant system is 

the so called "one time pad" system illustrated in Fig. 3.8 

Here, the key is an infinite random binary stream, the 

enciphering device is a single exclusive or gate which 

adds (modulo 2) the key to the plaintext to produce the 

ciphertext. The deciphering device is again an exclusive 

or gate which again adds the key to the ciphertext to pro-

duce the plaintext. In practice, this system will require 

some additional logistical support in the form of synchro-

nization devices, and methods for distributing the key. 

Note that if synchronization is lost, so that the received 

key is delayed relative to the ciphertext, the message 

cannot be deciphered. Elaborate synchronization systems 

are in use to avoid this possibility. 

It turns out that this simple "one time pad" system 

is unconditionally secure, a fact proven mathematically 

by Shannon [14] and for which the details will be sketched 

later. Note that the key must be truly random and no part 
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of it may ever be used again to encode plaintext. The 

papertape system mentioned earlier for generating random 

tapes actually destroys the key tape as it is fed into 

the enciphering and deciphering machines to ensure that 

it will never be reused [1]. 	Note also that the capacity 

of the secure key channel must equal that of the public 

channel, i.e. the amount of key generated equals the amount 

of cipher traffic. These deficiencies are a small price 

to pay for an "unbreakable" cipher. No cryptanalysis can 

ever enable the enemy to determine the plaintext with 

absolute certainty. 

A less secure system can be obtained as illustrated in 

Fig. 3.9. Here the truly random keys are replaced by m-

sequence'or pseudo-random generators. In this case, the 

capacity of the secure channel can be less than that of 

the "one time pad" system since the only information that 

has to be transmitted to the remote crypto is the feed-

back tap settings (only a few are required) and the "seed" 

or starting state for the generators. Often the "seed" 

is included with the ciphertext and sent over the public 

channel, and the "seed" is changed with each separate 

message sent. In this case, the seed is termed the "message 

key" and the process of receiving it and loading it into 

the crypto becomes a synchronizing procedure called priming. 

This system is not unconditionally secure since the 
11 

key is periodic (although it may ,  be of great length) and 
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given enough.ciphertext traffic a statistical analysis can 

uncover the key and enable the enemy to read.the traffic. 

Such systems usually use very long keys and make pro-

visions for changing the keys (tap settings) which can be 

done weekly, daily, hourly, etc. The advantage of this 

system over the one time pad system is logistical in that 

the key distribution is simplified. Such a system can be 

more easily used in a broadcast or switched type system 

with many users. Pseudo-random generators using non-

linear processes [26,27] can be substituted for the m-

sequence generators to produce even longer and more 

random keys. 

An even less secure system termed an auto-key or 

self synchronizing scrambler can be constructed. With. 

this system, the synchronization required by priming the 

receiving crypto with the "seed" or message key is. 	. 

eliminated [28,29,30]. Such scramblers are used in adap-

tively equalized data MODEMS  to scramble or randomize the 

transmitter signal so that the adaptive equalizer can main-

tain a good "average" equalization. These scramblers are 

specified by standards in some cases viz.'the CCITT V.29 

9600 bps MODEM standard [25]. 

Fig. 3.10 illustrates a self-synchronizing scrambler or 

auto-key crypto. Note that the ciphertext message itself 

acts as the key. The only secure information required is 

the position of the feedback taps on the transmit scrambler. 
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The descrambler is not a feedback device, but is a feed 
■ 

forward device having its feed forward taps in the same 

position as the feedback taps on the scrambler. The reader 

can convince himself that this cascade system of "matching" 

feedback and feed forward linear networks results in a 

transparent path. If any errors occur in the ciphertext 

their effect is felt at the receiver as long as they are 

in the descrambler shift register, a period of about N bits. 

Fairly simple methods of determining the feedback, taps on 

the scrambler are available [31]. 

3.3 The Shannon Theory of Cryptography  
(Private Key Cryptosystems) 

In 1949 a declassified paper by Claude E. Shannon [14] 

detailed the communication theory of secrecy systems. Using 

concepts from his Information Theory, Shannon set up a 

rigorous mathematical basis for studying crypto systems. 

He introduced a numerical measure D for the redundancy of 

a data source or language (here-the digitized voice) [32,33]. 

Here, D measures, in a sense, how much a language can be 

reduced without losing any information. Recall from 

section 2 that vocoders can "reduce the bit rate of "good" 

quality digitized voice from 64 kbps (PCM) to about 

2400 bps. In theory even further reduction is possible. 

Thus the vocoders or CODECs are removing redundancy from 

the voice. This process is termed "source encoding." 

Shannon showed that redundancy is an important concept 
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in secrecy systems. In fact, it is the reSidual redundancy 

in ciphertext that enables the cryptanalyst to gain infor-

mation from statistical studies of the ciphertext. Clearly, 

the "one time pad" removes all redundancy from the cipher-

text data stream. 

Shannon looks on enciphering as an invertible trans- 

formationT i correspondingtoacertainkeydenotedbyK.. 1 

The deciphering operation is the inversé transformation 

-1 T i . Thus, if the plaintext is denoted by P and the cipher- 

text by C then  the  operation of enciphering is to compute 

C = T.P 	 • 

and the operation of deciphering is to compute 

P = T. 1C. 

The enemy cryptanalyst has available  the ciphertext C and 

Imoles the set of possible enciphering transformations {T. } 1 

 as well as the statistical properties of the source P. 

The object of the secrecy system being to prevent the 

enemy from determining a particular P. The enemy is also 

preventedfromlearningK.1 ,which is transmitted on the 

secure channel. 

When.a message is sent, Shannon assumes'that a par- . 

ticularkeyK.andtransformationT.will be chosen . from 

the available set with a certain a priori probability. 	. 

Similarly the message P to be transmitted will be chosen 

from a known set with a certaïn a priori probability.. 
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These a priori probabilities represent the enemy crypt-

analysts a priori knowledge of the situation. When the 

enemy intercepts the ciphertext C, he uses it to calcu-

late (Bayes Theorem) the a posteriori probabilities of 

the various  messages and keys which might have produced 

C. The calculation of these a posteriori probabilities, 

a statistical exercise in applying Bayes Theorem, consti-

tutes cryptanalysis. 

Shannon gives an example. For a simple monalphabetic 

substitution cipher in English, there are 26! transfor-

mations, which are equilikely yielding a priori proba-

bilities of 1/26!. It is assumed that the cryptanalyst 

knows the a priori probabilities of English text. Once 

the cryptanalyst receives C his probabilities change. 

Clearly his a posteriori probabilities could depend some way 

on the size (number of letters N) of C. The message P with 

the highest a posteriori probably constitutes the crypt-

analyst's "best" estimate of P. A quantity H(N), the equi-

vocation, is defined which measures statistically how 

"near" the average ciphei'text C of N letters comes to 

allowing the cryptanalyst a unique solution. Using these 

techniques, Shannon gives a formula for the "unicity" 

distance which determines how many letters N of C are 

required for a unique solution. The unicity distance is 

given by 

unicity diatance = H(K)/D 
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For the simple example here, H(K) =  •log10 (26!) = 20 and 

D = 0.7 for English. Thus the unicity of a simple sub-

stitution cipher is about 30 letters, which is about the 

number one finds in the "anagram" puzzles published in 

the daily newspaper which most people can "break" with 

a little effort. 	 • 

Using these methods, Shannon's results can prove 

that the "one time pad" is unconditionally secure (unicity 

tends to infinity) and can compute the unicity for various 

enciphering schemes. Thus the relative merits of varibus 

crypto algorithms can be compared in a quantitative manner. 

Of course in digitized voice one must know the redundancy 

D of the digit stream [33], but note that unicity in-

creases with decreasing D so that operation of a vocoder 

through a crypto scheme increases the unicity (hence 

security) relative to say simple PCM. 

3.4 New Directions in Cryptography  
(Public Key Cryptosystems) 

Very recently,  •a novel type of cryptosystem has been 

proposed [34,35] and a flurry of activity surrounding it 

has appeared in the technical literature [36,37,38,39,40]. 

This system differs from the Shannon system in that the 

keys are made public and actually are listed*in a public 

directory. The system has a number of unique features, 

and one possible fatal flaw. The scheme shows promise 
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\ IU 
and will be briefly outlined here although it seems not to q 

\ 
have been put to practical use at this date. The system 

\ \ 
n 

is not unconditionally secure, but rather is - hought to be 
'i 

computationally secure, which means that extraordinary 

amounts of computation are required for cryptanalysis. 

Thus, it will not replace the "one time pad" as the ultimate 

in secrecy systems. 	 . 

The new system proposed by Diffie and Hellman depends 

on the existence of certain "trap door" or "one way" 

functions which are defined using some conjectures from a 

relatively new branch of mathematics in the theory of 

automata called "complexity theory" or the theory of com-

putational complexity. 

Complexity theory deals with the subject of the dif-

ficulty of solving problems. Problems are generally solved 

by one of two methods, either guessing the answer (results 

depend on luck) or performing a prescribed algorithm. An 

algorithm is a procedure set out which, if followed, leads 

to the solution of the problem. It is interesting that 

some problems can be proved to be "unsolvable", that is, 

it can be proved that no algorithms exist for their 

solution, and the only method available is guessing. The 

celebrated Turing machine halting problem is just such a 

problem [41]. 

In the area of solvable problems, complexity theory 

is interested in determining the degree of difficulty in- 
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volved in executing the algorithm  for solution. One of the 

•activities in this area is attempting to prove that cer-. 

tain problems do not have "easy" algorithms. If it can 

be proven that a problem has no "easy" algorithms then 

a definite statement can be made about the amount of time 

and effort involved in solving the problem. 

The degree of difficulty involved in executing an 

algorithm is measured in terms of the number of operations 

and amount of storage required to execute the algorithm. 

To date, solvable problems have.been classified as P (for 

polynomial) when the number of operations required rises 

no faster than some polynomial in a linear measure of the 

problem size, say the number of letters N in a ciphertext, 

and as NP (for non deterministic polynomial) when the num-

ber of operations rises faster than a polynomial, say ex- 

. ponentially. 

It is conjectured that there exists a subclass of NP 

problems now called "NP Complete" which are unique in that 

if an algorithm of complexity P is discovered for one of 

these problems then they are all solvable by an "efficient" 

algorithm. To date, these NP-Complete problems have re-

sisted all attempts at finding an efficient algorithm and 

it is generally believed that they in fact belong to thé 

class NP. If an efficient algorithm (still an open problein) 

is discovered, then P and NP are identical and only two 

classes  remain, the unsolvable and P solvable. It is 
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generally believed that this will'not be so, and today, if 

a problem is proven to be NP-Complete then it is assumed to 

be a lost cause to try and discover an efficient algorithm 

for it. In addition, there are problems in NP but which 

have, not been proven to be NP-Complete. One of these is 

the problem of composite numbers, that is the problem of 

determining the factors of large numbers. This problem 

is the key to one of the proposed "trap door" functions. 

With this background aside, the public key crypto-

system can be described [34]. The central idea in these 

systems is to eliminate the requirement for the second 

"secure" channel of the classical systems. Here, the keys 

can be transmitted on public channels "in clear", while 

only the deciphering algorithm remains secret and in the 

private possession of the ciphertext regipient. 

Here cipher transformations T i  and their .  inverses . 

T-1 are chosen from a set {T i and their corresponding 

keys  K. The Ti  must have the following properties: 

- 
each T

1
i must.be  computationally infeasible to compute from 

withoutknowledgeofK.;for every K. it is feasible to 

- 
cmputeT.and T-1 from K 	 1.; T. and T. must be relatively a. 

easy to use. 

Thus every pair T i  and T11 in the cryptosystem must 

-1 
besuchthattheproblemofcomputingT.fromT.belongs 

to the class NP defined earlier. Because of this property, 

theericipheringslgoritnmsT.can be made public and dis- 
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tributed to all possible receivers including enemies with- 

out compromising the security.of the deciphering trans- 

-1 formationsT..The functions T i are termed "trap door" 

or "one way" functions due to the ease of computing Ti  

- from T 1
i and difficulty of computing T-1 from  T. 

The present research efforts [36,37,38] are 

directed at finding such suitable transformation pairs. 

Several of these have been proposed, and it has been 

mentioned [36] that patent action is being taken by the 

discoverers. However, a recent patent search reported in 

section 7 has not uncovered any applicable patent liter-

ature. 

The system is depicted in Fig. 3.11, where we see 

that there is no requirement for an additional "secure" 

channel. Clearly the logistical problems of secure dis-

tribution and synchronization of keys in the classical 

cryptosystems have been eliminated. The invention of public 

key cryptosystems is an engaging idea, however their 

ultimate security will remain undecided until certain 

problems in complexity theory have been resolved. As yet 

these systems do not seem to have been put into practical 

service, and this author has certainly been unable to 

uncover any documentary evidence of their use in secure 

digital voice applications. 
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3.5 Voice Encryption  

After the above review of the theory of secrecy 

systems it is now possible to see its application to voice 

encryption. A secure voice system can be assembled by 

simply connecting in tandem one of the several voice 

digitizing systems, and processing the resulting digital 

data stream througli a cryptosystem. Such a combination 

is called a digital secure voice terminal. 

If the data output of the crypto is fed to a MODEM, 

the resulting analog signal can be easily passed over

•the public switched telephone network. Such a system 

is depicted in Fig. 3.12. 

There are several possible variations on this system 

that are of interest to us in this study. First, as 

mentioned in section 2.4, a number of commercially 

available voice digitizers provide multiplexing capability 

so that one or more slow speed data terminals can be 

multiplexed in with the voice signal. Thus, the voice 

digitizer can be used for simultaneous voice and data 

transmission. If a crypto is attached to such a system, 

one obtains simultaneous secure voice and data. An ad-

ditional complication is that modern high speed MODEMs 

are often equipped with multiplexers. For instance, 

there is a CCITT standard (V.29) which breaks a single 

9600 bps data set into four channels which can run at 

2400 bps each. In this case, additional data sources may 
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be multiplexed in with secure voice. Fig. 3.13 illustrates 

an extreme scenario with a single 9600 bps MODEM trans-

mitting a number of voice, data, secure voice and data, 

etc. signals over one public switched network channel. 

Clearly, the switched network channel is carrying both 

voice and data traffic simultaneously. 

Another inter'esting scenario is the creation of a 

private secure voice network over a single public channel 

using switches (PBX) at either end as shown in Fig. 3.14 

In this case, if a "one time pad" cryptosystem is in use, 

there is no way that the carrier could determine that 

his network was being put to such use. 

3.6 Commercial Products, Costs and Summary  

In this section several available commercial products 

for both data encryption and secure voice application are 

reviewed. Most available encryption devices which run 

synchronously at speeds greater than 2400 bps will be 

suitable for use with vocoders and CODECs in secure voice 

applications. 

Datotek Inc. manufacture a crypto unit, the Dato-

coder, Model DS-138, • Synchronous Data Scrambler. It can 

encrypt/decrypt synchronous data at rates up to 9600 bps 

in both half and full duplex modes. This unit makes use 

of a proprietary key generator (see the patent search in-

formation on Datotek in section 7). The operation of this 
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unit is automatic. At the time data transmission begins 

the unit enters a short synchronization sequence and there-

after ciphers all transmitted data. It is compatible with 

standard interfaces (RS232). Over 10 52  different key 

settings or keys are available to the user. Its operation 

is independent of communications software protocol and 

transmission channel. It is desk mounted and weighs 

about 35 lbs. The price of the DS-138 in unit quantities 

is $7900 US as of February 1978. If the Datocoder DS-138 

is combined with say the SED CODEC ($1500) described in 

the previous section, a secure voice terminal for com-

munications quality voice results. The price of the 

combination is $9400. Further connecting the DS-138 

to a 9600 bps MODEM suitable for switched network use 

($7000) yields a complete secure voice system from 

handset to line at a cost of about $16,400. This setup 

is depicted in Fig. 3.15. 

Technical Communications Corporation, manufacture a 

Model DPD 72/72A, which is a data privacy device or 

crypto with standard interfaces and operates in asynchronous 

or synchronous environments in either half or full duplex 

modes. The unit uses a non-linear autokey system and 

features unattended operation. The 72/A model has over 

68 billion (US billion?) code selections available to the 

user. The Model 72A Full Duplex version is priced at 

$5450 US, February 1978. TCC have used this unit with 
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the Time and Space Processing LPC vocoder described in 

the previous section. These two units could be inter- 

connected at 2400 bps resulting in a complete high quality 

isecure voice terminal including a 2400 bp& ODEM for about 

$22,000. TCC will actually build custom secure voice 

terminals and deliver them completely packaded for about 

$25,000 to $35,000"depending upon options. 

Motorola manufactures microprocessor based crypto 

equipment (either in card or stand alone form) which is 

marketed under the trade name Info Guard. The card 

cryptos use either the 6800 or 8080 processors, and 

Motorola will help purchasers to write their own crypt° 

software. In addition, they manufacture stand alone units 

such as the Model 1100, and the Network Security Model 

4100. The latter device includes RS232 interfacing, 

synchronous or asynchronous operation at speeds up to 

56 kbps. The system is programmed to use the recent NBS 

crypto algorithm. The price is $2800, February 1978. 

E-Systems manufactures a complete secure voice ter-

minal called the VIP Voice Security Terminal. The voice 

digitizer used is the E-Systems VADAC 5 speech processor 

described in section 2; the crypto used is an OEM model 

purchased by E-Systems. The terminal has an optional 

MODEM and can operate at 2400/4800 bps. A fully equipped 

VIP terminal sells for about $30,000 per terminal in unit 

quantities, February 1978. 
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Several of the above manufacturers intimated to this 

author that they also have other (more secure?) crypto 

gear available which they cannot sell due to export 

restrictions on "strategic" devices. Perhaps they have 

military customers. In any case "one time pad" systems 

do not seem to be readily available, at  •least to this 

author, although such systems should not be too much more 

expensive. The key generating equipment is simple, and 

the key could be recorded on magnetic tape for use at the 

remote end just as is done for the Hagelin paper tape "one 

time pad" system described earlier. 

At the present time, February 1978, it appears as if 

the cost of a complete secure voice terminal lies in the 

range of $15,000 to $35,000 depending upon the bit rate, 

voice quality, and level of security desired. These prices 

are small quantity prices in a low volume market. The 

prices for digitizing equipment has been projected into 

1980-1985 in section 2. Again here in the crypto area 

it is impossible to get manufacturers to project prices 

(They have a vested interest in selling their equipment 

today!) However, from the introduction to this section 

it can be seen that many of the processes involved in 

electronic crypto are easily integrated so that if demand 

warrants it, complete LSI crypt° units on a single IC 

chip could become available. In fact, Datotek manufactures 

a calculator-like device for encryption by hand from a key- 

board. 
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Certainly 2000 bit shift registers are now being 

sold in IC form at reasonable prices. Thus, in large 

volume, one can see crypto units in chip form selling for 

the price of the large LSI chips sold today, i.e. $100. 

Generally, crypto units are less expensive than vocoders 

due to their inherently simpler processing. Thus, com-

bining the projected cost for voice digitizers ($500) 

with the projected cost of a crypto (say $250 including 

interfacing, etc.) results in a total cost of about $750 

for a secure voice terminal in the period 1980-1985. 

Of course, if demand does not develop, the cost of 

developing the LSI chips required will preclude such 

drastic price reductions. It is quite possible that such 

a demand will develop because of the present controversy 

surrounding the usurption of civil liberties and the 

invasion of personal privacy by both private and govern-

ment agencies. Business and personal communicators may 

feel that $750 is a small price to pay for guaranteed privacy 

from wiretappers. 
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LIST OF COMPANIES 
SUPPLYING ENCRYPTION EQUIPMENT 

Acrodyne Data Devices Inc., 
1217 Summit Ave., 
Union City, NJ 07087 
(201) 865-3220 

Atlantic Research Corp., 
5390 Cherokee Ave., 
Alexandria, VA 20402 
(703) 354-3400 

Datotek Inc., 
13740 Midway Rd., 
Dallas, TX 75240 
(214) 233-1030 Ms. Ray Layman 

•  Digital Communications Corp., 
19 Firstfield Rd., 
Gaithersburg, MD 20760 
(301) 948-0850 

E-Systems Inc., 
Garland Division 
P.O. Box 6118, 
Dallas, TX 75222 
(214) 272-0515 Mr. Donald Fulghum 

GTE Sylvania, 
1800 N. Kent St., 
Arlington, VA 22209 
(708) 841-9020 

Harris Corp./Electronics Systems Division, 
P.O. Box 37, 
Melbourne, FL 32901 
(305) 727-4130 

Hughes Aircraft Co., 
5250 W. Century Blvd., 
Los Angeles, CA 
(213) 670-1515 

ITT/Data Equipment and Systems Div., 
E. Union Ave., 
E. Rutherford, NJ 07073 
(201) 935-3900 

I  
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Mitron Systems Corp., 
2000 Century Plaza, 
Columbia, MD 21044 
(301) 992-7700 

Motorola Government Electronics Div. 
8201 E. McDowell Rd., 
P.O. Box 1417, 
Scottsdale, AZ 85252 
(602) 949-4735 Mr. James Booth 

Technical Communications Corp., 
56 Winthrop St., . 
P.O. Box 1070, 
Concord, MA 01742 
(617) 862-6035 Mr. Dennis King 
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4 DIGITAL VOICE ON DATA NETWORKS 

4.1 Circuit Switched Networks  

There appears to be no particular difficulty asso-

ciated with the use of digital voice on circuit switched 

data networks, since the digital data may be transmitted 

continuously once a circuit is established. Data com- 

munications equipment (MODEMs) installed at either end 

of the circuit appear as digital ports to the data sources 

and sinks which are now vocoders or CODECs instead of the 

conventional data terminal equipment. As noted in an 

earlier section, many of the commercially available vo-

coders either have integral MODEMs or have provision for 

a MODEM as a user selected option. Thus, the use of cir-

cuit switched data networks for digital voice is an ac-

complished fact. 

The only facet that needs to be considered here is 

the performance of the digital voice scheme in the presence 

of data errors. In fact, digital voice is more highly 

tolerant to high •error rates than pure data communications 

systems. Typical data error rates on circuit switched net- 

works are 10-5 , a level that is just tolerated in data 

communications, whereas most vocoders produce acceptable 

speech at rates as high as 10
-2 , and rates as high as 10-1 

can be tolerated in bursts [1,2,3]. 

It should be noted that since normal human speech 

•contains idle periods that amount to about 60 to 65% of a 
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call duration, the use of a data circuit for a single 

digital voice link might not be considered an efficient 

use of such a resource. At least one company [4] has 

proposed and is actively marketing a system to connect 

two PBXs using TSIUs (telephone system interface units) 

to provide links between 2400 bps vocoders and the tele-

phone system. Such a system depicted in Fig. 3.14 allows 

the user to construct his own private switched secure 

digital voice network using a single public switched net-

work data circuit. The TSIUs allow normal call dialing 

and routing functions between the two PBXs. Note that 

crypto units can be placed at either end to service up 

to four extensions, using a single 9600 bps data circuit. 

4.2 Packet Switched Networks  

On the surface there appears to be several difficulties 

associated with applying digital voice to a packet switched 

network. Most of these potential difficulties are due to 

the packetized nature of the communications channel which 

does not form a continuous path from source to sink, but 

rather transmits the data in short "packets" throughout 

the network in a "store and forward" fashion. Some of the 

potential problems for voice transmission in this environ-

ment are: 

- The transmission delay of each packet is random. 

- There is a fixed delay encountered in "filling" 

packets with speech. 
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- Packets can be received out of order. 

- Packets can be lost or duplicated. 

- Overhead in the form of destination, acknowledge-

ment and error correction information is included 

in each packet. 

The first four points raised here imply that a system 

for speech packet reassembly at the receiving terminals 

must be employed. This system must look after the house-

keeping requirements of receiving the packetized digital 

speech and assembling the received packets in their correct 

temporal order before outputting the digital voice data to 

a digital voice terminal. In addition, some strategy 

regarding lost or missing packets must be employed. 

The last point regarding overhead must enter into 

economic considerations since clearly the throughput and, 

hence, cost will be a strong function of the information 

data to overhead data ratio for packets. Also, since 

digital voice is more tolerant io errors than machine traffic 

it may be useful to consider the deletion of error control 

information from digital voice packets. 

At least three experiments on packet switched digital 

voice have been reported [4 , 5 , 6]. The ARPANET experi-

ment reported by Gold details some of the results. It is 

pointed out in that report that letting 0 be the number 

of overhead bits in a packet, L be the total packet length, 

R be the bit raté of the digital voice, D be the delay to 
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fill a packet, and C the channel capacity needed to trans- 

mit complete packets, then 

L - 0  

is the delay taken to fill a packet, and 

RL  
C - L - 0 

is the channel capacity required to transmit those packets. 

In some cases, the delay D can be considerable, and 

cause user annoyance in full duplex voice communication. 

For example, at R = 2.4 kbs (for a good quality vocoder 

like the VADAC 5) L = 1024 (for say the Bell Datapak 

service) with 0 = 200, the delay D obtained is 343 msec 

which is comparable to the delay on satellite channels. 

Here, the capacity required is C = 3kbs. The packet filling 

delay above in conjunction with the transmission delay is 

probably unacceptable. Gold reports that on ARPANET, 95% 

of the random transmission delays were 350 msec or less, 

and 99% were 520 msec or less. Thus, one could choose a 

fixed delay of about 520 msec at the receiving terminal 

to allow packet reassembly with the assurance that only 

1% of the packets will be lost. Adding this to the above 

343 msec yields an overall delay of about 870 msec in 

the voice path. This is probably unacceptable to the 

general public, but may be quite acceptable to some users. 
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The delays mentioned above can be reduced by increasing 

R, which requires a larger capacity C, or by decreasing 

L-0, again requiring a larger capacity. 

An alternative to the above trade-off situation is to 

capitalize on the relatively large percentage (60 to 65%) 

of idle time on a voice circuit much as is done in TASI (time 

assigned speech interpolation) systems [ 7]. Here, as 

described for TI-LNET [ 4] as implemented at Carleton 

University, the data formatting processors which must be 

employed for speech packet reassembly, are able to make 

use of indications from the voice digitizer of busy and 

idle periods to reduce the required capacity C, thus 

allowing a larger R and consequently smaller delay D. 

A similar scheme has been recently proposed by Webber et. 

al. [ 6]. 

The experiments reported by Gold on using ARPANET for 

digital voice and the other reports quoted here indicate 

that by using the proper speech . packet preparation and 

reassembly equipment (perhaps only implemented as software 

in the packet network node processors) digital voice in 

the packet switched environment will be quite feasible. 

For the present, any users contemplating such use 

for commercially available packet services must provide 

their own formatting and reassembly processors which will 

add to their communications cost, although the incremental 

cbst compared to the present cost of a secure digital voice 
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terminal (= $35,000) may be negligible. Fig. 4.1 illus-

trates how such a data formatting/reassembly processor 

would be connected between the voice digitizer and MODEM, 

or digital port. 
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5 IDENTIFICATION OF SIGNALS CARRYING.VOICE 

5.1 	Introduction  

Turning now to the central problem of this study, 

the question of identifying those circuits at the inter-

connection of a digital and public switched network which 

are carrying digital voice, it is useful to study the ' 

type of analog signals available to the proposed monitoring 

system. The circuits which are available are analog pairs 

at a switching center or central office. These pairs 

are carrying voice frequency (audio) signals which lie 

roughly in the band of 300 Hz to 3300 Hz. These circuits 

are of nominal 600 ohm impedance and must be connected to 

both the data MODEMs, which are receiving and transmitting 

the voice frequency line signals, and the proposed moni-

toring equipment. In what follows it will be assumed that 

the operators of the proposed monitoring equipment have the 

facility for making the required connections without de-

grading the circuit performance. 

5.2 MODEM Line Signals  

From previous considerations of voice digitizing 

equipment it was noted that, at present, acceptable digital 

voice requires bit rates of at least 2400 bps, and because 

of the use of the public switched network, data rates in 

excess of 9600 bps are not of interest at the present time. 
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Thus, the line signals that the monitoring equipment 

will have to observe are those generated by voice frequency 

MODEMs which operate at speeds between 2400 bps and 9600 bps. 

It will be assumed that the operator of the monitoring equip-

ment knows the types of MODEMs in use since the MODEMs in 

question will actually be installed on the premises of the 

operator (the public switched network carrier). 

Fortunately, due to standards, and the finite number 

of commercial MODEM manufacturers, there are only a finite 

number of such MODEMs in use. By consulting a typical 

trade guide [ 1], one finds that there are approximately 

30 different manufacturers of such MODEMs, and as many types 

of MODEMs. In practice, only about 10 of these are in 

widespread use. 

Typical MODEMs of this group perform similar kinds 

of operations to generate their voice frequency line signals. 

The serial digital data stream (or streams if the MODEM is 

fitted with a multiplexer) is encoded into multilevel pulses, 

perhaps scrambled by an autokey scrambler (similar to the 

autokey crypto devices described in section 3), bandlimited, 

and used to modulate a carrier in some manner. These pro-

cesses lead to very complex line signals. In practice the 

higher speed MODEMs which include adaptive equalizers and 

therefore scramblers to ensure a uniform line spectrum have 

line signals which "sound" like "white noise". That is the 

human ear cannot tell the difference between the MODEM line 
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signal and a bandlimited white noise source. This character-

istic is of course independent of whether the digital data 

stream is digitized voice or machine generated data. 

All of these MODEMs must also transmit some kind of 

timing information so that the MODEM receivers can regenerate 

the data timing and carrier frequency information. Some of 

these MODEMs transmit the timing information continuously 

while transmitting data, and they can resynchronize from 

the line signal if synchronization is lost. Other types 

transmit synchronizing signals only during a "start up" or 

training mode. In these types, synchronization once lost 

cannot be regained without a new training sequence trans-

mission from the MODEM transmitter. 

A wiretapper or monitor wishing to examine the data 

signals which generated these MODEM line signals must per-

form the same operation provided by the MODEM receivers on the 

line signals. This is exactly the operation which will be 

proposed for a "practical" monitoring system. 

5.3 Wiretapping and the Wiretap Channel  

Some recent results of Wyner and others on the so-called 

"wiretap channel" appear to have some realtionship to this 

work [2, 3, 4]. The wiretap channel is similar to a 

broadcast channel, and typically  •the situation is as illus-

trated in Fig. 5.1. Here the wiretapper is eavesdropping 

on a main channel and there exists two information paths or 
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channels. One channel, the main cAannel, ,runs from the 

source to the legitimate sink or receiver, the second channel, 

the wiretap channel, consists of the path through the main 

channel and then through a wiretap channel to the wire-

tapper. The object of Wyner's work is to maximize the 

information rate over the main channel, whilê simultaneously 

minimizing it over—the wiretap channel. The wiretapper is 

assumed to know the encoding schemes used at the trans-

mitter and legitimate receiver and is handicapped only by 

the greater noise present in his received signal. Note 

that the objective here is the same as that for crypto-

graphy, however, the technique for achieving privacy is 

different. Wyner has shown that it is possible to encode in 

• such a manner as to prevent the wiretapper from gaining 

any information, and perfect . secrecy can be achieved. 

Since Wyner's results depend upon the fact that the 

wiretappers signal is more "noisy" than the legitimate 

receiver's signal this result is not useful to the problem 

at hand. This is because, in the monitoring scheme projected 

by this study, the wiretapper (monitor) will have access to 

the signal before it traverses the network, thus the wire-

tapper's signal will in all probability be less noisy than 

the signals received by the legitimate remote receivers. 
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5.4 Monitoring the Non-Secure Scenario  

The non-secure scenario is the scenario of'Fig. 1.1 

without the crypto devices. That is., .users are making use 

of an,interconnection between a digital network and the 

public switched network to transmit digital voice withoût 

encryption. The object of this section is to estimate the 

costs of any practical monitoring device which can deter-

mine unambiguously those circuits carrying digital . voiCe. 

A very pragmatic approach will be taken to this 

problem, and an eitimate of a praCtical monitoring system 

will be found in the form of an upper bound. The problem 

could be approached as a signal analysis problem involving 

a device which samples'the line signals and passes the 

samples to a general purpose Signal processing  computer 

which makes use of Fast. Fourier Transforms and statistical 

methods to analyze the line signals. Such an approach 

does not lend itself.well to making eStimates and in all 

probability would lead to a system of greater cost and com-

plexity than the method to be proposed here. 

Of course, it will be difficult in general to demod-

ulate line signals generated by special purpose or pro-

prietory MODEMS  since the line signal formats then would 

be unknown and, as usUal, very similar/in nature to a 

noise source. Thus, any proposed monitoring scheme will 

have great difficulty on circuits using unknown or specially 

lnodified MODEMS. For instanCe, even with a standard MODEM 
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such as the CCITT V.29 9600 bps type which has a pre-

scribed self-'synchronizing scrambler/descrambler, it is a 

simple matter of reconnecting a couple of wires to modify 

the MODEM such that it is incompatible with all others of 

the same type and very difficult for a monitor to unscramble. 

If such special MODEMs were installed by the user, the 

monitoring task woUld become very difficult. 

Supposing  that  the digital voice circuits are using 

standard MODEMs (perhaps supplied by the carrier) known 

to  the carrier operating the monitoring equipment, a design 

for such a monitor can be outlined as follows. The "front 

end" of the monitor depicted in Fig. 5.2 consists of a rack 

of MODEMs of the known types. As mentioned previously 

there are only a finite set of these, say 15 different 

types. Taking a conservative estimate of about $8000 per 

MODEM this represents a total cost of about $120,000. This 

bank of MODEMs would be connected to the circuits  being 

monitored, probably in a sequential manner by some type of 

switching mechanism connected to the lines. It would pro-

bably suffice to monitor each circuit for say a three 

minute period once every half hour, which would enable  the  

monitor to "watch" ten active circuits. Of course, if more 

circuits were to be monitored the amount of equipment re- 

quired would be increased. Let us estimate that the cost of 

switch gear to connect the lines to the bank of MODEMs is 

no greater than the bank of MODEMs, an additional $120,000. 
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At the digital ports of the MODEMs, which are eaves-

dropping on the circuits, would be connected a bank of 

vocoders and CODECs for decoding the possible digital 

voice signals. Again here by economic necessity only a 

finite set of commercial voice digitizing equipment needs 

to be considered. The problem here being that the carrier 

operating the proposed monitor does not know which of the 

commercially available voice digitizers the user has con-

nected and so must provide a bank of such equipment for 

each MODEM digital port. Thus assuming an average cost of 

voice digitizers as described in section 2, to be $10,000 

and a total of about 10 different voice digitizers, results 

in a cost of about $100,000 per MODEM, with 15 different 

MODEMs, the total cost of voice digitizers would come to 

about $1,500,000. 

Thus, a total cost for a monitoring equipment to 

monitor say 10 active circuits would be about $1,740,000. 

Of course, there will also be required some recording 

equipment to record the voice outputs of the digitizers 

which may or may not be decoding voice depending upon 

whether the circuit is being used to transmit voice or data. 

In addition, some type of voice recognition equipment could 

be installed which would give an alarm and turn on a re-

corder if voice-like signals were detected. Such equipment 

is known to be in certain types of communications equipment 

but is probably not commercially available as off-the-shelf 
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equipment. Thus one should allow about $260,000 for the 

development and installation of this equipment. 

All of these considerations lead to an estimate of 

about $2,000,000 as the captial cost of the monitoring 

equipment depicted in Fig. 5.2. The operating cost would 

involve the full time effort of a combined maintenance 

man/operator at about $25,000 per annum including overhead. 

Thus at an initial outlay of about $2,000,000 and a 

per annum expense of about $25,000 a digital voice monitoring 

Station capable of monitoring say 10 circuits could be set 

up. It should be noted, that to ensure "complete" coverage 

the carrier would have to set up one of these systems at 

every 

posed 

large 

or central office at which the pro- 

network interconnections are to be accomplished. This 

expense does not take into consideration the fact 

switching center 

that the digital voice users may be utilizing crypt° de-

vices in the "worst" scenario, or multiplexing voice and 

data in the same digital streams. 

5.5 Monitoring the Secure Scenario  

In the secure scenario, the digital voice users avail 

themselves of crypto equipment, which as outlined in section 3 

costs presently in the neighbourhood of about $10,000 per 

unit, but which is rapidly becoming more economical and wide-

spread. 
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One could expand the monitoring system just described 

by attaching all known crypto equipment to the outputs of 

the voice digitizers. This, however, is of no use since 

the keys would be unknown to the monitoring agencies, and 

a general ciphertext-only cryptanalysis attack would have 

to be performed on each voice digitizer output. As shown 

in section 3 the users could easily be using a "one-time-

pad" crypto which is known to be unbreakable by any crypt-

analysis method. Thus the construction of a "practical" 

device to monitor the secure scenario is a fruitless effort 

since it can easily be defeated by any determined user of 

a secure voice terminal! 
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6 CONCLUSIONS 

Good quality voice digitizing equipment is commer-

cially available today. Crypto equipment is also com-

mercially available. The present cost of setting up a 

telephone quality secure digital voice terminal including 

a MODEM  is about $35,000. A communications quality secure 

terminal could be set up for about $10,000. The costs of 

such terminals will decrease with demand. The technology 

is available today for constructing such terminals for 

costs in the neighbourhood of about $750. Such costs 

could be realized if demand warrants the development of 

the LSI circuits to implement the terminals. 

Digital voice has been demonstrated in both the circuit 

and packet switched environments, the latter environment 

probably will require the development of special digital 

voice packet formatting processors. These processors 

may eventually be incorporated into the packet network 

node processors. 

The capital cost of a monitoring system to monitor 

about 10 lines for possible digital voice use in the 

absence of crypto units is estimated at about $2,000,000. 

Many such units would be required, one for each network 

interconnection center. 

In the case of users electing to use crypto devices, 

the cost of a practical monitoring system 'would be 

..unbounded and this author considers it ludicrous to 
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even consider such a facility, since by means of a well 

known crypto technique, the "one-time-pad", the monitor 

can be rendered useless. In fact, the mere possibility 

that users might ibcorporate crypto units in their voice 

terminals forces one to conclude that there is no practical 

reason to consider even the monitor system described for 

the non-secure voice scenario. 
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7 RESULTS OF PATENT SEARCH 

7.1 	Introduction  

In the course of preparing this study, a patent 

search was undertaken to ensure that the results reflected 

the state-of-the-art. The areas of voice digitization, 

encryption and secure voice have a voluminous patent 

literature. The patent literature appears to be more 

extensive in this area than the journal literature, 

especially in the area of cryptography. 

The results of the patent search, represented by the 

patents listed in this section, comprise only about one 

fourth of the related patents found by this author. Those 

listed here were deemed to be the most directly related. 

The patents listed in numerical order cover both 

of the fields in this study, namely digitized voice and 

encryption or some combination of both. The numerical 

listing also includes other patents cited by those listed 

which may or may not appear in this listing. Those 

citation could be used for further searching of related 

areas. Note that the patents found include some from as 

far back as 1882 and up to February of 1978. Many of the 

older ones have been included for their historical interest. 

Note that in the references of the individual 

sections of this study the reader is referred to the 

numerical list of this section to avoid duplication of the 

patent references. These forward references are noted by 
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asterisks.so  that the reader can easily find those referred 

to in the main body of the study. 

Also in this section is included an alphabetical 

listing of patentees or inventors which is cross-indexed 

to the numerical listing. 

A third indeXing in terms of the major assignees 

listed on the face Of the patents was compiled. From 

this listing one can determine the companies most active 

in this area, and the number of patents they hold. It is 

interesting to note that many of the commercial firms 

supplying equipment listed in sections 2 and 3 do not 

appear here! This perhaps suggests that there is still 

further information held by companies in the nature of 

trade secrets that is not available to the general public. 

Copies of patents listed here are available from the 

Commissioner of Patents and Trademarks, Washington, D.C., 

20231, by simply writing and asking for the patent by 

number. The fee is 500 US per patent copy, postage paid. 
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