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ABSTRACT

4
'

Increasing demand for digital transmissions over Land Mobile
radio channels requires technical data in support of guidelines relating
to transmitted spectra, data rates, bit-error rates, and co-channel ‘and
adjacent-channel interference. This report focuses on interference .from

both FM voice and data signals.

:Land Mobile channels, which show signal level fluctuations in
excess of 90 dB, are characterized for purposes of the present study.
Spectral emission constraints, including those currently proposed by
Communications Canada, are described and discussed. The effects on bit-

‘error probability of 31gnal level variations during data reception are

examined.

Spectra of both transmitted data signals and FM voice signals
are determined. Maximum data rates permitted by spectral emission con-—
straints are determined for various binary signalling schemes, including
PAM, PSK and FSK. Transmitted FM spectra for voice modulation are calcu-
lated, based on two different spectral (Gaussian) models for speech. TFor
each model, the maximum rms bandwidth permltted by the spectral emission
constralnts is determined.

A general expresion for the output. 31gna1—to—n01se—plus inter—
ference ratio (SNIR) is derived for digital data demodulators. The
expression includes the effects of co-channel and adjacent -channel inter-
ference from both FM voice and other data signals. Output SNIR depends
on the ratio of the received signal-to-interfering-power levels, the

-receiver baseband filter characteristic, the channel separation A relative
‘to the data rate and, for FM voice interference, the voice signal's rms

bandwidth B as well as the desired signal's data rate. Graphs and tables .
are presented to show how the 1nterference—to—31gnal ratio varies with A |
for the signal formats 1lsted above.

Effects of data and voice interference on FM voice signals are
determined, and IF bandpass filter to reduce these interference effects |
are described. -
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I  INTRODUCTION

I-1 Scope and Objectives of the Study

study whose motivation and purpose are summarized below: ‘ ' : |

'Ihis‘report presents the results of a'‘Communications Canada Contract

MOTTIVATION :

Recent advances in land mobile system development has provided increasing

evidence that digital transmission of dispatch data as well as other digi-

tally encoded information will constitute an important part of land mobile

communication traffic. The need for the developmént of guidelines identify-

~ing

transmission is becoming increasingly urgent. These guidelines would lead

to

transmission characteristics, requirements, and limitations of digital

the development of new regulations and standards governing the technical

characteristics and operation of equipment and systems employing digital

transmission of information over land mobile communication channels.

following items are of specific interest:

The

1). Co-channel interference criteria for various combinations of digital
and analog transmission over Land Mobile channels

2). Adjacent-channel interference criteria for various combinations of
analog and digital transmission over Land Mobile channels

3). Recéiver'selectivity characterisitics for minimum degradation due to
adjacent-channel interference.

PURPOSE:

-To produce technical data in support of the development of new standards

governing the use and operation of Land Mobile radio'equipmentﬂutilizing

digital modulation techniques over Land Mobile channels.




i

Results obtained would be expressed in terms of carrier—tofinterferenée (c/I)
ratio, receiver seiectivity éharacteristics, and spectral emission constraints

for Land Mobile channéls.

It was recognized at the outset that an important part of the study is to
select from among various alternative approaches one which could provide a
useful set of technical data consistent with the study's motivation and

purpose.

&
+




-I-2 Executive Summary

The following detailed summary is.presented here for convenience,
and replaces summaries which might otherwise appear at the conclusion of

each chapter,

Chapter 2 briefly characterizes land mobile communication chan—
nels, which show fluctuations in received'signal level in excassAof 90 dB.
Varibus.alternatives are available to combat these fluctuatiqns including
space diversity, time diversity via forward error correction (FEC) coding,
and variable—rate.transmission via.erfor detection and retransmission (ARQ).
The need for spectral emission conatraints ia eSfablished for spectrum
sharing based on conventional channelization, and a>spectral amission con-
straint issued by Communications Caaada is describad. It is'sﬁown that fof
frequenciés in the 900 MHz region, received signal levels are relatively
conatant-during the reception of a single bit at rates exceeding approxi--

mately 1 kilobits/sec. (Kbs).

In Chagter 3 power spectral densities are determlned for digital
91gnals including PAM, PSK and FSK, as well as for analog FM signals modu-
lated by pre-emphasized speech.: Speach is modelled as a stationary Gausf
sian process whose power spectral density approximates the long;term aver;

age spectral density of continuous speech., Transmitted FM spectra are

calculated and displayed for various values of the root-mean-square band-

width B of the transmitted signal. The output signal-to-noise ratio
increases with Bj; for this reason the maximum value of B for which the M

spectra fit within a defined spectral region was determined-as 2.9 kHz.

In considering mult1-level pulse amplltude modulation (PAM) for .

digital signalling it was recognlzed at. the outset that the large recelved




~ conventional reqtangular'pulsés, respectively.

signal level variations:inherént in Rayleigh'channéls would require adaptive

receiver decision level adjustments;‘ﬁo obviate thiS'difficulty, PAM signal-

ling was restrictéd to_binary antipodal. Modulator pulse'shapeé were
restricted to thosefwhich'geﬁeréte zero intersymbol interfefence (isi) fol-
lowing réceiver matched filtering, again to obviate théAneed for signal—
level-deﬁendént réceivervadjustménés._ Within thésq'limité consideration
was given to conVentionalvrectangular basebaﬁd pulses aﬁa‘to pdlses with.
raised-cosine spectraAwhich‘provid¢ a tradéoff betweéﬁ relative excess

bandwidth o and bit raté. With maximum excess béndwidth and. double side-

band modulation the spectral emission constraints permit data rates of up

to 20 Kbs. Use of zero excess bandwidth signalling permits rates of 31 Kbs .

For conventional rectangular pulse shapes, the spectral constraints limit

"the bit rate to 4 Kbs.

_ Conventional PSK signals have a constant amplitude from which it

immediately follows that binary PSK is identical to conventional binary

~ PAM. However, PSK need not be restricted to. two levels since detection is

based on the ratio of outputs from quadrature filters, and this ratio is

independent of signal level. Noise rather thaﬁ bandwidth limits the PSK

data rate since the transmitted signal spectra is independent of the number”

of PSK levels. For bandwidth-efficient PSK signalling, non-constant ampli-
tude pulse shapes may be ﬁsed; the resultiﬁg spectra are identical to those
of PAM with the same pulse shapes. Use of pulses with raised-cosine spec-

tra permit bit rétes of (logZL) RPAM where L is the number of PSK levels

and RPAM is the corrésponding'PAM data rate;~RPAM = 31 Kbs, 20 Kbs and 4 Kbs

for minimum excess bandwidth pulses, maximum excess bandwidth pulses and




To obv1ate the need for carrier phase estlmatlon dlfferentlal
PSK (DPSK) is available, with a maximum power penalty of 3 dB relative to
PSK. Normally the spectra of DPSK is identical to that of PSK. For
environments where bandﬁidth 1imits data rates, DPSK with raised-cosine
signalling.having a maximum excess bandwidth appearS‘attractive;’since'
phase estimation is unneceseary and timing error tolerance is relativelyt

high.

FSK signal spectra are not simply related to the baseband modu—

lating signal spectrum, and may be wider than or narrower than that of the

basebahd.signal. The spectrum.depends.on the baseband signal pulse shape,
ahd the peak—to—peak frequency deViation relative to the‘bit rate.4 ﬁqw;‘
evet; for a.deviation>fatio ef 0.5 minimum shift keying (MSK) results;:and
exact determination of the ttansmitted specttavis possible. We show that

for binary MSK the. data rate permitted by the spectral emission constraints

is 36 Kbs.

The relatively high data ratee permitted for digitai sighalling
oceur because ‘the transmitted Spectra of approprlately de51gned dlgltal
81gnals neatly fit the defined channel Whose bandwidth from zero to-—26 dB
below the unmodulated carrier power is *10 KHz; the bandwidth falls linear- )
1y (in dB) to *20 KHz at -60 dB. However, a high bit rate R implies a.low
energy .per bit and thus a potentially high bit error rate, in ﬁhieh ease

noise rather than bandwidth may limit R. A reduction of R and, for FSK a

_cbrresponding reduction in peak deviation does increase the signal-to-

noise ratio (SNR) in proportion to 1/R. However, some bandwidth is.thereby
unused, and more effective-alternatihes egtst‘which use all 6f_the band-
width. These alternativea inclﬁde.chanhel encoding, or a reduced bit‘rate“'
together &ith'bandwidth expanding modulation of an FM carrier.which increases:

SNR in proportion to R 3.

|
&
,
i



All of the bit rates quoted are for double sideband modulation.
Use of single-sideband or vestigital éideband modulation,increases these

allbwable rates up to a factor of two;lbut at the expénsé'of increased

sensitivity to demodulator timing errors.

Existing spectral cdnstrainfé for 1and,ﬁpbile radio channels re~
quire tﬁat 95% of‘the spectfallenergy bé with iSVkHz of the car;ier fre-
‘ queﬁcy. These constraints result in muqh lower allowablé,data rates than
tﬁose quoted above. For‘exaﬁﬁie, the maximum rates for MSK, PAM with
maximum excess bandwidth and PAM with zero éxcess baﬁdwidth.are 13.3 Kbs,
S.i.Kbs ;nd'16.2 Kbs, respectively.' Tﬁe’maximum allowable rms bandwidtﬁ

for speech FM is also.feduced.-

'Chagter 4 considers tﬁe effects of co~channel and adjacéﬁt—
channel interference as weli as noise on digital transmission. Expressions
are derived for Sutput‘inferference—to-sigﬁél fatios for interference aris-
ing from both FM volce ;nd data transmission. These ekpressions afé of "
the .form (Pi/PS)Ci-where Pi/PS is the ratio of the.rgceived interfereqce to
signal,powers,‘aﬁdvintefferenée cbefficientnCi depends on the format of the
desired data signal, fhe demodul ator filter transfer chafactefistic, the
- data rate, énd the separation A,.relafive‘to the data ra£e~T-1, betweeﬁ the
interfering and.desired ca?rier signal frequencies; A=O'c§rreséonds to co-
channélvinterference'and A%0 corfesponds to adjacent;cﬁannei inferference.
When the interfefénce 1s from'aﬁ M ﬁoice signai, the rms bandwidth B of
that signal élso-affects Ci' When the interference_is ffomAa data signal
with.a format differgnt,from that of the desiréd data signél,‘Ci a1$o

depends on the interfering signal's format and data rate.



Interferéncercoefficients wére’actually determined for Voiée
interference as well as for data interférehte when the»interfering and
desired data signais weré of identical format and data rate. Data formats\
coﬁsidergd include conventional PSK (rectangular“pulse binary PAM), MSK,

PAM with raised-cosine spectra and maximum excess bandwidth, and sinusoidal

FSK. TFor FM voice interference, both B and T ! assumed the maximum values

permitted by the 3péctral emission conétraints, in order to maximize out-—
put signal;to—hbise ratid‘for ince.transmission and data rate for data
transmission. For all data signal~forﬁaﬁ$ coﬁsidered; Ci”fdr voicé.inter—
ference decreased as A 2, bécaﬁseiof the relétiyely.slow spectral rpll—off
of vavoicé.signals. Because ofvthié‘slow spectfal foll;off, qse éf.dif—
ferenf types of receiver filters for daté demodul ation would not signifi-

cantly reduce interference from FM voice transmissions on the same -or:

" adjacent channels. The only way to reduce this interference, other than>

" by reducing T ! or B is to preprocess the voice signal prior to FM modula-

tion or to employ digital transmission of voice. The availability of
adaptive differential source encoders which transmit géod quality speech at

approximately 20 Kbs makes this latter alternative a viable one, provided

subjective quality tests confirm that digital transnission on mobile chan-

nels compares favourably with conventional FM transmission., Both alter-

natives are of real interest and merit further study.

Adjacent-channel interference from another data signal results
in a decrease with A in the coefficient Ci; the rate of decrease is govern-—
ed by the data signal with the slowest spectral roll-off. Wheh both the

desired and interfering signals use the same formats, Ci decreases as A2

for conventional PSK, A% for MSK and A™8 for SFSK. From the point of view

of minimum adjacent channel interference, SFSK is clearly the most attrac-—




tive, notw1thstand1ng the facts that its maximum data rate is 32 Kbs

'(agalnst 36 Kbs for MSK), and its spectrum is in sllght v1olat10n of the

emission constraints at this data rate. o s

‘When bandwidth efficient PAM is used on both.the‘desired and

interfering channel, zero adjacent-channel interférence results when A

exceeds some value, which value is'2T_1-when'both~signals have data rate

T 1. For T—l‘é 20 Kbs, for example, the required separation is A = 40 kHz.

Results quoted above apply to- d1g1tal data demodulator fllters

matched to data s1gnal pulse shapes, although some other fllters were

cons1dered for purposes of 1mplementat10n s1mpllc1ty.

"In comparlng co—channel interference coefficients at maximum

data rates, variations of less than approximately +1 dB from Ci & -3 dB

-are observed among various signalling formats subject to either voice or

data interference, unless conventional PSK is used in which’case Ci'ﬁ ~7.5

dB for voice; this rather low value results from the relatively lOw‘(4 Kbs).

data rate. Reduc1ng the data rate in the presence any glven 1nterference

does reduce C for both co-channel and adJacent channel 1nterference,

‘since C, varies as T "1, However, such rate‘reductlons result in unused

" bandwidth which can be employed to further reduce bit-error rates, as ex—

plained earlier.

To estimate bit-error probability p which result from interfer-

" ence, one can replace-the resulting'interference—plus—noise_from:the'demod—

ulator output by Gaussian noise of equivalent power, and calculate p for a

given level of signal and interfering.powers.‘ This,ualue of p musththenﬂ

be averaged over both the signal and interference levels to give p for the”



-

region where the average signal and interference levels are relatively

constant.

In Chapter 5 the latest version of Communication Canada's ptOposed

" Radio Standards Specifications is considered. These standards restrict the

peak frequency deviation of the transmitted signal to i5 kHz, and require
the measured energy in a 16 kHz bandwidth centred #25 kHz from a carrier
modulated'ty a standard test signal to be 60 dB beléw the unmodulated car-
rier signal power. Since the standards-involve limitations on peak fre-
qﬁéncy deviationé they are not really appllcable to PAM or PSK Signalling.

They do apply to FSK and imply a maximum data rate of 20 Kbs for binary

"MSK. The 5 kHz maximum deviation permits estimation of the transmitted

.spectrum of an FM voice signal with rms bandwidth B %‘2.5 kHz. Standards

based ‘on transmitted spectra of actual signals (wrather than test signals)

- would be suitable for PAM and PSK formats and would more tightly control

. emission levels. . However, such standards would be more difficult to

administer than those proposed.

Chagter 5 also 1nc1udes conSideration of an alternative Speech
spectrum model based on non-linear compreSSion (compandlng) and lowpass

filtering at 3 kHz prior to PM modulation of a carrier. 'For this spectral

model the transmitted spectrum decreases with frequéncy at a very much

faster rate than does that of the earlier speech spectral model. For

binary MSK, the voice interference coefficient CVhis comparable to the data

_ihterference coefficient C,. -These results clearly indicate .the need for

d

speech models consistent with any speech_preprocessing-Operations inherent

in microphones, compandors and filters. The results also suPpért earlier

suggéstions that appropriate preprocessing can: reduce considerably adjacent-

channel interference from transmitted FM (or PM) voice signals.
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Chapter 5 considers the éffecté of both_voice and datanignal
inferferencevto M vqice signals. Baﬁdpéés IF filtersvto minimize the
effects of thié interfereﬁgg ére’considered, and the IF Signal—toénbise
ratio is aetermined. -The interference by daté siénais on FM voice signals
is shdwn to equal that of FM voice on data signals: ‘The interference
‘coefficient J&Ifrom othe? FM vqicé transmissions is calculétqd‘for the two
speech spegtral models considered. For'the spéctral médel based on actual
speech Jv éxceeds Cvé whéxéaé'the‘conﬁerse is true for the model based on

.companded and . lowpass filtered speech.

Finally, Chapter 5 considers reéeiver‘filtefs for‘reducing:inter—
ference. The decregseiin adjacent—cﬁaﬁnel interference with increasing
channel separation A depends dn the spectral roll—dff/rate of ﬁhe inter-:
fering sighal and the receiver.méﬁched filter, whichéver'is:leSs.ﬂ It fol-
lo&s that non—matchéd filters would not .reduce this roll-off rate when the
.desired and interfering signals have the same format, Réductidn of adja—
. cent~channel interference is therefore based on design of signals with
desirébleISpectkal_pfbperfies; as illustféted'by recent wbrkvon MSK~type
signals}'¥To~fedﬁde"édjacent—channelkintérferenée from éonventibﬁal FM'
deﬁodulétors théklf filter should have a_spectrai'roil—dff rate not iess
than that Qf:the in£erfering'FMVVoice or data éignal. Co-channel inter—.
ference lies in fhe:ffequéncy band of the signal; and is not normally |

removable by receiver filter design modifications,
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II DIGITAL COMMUNICATION OVER LAND MOBILE CHANNELS

II-1 Fluctuations in Received Signal Strength

Bandwidth and noise limit the rate at which information can be

transmitted over any communication channel. In land mobile radio chan-

nels, legislation limits the bandwidth occupied by any user. Noise

originates from various sources [Jl, Al], including (Gaussian) receiver
front-end amplifier noise, (impulsive) automobile ignition noise, co-

channel interference from other users of the frequency channel, adjacenté

" channel interference from users on other frequency channels, and randon

phase changes associated with received signal level fluctuations des-
cribed below. Because the relative geographic pdsitions of both co-
channel and adjacent-channel users change over time the associated inter-

ference levels also vary.

" The level of a signal received by a mobile varies as the mobile
moves. This level variation includes a fading component, illustrated in

Fig. 2-1, resulting from multipath interference changes, Adjacent peaks

in the received signal envelope  are separated by one-half a carrier wave-

length. . The amplitude probability density fr(d) of the received signal
level r is reasonably well approximated by the Rayleigh distribution as
follows [Wl, Fl]:
(2a/xy) exp (—azlro) a >0
£ () = - (2=
0 o <0 ‘

where s = /1ry/2 is the local mean level of the received signal and rg is

the average energy in the received signal.

The distribution of rz the recéived-signal energy is [wl, Fl]:

(1/rq) exp (-a/rg) ~ o > 0
£.2(0) = . o (2-2)

0 . - h _'QL<_0
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Fig:. 2-1 Received signal level vs. time in an urban environment. .
Vehicle speed: 12 mph., carrier frequency: 850 MHz

(after Arrendondo and Smith [All.)
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The local mean signal level s varies élowly over several wave-
lengths as a result of changes in path transmission characteristics.
These changes result from variations in shadowing caused by topographical

features such as street width, building height and.hills. The amplitude-

probability density of s in dB is feasonably well approximated by the log-

normal distribution, as follows [Jl, Fl]: -

£ () = —h exp (=(em)?/20%) - (2-3)
210 o :

In (2-3) m is the mean signal level in dB averaged over éeveral Wavélengths
(typically 50 m), and o is the standard deviation in dB of the local mean;

o has been quoted as 6 dB in London [F1l] and as 8-12 dB in Japan'énd'the

UsA [FL, J1l.

Finally, the local mean m varies over the mobile coverage area as

the distance D between transmitter and receiver.chaﬁgeS} This variation -
* is proportional to D " where 2<n<4 [J1, 011 for D % 40 ¥m (25 miles). The

rate of attenuation of n tends to increase with D. A recent study shows

that n.v 3.7 in urban Philadelphia [01].
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II-2 Communication Over Land Mobile Radio Channels

Land mobiié fadio"channels preseﬁt’problems additioﬁal,to Ehdse;;
asséciated with Qonvéntional point-to-point links. %The siénal level vari-
"ations resulting from fading; local‘ﬁeaﬁ vériations,vand Vériaﬁiéns in-
transmittef—receiver sepafation D can exceed 20 dB,'lOvdB and 60 dB,
respectiveiy, which together caﬁ cause a totalvfeceived signalnlevel

variation in excess of 90 dB.

One way to combat{the lafge signal—-to-noise ratio fluctuations
referred tO»above_is to use one orimore'typeSAOf.diyeréity. For'example;_
spatial diversity in which. several base station anteﬁnas are located at
v the edge of the radio coverage area can'reducé-flucfuations in basg—stationv'
~rec¢ived signal level resulting‘from all these of the above-noted causes

[J11. By switching these antennas during transmiséion from the base sta-
tion, vériations in mobile.réceiver éignal.level due to,shadoﬁing and DO
" loss can also- be reﬁuced considerably [Jl]. Space diveréity systems -
“utilize the fact that ihe pfobability of two or more‘transmiésioh paths
~being poor at the same time is considerably'less than the correspondiﬁg
: probability for aﬁ& individual path. ForWard érfor correcting [Ll; Gi] codes

involve use-of time diversity.

An alternative to diversity involves transmitting infdrmatioﬁ ét
a rate which depends either direcfly or indirectly on‘the signal—to—noise
ratio (SNR) at thg receiver, ,Transmiséion rates are high whén SNR islhigh;
-and conQersely.' Variable—rate transmission normally implies a two-way chan-
nel betwgen transmitter and re;eiver. The receivef may estimate its signal-
to-noise ratio and transmit this estiméte to tﬁe transmitter, whose infor¥"
 mati§ﬁ transmission rate is adjusted'accordingly [Cl,‘CZJ. Alternatiﬁély;
the decoder in the receiver may deteét,_raﬁherithén correct errors in frans—



S G IR R G R am R an

15

nitted bit sequences, and request retransmission of those sequences received

in error, Retransmission probability is highest and information throughput

is lowest when SNR is low; thus, the actual 1nformation rate adjusts auto—

mat1cally to the state of the channel.

- In determining the performance of various digital transmission
schemes, the rate of signal level variation relative to vehicle'speed is im-

portant. The salient facts are summarized below.

The carrier signal wavelengthpk=c/f'where ¢ is the velocity of
light (3 x 108 m/sec).and t the carrier freqUenc&. At 900 MHz, A= 1lft.
Thus, fading minima in Fig. 2-1 correspond to vehicle movements of 1/2ft.
(1/6 m). At 15 mph (22"/sec) a mobile moves 44 half—wavelengths in one secr

For data rates of 10 Kb/s, 227 bits are transmitted as a vehlcle»mov1ng at

.15 mph moves one-half wavelength. For data rates of 1 Kb/s, 11 bits are

transmitted as a vehicle moving at 30 mph moves one-half wavelength.‘-.fT_huss

.at 10 Kb/s and 15 mph a 100 bit data block is transmitted as the vehicle

moves one-quarter wavelength. - At 1 Kb/s and 30 mph a 100 bithiocR is
transmitted as the vehicle moves. 5 wavelengths. .It'fOIIOWSTthat~the're—
ceived signal level is relatively constant over omne bit period, but not
necessarily during the transmission of one data block. The‘mean'sigual
level,'however, being relatively constant over 50 m, is relatively constaht.

over one transmitted data block.

Vehicle motion_also broadens” the power spectral density of the
radiated signal on the order of 50 Hz at 20 mph., Because radiated spectra

normally have bandwidths in excess of 10'KHz, this spectrum broading can be

- neglected below 1 GHz, for spectral occupancy calculations. . ' .7
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II-3 Spectral Emission Constraints

.ConVentional sﬁectrum'managemént policies iﬁﬁolve division 6f.that_
portion. of the radio frequency spectrum assigned to fhe land mobile radio
service into frequency channels. To prevent a user~of aﬁy éhannéi‘from
interfering undul? with users iﬁ other channels, limifétiﬁns oﬁ thé spectrum

of the transmitted signal are imposed. Also imposed ére»limitations on the

total transmitted power, in order to avoid excessive interference with others

using.the same frequency channel in other geographic ibcations.

. Fig. 2—2‘shows a SPectral.emissionﬁéhart issued by_Commﬁnica—
tions Canadé [GZ]L -In’Chapter 3‘We demonstrate the”détermination of maxif
mum digifal traﬁsmissibﬁ rate and fhe.Seleétion of hodﬁlator ﬁﬁlse’shapes to
enable thg tfansmifted signal‘spectrum_to.tightly fit inside‘ﬁhe froposed' f
emission characteristic. We also determine the maxiﬁuﬁ allowable ?oot—megn,'

square bandwidth B for analog FM transmission of voice signals; this maxi-

mum valué'of B determines the maximum pﬁtput signal—to—noisé ratio. In
.Chafter 5'specﬁral emission coﬁstraints are.fe—examiﬁed in the context of
Comm;nicétion_Cénad;'s current Radio Standards (see Appendix) and their iﬁ—
plicatioﬁé:on the transmission of data and FM voice signals."
Tﬁe,division Qf the land‘mqbilé spectrum, into frequéﬁcy channels
is not:the iny viable spectrum management option. ‘Coﬁsiderable interesf
egists‘in alternative schemes whereby each user shares the entire frequency
band using spread spectrum mﬁltiple access (SSMA) [Dl,-CB, s1]. Definitivé
comparisons Qf.the capabilities-oflssMA with'thé'more conVeﬁtionai Channél

assignment séhemes have bécome:available'[CB].
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11 SPECTRA OF ANALOG FM SIGNALS AND DIGITAL STGNALS

J

s

IT1i-1 Spectra of V01ce Slgnals Transmltted Using Frequency Modulatlon '

_ The transmitted 51gnal s(t) which results When a message signal m(t)

.FM modulates a sinusoidal signal of carrier frequepcy fc is
s(t) = V3P cos [21f t + © + L5 m(r) del : _ (3-1)
'Iﬁ (3f1) P ié the average transmitted power_aﬁd 0 is a random phase angle
,ﬁniformly distributed betwéen ééro ?nd 207
It is well known that an analytical expression for’the_pqwer spec-
tral density of é FM modul ated éignal is available if tﬁe meésage m(t)jis
'Gaussian. In this case the "baseband" power spectrai'density‘V(f),of the'

transmitted signal is [R1]

20t
and M(f) is the power spectral density df,the modulating signal m(t).

v(E) = £ v(x) exp (-jengrydr | L (3-29)
- 2£mv(T) cos 20frdr . - o 7(3-25)

where
w(r) = exp [-2fm(e) (ERIELZq S € )

The spectral den51ty of the 51gnal actually transmitted is [R1]

s(6) = 2 [v(ese D V(EE )] R R

where fcis the FM carrier frequency. In order that the power in the trans-—

mitted signal equal the.unmodulated carrier power P, it is .necessary that
_LTV(£)df = 1. This latter condition is implicit in (3-2) and (3-3);
inverse Fourier transformation of (3¥2a) yields

v(1) JZHdef

1]

L e (3-20)

from which'v(O}

A

_ng(f)df follows. From (3~3) one sees that v(0) =

for any M(f).
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for non~Gaussian signals V(f)fcap'be ébtained analytically in two
limifing cases [T1l, R1]: |
(L when the transmitted signal'has vénishingly small bandwidth in
which case _ | e _ »
Vo = n M/ v, 80 (3

1
the fact that;éw.V(f)dfv= 1.

where constants P_. and Pzdepend on the detailed form of M(f) and on

(2). when the FM signal haé a bandwidfh which is Wideirélapive fo that
of ;he message signal but .narrow relati?e to the carrier fréquency.fc;
In this case : _
V() = P p(£) N € = O |
* where p(f) is thevamblitude‘proﬁability density of m(t).' in the:nér—
“rowband case, a féirly larggifractién of the power may;bé in the

carrier.

Both the Laplacian [Cl, S1] and Gamma [cl, R2] functions defined

below provide reasonable fits to the amplitude probability density of speech:

p(x) = E% exp (~|x;a|/b) _— (Laplacian) (3—7)
p(x) = %(ds e %197 exp (elx]) =~ (Gamma) (3-8

Non~negative constants a, b, ¢ and d are selected to fit the actual data;
I'(x) is the Gamma function [P1] defined by I'(x) = xI'(x~1) for amny x>0. If

x is an integer I'(x) = x!

.Clearly, spéeéh is not a Gaussian random process,and*an aﬁalytical
eXﬁression for V(f) ié unavailable. . To determine;V(f)_for speecﬁ mbdulétion,
we ére left with ﬁhree alternatives{

1. Aséume.tﬁat speech is5Gaussian.and use (3-2) tvobtain V(f).

- 2. Use approximate numerical techniques to calculate v(f), poséibly
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based on "typical" speech segments,

© . 3., Estimate V(£f) using actual meesured data.

The most attractive alternative from the point of view of the effort

required is the first one, harticularly since we will‘reqnirevV(f)'fqr'var—
iousivaluesiof modul ation index, and because convolution of'V(f) with var-
ious filter responses will be required for interference calculations in
Chapter 4. Use of numerical techniqnes requires much care in the selection
of "typical”‘sneech ssnples and much computaticn. 'Spectral estimstion_
'presents its own difficulties tCZ], perticUlarly in low spectralienergy
regicns,’end involvesiconsiderable csnputation; For these reasqns;-and
because p(x) bears some resemblence EQ the Gaussian bellfshape'we select
'alternative 1 realizing that'resultsfhased on the.Gaussian'assumption would

ultimately require experimental verification.

\l' The follow1ng equation has been proposed . as an approx1mation to the'
.long term average spectral density of continous speech [Jl Fl]
C(f) f /(£ +(70) )(f +(180) Y(£ +(400) )(f +(700) ) (3-9)

- where f is the frequency in Hz.

Communications Canada's broposed.radic standards specification
described in Chapter 2 require that the demodulator output signal prior to
audio filtering should not fall Within the cross—hatched region of Fig. 3-1.
Thus, if the transmitter-is»FM modulated and FM demodnlation is used, then
speech must be filtered,prior to modulating the FM carrier ,by a filter with

transfer function

3f+ 300

HD = 9gs000 T S
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'wheré f is again frequency in Hz. 'To detefmine V(£) in (3-2) we uéex

M(e) = k|ucey|?ecey T (3-11)

where positive constant K determines the power level id M(£f), and thus the

FM spectral bandwidth. Fig. 3-2 shows M(f) and M(f)/£ where the spectral

amplitudes are scaled such that the area under these spectra equals unity.

To actually calculate v(t) in (3-3) we first write M(f)/f? as‘fol—
lows, were a = 70, a, = 180,.a3 = 400, a, = 700 and a5‘=‘3000:
2

M(E)/£7 = 2 A/ (£7a,") o ‘ _ - (3—12}

where

- (£ +oa; yuce) /€2 162, (3-13)
1

The values of Ai obtained from'(3—13) when K = 1 in (3-11) appear

in Table 3-1.

Determination of v(t) now requires evaluation of

U

9 (sin ﬁf|T|)2

(£4+a%)

I(a, 1) df

- £: gf 2,_ £: c0522w§ T
f™+a £ 4a

df

LI

@Wa)l - exp (-2mal<)] O (3-14)

From (3-3), (3-12), (3-13) and (3-14) one obtains

-5 . ’
v(t) = eXP[EEl(Ai/4Hai){l'— exp(—ZHai]TI)ﬂ - (3-15)

5 5 . . .
iEl exp (-bi) jgl«eXp {bj exp (—2wajLT|)] (3-16a)
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Fig. 3-2 Spectra of M(f) and M(£f)/£f".




1 a,
i
1 70
2 . 180
3 400
4 700 .
5 3000
5
% A, /a
=1
5
.vll.‘
-— T A, /a
e
5
I =z A./a
i=1 *

1.94
-3.14

0.132

4.99 x107"

1

3.97 %10~

1.57 x107 %

6

7

5

o -13
By/a, (x10 77

1 15.7
-252
—776“
2198

~396

% Bi/a.
i=1 "t

I Bilay

o~
&l

I I B,/a,
=l'l 1

AL /a,(x107
1 R .

-3.20
7.78
4.85

y;4-49

10.044
7.90 x107H

6.28 x10 12

2.48 %1010

Table - 3-1 Values'of-Ai from (3-13), Bi/ai

= _aiAi’ and Ai/ai for K = 1
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where

bi = Ai/4Hai i . i : 7 (3-16Db)

Substitution of (3-15) into (3-3) yields V(f) which is probably

- most éasily.evéluated for various values of £ by using a numerical integra-

tion algorithm. An alternative is to express V(f) ‘as follows, were &
denotes convolution: '
5 .
= [.I (- ) ®HL (£
V() = LI exp (b1 H, (D) @H,(H) @H (D) @, (5) @ (D)
(3-17) .

and Hi(f).is the Fourier transform of exp[biexp(—ZHai'Tfl)]. This latter

term can be represented by an infinite series as follows;

o0 -

[bi éXp(*ZﬂailTT)]# |

, b - = 3-18
exp [bi exp ( 2ﬂai|T|)] k§o "T (. )
From (18) one obtains
k ka./w .
®  (bi) : i .
H,(f) = [ 1 , . - (3-19)
i k=0 k! f2+(kai)2\ o

Since each term in the series decreases rapidly as k increases, the

first few terms may be used to approximate Hi(f) and theferror can be cal-

culated. This approach was used by‘FerriS'[FZ] to calculate the spéctral

characteristics of FDM-FM multiplexed signals.

Techniques are available to replace V(f) in (3-2) by bounds [P2, P3,

Rl, Al] which, unfortunately are rather complex.

~ Eqn. (3-15) can be written as follows,

,

v(T) = exp [{Rf(T) —.Rf(O)}] | ' - A(3—205 '

where
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5 . ’
R (T) = ;% (4]I ) exp (~2Ma, |T]) o - (3-21) -
denotes ‘the auto—correlatlon functlon of f(x) = fﬁ(t) dt. -Fig. 3-3 shows o
.p(T) R (T)/R (@) vs 1. Since the pre—empha51s functlon H(f) in (3~ 10)
acts as a dlfferentlator over much of the audlo frequency range, p(T) is
51m11ar to the actual correlatlon functlon of speech as obtalned from
inverse Fourler transformatlon of C(f) in (3-9).
\ .
From (3-21) one obtains
S 5 o Y , o _ v
Re(0) = I, A /4lla; , I R E)
For K = 1 in (3-11); Rf (0) = 3.97 x10_17~as indicated in Tabhle 3-1., If- ‘
K = ak, where Ko = (3.97 x107)" 1. .52 %10 then all {A} are scaled by

O’ R (0) = o endv

exp(alp()-11)
[explp ()-11)® o |
= o 0o (1) ' , DR (3-23)

v (1)

Il

The more narrow is pulse v(t) the larger must be o, and the wider is the
spectrum V(f). : :

It is seen that V(f) has finite energy (a spectral impulse) at f£=0
equal to v(w) = e %, As o 1ncreases this speetral 1m?ulse in the form of
carrier frequency poWer decreases, and the energy goes into the sidebands

of V(f). The power in these sidebands_i Vac(f) df where

]

V()

2?(V(T)4e_a)c052Hdef
ac 0

= 2e"“§ [e“p(T)-l] cos 2Mfrdt. | - (3-24)

A‘bandwidth measure of interest is the root mean square bandwidth

B(Hz).of fhe,"basebaﬁdﬁ spectrum V(f) in (3-2) where we:defiﬁe [Hl]ﬁ
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Fig. 3-3 - Autocorrelation function p(f) for speech prefiltered by the

filter with transfer characteristic ih‘Fig. 3-1.
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Signal.' . :



30

B= szv(f)df / ?V(f)df]l/z o : . (3—25)

(Various other deflnltlons for B ex1st and dlffer from ours by a constant
factor.) For Gau331an signals [H1]

- (1/2H)[_£mM(f)df]l/2 - - (3-26)

From (3 26), (3-22) and the deflnltlon of a=R (0) it follows that ‘B varles_

in dlrect_proportlon to %;. Evaluatlon of

B .
eé M(f)df = cﬂ(l_l_w (f2 )df
a4y
= ocKo[Hingi/'ai) S o - G2
where
20 2 -
B, = (£7+a, )M(f)_lfz=aiz
2. : , '
= -ay Ay | : S (3-28)
yieids‘
| 2 - oK [—1-15 (8./a.)] - - .'(3—29)
- o 4T 12117 % .

| From Table 3-1 and KO = 2.52 x1016 it follows that

B =(2.52 x10-5) (6.28 x1071%) /&

= 0.398 Vo (kHz) | | , - (3-30)

Fig. 3-4 shows V(T)—e—a vs T and Fig. 3-5 shows Vaé(f) vs £ for
' various values of B. It is seen the'spectral emission constraint at

f = £20 kHz governs the allowable value of B.

.Fig. 3<6 shows V(f) vs B for f = 20 kHz. One sees that B = 2.9 is

the largest value for which the spectral emission constraint is satisfied.
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IN KILOHERTZ FROM UNMODUL‘ATED..CARRIER _FREQUENCY
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Also plotted on Fig. 3-5 is
. -1 2, 2. " '
G(£) =(V2I B) ~ exp(-£f7/2B") . C(3-31)
for various values of B. One seeé that the wideband Gaussian approximation
referred to earlier is a poor approximation to V(f) for B <5, . Comparison
of Fig. 3-5 and M(f)/f2 in Fig. 3-2 indicates that the_narrowband apbrox—
imation for V(f) is also a poor one. For the transmission bandwidths con-

sidered, actual calculation of the spectral dénsity V(£f) is required.

I11-2 Digital Signal Spectra-Linear Modulation (PAM)

In pulse amplitude modulation (PAM).tﬁe digital data modulator in
Fig.A3—7 genérates a signal s(t) whose constitutive pulse amplitudes
depend on the symbol sequences'{ak} impressed upon the modulaﬁdr [T1].
Thus | |

s(t) = [ a g(t-kD)] Viﬁ'coé (ot + 0} (3-32)
k | . :

where e is the amplitude corresponding to the kth inpﬁt symbol, g(t) is
the basic modulator pulse shape, mc is the (radian) carrier signal
frequency, 6 is the carrier phasé, T=R—%

rate (the baud rate) and P is the power of the unmodulated carrier signal.

where RBis the pulse transmission

o

In L-level PAM, ak can assume one of L values and the bit rate RFRB logzL.

In binary PAM 1L=2 and RB=R' The PAM levels -are normally spaqéd in accord-

ance with the relation

a = 2kd-(L-1)d (k= 0,1,4---, L-1) (3—33)

A special case of binary PAM is conventional ON-OFF amplitude .

shift keying (ASK) where ad=0, al=A and
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' 1 0<t<T
- og(e) = . : : : -
' 0 t <03 t>T" . o (3-34)

Each pulse g(t) is limited in duration to'[O,T]»and the absence or presence

of a signal conveys the information.

Conventional ASK has three disaﬁvantages:

1. The bandwidth ofithe transmitted signal.s(t) is exeeséive.

2. The gécisio# (siicing)>threshold at the receiver depends on the
received signal level which canv:angegéver.90 dB.

3. Tﬁé peak~power capabilities of the transmitter are excessive by -
3 dB, since (for equiprobabie bits) nb'energy is tranémitted ﬁalf

of the time.

The last two disadvantages‘are obviated by using binary antipodal

ASK where'a0=—A and al=A in which case the deéision level remains at zero

independent of A. The disadvantage of this "improvement" is that coherent‘
detectién:is required; with ON-OFF ASKIinCOherent detection is feasible.
The excessive -bandwidth which results frdm.rectangular—ﬁulse bééeband
sigﬁaliing cén be reduced by shaping thé pulses g(t) and removing the con-~
straint that. they be non-zero qnly for bzf<T. The result is some ihcreése
in the complexity of‘the digitai.data modulator and demodulator. However;
implémentation of modulators for PAM pulse shapiﬁg.is now greatly facili-
tated by digital'electroﬁic and microbrééessor technology for digital wave—
form generation [Gl, S2]. The ever deé:easing costs of digital components
relieves the designér of the need toirely soiely'on analog components to

generate the required modulator pulse shapes. . .
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- Use of more ‘than twe signal 1evels in tHe piesence of'large~énd
rapid signal level variations requires adaptlve adjustment of dec131on
thresholds [Wl]. Signal level estimation [LZ F3]- needed for such adjust-
ment %oula compllcate the receiver and 1ntroduce estimation errors and

ensuing error rate degredations.

Large and rapid signal level variations_also require use of pulse

shapes which are zero at all sampling times except the zeroth to avoid inter-

symbol interference (isi). Existing isi-combatting receiver techniques [BL,
835 T2] are not directly applicable since these assume fixed and known

-signal levels.

The restriction to two~level PAM also prevents use of partial
response sigﬁalling [K1, K2] which requires. at least two decision threshoids

. both of which cannot be zere}

" The power spectral density of - a transmitted L—level PAM signal‘s(t)
is S(f) where

5(£) =% [(P(sEy) + E<f—f 3 o (3-3%)

In (3- 35) P(f) is the power spectral den81ty of the baseband signal p(t) =

T a g(t—kT) in(3-32). If the symbols a are statistically independent

. | N , , .
then [L2] ,
1 o L 9 - L
BB =57 I | % pacG/m|® 8- —)+— % ppa IG(f)[

j=- k=1 k=1

(3-36)
where Py is the probabilify of level ak, §(f) is the unit impulse, and G(f) .

e
is the Fourier transform of g(t); thus

o(f) = [ g(e) e Mg . o aean
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The f1rst term in (3~36) -is a non—1nformatlon bearing line spectrum

which vanlshes when any pos1t1ve level ak is balanced by a correspondlng

" negative level aj=—ak with probability pj=*pk; Thus, for b1narypant1podal

PAM withial=A and a2=;A,'the‘first term in (3-36) is zero. :For binary ON-
OFF PAM the first term 1s not zero. In any case this first term depends on

G(D) only at discrete values of frequency f=j/T, where j is an integer.

fhe challenge for the designer of the digital data modulator is to
speeify g(t) (or equivalently G(f)).to meet existing bandmidth constraints
such as those_in,Fig. 2=2, to maximiae the bit .rate R, to enablendigital
data demodulation which is easily implemented and Which‘yields.an aeceptabie
bit~error rate in the presence of noise_and interference; and to maintain

tolerable levels of interference to other users.

Fig. 3-8 shows three different pulse shapes, all of which show zero-

intersymbol interference at the sampling times t=nT, n%0. The two non-

‘rectangular pulses are derived from the family:of pulse shapes

sinHt/T)(cos w Mt/T,
me/T 1~ (2at/T)

5) S (3-38)

£(t) = K¢(

_where o (0<0<l) controls the pulse "excess'" bandwidth [L1] and K the pulse

power. TFor o=0, f (t) in Flg. 3-8 results, whereas £ (t) occurs for a—l

* The larger is o, the less is the performance degredation caused by’ sample—

timing errors [Ll].

The actual modulator pulse g(t) is derived_from the corresponding

modulator pulse shape f(t) in Fig. 3-8 as follows: for the rectangular

R

‘pulse, gb(t) = f (t) while for the family specified by (3-38) g(t) is the

inverse Fourier transform of YF(£E) Where F(f) is the Fourier transform of
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. Fig. 3-8 PAM. pulse sh'al')es. where £(t) is the pulse. shape following -

.~ matched filtering at the demodulator.

- - . . " . . ) . .




‘39

f(t). These comments follow from the fact that minimization of bit error
probability on a white Gaussian noise éll—pass channel requires that the
modulator pulse shape and receiver baseband filter impﬁlse response be

idenitical [L1].

Fig. 3-9 shows the corresponding plots of S(f); the.sampling per-

iods have been selected to enable.the spectra to fit tightly inside proposed

- spectral emission constraint of Fig, 2-2, Pulse shape (b) is time-limited -

but has spectral components at all frequencies, whereas pulse shapes (a)

and (c) are not time-limited but are strictly limite@ in bandwidth. |

Determination of the maximum permissible data rate for binary .
eignalling is easiest for the sin t/ﬁ - type pulse with epectral density
K = 1/2 W l£] <w
a a a : -

s {f) = ‘ (3-39)
N 0 l£] > w
a

Amplitude Ka_is selected to ensure that the transmitted power is equal to

that Qf'the unmodulated carrier signal. The transmitted power P, in the

T
transmitted signal _
s(t) = p(t) V2P cos (w_t + ¢) . (340
is | |
P, = P [ P(f) df ; S . S (3-41)

from which it follows immediately that _£m P(f) df = 1, where P(f) is the

power spectral density of baseband signai p(t).

Use of (3-39) together with

10 Llog; E(£) = 8 -3.4 |g] . 10%|£}<20 ‘ (3-42)
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Fig. 3-9 Power spectral density for the palse shapes. in Fig. 3;8 under

maximum bit-rate conditions.




where E(f) is the spectral emissién constrainf boundary in'Fig. 2-2 for
frequencies 1021f[220(f in kHz), yields fhe maximum value of Wa ~ 15,5 kHz,
This value of Wa solves the following equation:

10 loglO (1/2 wa) =8 - 3.4 wa« - (3-43)

It follows. that the maximum bit rate is Ra = 2 Wa = 3] Kb/s. It should

‘be noted that the total absence-of spectral energy outside the frequency

band féi 15.5 kHz in Fig. 3-9 implies zero interference with adjacent

channels whose separation from fé exceeds 31 kiz.

A similar determination of the maximum bit rate can be made for

conventional binary antipodal ASK for which’

2

Sb(f) = Kb Tb (sin‘wab/ﬁfTb) " (3-44a)

. To ensure _im Sb(f)df =1, K =1

b

To estimate the maximum bit rate Rb = T ~1 for which Sb(f) tightly

b

fits the spectral emission constraint one can-détermine the minimum TB for
which the envelope l/(Trf)zTb equals -60 dB for f = 20 kHz. The resulting
value of Rb is obtained from

3 .Rb/(ﬂ 20,000)% = 107°

(3-44b)
which yields Rb = 3.95 Kb/s. Thus, the maximum'bit rate permissible fof
conveﬁtional reétangulaf pulses under the proposed emission corstraint is
12.7% of that permitted for sin t/t - typé pulses. In addition:some inter—

ference is generated for adjacent channels at arbitrarily large frequencies

from f .
(&4

The power spectral density Sc(f) of the transmitted signal with

a =1 is .




R o S E] < @a) /2Te
Sc(f) = 79 [1 ~sin[ (1T /oc)(f— )]} (1-0) /2T 2|£]<(1+a) /2T (345)
0 '!f|>'(1+'oc)/2T

To Fdit S (£) tightly dinside the'spectral’emission“characteristic
one plots 10 loglO S (f) for various values of T ‘and thereby determlnes the

maximum bit rate RC =T -1

. The result will always exceed (1 —-E)Rat=
Where,Ra Ts the raximum bit rate for the case 0=0. Fig. 3-9 yields R.C z"20;'
Kb/s which, because of'the'emissien constraint roll-off from -26dB to
‘ ~60d% greatly exceeds the lOWer bound R /2 = 15.5 Kb/s. Tn‘avdidvco;A ’

channel 1nterference, adJacent frequency channels must be separated by at

least 40 th.

Reduction of o Wonld increase the naximum allewable bit rate as
3a<permits a'trade—off between these quantities.

Selectlon of other.pulse shapea limited to [0 T] sueh as tr1angles;

half—c051ne pulses and other zero-isi pulses not llmlted to [0 T] results

in bit rates which lie between Ra = 31 Kb/s and Rb 4 Kb/s.

well as the timing error sensitivity. Thus, selection of excess bandwidth o .
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III~3 Digital Signal Spectra-Non-Linear Modulation (FSK and PSK)
Define
x(t) ké—wak g(t-kT) . . . (3~46)

where {ak} denotes fhe symbol sequence, g(t) a.basic pulsevshape‘and T thg
symbél period. A digital M ﬁodulatéd carrier éig@ai s(t) with fadian
ffeqﬁence Qc and average power P results when x(tf modulates the.carfier,
as follows: |

s(t) = /2% cos (u_t + u, S xeo dere) - (3-47)

el

where 6 is a (random) phase angle and the instantaneous ffeduency is -

W, +-wd x(t). 'When x(t) is normalized to have unity~peék amﬁlitude, Wy is

the peak frequency deviation.of s(t). In general, increasing wd increases
the bandwidth of s(t) énd reduces the obtainable bit error rate.
. When g(t) in (3—46) is a recténgular pulse
1 0<t<T
g0 = | | = (348
0 t<0, t>T : :

and conventional frequency shift- keying (FSK) results. It is not yet clear
how best to select g(t) to give s(t) desired spectral properties and main-

tain low error rates.

A conventional digital phase modulated signal is of .the form
s(£) = V2B | §__g(£-kT) (cos u_t + ¢) (3499
Wherevrectangular.pulse;g(t) is defined in (3-48). Phase seqqéncy.{¢k}
varies in accordance with symboi'sequeﬁée‘{ak}; for example ¢k=2kﬂ/Lil

(k=1,2,...,L) where L is the number of symBol levels.
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Analog FM and PM spectra are similar to one ‘ancother and differ,pnly

o

- because of an integration or differentiation of.the baseband -waveform.

Digital FSK and fSK differ byAuirtue of the fact that phase eontinuity'is"
normally preserved across‘FSKvsymbol bqundaries, but notvacross'PSK symbol_
boundaries; Thus, in contrast to digital FSK, digital'PSK does not permit

bandwidth expansion and is similar in spectral characteristiqs to PAM.

D1g1tal FM slgnals have a constant amplltude or envelope, "as do
PSK-signals When g(t) in (3 -49a) consists of rectangular pulses. Constant
enyelopelslgnals-are des1rable under certa1n conditions, 1nclud1ng

qsatelllte communlcatlon appllcatlons where constant’ output power ampllflers

. - are more efficient than quasl—llnear power amplifiers [R4].

Eqn. (3-48) may be rewritten as follows: -

s(t) = V3P{[ ¥ b, g(t-kT)Jcos w_t + [ 3 ¢, 8(t-kT)] sin mc't}' (3—{;95)

where
bk = cos_q)k n ' ' ( | (3—49c)»
_c, = stn o (9
o e A o | A_‘ | (3449)

Thus, conventlonal PSK consists of quadrature PAM s1gnals. For‘binary PSK'A

k

. ¢k =0 or T, in which case bk = #1 and ¢, = 0. The resultlng s1gnal s(t)
is identical to PAM with rectangular baseband pulses., From the dlscuss1on

~in Sectlon ITI- 2 it follows that S(f), the power spectral den51ty of s(t)

Arin (3 49) is glven by the response S (f) in Flg 3- 9

Optimal detection of conventional PSK on Gaussian white noise 'lr,f

. channels involves synchronous demodulation of the quadrature carriers sin




E S B M BN oa B an N Ee

HE I e NS S =

45

W, t and cos w t, processing of each'of*these demodulated signals by filters
matched to g(t), sampling of the flltered outputs and optimal decision mak-—

ing [Ll Wl] - Because the optimum decision dev1ce compares ratios of»num—

bers from the demodulated quadrature carriers,aPSK on Rayleigh fading

channels need not be restricted to biﬁary.

Use of differential PSK (DPSK) obv1ates the need to track the
carrier 81gnal phase. In DPSK the received symbol phase 1s-compared with
that of the previously detected symbol. The added receiver complexity re-

sulting from differential detectioﬁ:is_usually'more than offset by the

- absence of carrier phase recovery equipment. Some error rate.increase
"~ occurs since errors tend to occur in pairs [L1, W1]; if the detected phase

of a symbol is incorrect, the (differentially) detected phase of the fol-

lowing symbol is also likely to be .in error. A transmitter power increase
of not more than 3dB reduces the DPSK error rate to that obtainable using

PSK. DPSK signal spectra are like PSK spectra.

It is well known [G2, L1, R1, R3, S4, T3] that deétermination of

the power spectral density S(f) of the FSK sighal in (3—47) is very diffi-

“cult except in the two llmltlng cases dlscussed in Sectlon IIT-1. In the

case of low devlatlon‘ratlo wy i 1t follows from (3 5) that the bandw1dth of
the transmltted FM signal can actually be less than that of the modulatlng
data signal. For arbltrary modulating 51gnals s(t) in (3j46) or even for
conventional rectangular FSK pulées'g(t5iin (3f48) cloéed'form expreaeions
for S(£f) are unavailable;'and approximate methods muet be used to find
S(f). Garrison's [G2] approach 1nvolves approx1mat1on of the baseband

modulatlng slgnal pulses g(t) in (3 46) by a duratlon~11m1ted step—w1se

approx1matlon. The method is. falrly general but as Garrison states [G2]
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".... the casual reader should not bé mislead into believing

that arbitrary configurations for premodulation filtering are .
amenable to analysis. Machine computation time can readily
_become prohibitive unless the pulse approximation can be conven-

iently bounded in both duration and quantization number,"

. When the peak frequeﬁcy deviation_fdfgd/2ﬂ=l/4T=R/4 Wherg R:is the
baud rate, miﬁiﬁum shift keying (MSK) results [K3, A2, G3, Rﬁ]. For binary
MSK the spectrumqs(f) is known exactly [G3, 85]:
- o | 8PT(1l+cos 4ﬂfT). _ ' .
SMSK(f) = w2(1—16T2f2)2 . (3~50)

where f is the frequency offset from the carrier.

Fig. 3-10 shows SMSK

(f) plotted to fit tightly within the spectral

emission constraints of Fig; 2-2, These constraints permit a bit rate of

"R=36 Kbs.

It is possible to obtain closed form expressions foréM—ary (M>2)
MSK spectra [s5]. The rather complex expressions are not presented here,

since noise rather than bandwidth would likely 1limit the transmission rate

of MSK on actual mobile chéhnels, in which case binary rather than M-ary

signalling would be used.

MSK signals -can be regarded as resulting from modulation of quadra-

'ture carriers by alternate data bits [s5, A2, K3]. It follows thatlcoherént“

detection of these binary data streams is possible and results in ‘an error

7

-l W TS N M B .
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Fig. 3-;10 Power spectral .density -.fovr. bina}ry MSK signals.




~detectability. improvement over that obtainable using detection of the MSK

as high as 36 Kbs. Fig. 3-11 compares S(f) for OQPSK, SFSK and MSK.

- ratios 2fd/R is a computationally tedious task. In effect, numerically

48

probability obtainable using antipodal signalling, which répresents a:BdB

3]

@

signals viewed as binary orthogonal [S5, K3].

Other types of signals, including offset‘Qﬁadfature shift kéying'
(OQPSK) and sinusoidal frequenéy shift keying (SFSK) have épectra with most

of the energy at low frequencies. However none of these permit data rates

o7

The spectral rdil—off raténis oftep shown for digital FM.signalé,'
as.is available for MSK and MSK-type sighals,[GB,‘SSJVV Hohe&er, as ﬁoted
by Reiffen and White [R4]: - | |
- "The signal sﬁectrﬁm appfdach taken in ﬁaﬁy‘references'iﬁ the

_ iitgrétufe, e.gs, [9411],.focuses'on how‘faét the signalASPecfrum
"rolls off" with frequency. Although relevant and yielding ugeful

, ‘re.sultsv,A this approach is incomplete in that it does‘ﬁotv take fhe_.
regeivef_win&bw into account." |

The interaction of receiver filters (windows) and adjacent—-channel signals

.is considered in detail in Chapter 4; however we note here.that for channel .

separations of less than approximately twice the data rate, adjacent-channel
interference (crosstalk) is lower d&or MSK signals than for more general

MSK-type signals.

Determination of the maximum data rate permitted wnder the spectral

emission constraints in Fig. 2-2 for FSK signals with arbitrary deviation .

calculated spectra would have to be plotted on Fig. 2-2 for various data

Ml oy BA BN M
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s(t) = V2P g h(t—kT) cos(w t+ % ¢ f(t-nT)) O<tZT. (3-51)

=T e OO = 0O

rates R. That value of R yielding a snug fit to the conetraint would
define the maximum R. 1In calculatingispectra it would be necessary to-
determine the spectral amplitude relative to the unmodulated carrier -
power.

In considering ways to improve the»speetral efficiency and hence
the maximum permissible data rete for PSK and FSK'signalling; we
generalize (3-49) in two ways. Fifst, the amplitudes of_the rectangul ar
pulsee are replaced by arbitrary pulse shapes h(ﬁ). 'SeCOnd, the‘cde—

.stant phase angles ¢ﬁ are-replaced by phase functions £, (t). For

¢

n o
simplicity of implementation, we restrict f¢ (t) =‘¢n £(t). With these’
. n -
generalizations, -the phase modulated'signal becomes

Neither h(t) nor f(t) need be restricted to the intefval_[O,-T].

The first,generalizationAyields»quadrature.PAMAsignals and. there~—
fore PAM spectra. Unlike PAM, however, multllevel 51gna111ng is. fea51ble

as explained earller. Dlsadvantages of u51ng non—rectangular pulses

include more complexfpulse—shaping instrumentation at the transmitter and

receiver and loss of the constant enVelope'signalling property.

Concernlng the second approach to improving PSK spectra various
authors [P4 G4] have determined power spectra when £(t) in (3~ 51)

assumes a variety of pulse shapes; however only Prabhu [P4] appears to

;have‘qaleulated_the_resulting symbol error probability. Prabhu'srdetailed

s

study yields two conclusions. First;.considerable bandwidth. savings

‘result from using phase functions f(t) which are non-zero for one or two



-/‘

51
pulse periods. Specificélly binary PSK with . -
. 0.5 [1+ cos(wt/T)] le] < o ,
£(t) = ' (3-52)
' 0 ‘ B ES R

results in a bandwidth which is 15% of that resultlng from using constant

: phase functlons ¢k, bandwidth being defined in terms of 99% spectral energy

containment. A 1.4 dB transmitter power increase on a white Gau331an

channel restores the bit error probability to that of conventlonal binary

. PSK.

A second result of interest occurs WhenAcqnventional (rectangular
pulse) PSK is filtered prior to transmission.ﬁy.four—pole Butterworth
filters to.préduce,a épectral bandwidth equal to that of similarly filtered -

PSK with a phase functions given by (3-52). For a bit error probability

,p=10—6, the PSK signal with the phase function of (3-52) requires 0.8 dB more

energy than that of the constant phase PSK signai. If the definitiqn of
bgndwidth is chaﬁged to imply a.99.9%.spectral energy containmen#, PSK with
the fime—varying'ﬁhése is inferior ﬁy 0.5 dB to cbﬁstant phase PSK. Since
filterihg of PSK signals prior to;théir ffansmission isiequiﬁaleanto
selecting non-rectangular amplitude pulse shapes‘g(f) in (3-49a) or h(t) in
(3—51), Prabhu's results suggest that apprbpfiately.seleéted‘aﬁplifude pulse
shapes with constant phase PSK is not easily improved upon by utilizing time-

varying phase functions.

Improvement of the bandwidth properties of FSK by use of_ﬁon—

‘rectangular pulse shapes g(t) in (3-46) has been demonstratéd‘fOr MSK sig-
‘nals [S5]. As Fig. 3-11 shows,use of a:puléé‘yielding'a sinusoidal frequency

' .deviation results in a transmitted binary FSK spéctrum which, for levelsfless
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than -30 dB below the spectrum's centre frequency falls of much faster than
binary MSK. However bit error probabilities' for non-conventional FSK
" pulses are unavailable. The selection of arbitrary pulse shapes~to yield

desired  FSK spectra and,favourable'error—rate:performance appears to be a

very difficult'problem. -

II1-4 Sumnary and Concluding Remarks

By selecting PAM, PSK and FSK signals whose power spectral densities
" fall tightly within the'emission_dbnstraints'in Figs. 3-9 and 3-10, data
' rates of 36 Kbs are obtainablelforgbinary FSK and rates‘offbetweeanO'Kbs

'and:Sl‘Kbslare obtainable for binary PAM and PSK. These rates are for

double sideband signalling. Use of single sideband (SsB) signalling doubles

‘these rates. HOWever SSB introduces serious practical difficulties which
f‘ainelude‘pdtentially devastating earrier'phase and'symbol timing’errors
“[Ll, L2, F3, G5]. Vestigital sideband modulation results in data rates
’between those obtainable ‘using SSB and DSB, and also prOVides for more_'
““tolerance to timing errors than is inherent in SSB [D1, H2 RS 111. . The
way in which excess bandW1dth modulator pulse shapes, synchronization
algorithms, pilot tone powervallocation, fading rates and levels, and errdr
rates interact is a comblicated matter which_is‘currently under study by

several institutions.

Land mobilelehannellconstraints currently inleffect require at
least 99/ of the transmitted energy to be Within +8 kHz of the carrier
frequency.' This constraint limits the data rates to l6 2 Kb/s for PAM sig—

nals with no excess bandwidth, 8ql Kb/s for PAM signals having raised cQsine

ME 9 Wt A e o o e -y e o &S S ES= M G .




53

. spectra with maximum excess bandwidth, 1.8 Kb/s for conventional reqtangulaf

PAM pulses and 13.3 Kbs for MSK signals. ‘Again, these rates apply to binary

DSB signal formats; use of multilevel signalling (for PSK), SSB or vestigi-

" tal sideband would increase the allowable data rates 'as well as the associ-

ated bit-error rates. These existing sﬁeétral constraints also reduire a
mﬁch smaller value of rms bandwidth B for voice modulated FM signals than

B ~ 2.9 kiz as permitted by the constraints in Fig..2—2.

In considering.FM transmission of speech it is natural to ask
whether or not a pre-emphasis characteristic different from the one pro-

posed. in Fig. 3-1 would result in transmitted signals with increased values

of rms bandwidth B and a spectral shape which still meets the spectral At

... emission constraints in Fig., 2-2. Preliminary work based on existing

analysis [B2, V1, C3] for large signal-to-noise (linearized) FM systems -
suggests that use of a pre-emphasis filter different from that in Fig. 3-1 ol

may be advantageous. It remains to determine the extent to.which B could

be increased? the additional complexity inherent in the‘new pre—~emphasis
filter, the non-linear effects near signal-to-noise threshold andthe.

effects on the subjective quality of the received speech.

An alternative, indirect way to restructure the spectra of a
transmitted signal derived from speech'isAto use digital transmission. Use
of binéry MSK at 36 Kbs is more than sufficient for transmission of adaptive,

differehtially encoded speech [C5, H3, F5]. In fact fewer than 20 Kbs may

be adequate, with the remaining 16 Kbs Being available for forward etror_

correction. Whether digital transmission is more cost—effective than analog
, ‘ _ . ) L more i ©

transmission of speech is apparently unresolved at this time.
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At the maximum bit,rateé'deterﬁined'fpr PAM, PSK and EéK, deéoded
'bit—error‘broﬁabilities mayfbe exﬁessive:ﬁ Some alternatives:ﬁor combatting
:fhese errors, most of which'oécur in bufsts, ére as follows:

| ‘1. TIncrease the transmitter péwer : |
2. Reduce the noise and/or interference
'3. 'Reduée the data rate
4, Employ épétiai'divefsityrl
5. Reduce the radio coﬁerage/area'of a region, théreby :educiﬁg '
loss ‘due to transmitter-receiver separafion'
6."Emplo§ forwérd errér correction-(FEC)

7. Employ some form of variable-rate information transmission.

" Increasing the transmitter power is a "brute-force" approach which
would be possible only if the existing transmitter power was below the law-

ful maximum.

Reduction of the ndise»implies a more expensive receiver or reduced
co—channel aﬁd/or'adjacent#bhannel interference. ﬁeduced adjacent-channel
" interference implies tighter out-of-band eﬁission standards or inéreased
chanqel separatibn..ATightened emissibn standards requi%e nariowed tfans—
mission spectrg via reduced data rates. -Incréased channel separation implies
‘fewer available chamnels. Réduced co—chahnel interference méanS'féwer
.channels available'to'any cellular fegidn [J1] which implies increased wait-.
ing time'ér‘bloéking ﬁrobability and-reduced 6vefail.system informatioﬁ

throughput.

Lowering the bit rate reduces bitlerror rate p since the output

signal-to-nolse ratio increases as_R_l‘(see,Chapter 4). However, the chan-
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nel 5aﬁdwidth occupied is also reduced.in proportion to_R. Utilizatién of
this available bandwidth can result in a further SNRiiqcrease - and a cor-
responding,fu:;her improﬁgment in bit-error rate;‘ For ‘example, the binary
PAM ﬁaSeband waveform could frequenc& médulate a carrier whose frequency

deviation is low enough to meet spectral emission sténdards.‘ Demodulation

by an FM receiver operating above threshold in white Gaussian noise yields
an output signal-to-noise ratio which is proportional to (B/R)Z P/RNo where
P/No is the carrier power—to—ﬁdise dénsity ratio and B is the rms bandwidth

of the transmitted signal [Wl, L1].. .Since B tends to change slowly with R,

£

the bit-error probability at any given signal level above threshold varies

as RTB.H S ER - .

. Even in tﬁe absence of &eﬁicle motion-épatial diveréity increases
P/RNoé-by Virtue:bf signal averaging. .Various diversity combining schemes
have been anal&sed and shown fo yigid large SNR iﬁprpvementé evén withl
receiver noisé éorrelétions [J1, FA]. During vehicle motioﬁ spatial diver-
sity gfeétly-feduces-SNRavariations dﬁe to Ré?leigh'fading; sﬁadowing and

changes in transmitter-receiver.separation, as noted in Chapter 2.

Reduction in radio coverage area reduces received signal level
variations resulting from changes In receiver—transmitter separation. The
penalty is more base stations.. -‘An added benefit is fewer mobiles. per base

station, which increases the potential information throughput over the

~entire coverage area. The selection of base station sites, coverage. areas,

and assignment of frequency channels to coverage areas is a spectrum ’

management problem of considerable current interest and importance [J1, K41.
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Fotward error correction is;a fotm of time.diversity which has been
shown‘to be'usefullih reducing'decoded bit¥errbr'ratéé'oh tadiné éhanheia
when the raw bit—errbr rate is below a th;eshoid (typically = lO ) [D2 M2,
C4, F4]. FEC is partlcularly approprlate When transmission of real ~time

information such as speech is requlred.

Variable rate transmission is often implemented ?ia automatit
rapeat request (ARQ) with errot datection as noted in ChapterAé, and.ia
'availablevfor transmission_hf non-real—-time information such as text
[D2 M2, F4]. Both FEC and ARQ teduce the actual infotmation transmission

rate but in an efficient way [G6 L3]

Flnally, we note that 81gnalllng at very hlgh data rates (typlcally
¥ 50 Kbs) results in a transmitted spectrum which meets the emission con-
straints in Fig. 2—2. .However, at these high ratQS'lnterference Would,

undouhtedly, result in such highabit—errdr'rates that’no channel encoding

~ scheme would be effective in combatting these etrors [D2].. However, repeated

transmission of each bit with receiver averaging would reduce the bit error
probability even in low signal-to-noise-plus-interference environments; this
error control approach is inherent in spread spectrum systems referred to in

" Section 2—3.
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~ considered. We restrict our attention to binary PAM with zero isi and to

IV-1 Digital Data Demodulaticn

[Ll, W1, L2].  When:the noise is Gaussian as well as white, matched filtering

. as the area under the "tails"' of a Gaussian distribution [WL, Ll]. - Calcula-

- form [L1, W1].
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.IV»EFEECTS.OF INTERFERENCEVAND,NOISE ON DIGITAL DATA TRANSMISSION

In this chapter the effects of co-channel interference, adjacent—

channel interference (cross—talk) and noise on digital data transmission are

binary MSK and MSK—typg signals. 'The PAM results ébply>ﬁith ébvious minox -
modifications to PSK and DPSK, aslexplaiﬁed in Chapterj3; "All'of these sig-
nals ﬁavé attribuféé"which make them suitablé'for usé dﬁ'land mobile radio

éhanﬁels; and as:this chapter shbws, these signals'éiso-have favouraﬁle cross-

talk characteristics.

- For coherent détectipn of PAM (or binary PSK) signals fﬁe reééiver
signal processor is:normaily~as_shown in Fig.‘4—l 5 [Ll, Wl;_LZ]‘.When the
only source of disturbance iS/White-noisg, the (baseband) filter which maxi-
mizes the output signal-to-noise ratio in the. absence of intersymbol. inter-—

ference is one matched to the basic pﬁlse shape g(t) defined in Section 3-2

also minimizes bit-error probability p, which can in this case be calculated

tion of p is of considerable interest, since this measure is the one which is

most Widely used to characterize the performance of digital commimication
channels. Receiver optimization for DPSK or multilevel PSK with zero isi and

white noise disturbance. also involves matched filtering of the baseband wave-

For conventional M-ary FSK signals, receiver design for optimum p

is possible when the noise is.ﬁhite Gaussian [Li, LZ, Wl]. In this case

al N TN as .
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the receiver signal pfocessor in Fig. 3-7 consists. of parallel filters with

-'each one matched te one of the M possiblehFSK pulses. Optimum incoherent
‘reception of FSK signals is'also possibleiusing parallel filters,-with‘a
loss of up to 3 dB signal energy in comparlson Wlth cohereut detection’
i[Ll L2, Wl] When a conventlonal ™ (analog) receiver censisting of a
4bandpass fllter,.limitet—disctimiuator aud integrate—aud~dump citcuit is
uused as the reeeiuer'signal'processor, optimizationlreauires'eouputer simu-
lataon and is poss1ble only for the spec1f1c class of bandbass‘fllters con-—

s1dered [Tl]

As ndted in Section 3-3, MSK signals'aud‘MSK—type signals are a
spec1al case of FSK s1gnals whlch occur when the frequency dev1at10n equals

1/4T where T is the bas1c symbol perlod MSK signals can be regarded as

‘consisting of 1n—phase and quadrature PAM signals each of data rate 1/2T and"

staggered with respect to each other by T sec. [Kl, El, Gl]. Thus,

s(r)y =V/YP [ I a g(t—lT) cos (2ﬂf JEFO) 4D a.g(e-iT) sin (2mf t+0)]

i even . » i odd

| (4-1)
~ where s(t) is the transmitted MSK signal, 0 is a random phase angle, P is
- the transmitted power and g(t) is the-baseband’pulse.shape,,where for MSK-

“type signals

P o
Jmcos ¢ (8) - |e]TT.
g(t) -

A

(4-2)

0o ; : le] > T
“and ‘ |
W/ 2

arbitrary : v .
Q_‘ . .‘,. o . . !‘, Lo ) "(4f3)
£/ 2£¢ (£~T) | ‘

;ﬁ/z

i

¢ (t)
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For MSK signals

o(t) = mt/2T Je] < P ' C L (4=h)

From (4-2) one sees that both the in—phase and~quadrature data
Signal in (4-1) is a PAM s1gnal w1th basic pulse shape g(t) and zero isi.
1t follows that each data stream can. be detected coherently as 1nd1cated in

Fig. 4—2. I1f the only disturbance is white Gaussian noise, the receiver in

- Fig. 4~2 maximizes the output signal-to-noise ratio and also minimizes bit-~

error probability p.

For reasons of implementation simplicity it is convenient to
replace the two filter branches in Fig. 4-2 by one, as in Fig. 4-l and to
sample its output every T sec. If this single filter is selected carefully,

the performance degredation can be relatively small [K2]

IV-2 Approaches to Determining the Effects of Interference and Noise .

on Performance

Determination of the bit-error probability p'for digital'data-‘
transmission systems'is based heavily on the-assunption‘of'Gaussian;noise
as the sole source of disturbance; specifically it is the fact that linearly
filtered Gaussian signals are.themselvesvGaussian.signals uhich allows the

amplitude probability density of the baseband filter output samples y(kT) in

- Figs. 4-1 and 4-2 to be determined. When non-Gaussian interference is in-

cluded as part of the input r(t), determination of the statistics of the

baseband filter output is usually impossible, as is exact calculation of

“the bit-error probability p or the receiver which minimizes p. Determina-

tion of the output signal-to-noise ratio SNR is possible for most receivers
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1nclud1ng those in Flgs. 4-1 and 4=2 as we show 1n the following sections..

: While one expects that a larger SNR should 1mply a lower error’ probabillty,

i

it is not possible to prove that such is always the case.

As indicated earlier, the baseband filter which maximizes SNR can

be determined, given the power spectral deénsity of the received noise plus

_iInterference [Wl, L1, L2]. 1In land mobile radio epplications two difficul—‘

‘ties arise: first,'the levels of the different interfering signals vary

continually, which causes the power spectral density.of the noilse plus

interference to change continually;tand second, the receiver baseband fil-,

ter should be constrained to be one which maintains zero isi. ‘For these
reasons, a filter matched to the modul ator pulse shape g(t) is often’ employ—

ed; this filter is optimum when the only d1sturbance is wh1te<Gaussian noise.

When many interfering signals‘are present, none of which are dom-
inant, the central limit theorem shows that the totality of this interfer-
ence tends to be Gaussian [WLl] in which case error probability calculation

is straightforward.

When noise plus interference is dominated by,alsinéle interfering
signal, attempts are sometimes made to uppef bound ‘the effects of this
interferehce by determining the phase difference between the desifed and
interferihg signals which maximizes output interference—to—signal‘ratio“
[wW2, K4]. Sometlmes attempts are made to determlne the error probablllty
in this.worst case. The dlfficulty with this approach is that the average
error probability,lwhich may be_estimated by eyeragipglover phase.differ—
ences,BetWeen the desired ana interferipg signal, is often not<readily

obtained.

An alternative approach is to.determine the level of white

Gaussian noise needed to give a SNR value'identicel to that resulting from
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the interfering signal. The error probability for the Gaussian noise case

should be indicative of that caused bw'the interfering signal  [K3].

In determining SNR or the error'probability p for mobile channels -

in the 900 MHZ region the signal and interference level can be assumed
constant during the reception of a single bit as explained in Chapter'2 '
Averaging p or SNRoner the range of s1gnal and interference levels which

occur in a local region is then required, to give meaningful average per—

formance measures [Jl, F1]. The region normally selected is one where both '

signal'and interference levels vary in accordance with'a Rayleigh density

. with constant mean value (see Chapter 2).

IV-3 & ressions for Qutput Noise and Interference ‘

In this and the following section we determine output/signal—to—
.interference (SIR) and signal- —~to-noise . (SNR) ratios for the receivers in
Figs. b~ l and 4-2. 1In-considering Fig. 4—lAwe assume PAM signalling with
"zero isi in the output samples {y(kT)}. In considering Fig. 4-2, we

assume MSK signals represented as in - (4-1).

In Fig. 4-1

r(t) = V2PS p(t) cos (2ﬂfct+6) + nc(t) + ic(t) . 4-5)

"where Ps is the power in r(t) due to the transmitted signal, p(t) is the
’ baseband data signal 9 is a random phase angle uniformly distributed be—
’tween 0 and Zﬂ n (t) is white Gaussian noise With power spectral density
N”/2 and 1 (t) is interference consisting of other data signals and/or ’
voice modulated FM. The input x(t) to the filter is

.x(t) = /5; p(t)[l+cos(4ﬂfct+6>]d+ /f(nc(t)+ic(t)) cos (anot+6) (4f6)

:
e
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The response y(t) in Fig. 4-1 is =

y(t) = _;mX(t~T)h(T)ciT ‘ o, ' (4-7a) .

2

The filter removes signals outside the data signal baseband, with

‘the result that the response y(kT) due to the data‘signal alone at k=0

© (there is no loss in generality in letting k=0) is

o]

y(0) = /F; _fm p(;T)h(T)dT o . ' o . (4-7b)

If y(O)‘COntains no intersymbol interference then

[ g(-T)h(T)dT:‘

y(o).= fﬁ; 8 L . Mi(4—8a)
= ke L e(e)yu(e)ds (4~8b)

 where G(f) and H(f) are Fourier transforms of g(t) and h(t) respectively.

For binary PAI'I, ak=il provided . ST LT R

Loy as = 1 S (-2
where _ _ ‘ _

6 .(H =e®/HT ... (4-9b)

If the receiver filter is matched to ka).fheh'”

GX(£) = H(£) IR o . (4-10a)

and o '
_ o . 2 » L o
y(0) = B a ‘IG(Q)I_df T B (4-10b)

When noise and interference are present y(0) contains, in addi-

tion to the signal term in (4—8% noise and interference components with

powers .

Ne Os@mmPe o Gy
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and
=L Si(f)IH(f)lzdf o o (4-12)
. 4 : . |

whé?etsn(f) anﬂ Si(f)'denote, respectively, the power spectfal‘dehsitieé

- of the noisg and interferenéé'at the input of.the receiver filter,
" If the noiée‘is.white Gaﬁssian:wiﬁh two~sided power spec£ral
density Snc(f) = N_/2 then S_(£) =N_/2 and
N = (Né/z)._éflﬂ(f)lzdf | | o .(4—13)“ V

Consider now one dinterfering FM voice signal with nOrmalized'base~

- band power spectral density V(f) and separated from the transmitted data‘_
signal by A Hz as in Fig. 4~3. The spectrum'of this interfefing signal is
'(see Section IiI—l)

S(£) = (B /2) [V(£~£ _~8) + V(EFE +4)] L (4-14)

. where PV is the power in this éignal at the receiver input, and _;mV(f)df=l.

. The power in y(0) due to'this'interfering signal.is*

I = (PV/4)_£W|H(f)[2[v(f—A)+V(ffA)]df, j . (4-152)
= (Pv/z)_£*V(f—A)|ﬂ(f)|2df, o S - (4-15b)
= (P?/Z)_gmv(f5lﬂ(f—A)|2df E o :'_  (4-15¢)

 where (4-15b) ‘and (4-15c) follow from the fact that V(f) and |H(f)|2 are

even functions. If A=0 co-channel. interference results.

If the interfering signal is a data signal with nbrmalized base--
band power spectral”dehéity P(£) then the power in y(0) due to this inter—
fering data signal is

I = (Bé/Z)_émP(f)IH(fjA)lzdf | . ',:(4_16)

where'Pd is the power at the receiver input. Tor a PAM data signal of the




INTERFERING SIGNAL SPECTRUM -
o - DESIRED DATA |
SIGNAL SPECTRUM

Fig. 4-3 - Spectra of the deéireci data signal and the irllt‘érfering signal

TL
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>type'described in Section III—Z,‘f

i .- ' 2
P(£) = [GL(£)]
where‘[GT(f),l2 is constrained as in (4-9).

If ﬁore>fhan 6ne:interferiﬁg siénal,is>preséﬁt ﬁhén the output,
"noise-plus-iﬁterférence'power in y(0) is the.éum of tﬁe powers'of theée,com—
bonent signalsg tﬁis statement follows frbm the feasénablé and ﬁsual'assump—
tion that the interfering signals are from different‘soﬁrces and are there-

fore uncorrelated.

. IV-4 Signal—to—Interference‘énd Signal—fo—Noise Ratios

We can now calculate SNIR, the ratio of the signal energy in y(kT)
in Fig. 4~1 to the total noise power N plus interference power IV>(for voice

" interference) and Id.(for data interference) in y(t)l: Thus,

ASNIR‘f s/(N+sz+21d). (4-18) .
.where. sums % are over-all voice and data interferers.
5 =y (0) |
o 2
= ?s[—é.c(f)H(f?df],
I © . 2 . A i
-:PST[_£ GT(f)H(f)df]” | : | (4—19?
N = (NO/Z)_£w|H(f)|2df o o (4-20)
o 0 . 2 . o . ’ ’
I,=(®/2) [ V(f)IH(f—A)|.df | | (4_21)
I, - (Ed/Z);éwaT(f)JzHl(f—A)Izdf o (4-22)

To evaluate (4~18) we first determine N/S, IV/S‘and Id/S'as'
follows:

w/s = /2 )1 T ace | 2ag/ e (nn(eae® L (423)

(4-17) -
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IV/S

I

F® T LV a0 P feouman® -2

.1 ~1 e 2 2 o 0 2 .
I,/8 = 5@ /PO L [GT(f—A)[ [H(f)]_gf/[_é,GT(f)H(f)df] - (4-25)

£

: %
The above equations simplify considerably when H(f)=GT7(f) (matched

filtering), in which case

O Par -1 | L | ‘: .-‘ (4-26)
_;“GT(fSH(f)df =1 | , | N_ . R - (42

and
N/S = (N_/2° T) . _ | ' (4-28)
/s = (/P C, (AT, B, 8) L .jv o 429)
1,/5 = (2 /R ) cé,(AT, g>- ‘ -  " " '1' L _i »n£4—§0)

_where, with A=£T and x=1/T

C_(AT,B,g) = (2T)"1_£“V(f)[GT(f;A)lzdf . (4-31a)
= (1/21%) v e (mat) [Pan - (4-31b)
=L o). . o (=
= T«fOV(T) pg(T) cos 2mAtdrt (4 Blc?
= va(x)pg(x) cos ZHAdex " (4~314d)

-1 e 2 2. .

C4(AT,g) = (21) " _[ |G (£-0) | " e (£)|"af . (4-32a)

2, (2 12
= (1/27%) [ |G (A-8T) | IGT(A)] da (4-32b)
-1 fmp 2(T)>cés 2ﬂATdT- a | (4-32¢)
T “o' g B 4 . _
= f:pgz(x) cos ZﬁATxdx o ._ . . (4-324)

In (4-31) v(t) is the inverse Fourier transform of V(f) as defined
in Section III-1 and

g = LToy(0) gy(emae ey




:(or zero-isi MSK-type signals) are detected using the system in'Fig. 4-2,

.If the recelved data signal is represented by (4-1), the power is divided

desired data streams. An equivalént statement is that the power spectral
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where gT(t) is the inverse Fourier transform of GT(f). In obtaining. (4-31c)
and (4—32c) we have used . - L e

_OaE)Br(e-y)df = Tae)b(e)ed W, (4-34)
where A(f) and B(f) are the Fourier transforms of a(t) and b(t) respectively,

as well as the fact that'v(x) and pg(x) are even functions.

For‘métched‘filtgr‘rgception,;the fbllow;ng stétgmeﬁts‘are seen
to apply: | | | ' | |
1. N/S, IV/S and Id/S are all proportional to the ratio of the
receivéd noise or iqterference to the received siénal power. -
2, iv/S'énd‘id/S'éée proportional tb azcross—talkuterm'whiqh
depegds on the normalized channel spacing,AT:A/R and'the:time—

normalized basic PAM pulse shape g(t/T).

3, IV/S also deﬁends on the rms bandwidth B which affects. cross-—

" talk term C,» and on T.

These depéndencies4alsovapply when'H(f) is a non-matched filtér,

But/thé expressions for Cv and Cd are more doﬁplex.

- These results, obtained for Fig. 4-1, can be used when MSK signalé

equally between the in-phase and quadrature data streams, which do not inter-—
fere with each other during detection. For interfering signals, however,

both the in-phase and quadrature data streams do interfere with each of the

density of the interfefing signal is the sum of the (identical) power Spec-—

tral densities of the in-phase and quadrature data streams, since these are

pd
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uncorrelated. From these'afguments it follows that CV énd 8] for'MSK—tﬁpe'

d
signals equal twice the values given by (4—31) and (4-32) provided T is
replaced by 2T. As before PS is the total powef in the‘receivedvsignal,

including in-phase and quadrature components, P. the total received power

: _ d
in the interfering signal, and Pv the received power in the interfering FM

voice signal. The same conclusion.is reached by careful examination of

"Kalet's .[K1] work, with.appropriafe éhanges in notation.

IV-5 Co-Channel and Adjacent—Channel Signal-to-Interference Ratios for

Binéry PAM and MSK Signalling
The output signal—to—noise4plus—iﬁterference ratio SNIR in (4-18)

depends on T, AT, B, G(f) and H(f)‘although G(f) and H(f) should be selected

. for zero isi, as explained in Chapter 3.

In this section we determine-IV/S and-Id/S vs channel spacings A,

including the co-channel interference case A=0. We consider PAM signalling

with rectangular pulses as well as pulses with raised cosine spectra, MSK

“signals, and MSK-type signals (SFSK). The receiver uses matched filtering,

and in the case of MSK, a filter with an impulse response duration of T sec.

is also conmsidered in the receiver configuration of Fig. 4-23 such a filter

- leads to simplifiéation«of the.receiver, as explainéd by Kalet.and White

[K21.
For raised cosine signalling‘with’u=0,
0 |al's1/2
e (W)]? = e S (4-35)
' T A < 172 ‘ ' - :




BT

" Thus, Cd=0 for IATI > l,.and fqr,{AT| < 1- (without 1oss.in-generality A>0)

. Cd

1
( 1/2T2) [f2724)
AT-%

(1-AT) /2 S | (4-36)

"For raised cosine signalling with o=1,

o ' Al s
e ]2 = \ x (4-37)
: -T[l+ cgs ﬂA] .IAI <1 ‘
For JAT! 5 2, C;=0. TFor AT < 2
| 11 L
C, =% /S (I+ cox wA)(1+ cos. w(A=-AT)dA
d 8 4 : : :
AT-1
R NP 3 oin mAT . -38)
=3 (1~ 2}(2& cos ﬂAT)+‘l6ﬂ s1g TAT - (4-38)
For rectangular-—pulses  (conventional PSK) o ' ‘i
[ 1//7F |t] 2 T/2 | :
gp(t) = (4-39)
' 0 [t] > /2.
- and - A
L
. 0 ,ITI > T ,
Cd_= é’l(l—x)2 cos CZﬂATx)dx
.1 - sin 27AT o _
= Tmn?z - 2ﬂAT]_ : G 4l?
For AT=0, Cd=1/3.
With MSK-regarded‘as staggered quadrature PAM signals,
- l < . . . h o
= cos 7t/2T lt] < T
T I .
gom(t) =1 (4=b2) -




‘integration of (4-32c¢) is the easiest way to obtain C

“where pg(ZT) is given by (4-43). Conétant ¢

be specified. We selected both B and T

' ference than conventignal PSK signals for AT > 0.6, less adjacent—channei
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as explained in Section IV-4 and as noted by‘Kalet'[Kl]'(dur pé(r) equals
2T times Kalet's RS(T)): - o o
1wl o Lt b
o | Fein Tyt (- gp eos oyl <ot
Py (1) = IR (4-43)
L0 . ‘ » JT| > 2T

In this case, pg(T) and |G2T(f)|2 are sufficiently complex that numerical
a

Consider now.a non-matched MSK receiver filter with impulse re- -

~ sponse h(t)= V2 gZT(Zt) where gZT(t) is given by (4;42))and ph(T) = pg(ZT)

d_is determined from twi¢e the

vélue given by (4-25) and (4-30) or from

Ll | T 2 PN
Cq =7 é pg(T)ph(T) cos ZWATdT/[é gZT( T)h(t)dt] (4~44)
Numerical integrétion appears to be the easiest ﬁay to calculate Cd in
(4-44).

In determining CV’ a value for both T and rms bandwidth B.ﬁust
1
tent with the spectral emission constraints, in order to maximize data rate
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