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. moblle radlo channels.

ABSTRACT

Quantltatlve cr1ter1a are defined for des1gn and evaluatlon of land
mobile radio systems. These criteria include delay or blocking probablllty,

reliability as measured by 51gna1—to-no1se-plus-1nterference ratio SNR, and

throughput, and. are expressed in terms of the important .system variables.

Cost, which- changes rapidly with technology, is not expressed precisely, but

is related -in a semi~quantative. way to system variables.

The criteria are used to determine performance obtalnable with

cellular systems using conventional frequency division multiple access, and

fixed channel assignments. Particular emphasis is placed on the limitations -
resulting from co-channel and adjacent-channel interference, . since this ul-

timately limits information throughput. Maximum R/A values for various modu—}:

lation formats and channel assignment schemes are determined (where R is the
bit-rate and A the channel spacing), for fixed values of SNR, defined at a
particular cell radius. Throughput (spectrum efficiency) in bits/sec/Hz is

determined for various SNR values,- modulation formats, assignment schemes and .
channel codes, for various values of delay or blocking probability and number

of channels per mobile. The way in which channel encoding can be used to en-

hance spectrum efficiency and provide additional system'design.flexibility is

illustrated for both forward error- correctlon .and error—detectlon/retrans—

" mission modes.

"Specific results are obtained for systems of ‘up to 19'ce11s, with

"and without reuse of frequency channels.- Such systems’ are typical of those

in use or belng.pr0posed for immediate’ use. For given values of delay or
blocking probability, highest throughputs are obtained when frequency reuse

. is employed, together with channel encoding. The best code rate. depends on

the reuse .plan. . The appropriate error control protocol depends on the type
of message to bé transmitted; forward error correction (FEC) is best for

' real-time speech, FEC or ARQ are .appropriate for text,.and ARQ is best for
.control’ messages where accuracy requlrements are paramount. '

A The results bear directly on pollcy issues, Includlng the ‘selection

of A, spectral emission constraints, questions as to whether or not channels
should be used in an unrestricted way for both analog and digital transmis-
sion, and system designs Whlch should be encouraged to’ 1mprove spectrum ef-
f1c1ency . : . .

Issues requiring further study are didentified,. including the'mutual_'
interference between analog FM speech and data accurate determination of

bit-error probabilities over a radio coverage area, error control protocols
and. data block formats for improved efficiency, 1ow—b1t rate digital speech °
encoders, and .other schemes, 1nc1ud1ng spread Spectrum for sharing of land

.
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I  INTRODUCTION

- I-1 Scope and Objectives Of the Study

This. report presents the results of a Communications Canada Contract

study whose motivation, purpose and general approach are summarized below.

MOTIVATION - : | ‘ . R .

Recent advances in land mobile system development has provided

increasing evidence that digital transmission of dispatch data as well- as

\ otherddigitally encoded information. will constitute‘an important‘part of land"

‘~mobile communicatibn“traffic. The need for‘the develepment of guidelines

1dentifying transmission characteristlcs, requirements, and limitations of

.'-Vdigital transmission is becoming 1ncrea51ngly urgent These gu1delines would

'“lead to the development of new regulations and standards governing the techni—A

cal characteristics and operation of equ1pment and systems employing dlgltal

transmission of information over landcmobile communication channels.

The follow1ng items are of specific interest'
1) To study tradeoffs between channel bandw1dth,'spectrum efficiency,A
__and'equipment‘complexity whentutilizing‘digital modnlatipn.tech—
niques on Land.Mobile channels.i i
.2) ~Multi—user sharing for: data-transmisSion - to evaluate different
:sharing strategies, taking into consideration blocking proba—
_bility, queueing delay, data .rate and channel-bandWidth N
©3) :Data_reflecting relations hetween channel handw1dth'and spectrum
."efticiencyd(infdrmaticn bits) as mellpas the}relaticns mith o
‘eqdipment complexity. S J |

4) Brief description df'each;different strategy. _qu.each scheme



- produce data relating the number of users to Blocking pfoba—

'bility, queueing delay and channel occupancy.

\

PURPOSE

To produce technical data in support'of the development of guidelines -

for the use and operation-of Land Mobile radio equipment and systems in the 900
MHz band for communication over Land Mobile chanmels utilizing digital modula-

tion techniques.

GENERAL APPROACH

_The work involves fundamental questions concerning the'éha:ihg of

radiQ'broadcést spectrum over time, frequency and space among a population of

.users.

In order to compare alternative sharing schemes, it is necessary to '

.choose performance criteria, and to relate these to system variables and manage-

ment pfotbcols. The variables and protOCQIS'wouid’then be selected to give good

performance.

Many communication applications involve two-way transmission of.in-

- formation, often in an interactive conversational environment,’where:the’fol—

lowinglperfofmance criteria are meaningfgl:

.l) Eithef average delay between:tﬂeltime When a.message'is.ready
.ifbr transmission and the time 6f its receipt at the destiﬁatiqn,_
.:or‘probability_thaf the message ié bidckéd‘frdm.trénsﬁissiéh

beéause all facilities afe.in uée'(fér.somé managemenﬁ_pfot@cdls :
..bothvcritefia, which are inter—rélated;iafe appropriate) .
, .2)].Mes§age_transﬁission reliability;

3) * System cost.



- ‘tion and purpose.

4) Information throughput.
These criteria are not usually independent. For example, an increase in infor-

mation throughput or reliability normally implies an increase in system delay,.

if the system cost remains unchanged.

System variables include number of users, average message generation
rates, average message lengths, parameters associated with various .strategies

for sharing communication resources, digital modulation format, data rate, error’

detection/correction code, message retransmission protocol, and switching

scheme., Switching alternatives involve conventional line switching, and packet

switching. = Sharing (muitiplexing) strategies include the conventional division.
. of the frequenéy spectrum into channels with particular channels- being assigned -

:to'different geographic regions, spread spectrum multiple accessing, and aloha-

types of contention multiplexing. Packet switching variables include packét
length and routing algorithms. Conveﬁtional»spectrum channelization parameteré

include chammel bandwidth and rules for assignment of channels to geographic

. regions.

It is desirable that analysis, evaluation and design procedures be

" based as much as possible on analytical models of various system coﬁfigurations.

Such models facilitate calculation of pérforﬁanée‘criteria and optimization of

these criteria. In those cases where quantative determination of performance -

.'is not ‘feasible, approximation techniques orrsimulations'would be:réquired.'

A, thorough andfdétailed-considefaﬁion~of:all aspects related ‘to the’

proposed research-is surely not feasible under the constraints of the present

‘-.contréct;f Thus, it was recognized at .the outset that an important part of the
study would- involve selectibn'frbm amQﬁg'various<éitéfnativés an apprbach

- which would provide useful technical data consistént with the study's motiva-

[N



. summary follows;

RESULTS

This.report emphaéizésvcellular systems employing spectrum ‘sharing
via.freqdenéy division multiple aécess-(FDMA). Partiéular emﬁhaéié‘is giéén
éo performance. limitations resulting from éo;channel and adjaéent—channei
;nterferenée} Celiular systems are §f current interest, are in current use,
and repreéent a natural and readiiy implemented extension of convenfioﬁal.

FM systems for analog voice transmission.
" The report deals extensively with all issues raised under ''motiva-
tion". Cutves and tables are provided to facilitate determination of through-

put and spectrum efficiency for a given delay or‘biocking"probability, at a

.specifiedfsigﬁaléto—noise—plus—interference’ratio. A detailed executive

P

‘I-2  Executive Summary

This:report presents a;quantitative-analysis:Qf the performance of

.cellulaf_systems with fixed channel assignments. The analysis_prdéedures.

develope& are applidablé to other spectrum'sﬁqrimg_schemes.

>:‘ChéEtef 2_identifies three types.bf'meésage sources, including. -

. épeech, text and control data. . The daﬁa:rates and accuracy requirements of

these differs considerably. Speech has é;high{dataifate:but.lqw acéuracy'

. requirements, while the converse applies to control information.

- Chapter 2 also examines tﬁe;fﬁnctional tasks of digital communica-

tion systems, and reviews digital modulation formats and implementations
~ particu1aily suited to land mobile-radio.systems. These formats includ¢'
_binary PAM, PSK (and DPSK).and FSK. Of particular importance are ‘transmission ... =~ ..

' bandwidthé, spectral rollroff~rates;which‘afféct adjacent—chanﬁel:iﬁterference,i




terms -of m. ’

{

.and susceptibility to signal level fluctuations. - These fluctuations result -

from Rayleigh fading, shadowing and mobile-base separation changes, and can’
exceed 90 dB. Interference effects are described, and the effects of co-
channel and adjacent-channel interference are described quantitatively for:

digital signals, by an interference4function'C(A/R),'where A and R,denote the

" channel separation ‘and bit rate, respectively. Bit-error prohability expres—

sions are summdrized for the various modulation formats consideved. _Alterna—
tive snectrum sharing alternatives are summarized. It is noted that conven—v
tional frequency division multiplexing is an easily implemented-extension of
existing}analog FM systems, and that'fixed-channel assignments are-easily

A

implemented and seem best for heavily loaded channels.

‘Chapter 3 sets out system performance criteria, and expresses:these

~in terms of system variables and message traffic parameters. Performance -

criteria'selECted include delay D:or blocking probability PB, system through-

~ put’ (spectrum efficiency) Q in bits[sec/Hz, reliability, and cost. ~Both D

and PB are expressed in terms of . the number of - channels/mobile m, and: the

channel utilization factor. Reliability is defined in terms of the Signal -to-

noise-plus—- interference ratio SNR, defined as the wanted signal at distance -

_ r//— from the transmitter where r.is the cell radius, interference is. assumed

located at ceil centre. Cost is determined indirectly-by obserVing values for

‘.m and the number of bases N, and by noting the compleXity of the modulation

format, channel assignment scheme and channel code. -System comparisons in-*

volve finding thefminimum A/R walues which will:meet a given SNR requirement,

5assuming co- channel and adJacent channel interference to be the major sources

of'disturbance._ Once A/R has been obtained PB D and Q are determined in

v

Use of both Pﬁ and D as performence criteria creates system design




' conflicts. Minimal delay favours minimal values for m and A/R, and large R

“values. Low P_ values favour small A/R and large m, with R equal to (énd

B

not in excess of) the rate required for real-time transmission. Both criteria
are of interest, since a channel may carry both real-time speech and non-real-

time data traffic. Also included in Chapter 3 is a discussioh of channel

occupancy, and graphs for determining perfbrmance criteria of various system

configurations.

_ Chapter 4 preéents a thorough analysis of single cell systems.

Effects of A, R, m, system bandwidth B and modulation format oh SNR, PB and

"D and Q are considered in detail.  For SNR % 30 dB, MSK is seen to yield

highex sPectfum‘efficiehcie3~than PSK, PAM and SFSK;. the reason .for this re-

sult is the relatively fast spectral roll-off rate of MSK for this SNR fange;‘

Above 40 dB, SFSK is most efficient.

Chagter'S considers multi-cell systems which do not reuse fréquency_

channels, and provides detailed results for systems having three, seven and

" nineteen cells. Channels are assigned to-minimize adjacent-channel dintexr- .

ference. ‘Maximum throughputs for the_three_typés of'systems differ consider—

abl§. .ForjMSK with SNR = 20 dB, for example,,maximum'thfoughputs‘fbr.systems

-contéining 1, 3, 7 and 19 cells are, respectively, .95, 1.58,11;58 and 4.6;
+ for PSK these maximum values equal .0.30, O.65,Ll.2 and 3.6. Excebt for cer-

" tain special situations, MSK permité greater spectrum efficiency than PSK.

Also indicated in Chapter 4 is the range of values of Q and m for which

various cellular plans. are best for givenﬂPB values. Generally, as Q in-

' ' creases, larger numbers of .cells become_advéntageoﬁsQ -

Chapter '6 considers. cellular systemsAwhich reuse ffequéncy-channels,

. to reduce the minimum number of channels per mobile and to imprdveﬁspectrum'

effiCiencyg: Reuse causes co-channel interference which limits the obtainable’



SNR value. Maximum R/A values are determined, subject to SNR limitations.
As the number of ‘groups of channels increase, co-channel interference de-
creases, and adjacent-channel interference also decreases slightly. For 3-

cell, 4-cell, 7-cell and 9-cell reuse plans, maximum throughputs for MSK-

~ (PSK) at -SNR = 20 dB are: 5.0 (3.3), 6.0 (4.0), 4,5 (4.0), 5.3 (9), as com-—

pared with 4.6 (3.8) for. a 19-cell system with no reuse. With PB constrained

at 0.2, spectrum efficiencies for the above systems are: 4.0 (2.6), 4.6 (3.1),
3.0 (2.6), 3.2 (5.4) vs. 1.8 (1.5) for a 19-cell system with no frequency . -
reuse. |

" The importance of accurately specifying the propagationlfactor n

in determining spectrum efficiency is also illustrated in Chapter 6. Out -

-results are obtained with n = 3.5.

Chapter 7 examines the use of codes for:forward error. correction

r(FEC).as well as  for error detection'and rétransmission (ARQ). High inter-

‘-ference levels and high channel bit rates may result in unacceptably_high

raw bit-error probabilities.. Channel encoding combats these problems, as

: illustrated_by specific examples, and permits greater flexibility and spectrum
B efficiency through increased reuse than otherwise possible., For example, use

© of MSKjwith 40—channel,transceivers'uP = 0.2, and decoded information. bit-

B .

. -error probability_pb = 107" requires a 12- cell reuse pattern for 19~ cell

;systems; with throughput Q = 0.5 bits/sec/sz ‘Use of a (lS 7) double -error

Acorrectlng codes permlts a 4-cell reuse pattern with Q = 2.8 bits/sec/Hz.

" The pb value is a nominal one at a d1stance l//_ time the cell radlus " More

work is needed to. determlne its value -at various cell locatlons.

Chapter 7 also proposes codlng to’ accommodate the dlfferent speed—

accuracy requlrements of the dlfferent types of messages 1dent1f1ed 1n Chapter

2, The accommodatlon is via mode control bltS in data blocks whose structure




is examined in'relation to coding and spectrum efficiency.

’,ChaEter 8 summarizes the major results of this study, indicates how
they relate to important spectrum management policy issues and identifies
issues needing .additional study. The work has a direot‘bearing‘on A and R,

whose selection depends to some extent on whether or not separate frequency

. bands are to be used for digital transmission. If chaﬁnels are to be used in

an unrestrlcted way for both d1g1tal and conventlonal analog FM voice trans—

'm1551on, addltional work is needed. to determlne nutual adJacent—channel inter-

'.ference between analog and digital signals. Earlier work shows this mutual

interference to be very dependent on the pre-modulation filtering of the

\

speech s1gnal This fllterlng affects the: spectral roll—off rates of the

transmltted signal, and it is this roll—off rate Wthh ultlmately determlnes

_.adjacent—chanhel interference levels. For this reason, rollfoff1rates may be

_a useful addition to regulatory spectral emission constraints.

More detailed calculations of bit-—error probabilities at various
cell locations are required. Both averages. and worst case error rates would
be useful. These are needed to more accurately determine best values for A

and R, and most. favourable channel assignments and reuse plans.

Finally, additional study is needed to make performance comparisons, .
as,illustrated in this study, between cellular systems and other spectrum

sharing schemes,-including.spread~spectrum multiple .access.

i



-

II  MODULATION, CODING AND SPECTRUM

SHARING. FOR LAND MOBILE. RADIO CHANNELS

II-1 Introduction

In order to assess the performance of any communication system, it
is first necessary to fully understand system operation, and in particular to
isolate key system parameters and operational policies. This task is accom-

plished in the present chapter.

It is also important to clearly'afticulate performance criteria,
and to express these criteria in terms of the system parameters and opera-

tional poliecies. Chapter'III accomplishes thié task.

The present chapter identifies the important functional tasks per-

 formed by a digital communication transmitter and receiver, delineates types

of message sources, summarizes land mobile channel physical behaviour, pre-

sents for various modulation formats transmitted spectra, interference effects

and bit-error probabilities, summarizes the effects of using various error con-

trol protocols, and briefly examines various spectrum sharing alternatives.

11—2 ~Information Soﬁrces for Land Mobile Radio Channels

' Three types of information sources- can be identified as requiring

- transmission over land mobile radio channels, as follows:

‘1. Voice information (speech) is real-time information with con-

sideréﬁlé nétufal redundancy.- in‘the‘absehﬁe 6f-a1§rqhibiti§eiy
>.la£ger storage buffer, speech fequires:trgﬁsmission as.it>is'

geheraped; i.e.»real—time'trahgmissioﬁ; 'Thé actual>source informé—
’tio& ré;e is less.than_lOO'bits/secg h§weVer; any.Qiable4éﬁcodiﬁg‘

‘technique, such as adaptive differential PCM. (ADPCM) requires a
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transmission rate in éxcess of'approximately'lo‘Kb/s [F1, H1, ci].
Bécauée.§f~its natural redundancy, réndoﬁ Bit eréor rates as low
as»lO“zido not prevent intelligible transmission Qf speech [F1, H1,
Cl]. Documentation regarding burst error effécts on‘digitally

transmitted speech is scarce; however, some results are available

[yi, Ji].

2. Text information like voice contaiﬁs redundancy. Shannon -[S1]
eStimated‘that English text is épproximatel§ SOZ-rédundént‘inffhat
raﬁdom deletion of.up to half of the méssage_dbés not prevent;re—
construcﬁipn (possibly With'difficulty)_of the:remainder. :TeXt.
symbols. are normally geﬁerated at a rate sufficieﬂtlyllow to

require neither immediate nor réal—time transmissidﬁ. Trénsmiséion"

errors are annoying in that they may cause "spelling" errors upon

reconstruction of the received text. However, these errors are.

normally correctable by the reader provided they don't occur too

frequently. Video facsimile would fall into the text information

'Category because of its redundant and non-real-time nature, although

buffer storage limitations may require a scanning rate commensurate

with average data transmission rate. -

3. - Control information includes vehicle status reports, vehicle

- dispatch orders and street addresses.. Because control information

contains minimal redundancy, accuracy of its transmission is essen-

’:tial.‘ Although  real-time transmission of control data isAselddm

necessary, promptstransmisgion is normallYfrequired.

" Fortunately, information sources requiring accurate transmission do not nor-
- . mally require high data transmission rates; conversely, information requiring -

~ high speed transmission.does not normally' carry stringent accuracy requirements.
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Communication in a mobile environment often involves transmission

 priorities. It may therefore be advantageous to.provide for two or more

I

digital transmission'modes, one of which would favour speed while another would

favour accuracy. Implementation of this strategy is considered in Section 7-5.

II-3 Functional Tasks of Digital Communication Transceivers

‘Fig. 2-1 shows in block diagram a digital communication link, whose

component subsystems perform the following tasks rGl, 11]:

1. Source encoder: converts the'message‘sourcé which may be either
analog or digital into a binary digit. stream which idéally has no
} ' . ’

_reduﬁdapcy.

/

2. Channel encoder: maps source digit sequences into channel digit

sequences which contain controlled amounts of redundancy to combat
channel transmission errors, either by means of forward error cor-:

rection, or error detection and retransmission, or-both.

3. Modulator: converts binary digit sequences from the channel en-

coder into signals suitable for transmission over the physical wave-

form channel.

4., Demodulator:. extracts from the received signal r(t) a replicé‘

of the channel-encoded digits.

5. Channel Decoder: maps:the demodulated binary digits into source

S

digits. ' .

~

6. Source Decoder: wuses the channel;decoder_outputubits to recon- -

struct a replica of the original message..

of two or all three types of information, each with different speed-vs—accuracy
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Fig; 1,2.—1. Block &iagrafn of a digital communication link.

a




" consists of a superposition of time-translates of a few basic signals [L1].

.13

The term digital communication implies a fundamental constraint on

the transmitter and receiver in Fig. 2—1,4namely'that the transmitted signal

(3

Thus, each successive sequence of N=log,M binary digits_from the channel en-
coder is mapped into a modulator pulse, omne or mqre_of'whose characteristics,

such as amplitude, phase, frequenéy, positién or duration, depend on the

~ binary sequence. The result is M'ary pulse amplitude modulation (PAM or

digital AM), phase modulation (PM), frequency modulation‘(FM), pulse position

modulation (PDM), or pulse duration modulation (PDM). In many cases of practi-

~cal interest M is small, typically’M ¥ 32,

N NN

The restriction to digital signalling is for ease of system imple-

 mentation. - Even with this constraint, the bit-error probability can be made

arbitrarly small by proper channel encodér/dgéoaet‘design provided that the
rate at which source digits'is tfansmittéd does not exceed the capacity .in

bits/sec of the digital channel le,:Gl;fWi]Q

In designing the modulator and demodulator;Aknowledgé of'thé wave—'

' form channel behaviour is essential., The modulator is mormally constrained in
. either peak or average transmitter power and, in the case of radio channels, -

in spectral emission characteristics. Simplicity.of implementation is a

primaryvconsidératioﬁ in implementation of the demodulator which is normally

.4deSigned to minimize the probability of a demodulated bit error. Synchroniza-

tion at both the carrier signal level and binary symbol 1evel-is'an-additional

Nnecessafy and bften-difficult task of the déﬁbdulator [L2, s2]. Symbol syn-

‘chronization is often an added consideration. in modulator design. - -
..Effective channel encoders caﬁ_be implemented using linear feedback
shift registers [Gl, L3, Pl]. Decoding is more difficult and, except for - .

selected (but very useful) codes,-requires decoding algorithms whose impiemen—.
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tation is often proh1b1t1vely expensive. Design and performance analysis of

channel encoders and decoders requires knowledge of the bit-error StatlSthS

of’the digital channel in Fig. 2-1, 1nc1ud1ng bit-error dependenc1es.

. .t
’ i

Improved source encoding is needed for highly redundant sources such

as speech and video data if significant reductions in transmitted bit rates

. (and therefore in required channel bandwidth)'are to be realized. We do not
consider in this report amny of the multitude of source coding schemes which,
. because of the continually improving micro-circuitry, are becoming‘everieasier

- to implement.

Land mobile radio channels are dispersive in time, frequency, and

‘space [J2, C2, K1l]. 'Relative motion between the transmitter and receiver

causes -the level of a received narrow;band'signal to~fluctuate rapidly, as

':"indicatea in Fig. 2.2.. These level changes are due to scattering and multi-
' path and vary with the receiver's spatlal locatlon ‘and with the frequency band
;occuplediby the 51gnal., The rate of 51énal level “change depends on the veloci-
»»ties of the mobile transceiver, which veloc1ty.1s itself variable. Adgacent
peaks in the signal envelope correspond to- changes in the relat1ve separatlon -
beétween transﬁltter and recelver of one—half the. (narrow—band) 51gnal s wave-

» 1ength.

The amplitude probability density:fr(d) of the received signal level
r is reasonably well approximated by the Rayleigh distribution, as follows -

[wi, F2]:

. (2u/r0)hexo»(—a2/rb)' Lo >0 . .

f”(a) . -
e e
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. o  SPEED=12MPH
o - =301 L 1 1"4"f~
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- Fig. 2-2 'Received signal level vs. time in an urban environment.

Vehicle speed: 12 mph. Carrier frequency: 850 MHz.
‘(after Arredondo and Smith [Al])..




.tion, as follows [J2, F2]:
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‘wheré s = Jﬂro/Z is the local mean level of the received signal and rg is the

average energy in the received signal. The.distribution of r2 the received '

.signal energy is [Wl, Fl]:

(1/rg) exp (-a/ry) o >0 R
frz(a) = , : o o (2-2).
) 0 : o <0 ‘
The local mean signal level s varies slowly over several. wavelengths

as a result of gradual changes in path transmission characteristics.- These

changes'result from variations in'shadowing'caused by topographical features -

- ‘such as street width, building heightvand hills. The amplitude probability

‘density'of s in dB is reasonably well approximated by. the 1og—norma1'distribu;

\

£ (@) = —E— exp (~(a-m)2/202) o duﬂ'd.'(Zeé)
8 2mo o C

In (2—3j m is the mean signal level in dB averaged over several wavelengths
(typlcally 50 m),_and o is the standard dev1atlon in dB of the local mean, o .

has ‘been quated as 6 dB in London [F2] and as 8- 12 dB in Japan and the U.S.A.

- [F2, J2].
. “The local mean m varies over the mobile coverage area-as the distance i:j
D.between transmitter and receiver changes. This variation is proportional'to'v

where 2<n<4 [J2 01] for D ? 40 km (25 m11es) The'raterf attenuation of . .

n tendsvto>1ncrease with D. A recent study shows that n v 3.7 in urban

" Philadelphia [01].

* The rate of ‘signal level variation.relativeito vehicle speed affectsisl

the performance of various d1g1ta1 transm1ss1on schemes. The carrler slgnal s
'wavelength A—c/f where c is the veloclty of light (3 x 108 m/sec) and £ the
carrler frequency. At 900 MHz, A= lft.. Thus, fadlng minima in Flg. 2—2 cor- .

respond to vehlcle movements of 1/2 ft..(1/6 m) : At 15 mph (22 /sec) a moblle'1>\'
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.moves 44 half—wavelengths in one sec. For data rates of 10 Kb/s, 227 bits are
~transmitted as a vehicle moving at 15 mph moves one-half wavelength.“ For data

-'rates of 1 Kb/s, 11 bits are transmitted as'a'vehicle moving at 30 mphihoves

one-half wavelength. Thus, at 10 Kb/s and 15'mph}a‘lOOAbit~data block is

- transmitted as“the.vehicle moves one-quarter Wavelength.‘ At 1 Kb/s and 30 mph

a 100 bit block is transmitted as the‘vehicle moves .5 wavelengths. It follows
that the received signal level is relativelyltonstant'over one bit period, but

not necessarily'during the transmission of one .ddta block when using conven-

“tional 30 kHz channels. The mean’signal'level, however, being relatively con-

stant over 50 m, is relatively constant over one transmitted data block.
The random doppler shifts in signal frequency caused by vehicle
motion also broadens the power spectral‘density.of.the-radiated.signal on’ the *

order of 50 Hz at 20 mph. Because radiated spectra normally have’bandWidths

.v.v1n excess of 10 Khz, this spectrum broadlng can be neglected below l GHz, for .

spectral occupancy-calculatlons.

The signal level variations resulting from fading, local mean varia—‘

. tions, and variations in transmitter—receiver separation D can »excee‘d' 20 dB,

10 dB and 60 dB, respectively, Wthh together can. cause a total’ received signal o

level varlatlon in excess of 90 dB; One way to combat these large fluctuatlons ‘

. is to use one or more types of d1ver51ty, based on the fact - that these varia-

. tions are'not uniform over time, space or frequency. Eor example spatlal

d1ver51ty utlllZES several base. statlon antennas located at the edge of the.

radlo coverage area to reduce- fluctuatlons in base—statlon recelved 51gnal

level‘resulting from all these.of»the above—noted4causes [J2].: By sw1tch1ng

‘these antennas durlng transmission from the base statlon varlatlons in mobile

. receiver 51gnal level due to shad0w1ng and D loss can: also be reduced con—‘

'*siderably [J2]1' Space dlver51ty systems utlllze the fact that the probablllty
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of two or more transmission paths being poor at the same time is considerably

_iess than -the correspondiﬁg probability-for any'individual path. - Forward error

correcting [Ll, G1l] codes involve use of time diversity. Fréquency diversity

.

is an inherent part -of recently proposednspread spectrum systems, in which o

each transceiver makes full use of the available spectrum.

An alternative to diversity involves transmitting information at a

rate which depends either directly or .indirectly on the signal-to-noise ratio

.(SNR) at the receiver.. Transmission rates are high when SNR is high, "and
conversely. Variable-rate transmission qormally'implies a'two—way channel

‘between transmitter and receiver. The receiver may estimate its signal-to-

1

noise ratio and transmit this estimate to the transmitter, whose information

transmission rate is adjusted accordingly [C3, C4].. Alternatively;_thé°

decoder 'in the receiver may detect, .rather than correct’ errors in transmitted
bit sequences, and request retransmission of those sequences received in error.

Retransmission probability is highest and infqrmatidn‘throughpﬁtfis 1dwest.whehl

SNR is low; thus,  the actual information rate adjusts aufomatically to the
state of the channel.

Again, it should be em?hasized,thét Fig. 2.2 cofrespohds_td a: signal

‘whose bandwidth is sufficiently narrow that the 1ével,of all'freQuengy components

vary in unison (flat fading). Conventional,301kH2‘land mobile channels meet

this narrow-band criterion; as indicated earlier, spread spectrum systems do not.
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I1-5 Modulation Alternatives for Land Mobile Radio Channels

_ D1g1tal modulation formats for conventlonal FM voice channels
(=30\kHz bandw1dth) have been considered in earller_repprts [Dl] The methods o
deemed suitable include binary antipodal,PAM,'PSK_(and differentlal PSK), and

. FSK.

In pulse amplitude~modulation (PAM) theldigital-data modulatbr in

Fig. 2-1 generates a signal s(t) whose constltutive pulse amplltudes depend on

the symbol sequences {al} 1mpressed upon the modulator [Ll] Thus

| s(t) = [Z a

g(t—kT)] V2P cos (mct ey ."_. -3

k

\

where akfil,Ag(t) is the basiczmodulatcr pulse'shape; m; is.the (radian) car—‘
'rier~signai.frequency, 8 is the carrler phase;hT=Rf1:where R is the'hit rate
andfPJis the power;offthe'unmodulated carrier:signal.
PAM.is best restrlctedhto‘hinarypantlpodal tc:avoid the need for
' decision level adjustment in accordance with'signal level changes (the deciSion
h‘ level remains at aero). Pulses g(t)”with éero-lntersymbol interference (isi)‘
vat sampling.tines.are also_reqﬁired,'since isi receivefs‘depend ondthessignaly.
level, | | | |
Fig. 2-3. shows three~differentipulse‘Shanes;fall of - which shon zero
.intersymbol interference at the sampllng‘tlmesft;nl, n#0. .The twcjnon—'”"

<rectangular pulses are derlved “from the famlly of pulse shapes .-

e = _K(Sm“t/T>(°°S : “”T> R _'- | 5(_2'—4)_
o o m/T 1-(2at/T)? ' Eo

“»where a (0<a<l) controls the pulse "excess" bandW1dth [Ll] and K the pulse

'power. For a=0, £ (t) in Flg. 2—3,results,‘whereas £ (t) occurs for a=l; The-
’ laroer is a, the less is the performance degredatlon caused by sample t1m1ng
_errors»[Ll] The actual modulator pulse g(t) is derlved from the correspondlnga»i

;mcdulator pulseﬁshape'f(t), as’follows; ,for the:rectangular pulse,_gb(t)=fb(t)
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Nt
T ,.2.Tq 3T,

‘Te 2T, 3T,

Flg 2-3 PAM pulse shapes where f(t) is the pulse shape follow1ng

. matched fllterlng at -the demodulator.
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while for the family specified by (2-4) g(t) is the iﬁversg Fourier transform

‘ - of YF(f) where F(f) is the Fourier transform of f(t)w‘ These comments follow

from the fact that minimization of bit error probability on a white Gaussian
noise all-pass channel requires that the modulator pulse shape and receiver

baseband filter impulse response be identical [L1].
The power spectral density S(f) of the transmitted PAM signal s(t) is
S(E) = E{P(f+fc> + P(f-fc)] - - (2-5)

where P(f) is the power spectral density of the baseband signal p(t) =

'z a, g(t-kT). Fig. 2-4 shows the corresponding plots of S(f); the sampliﬁg -

periods have been selected to enable the.spectra to fit tightly inside a ftop—.'

hat'" spectral emission constraint. Pulse shape-(b) is time-limited but has

épectral components at all frequencies, whereas_pulsé shapes (a) and (c) ‘are

not time-limited but are strictly limited in bandwidth.

Determination of the maximum permissible data rate for binary signal— :

ling .is easiest for the sin t/t - tyﬁe pulse‘with spectral-density
X =1/2w_  |f| <w
a a . a ‘ -
5 .(6) = o ‘ R : (2-6)
- 0 S EI R

" Amplitude Ka;is selected to ensure that the:tranémitted power is équal7to_that_i

of the unmodulated carrier signal. The transmitted powgr PT in the transmitted‘ 

'signal'_ , A L _ o
| | .s(t) = p(t) JE?iCos (mct + ¢5: _:->_ _ | : . '(2—7):
. = Pl_éw P(£) df : :i__:f» ~' :;“ _' ;j___f2—85

T

+ from Which it follows immediately;tﬁat _ééAP(f) df = 1, where P(f). is the power

"_“spectrai'density.of baseband signal‘p(t);::
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Use of: (2-6) together with

10 log1gE(E) = 8 -3.4 |£] - 10%|£|20 - (2-9)

where E(f) is the spectral emission constraint boundary in Fig. 2-4 for

frequencies 10<|f]<20(f in kHz), yields the maximum value of Waﬁ15.54kHz. This

value\_o'f,Wa solves the following equation:

10 logjo (1/2W) = 8 -3.4W. © (2-10)

.It follows. that the maximum bit'rate is Ra=2 Waﬁ3l Kb/s.v It should belmoted'.

l-that the total absence ofAspectralteﬁergy outside the frequency band fcilS.S

kHz in Fig. 24 implies zero interference with adjacent channels whoseé separa-.

~ tion from £, exceeds 31 kiz.

) A~similar determination of the maximum bit rate- can be made for.

conventional blnary antlpodal ASK for which

Sb(f) Kb T (sin T£T /nfT )2 ::.:l : ) A =(2-lla)

. To ensure _gw»Sb(f)df =1, Kb=1 To estlmate the maximum bit rate Rb— -1 for
f which Sb(f) tightly fits the spectral emission constraint one can determlne

the minimum T; for which the envelope 1/(rf)?T, equals -60 dB for £=20 kilz.

b

The resulting value of R, is obtained from

R/ 20;000)2 - 1078 f o S .\-V‘~(2;l15>.f:

L which yields Rb 3.95 Kb/s Thus, the maximum bit rate permlsslble for
,'conventlonal rectangular pulses under the "top—hat" constralnt 1s 12. 7/ of l
:_'that permltted for sin t/t - type pulsesc; In addltlon some 1nterference is

' “generated for adJacent cnaqnels at arbltrarlly large frequenc1es from f .

K(:N»= TQV" }‘;f :; : "f::-i“ - |fl<(1‘“)/2T h
: _ T e o S -
BENGHEIREE S 1-sin{§nmé/a)(;f‘§%;9] (l—u)/ZT <|f|<(l+u)/2T

o ;'f;;fa; | lfl><l+a>/2T |

PR

" The power spectral den51ty S (f) of the transmitted 31gnal Wlth a=1 1s'.cfj"u'

RRCHIN




' maximum bit rate for the case o=0. Fig. 2-4 yields R =20 Kb/s which, because

'phase angle, P is . the recelved power,-wc is the-carrler frequency, w, + w:
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To fit Sc(f) tightly inside  the spectral emission charaeteristic one
plots 10 logjg Sc(f) for various values of TC and thereby determines the maxi-
mum bit rate RC=TC—1’ The result will always exceed (1 - %)Ra where Ra is the
of .the emission constraint roll-off from -26dB to ;60dB, exceeds the lower
bound Ra/Z ~ 15,5 Kb/s. To avoid adjacent—channel interference, frequency

channels must be separated by at least 40 kHz.

Reduction of o would increase the maximum allowable bit rate as well

as the timing error semsitivity. Thus, selection-dfrexcess bandwidth o permits

a trade-off between these quantities._ Selection of other pulse shapes limited~

\

to [0,T] such as triangles, half-c051ne pulses and other zero-isi pulses not
-,llm1ted to [0,T] results in bit rates Whlch lle-between>R = 31 Kb/s and

R = 4 Kb/s.

Optimum digital data demodulators for PAM in white Gaussian noise
are as shown in Fig.‘275.‘ In the. absence of isi, the filter impulse response

-h(t) is matched to the modulator pulse shape g(t).

For FSK, the transmitted signal s(t) in Fig. 2-1 is of the form

s(t) = V2P cos (mct + wy _£t.X(T)-dT + Qj . l' (2-12)
‘ where~‘
x(t) = ) a g(t—kT) .l ' _:‘_ - . - S '(2-13)

k=—c0
and {ak} denotes the sequence of symbols to be transmltted 6 is a random

d x(t)

is the 1nstantaneous frequency, and w is. the peak frequency dev1at10n when

d

x(t) is’ normallzed to have unity. peak amplltude. When g(t) in (2—13) is a

rectangular pulse
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1 (0<t<T o o
g(t) = | - o o (2-14)
0 . t<0, t>T '
and conventional FSK results. The selection of g(t) to give s(t) the most
desirable spectral shape while maintaining low error rates remains an unsolved

;oo

_problem, in general.

Receivers for FéK signals are of the formlshown in Fig. 2-5, except
that for optimum reception, the receiver signal processor consists of a bank
~of filters, With each filter matched to one of the N possible FSK pulses
- [L1,W1l] (N=2 for binary signalling). Such receivers perform coherent-detection.
' Optimum incoherent detection invo lves mat ched fil tering followed by envelope
'detection, the result is a simpler receiver, since the phase 6 in (2 12) need !
.not be tracked by the receiver. Another (suboptimum) receiver con51sts of a
_bandpass‘filter, followedihy-a limiter—discriminator, folIOWedsby a lowpassl

.. filter as the receiver signal processor [Tl,JZ].

When the data rate R for conventional binary FSK is:such:that
= 4fd = de/ﬂ, minimum shift keying (MSK)wresultsr;lMSK signals can he_Viewed
' as.beingfcomposed of quadrature carrier PAM'signals modulated by alternative
fdatatbits~[K2;A2,GZ]. Viewed in this way, MSK signals can be detected co-—
iherently using the receiver in Fig..2—6. The result is a 3dB 1mprovement in.
received power utlllzation over that wh1ch results when MSK is detected
A -(coherently) as.binary.orthcgonal FSK. The bas1c pulse shapes g(t) for each

quadrature data stream are as follows: -

1 . mt 1S
/¥ cos 5T __|t[<T | L .
g(t) = | o . o oo (2-15)
: 0 e . -

jd.The transmitted MSK s1gnal is of the form

s(t) = V2[ % a, g(t—lT)cos(an t+6) +I a.g(rt-;iT\)sin(ZﬁfCt-l-e)]_ ~(2-16)
C i even : ¢ i odd oo o
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where P is the transmitted power, {ai}, are the binary symbols, and 6 a random
phase angle.

In general, the determination of the power spectral density of
digital FM signals is difficult,:and requires approximate techniques [G3,53,T1]

However, for binary MSK the power spectral demsity S, . (f) is as follows:

MSK
SMSK(f)- - 8PT(1+cos4ﬂfT) | S el
- 72 (1-16T2£2)2 _ o
where f is the frequency offset from the carrier.. Fig. 2-7 shows SMSK(f) fitted .

tightly within the "top-hat" characteristic referred to earlier, for which the

maximum permitted bit-rate is R=36 Kbs.

N

The,compact MSK spectrum results because of phase’continuity between'

b1ts. Extenslon of phase contlnulty to the first and hlgher derlvatlves leads

" to MSK—type slgnals, such as s1nus01da1 FSK (SFSK) [A2], where the transm1tted~

slgnal cons1sts of two quadrature data streams of the form of (2 16) w1th

1 ' 2mE,
| J% cos[ZT‘— U s1n,—%—]-: :lt[<T | N
g(t) = ' . : . ' - (2-18) -
0 - R ItI;T“

_ where U=1/4. Analysls shows that SFSK signals have spectra which fall off as
-:i f"é,'as.compared with f'”.for MSK‘and ffz.for conventlonal.PSK. F1g 2—8 shows
"spectra for these three*types_of.signals; Note that_SfSK is more d1ff1cult~to

.'.wimpieﬁent than MSK.

. A conventional digitallphase‘modulatedisignalrisiof-the;form'J-'

Cse) = v § g(t;kT)(cos‘m t.¥'¢ﬁ)'..H S (2-19a)
- , . 'k=—°° c k } _

where rectangular pulse g(t) is- deflned in (2—14) ‘ Phase sequency {¢ } varles' ‘
in accordance w1th symbol.sequence {a } for example ¢ "Zkﬂ/L (k—l 2,..;QL)_\'

'lwhere'L»ls the»number of symbol levels.a:a~
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. . . Fig. 2-8 FM spectra for MSK, OQPSK and SFSK signals (after Simon [S41). R
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" Eqn. (2-19a) may be rewritten\as‘follomsf
(t) /""{[kjmbk g(t-kT)]cos Wt + [k_—m ‘g(tlkT)] sin wct}:w_ (2;19b)
where - | | |
'bi{ =" cos 4’1{ : SR : o _ | (2-19¢)
- = sin ¢k ' o : : .(2—19d)
b = 20/ S : | (2190

Thus, conventional PSK consists of quadrature‘PAMvsignals.' For binary PSK

k

~ cal to PAM with rectangular baseband pulses,»and the power spectral density of

s(t) in (2j19) is given by the response SB(f)‘in Fig. 2-3.

. Optimal detection of conventional PSK on Gaussian white:noiseﬁ-

channels involves synchronous demodulation‘of'the:quadratureAcarriers sin-wét
and cos w, t, processing of each of. these’demodulated‘signals'by filters mat ched

‘~to g(t), sampling of the’ filtered outputs and opt1mal decision making [Ll Wl]

Because the optimum decision device: compares ratios of numbers from the‘

demodulated quadrature carriers, PSK on‘RayleighrfadingVchannels need not be

restricted to binary.

Use of differential PSK (DPSK) obviates.the need toftrack.the carrier.°1‘"
" signal phase. In DPSK the received symbol phase 1s compared w1th that of the

. preViously'detected symbol. The- added receiver complex1ty resulting from

differential.detection is1usually more than offset'by the abSence of,carrier'

“phase recovery equipment'~ Some error rate increase occurs since errors tend1
"'jto.occur in pairs [L1,Wl]; if the detected phase of a symbol is 1ncorrect the - iff?l .
‘ l(differentlally) detected phase of the follow1ng.symbol is also. likely to be
~in error. A transmitter powe1 1ncrease of not more than 3dB reduces the DPSK

" error rate to that obtainable using~PSK. DPSK s1gnal spectra are like PSK

spectra.

¢k%0 or ﬂ,'ih‘which case bksil and c. =0. ‘The resulting signal s(t) is identi- o



'.signals, respectively, and C
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I1I-6 Interference Effects
Our earlier report [D1l] derives in detail the signal-to-noise plus
interference ratio at the output of the filters in Fig. 2-5 and 2-6.

Define-

y(e) = x(r) +n(e) o “ @20

'where x(t) is the output due to the desired data slgnal and n(t) is due to

noise plus both co—channel and/or adjacent—channel 1nterference. The output

signal-to-noise-plus-interference ratio, SNR is as follows:

SNR. = E[x ]/E[n ]
= L/S) + T /9) + BT/ e

v d ‘

In (2-21) S, N, lv and I .represent energy resulting from the:trans—

d
mitted data signal, Gaussian noise of power spectral density N, /2, FM voice

slgnal interference, and interference from other data slgnals. In this work,

we assume that all receiver filter characterlstlcs H(f) are matched to- the

_transmitted modulator pulse shapes G (f), (i e. H(f) G (f)) where we spec1f1—

cally include bit period ﬂ note that G (£) is the Fourier transform of modu~
lator pulse gT(t)=g(t). We also assume no FM voice 1nterference. ‘These.

restrictions are not essential, although matched filtering maximizes SNR

_in white noise, and accurate results for voice interference require a reliable

" model for the fransmitted FM voice signal speetrum {Dl];. Thus;““

N/$ = N_/2P_T | e I 3 (2-22)
.Id(s. =. E(Pd/PS)Qa(AT,g) ' x E p' o (2-23)

jwhere PS and P denote the received power in. the desiredhand_interfering data

d

1 is the'interference function which:depends on

?:pmodulator pulse shape g(t) and the product AT where A 1s the separatlon

d-

‘between adjacent channels. (Typlcally,.A—BO kHz.) - Functlon C, is as. follows




-as well-if the bit period T is replaced by 2T, and if C
factor two [D1,K2]. For MSK Ps«and P

~ for PAM and PSK..
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c,(AT,g) = (D71 _fTle (£-0)|2|c (£)[2as . (2-24a)
= @/212)_["e (-am) [2]6(A) |24 . (2-24b)
-1 0 2(t) cos 2mAtdr - » (2-24c)
To s ° _ '
= gwpgz(x) cos 2mATxdx \ _ ‘ (2;24d)..
and
p (1) = e () gp(e=mde . o o - (2-25)

+

‘,.These results apply to binary PAM and PSK signals, andﬂto~M§K sigﬁals

a4 is multiplied by the

d‘includes the total received power, as

Summarized below are functions Cd(AT) for binary PAM, PSK, MSK and.if.
SFSK signals [DL]:
' For raised cosine PAM .signalling with o=0,
o 0 In|51/2 .
le,0 ]2 = | : L (2-26) -
' T [A]<1/2 - o

- Thus, Cd=0 for |AT|31, and for |AT|<1 (without loss in generélity‘A>O) '

1

(1/212) 1% 124\
AT-%

@27

(1-AT)/2
For raised cosine signélling'with o=1l, -

| o hpr o
le, (|2 = B (2-28)

’Tlli;ff?ijﬁﬁl . |x|<1]




-and
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For |aT|>2, cd=o. For AT<2
c. = & 51 (14 cox mA)(1+ cos ﬂ(A—AT»dA
d 8 yp

- L _AT = : 2-29Y-
= 3 (1 ‘2)(2+ cos wAi)+ 16 ‘sin ﬂAT o (2 29)

For rectangular-pulses (conventional PSK)

| /T lt]<T/2

gT(t) (2-30)

Lo |t]>T/2
and

-l e |
1(2-31)

it

pg(T) _
0 |t|>T

c, = fl@a=x)? cos . (2mATx) dx
. 0 N 0 )

= 1 . .[1_

2(mAT)?

sin 2WAT, S SRR
ZWATJ - ) : : " . '(2f32)~

. For AT=0, C;=1/3.

'

With MSK regarded as staggered QuadratureVPAM"signals;:

L cos me/at ltI<T
T \ ‘ I o .
() = o : e _ - (2-33)

- Bop} o
' 0 _ _1t[>T

ton e a- B e gl e
(D) = L e S (2-34)
0 . N £ 2

Tor SFSK g, (t)=g(t) in (2-18) with U=1/4 and

o || HITI 1 - ; : Tt o . 2Tt WIT
: _pg(T).= a-- 2T).cds -E S % cos (—5 -~ 2U sin cos

[
T T )de

2T .




‘have différént modulator formats can be determined [D1]. Crosstalk C

-roll-off rates, which lead to fapidly décreasiné values of C

35

‘ ~ For MSK and SFSK, C., is most easily determined numerically.

d

Figs. 2-9 and 2-10 show Cd(AT)‘for the various signalling schéméS.A

These results are for optimum receivers.  Use of suboptimum receivers results

in increased values for C  For example, the dotted curve in Fig. 2-10 is

d”

for MSK detection using a more easily implemented single matched filter,

sampled every T sec., as in Fig. 2-5, where [K3]

_ ~cos (m t/T) lej<T/2 - o _
h(e) = | - _ - (2-36)
S 0 le]>T/2 . .
The parameter U in (2-37) can be varied to. reduce Cdifqr small

values of A at the expense of an~increase in Cd for larger A[ELl].

Interference which results when the signal and interfering signals

a a_e*

creases as AT increases at a rate.determined by that data format with the.

" slowest spectral roll-off rate [Rl], and the mutual iﬁtéffefence”effects of

two data signals with different moddlator‘pulse shapes is identical [Dl];.4

" thus, if g(t) and h(t) are the modulator pﬁlée shapes of the'twoidata signalg

then'>

.Cd(5?> =.*%.ém pg(X)‘ph(x) cos ?vATxdx/{gw'bg(x> ph(—X>dX]2f: : (2<§7)

Design a data signal with spectra to fit within emission charac-

teristics is not altogether satisfactory in terms of reducingAadjacent—

' channel.interferencel‘;Réther,'what'isireduiréd;are‘signals»with fast spectral = -

.d.
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II-7 Bit-Error Probability'Determinatioﬁ

For binary antipodal signalling on white Gaussian noise channels,"

‘the bit-error probability p with optimum receivers is

p = erfc (V/SNR) | ) ‘ - 1 _ ‘ (2-38)
where L
SNR = 2P/RN0 - - (2-39)
erfe(x) = —-L_°f° exp(~y2/2) dy : s (2-40)
V2w ¥ , ' _ ~ :

and P, R and No/2 denote, respectively, the received signal power, noise power
spectral'dehsity and bit rate.  Binary PAM and binary PSK are examples of
binary antipodal signalling, as are binary MSK and 4-phase PSK Whéh‘viewed as

quadrature‘stréams of binary PAM daté, provided P is thé'power in each stream.
Wheﬁ the signal level is subject to Rayleigh fading, p mu$t be
average over these levels. The result is -
p = (@ +8wm)7L | | L (2-4D)
where the overbar, omitted in what follows, representé.an average.

Figure 2-11 shows p,as‘givenlby (2-38) and (2-41) vs. SNR. The .

effects of Rayleigh fading are‘cleaf; Even: though déep‘fades are relatively

" rare, when they occur the bit-error prqbability increases severely, and this

increase dominates the average.
Non-white Géussian-noise,'multiélevel signélling or suboptimum

receivers change the above values for p. However, in all cases, p decreases

.exponentially with SNR for Gaussianwchannels, and linearly.for Rayléigh

channels. -

- In land mobile chénnels, there are several additional factors af-

" fecting bit-error probability. In many cases, iﬁtérfering signals with

Rayleigh varying .levels constitute the‘priméryvdistufbanCe. When: there are
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many interferers .of nearly equal effect, the central limit theorem may be -
used to approximate interference as (non-white) Gaussian noise. When there. .

are few interferers, p must be averaged over both signal and‘interference ,

levels. Also, vehicle movement causes changes in the mean s1gnal level as a
result~of-shadow1ng and distancerseparation. These latter changes would

normally;result in'blggh'error probabilities being averaged [E21]. 'In_blOch
averages,ibit—error variations resulting from vehicle movement and‘Rayleigh
fading cause bnrst errors [Ll,Pl,L31.~ The effects of these bursts can bed

" reduced by interleaving [L1].

'II—8A Channel Sharing Alternatives

Various approaches exist for sharing the scarce radio spectrum.rvThei:
~usual approach 1nvolves its d1v1s1on into channels.of 25 KHz or‘30 KHz.; Com—_
>mun1cation between. a mobile and- base can- proceed when a channel to which both‘
'are‘tuned becomes free. Base stations can access all channels, whereas
*mobiles.are normally able to access only-a few.‘ Mobile costs increaSeﬁw1th :

the number of accessible channels.

 Division of a_radio'coverage area'intodcells‘enables reuse‘of:fre%
'iquency channels [J321]. Channelvreuse eauses.coéchannel interference mhose
f»level depends on the distance between centres of cells ass1gned the.same
.channels, In the cellular plan of‘Fig{ 2—12;‘seven groups of channels are
'assigned (permanently) as shown;ﬂ;Assignment schemesvalso.affectiadjacentev:_l
"fchannel interference levels‘[Ml}. |

-
%
%7

Channels may be a331gned permanently to cells, or may be ass1gned
- dynamically in accordance With message trafflc demands. Dynamic a551gnments

'-‘reqdire‘mnch more,computer,software to ensure.that reuse separations are







‘levels [J2].
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' maintained, but can improve spectrum efficiency, particularly at low traffic

An alternative to conventional frequency division multiplexing isg
spread spectrum (SSMA) [C5]. All users are assigned a unique code sequence

which uses the entire frequency spectrum. This code provides for'user=identi—

‘fication, -addressing, and interference suppression. Frequency diversity is -

also piovided, siﬁce fading'ovef.a wideband channel of several hﬁndred KHz is
selective;“and all frequeﬁcies are nbt'subjeet to.fading at the same time.
The code sequence itself consists of narrowband'pslse sequences;.with"the
various.pulses having different centre.freqqencies. .Receive;s for SSMA are
cusrently more expensive than.for‘eanventional.FDM systéms, but mass“prbduc—a

tion would decrease costs. At present it is not cléar whether or not SSMA°

provides for better spectrsm'efficiency than‘doesfFDM.' More_anaiysis is re-

- quired to make accurate performance comparisons - for the twb types of systems.

_Various-switching alte?na#ives egist‘fcr land mobile'radib_sysﬁems.
Line (or circﬁit) switching is thevolder,Veoaﬁentigﬁal'strasegy; a connection
between tfaasﬁittef and recéi?er-is-established andaheldafor the_aﬁrasion‘of
the cali A newer method packet sw1tch1ag [K4 SS], 1nvolves segmentatlon of
messages into flxed length packets, which are transmltted over ‘the flrst
ayailable channel. Packet switching ma& enable more'efficieat utlllzatlon of
the radie specfrum. However, new problems arlse;jlncludlng routlng -of - packets;
'out—of-order packet arrivals, and o&erflow of reassembly buffers...Some com-

parisons of the costs ahd'efficiency‘of line andTpacket~sw1tchedmsystems.exist

but conclusive comparisons - are not yet -available. .

o

Lo
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-to facilitate analysis, design, assessment and.optimization.‘ CdmpromiSes\'

'1nclude 1nf0rmat10n throughput cost system rellablllty and either tlme

noise ratio is often used as a measure~0f reliability; .These=four.arefnotm-“'

. independently at an average rate A per sec; message'lengths-are]exponentially_"'

- distributed with mean length u_};bits/message;_andiare erved by one of m

~ whlch cannot be handled 1mmed1ately are deldyed and queued for transm1s51on

ITT SYSTEM PERFORMANCE CRITERIA

"IIT-1 Desired Attributes of System Performance Critéria

Analysis, assessment and design of systems is ultimately based on

how well.a system accomplishes its tasks for a given cost. ijectiye;eValua—,.

tions require quantitative performance measures whose selection is an impor-

. tant aspect of system design and evaluation;v-Perfcrﬁance criteria should be

accurate -enough to adequately describe system behaviour and yet,simplelendugh_

between accuracy and simplicity are nearly always necessary. .

N

Useful cr1ter1a for dlgltal moblle radlc communlcatlon sy tems .

delay or blockmg probablllty Bit-error prObablllty or output slgnal to—‘"v

independent but are related as described in this'andAsubsequentjChapters.‘ o

Other performance criteria WhiCh arerof'interest include System.»

sens1t1v1ty to - changes in various: paraneters, and channel occupancy Whlch 1s

d1scussed in Sectlon III—4

II1-2  Delay and Blocking Probability . . -~ - ool

‘Consider a base station serving a region where messages are generated = .

channels, and each:channel transmits at.rate'Rubits/sec as<in:Fig; 3—1. Calls

normally.on a_flrstrcome ﬁlrst—serve~(FCFS) ba31s,» Thls is the Frlang L call—ﬂ:“\ .
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.fhandling discipline, and approximates what would occur in non-real-time

transmission of text or COntfol.informatioa of the type described ih:Chapter 2.
Analysis is based on ¢, , the pfobability‘of~k different ﬁessages‘¢
being in the syStem, either being served or waiting in a qseae, where [Kl,Si}f

copk/k! k<m A - s
-Ck = | ] - N . . . .: : .. (3—1) .
co(p/m)kmm/m!' k>m- .

p= A/uR S ‘ 7j”,. L t?v - f,(3—25‘

_.and

m-L.

ep = LT GE/RD + GMmili- (p/m>]>} ey

k=0

The delay D between generation of a message and completion of °

- transmission is

D = QAR + ¢ AmRI-G/MD o (34)

"where'Pm‘is the pfobability that the system_cbntains m or more messages; .

By = Ae/l=G/mMetm (35
Note that

{p" /m' + [l—(p/m)] 3 o /k'} R . (3-5b)

i

co/ [1-(p/m)]
: k=0

In (3—4) 1/uR is the average message transmissioa.time;ibThefsecoad‘*

term is the product of the average waltlng tlme and- the probablllty P that f“t

‘M Or more messages re31de in the system,‘ln Wthh caqe all channels are busy

-'The rESU1tS aCtLally apply to any service dlSClpllne not - dependent on mes—h:‘_fz' ‘

o

Often, one ton51ders the normallzed delay d, whlch descrlbes D

‘ frelatlve to the total service capac1tv umR thus 3.'”'“’“
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Fig. 3-2 shows d in (3-6) vs p/m = A/umR which is the traffic_car:

ried A relative to the system service capacity. As m increases for any given

" value of p/m, d increases. Clearly, relatively few high capacity servers

(channels) are preferred to a larger number 'of low capacity servers, when p/m.

is fixed.

The effects of scaling both A and R by the same factor a are readlly
determlned from (3-4) and (3-5). - For m-flxed, p.and therefore_fm<depend only
on -the rstio A/uR; thus ‘

>D(m,sk,aEJ = D(m,A,R)/a ._.__ : .1 o L V (3—7)

Ihis;is»a significant resﬁlt, which'saythﬁacvﬁniform.scsling.of

both A and R’actually‘reduccs D by the scale facﬁof,.fOr any'humbercof |

servers m.

: An alternatlve call—handllng d1sc1p11ne is Erlang B[K1, Jl], whereA

.': calls. arriving when all channels ‘are busy are dlscarded (in effect ~the .buf-

fer in Flg. 3-1 has zero capacity).. V01ce trafflc 1s said to- obey such

- behaviour [J1]. The usual sssumption.ls ;hat blocked calls never;return.'

Under Erlang B,
bv = b’ék/k' ”kEmZA o . ::f_ V‘l'-5'<3—8) :

where

T, o ' IR

bOA = [ £p/kITTL T (39
k=0 o Co C o . . Lo

The blocking probability PB is

P. = b L : | 3 s _' » o (3-10)
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Fig. 3-3 shows P, as given by (3—10) vs- (p/m)(l -p ), which 1s the

B

- traffic carried A(l—P ) relative to the system serV1ce capacity umR It is =

clear that for a fixed level of traffic carried many 1ow capac1ty channels _"

are preferable to a few high capacity ones," when P_ is the performance

B "
criterion. A
L

‘Other call-handling disciplines have~been:proposed to model’system'

'behav1our, including those in a recent stuay [Nl] where calls either remained 1

in the queue (With probabllity 6) or 1eft 1mmed1ate1y (Wlth probability l e) o

Parameter 6.provides for‘a range»of d1sc1plines; however, the study-supports.“

- the general utility of the Erlang B ‘and C disc1p11nes, corresponding to p7

'_e 0 and o=1, respectively.

-ITI-3 ~ System Throughput

System throughput is the total number of b1ts successfully trans—

‘:mitted often normallzed with respect to time,‘total system bandw1dth B

: and/or coverage area A. When normallzatlon is. with: respect to B throughput

is often referred to as spectrum eff1c1ency (in blts/sec/Hz) Wetdefine_‘

‘ﬁthroughput Q as-follows.

L Q [AA/uB] [1-P, ]

it

where A is the message arrival rate per unit of coverage area, ‘and 'y the ..

‘average message length. .

The number of mobiles is.refiected only‘inithe valuefof'ﬂlwhich

" equals the product of mean cali.attempt'rate'per mobile A and-the number of

mobiles.
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~ TRAFFIC CARRIED (A/umR)(1-Pg) -
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When mobiles are distributed unevenly}over:the coverage area, then
AS = A Jn(x,y)dxdy D S (3-12)

RS

where n(x,y) represents the density ofemobiles4in the neighbourhood of‘x,y;_:

In an Erlang B environment P

B is- glven by (3-10) AFor Erlang C,

" P_=0. Figure 3 4 shows Q vVS. m for varlous PB and d Valuesa

III-4  Channel Occupancy_l

Channel occupancy may be defined either as the average numker of
channels occupled ‘per cell, or. as the probablllty that exactly k of- the m'

available channels are’ occupied._.

If the latter definition is employed"then\channel occupancy'fora
~’each value of k is given by ck
~in (3-8) for Erlang B call-handllng 1i‘igure 3-5. shows p, vs. p/m and k for;

, Erlang B call—handllng, for m—2 and mf8. When k=m, P PB ' It is seen that -

. as the trafflc offered p/m increases, the probablllty is that an 1ncreas1ng“

number of channels will be occupled

Flgure 3~ 6 shows P vs. p/m, ‘which’ allows Flg 3- 5 or (3—8) o be;_"

B

- used to determlne P VS« traffic carr1ed p(l—P )/m. ,

- Comparlson of (3 -1) and (3 8) shows that for k<m,‘occupanc1es pk
for Erlang C equal those for Erlang B tlmes the scale factor c /bO For~ '

E? Flgure 3—7 shows these scale factors =

ka, the scale factor is ¢ /b (l; v

070

. vs. p/m,_for m72 and m;8 One sees that as p/m 1ncreases,»Erlang c: call—

in (3—1) for Erlang c call—handllng or by b o .

handllng has an 1ncrea51ngly hlgher value of p and 1ncreas1ngly lower values’]fq

",~,for Py (kém)‘than does-Erlang B,’ The reason for thls behav1our is that

o lErlang‘C‘queues calls, while ErlangnB does~not.'
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.Interferlng s1gnals are assumed to orlglnate from the centre of any other f? R f{Q?

cell..,Thus, for desired and 1nterfering~signals from<the'same‘cell, the rstio o

dP/P —(Vr),, where n is the propagatlon factor (noanallv,_niB-S).ﬁ5If';ntef— ’

60

If-occupency ¢ is defined to be the average number of channels

occupied at any given moment, then it is ‘:shown in Appendix B thatf§=Q,>the

system throughput Thus, Figs. 3-2 and 3- 3 can be v1ewed as d1splay1ng o)

- vs. 'either P (for Erlang B) or d (for Erlang C) uFlgure 3-8 shows ¢ for

Erlsng.B vs., traffic offered.  One sees that;as d or:PB'increase, ¢ also

- increases, as expected. This definition.for~¢:also-equates ¢ to the proba-
- bility that any given channel will be occupied, assuming that all channels

" are equally loaded.

- Again, the reminder that these results apply to a system,where.m .

is- fixed, or at least changes sufficiently slowly that steadyfstete‘queueing

theory-is-applicable-[Kl].

i
¢

~III-5 Reliability

Precise definitions of system reliability’are elusive, not cnly “in

: the present context but 1n other system design contexts as well [Dl Wl Tl]
‘..We define- rellablllty as the output s1gna1 to—nolse—plus«1nterference ratlo

- SNR, calculated as in the following convenient way; The de51red s1gnal es:

) well.aS‘enp interfering signals from the same radiohcovefage cel;‘ate.essumedfe f{ihm”

to be located at a median radius'r//f .where t is thelcell”radius;~ (Note that

"A,approx1mately half of the area 11es between /Y2 and r and that the remalnder

lles between 0 and r//— 2.) The recelver‘is assumed to be at-the cell's-Centref o

P/P l, where P1 and P denote:interfering and’desired signal powefs,ffespec;..

t1vely ‘ Tor an 1nterfer1ng 31gna1 from an 1mmed1ately adjacent cell

e
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ference is the predominant source of disturbance, which we assume, then
» ' ) n -1 : ' SO
SNR =. [ o, (P./P) C(A/R)} ‘ . S (3-13) .
- K &k o X -

e
-

where (P/Pk) depends only on the relative cell locations of the signal and -

~ interferers. Channel occupancy ¢k ié for channel k.

In (3-13) all interferers have the same modulation format, and A

k

integer multiple of a basic spacing A. If some interferers have different

T is the»channel'spacing between the signal and interferer; normally A is some

- modulation formats, then function C will be different for these interferers.

- The ‘above approach, in effect, averages the_effects~of Rayleigh and -

.'lognormal@fadiﬁg, but explicitly iﬁcludes'spatial-separation and chahnel

:.occupancy effebts,_as well as the effects of the propagation factor n, modu-

lation format, channel separation and data rate. Also implicitly included

'-(in ¢) are the number of channels m and the traffic-levei b;

Determinatipﬁ of the actualA(uncoded)‘bit_errof prbbability p would

require averagingbbf‘p with respect to Rayleigh'and lognormal fading df-Both _

© the signal,aﬁd interferers, as explained in Section 2-7.

- ITII-6 Cost Cbnsiderations

ﬁ System cost is closely related to complexity.chosts can be expressed

ras a sum.of mobile costs and base station costs.

~ In the case of base facilities, cost increases with the.number of

It

" base stationsi An increasse from single tOﬂmultipIe'base systems would nor-
i mally involve addition of’facilitiés for channel scanning, as well és'for_

.~ vehicle location in order that'the1base nearest a\mobile~cduld be~assigned.'

thereto. In fact, the addition of facilities to locate mobiles may be a
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useful one in any case, since mobile location is all that is required in many

instances. With location equipment in place ‘the actual data transmissions

for location only could be minimized. 'The«accurécy'required of location :

[
equipment increases as the coverage area decreases, but the signal-to-noise .
_ Do : . |

frequency channels are not reused, location need not be very accurate, and

requirements for data transmission become less. In cellular systems where. | . N
.could probably be based oh‘receiVed-Signal strength. Various authors

- [J1,01,R1] present good discussions of ‘the vehicle location problem.-

The algorithms used to assign channels to cells affects cost (drl

cqmplekity).of'base facilities. . Dynamic aésignment schemes involve consider-

able hardware and software to store current assignments, and to provide co-

ment schemes, where each channel is permanently assigned to a specific cellg'
cost less to implement, and for heavier traffic, actually seem more effective..

Mobile costs include a fixed cost, plus a variable cost which in-

creases with the number of channels per mobile. . A mobile with more than one

~channel -would often require channel. scanning equipment, which would add to

its cost.

e

Typical costs (in 1979 dollars, Canadian) -are $10,060.00;f0f béses,

excluding location equipment_aﬁd land lines. A single-channel mobile costs,

typically, $1,500.00. Clearly, bases cost mbre>th§n mobiles.' Howevgr;:the_
expected useful life of bases is often longer, and their coét is spreadiovei.
fhe number of mobiles served. Thus, schemes~whicﬁ‘increase the number of
channels on which each base can communicate may‘actually be cost-éffeétive
overall, sinée-the number of channels per mobileAméy be reduced for any -given .

throughput level.

‘Costs of both mobile and -base transmitters and receivers would tend
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to increase with the overallisystemgbandwidthIB. Transceiver costs Would'be
about the same for the’various.modulation'schemes-discussed iniChauter‘Q:
although soue cost savings would resultﬁif optimum MSK coherentfdetectioh
were replaced_by suboptimum incoherent detectioh.\uHoWever,-the SNh penaity
of approx1mate1y 6dB. would be: regalned only at _some aaditlonal cost.‘.The
-SFSK receiver electronrcs would 1nvolve some cost increases aboue thoae for
the other uodulation schemes; However, the-cost per channel or‘per bit‘vf'
Lransmltted could actually be 1ess, because of reduced sens1t1v1ty to adJacent—ii.

channel 1nterference, which would permlt hlgher throughputs.

'Usegof.chahnelvcodes for error correction and[or-detectionfwould

(O

increase -receiver costs, but would also-very.likelysimprove throughput;~;Thus;

‘the cost‘per bit transmitted may decrease.

) CostS\are seen from the point of uiew-of:those‘whohareitodpayfthem{:g
If.one'entity-provides Eothtbase‘ahd mobile'faCilities; bvéféii1¢pstsvﬁéuid"
tend to‘he_minimiaed. 1If bases and mobiles Wereisupplied‘by.differeht-énti"
vties, each uould tend to miﬁimiZevits'pwn costs;»possihly atlthe others!',
expense.z However,‘costs might'stiilVfali‘becauseiof:ihcreased‘competdtiong_
Technology changes come rapldly, partrculariy’rn drgltal harduare

and software.' The result 1s a contlnued change 1n cost and 1mplementat10n

complexity; Benefit/cost ratlos also change substantlally over tlme.' Ever--

‘
&

' 1ncre331ng numbers of vehlcles and increa81ng fuel costs make the use of -

moblle communicatlon fac111t1es 1ncreasingly attractlve. Thus, channel con—
trol schemes or transceiver. 1mplementations whlch are presently uneconomical

N

. may be ecOnomical in the future.
A detailed‘study_offmobiie system,costs isﬂbeyohd our‘scope;‘ In

thls report costs are addressed indirectly, by notlng cost determlng parameter
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~ values and bperational features. Much literature is available which deals

'~ with communication system costs [H1,L1,S1,Y1].

- III-7 Overall Approach to System Analysis and Design:

Our objective at this point is to devise a rational.and viable ap-
proach to system analysis and design which will include all performance

criteria and important system parameters. .

The following approach is adopted:
1. Thevsigqal—to—noise—plus—interfereneeﬂratio SNR is conetrained
- to a specified‘value. This constraint will define a lower limit on
A/R, which iimit will depend on the SNR»Qalue, the;modulatioﬁiformat,
the-humber-ef:cells N, the_propagatien\factor“n ehd the way invwhieh -
.channels are assigned to cells. ‘
2. 'Both PB~and D-as determinee in Sectionfé—Z are determined ﬁnth’
:_tefms;of the various system variablesy includingﬁthe'throughput.
factor B in (3-11). |
3. ‘The system throughput Q in blts/eec/Hz is determlned in (3;11)
4. PB ahd/or D is expresseq vs. Q for»yarleusvsistem parameter. |
vaiuesf Particuler emphasis 15 given te‘Selectiqg‘these‘paraﬁeters
‘to.ﬁaXimize Q for PB‘or D fixed.’ | ) | |
‘S,h Coet-is determinedvihdirectly by_phsetvihéfthe Qaiﬁes reQuired

for B,_the~total'nﬁmber~of channelsﬁM?B/A4 the number of.channels -

~-per mobile m, the numbe® of bases N, and by notlng the complexity
of the channel 3331gnment scheme modulatlon format and channel code."'
Thefebove'approaéh permits theAtetei nﬁmber of System-parameterS”to

- be reduced to a manageable  -few; for example;fthe'humher‘offmobiles; average




latter case both criteria would:beﬂneeded;

66
message.length, radio coverage area, system bandwidth, and call attemptirate

per mobile are conbined“into a single variable.

 The use of both d and Py does inuolveisystem design‘conflicts; a .-
low D valueffavours minimal‘values.for'm‘and'd/R;Aand.large‘R values. Low .
nalues for PB favour minimum A/R values butiiarge vaiues fornm,iwith‘R‘equal
to - (and not in excess of) the rate required;for reaietime traffic. Implica~-

tions of these conflicts are considered in Chapter 4 - Both criteria arevuse—

ful, since systems originally des1gned for one- tvpe of digital traffic could, L ,f

in time, carryxall three types of traffic described'in Section 2-2; in this

\

How should the SNR constraint value be~chosen7 The- obVious answer

is that the choice should yield an acceptable bit—e*ror probability P.

"Unfortunately, p is not available as an‘average over‘coverage'area,[lognormali-

and Rayleighefading,and'interference levels, although recent useful work by

‘French [F2] relates SNR-to;required,geographicrseparation for:combattingvco~_ k

channel interferenceé. The absence of a precise relationship between p and

" .SNR does not invalidate our’approach, since p is a monotone\decreasing'func;

tion'of?SNR . However, preCise knowledge of p is: of interest and is usefui ‘

for evaluating the performance of channel codes.»,Coding can substantialiy
- improve throughput on Rayleigh channels,kwhich_are-similar.inﬂmany waysfto

mobile channeis.

In the folloWing three. chapters throughput relates to all bits

‘transmittedr ‘In Chapter 7 . we discuss the application of channel coding,_ .

~ and show how-: throughput is eaSily modified to include its effects. B

35
o

<.

-The sensitivity of the~performance.criteriapto Changes'in}system' R ?1

E parameters_is.examined, primarily by‘actualiypvarying_the'paramEters;handii

examining the effects on.performance;
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v ANALYSIShANDjDESIGN OF SINGLE-CELL SYSTEMS

- IV-I Single—Cell Systems

- In many~existingssystems‘all mpbiles~are served‘by_a single base

‘station, with M = B/A two-way channels transmitting R.hits/sec'infeach‘direction;

Single-cell systems do not réquire co—ordination annng'different:base_stations o
and are therefore relatively inexpensive.
"For single—cell{systems, the signal and all interfering“pbwers P and.P';
in (3-13) are equal, in which case
ST R 4 L S -
SNR ~ = & ¢, C(kA/R) oL Y €955 ) S
k 'k o T S N,
uhere k ranges over positive ‘and negative fnteger_yalues.’“

A1l but the two channels at the edges bf’theﬂfreduency‘spectrum have‘i,7f

h channels on either side. of themselves When all channels are 1oaded equally, as .

SNE L% 2¢ 3 CRA/R) - . . (4=2)
o4k S S

CIn actually determlnlng A/R to meet the SNR requlrement all except

‘1mmed1ately adJacent—channels have negllglble effect for MSK SFSK and PAM

For PSK all but the two closest (1n frequency) channels have negllglble effect

Wlth m as the number of channels per moblle A as the message trafficjj:f‘?{;f=
"per'unlt of:coverage area,vM_ B/A as the total number of channels _nd A as - DR
" the traffic _per group ‘of m channels,'A é.AAm/M. .The'utilization factorifor*m

'channels is. .

A/uR

°
lli

(l/uB)(B/A)(A/R)

(AA/MB)m(B/R)




' {serv1ce capacity UMR. If m remains unchanged then so do P,

w.creases w1th M, however, then P
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- Thus,

o/m = BA/R : (4-3)

Equation (4-3) assumes that-all channels carry equal traffic and that

each channel has binary data rate R.

It follows from (4-3) that Figures,3—3 to 3-7, inclusive display PB

and channel occupancies vs QA/R.

The.delay D normalized relative to the'total.system'capacity uMR is

. T, where

o= D o ."(4-4a);.f
= (muR)D(M/m)..:‘ ‘ o |
= uma ey

:and where d = (muR)D. Thus, the delay vs throughput curves in Figure 2-2 can

be.used to determine T, provided the resultingﬂdeiay d-is multiplied”by (M/m)-.

© IV-2 Effects of Bit Rate and Channel.Spacing on.System Performance :

Two questions of immediate concern are‘selection of"bit rate~R and

n channel spacing A. We begin by assuming that ‘R is fixed and that A is in—'
- creased from the minimum value permltted by the SNR contraint in’ (4 2) In
forder for p/m in (4-3) to remain’ unchanged B must decrease to keep BA constant. B

- .- There results a corresponding decrease in M = B/A and in the total system

B and ¢B If m de—'

B would 1ncrease even 1f BAremained constant. o

Maintaining m fixed while RA remains constant leaves d and ¢ un—

5-_changed.\ Although T decreases, s1nce M/m decreases, actual delay D remainsif




to-cost constraints. The choice m = M minimizes P
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unchanged. If m decreases to maintain M/m constant, d and T both’ decrease,
but D again remains unchanged.

It follows that an increase in:A7from its-minimum.allowed value while‘

’malntalnlng R flxed requires a correspondlng decrease in throughput to prevent

‘an assured increase in both blocking probablllty and delay. If m decreases w1th k

B, PB.will increase even With this-decrease-in B. In any case A/R should be'

minimized.

The selection of. the actual values for R and A is more difficult. 'For
real-time voice traffic, R would be the minimum'value required tOutransmit’at7~
a rate requlred for adequate speech quallty, and A/R Would ‘then be m1n1m1zed

as explalned above. In addition m would be made as-large ‘as’ poSs1ble;‘subject-

t

B

For non-real~-time data,;maximizing_R with A/R fiked minimizes“M_whileu-

keeping total service capacity MR constant. *Minimizing M minimizes T = (W/m)d

for" any fixed value of m, and therefore minimizes D} The actual value of m is.

not very important; an increase in m reduces M/m but«increases'd‘by an-almost

equal amount. When channels are'dividedxinto'groups of m channels_each; with

~each mobile assigned one of these'groups,"M/mjequalsjthe numher'of‘such‘groups;'

An increase in m is offset by the decrease in.the number ofkgroups; usually.

The maximum value"for'R~will be‘governed by'Gaussian noise- as:R.in—ﬁ~'

-i creases the energy per blt decreases, w1th the result that Gauss1an n01se w1llfil"
"eventually prov1de the SNR constralnt llmltatlon. ‘The- maximum R at. Wthh th1s -
.llmltatlon occurs depends on the type ‘of. recelver radlated_power, and”cell

.'l>SIZE.. Unless thls limit on R falls to ekceed that value requlred for real—‘

time trafflc, a confllct arises when both real—tlme and non—real time traff1c-

’_are~present. The latter favours w1de—band hlgh—blt—raLe channels whlle the

: former favours minimum rates requlred for real tlme transmlss10n..




in Section 3-4.
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IV-3 System Performance for Various Modulation Formats

For now we assume a required SNR‘level of 20 dB. For MSK W1th approx1—

. mately 50% channel occupancy‘it follows from (4-2) and Figure 2-9, that A/R = 0. 95

_is the minimum value permitted for A/R. TFor A = 30 kHz, which is conventional
'channel~spaging,.R = 31.6 klz. This value of R. fits the MSK spectruu Well within
the "top-hat" constraint in Figure 2-7, and is>adequate for differential PCM

transmission of voice. If the channel were Gaussian, then bit error probability
' =22

~

- p =10 , in accordance with -Section 2-~7. For Rayleigh channels with an average

:,signal—tofGaussian—noise‘ratio of 20 dB, p = 0.02 (See Figure 2-11). Determiﬁation_>‘

bf a truly suitable value for'SNR'requires‘that.p be related to SNR, as discussed
. For binary PSK

SN = 20[C(A/R) Foeaml | R CEL
" With SNR = 20 dB and 2¢ = 1, C(A/R)- 21 dB and A/R 2.5.. If

= 30 kHz then R = 12 kHz (Thls -value greatly exceeds the 4 kHz maxlmum b1t

3-rate permltted by the: "top—hat" c0nstra1nt in Figure 2-4.)
8

- When_compared with the MSK resuits, (443)-shows that the.seme.velues

hfor PB,'d and channel occupancies‘uill'result fot PSK.ouly if thrOuéhuut factor}>‘
"'B is reduced by A/R 2.6. Thus the curves>tn Figures 3-2 to 3—? 1nclus1ve

a}‘apply to 81ngle-cell systems w1th PSK. modulatlon, prov1ded the actual throughput f—h'.
is 0.40 timesithat shown on the traffic cerrled axes._ The,curves apply for—MSK#
~ fﬁprovided thevactuai throughput is l;bS‘times that,shownfon the tfaffie-garried.

- axes.

For binary PAM with no excess bandwidth (d =-0), C(A/R) = =20 dB for

',{A/R = 1, whiéh is therefore the minimum veluexallewed,“assuming SOZbchannel _
'“i"occupancy.f‘For o =1, A/R=1.3 is the minimum allowed value. For SFSK,

CA/R = l{4lis-the mininum’ allowed value' (See Figure 2-10).
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These results are summarlzed 1n Table 4—1 Whlch shows the mlnlmum

VA/R values for. SNR 20'dB. These A/R values.also represent the factor by*‘

. which throughput Q must be d1v1ded in order to use: Flgures 3-2 to- 3 7 1nclu51ve U

to determlne d, T, and ¢. -Also shown in Table 4 1 are the maxzmmm b1t rates e
permitted for A = 30 kHz as well as 1mp11ed b1t error probabllltles for Gau351an

and Raylelgh channels, as presented in Sectlon 2 7.‘ For Gauss;an channels,p is

:approx1mated by

= (1/2) exp(-SNR/2) : SRR : C(4=6)

where SNR is in actual units (not dBls);

- IV-4  Effects of Different SNR Constraints;:>

The fact that the constralnt SNR 20 dB permlts a PsK- bit rate Wthh .

'greatly exceeds that- permltted by the "top~hat" characterlstlc in Chapter 2

may 1mply an unacceptably large average b1t error probablllty.r

Table 4-1 shows the.effects ofiusingidifferenttsNR values; In particular:l"A

the minimum A/R values permltted.are shoWn--assuming a-50% channel‘occupancy;3>

 As before, these A/R values represent the factor by Wthh actual throughput must

be div1ded in- us1ng Flgures 3 2 to 3- 7 to determlne PB; T and ¢

c The rate at Wthh A/R must decrease as SNR (and [C(A/R)] ) increasesf} C

: depends ultlmately on the roll—off rates of the transmltted spectra.“ In examining = .

Table 4—15 one’ sees the‘clear‘lnferlorlty of PSK relatlve ‘to MSK‘feven in moving4

from 20 dB to 30 dB. The MSK rate falls by a factor of l 8 Whlle the PSK rate V'Sﬂ{'f>f
v'_falls by a factor of four. For 10 dB SNR 33 dB MSK has the h1ghest R/A
. ratlo._ For SNR 19 40 dB SFSK lles between PAM and MSK, in terms of the maximum i?deHi*

"allowable R/A value. The m1n1mum A/R values are plotted in F1g - l




Maximuva(kHz) fdr'
'="30 kHz

~ SNR |l Implied Bit Error .

Constraint || ~ Probabilities Mlnlm#m.A/R ValPeS

‘Gaussian | Rayleigh MSK | PSK | PAM(a=1) | SFSK || MSK | PSK. | PAM(a=1) | SFSK

10d || 0% |2x10t || 65 | .8 .87 8 || 46.2 | 37.5| 345 | 37.5
2048 || 102% | 2 x 107 95 | 2.5 | 1.3 1.4 31.6 | 12.0 | 23.1 | 21.4

30a8 || 10720 | 2x107 || 1.4 |8 1.7 1.9 21.4 | 3.5 | 17.7 15.8

40 8" || <1070 | 5 w107 || 2.4 |25 | 1.9 2.4 || 12.5 | 1.20| 15.8 | 12.5

© 5048 || <1079 | 2 %10 || 40 |82 | 1.95 | 2.8 || 7.5| .37 ] 15.4 10.7
60.dB || <1000 |2 51070 || 7.5 | 256 2 | 3.7 4.0 | .12| 15 | 8.1

Table 4-1: Illustrating the effects of various modulation formats
and SNR constraints on mlnlmum A/R ratios.
(50/ channel occupancy) :

[
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B

- A/R value could be reduced slightly from the values shown Since channel occupah¢§ﬂ

;_fluctuates with traffic level,.a fixed value of 50% is safe and reasonable in

calculating SNR.

' Figure 4-2 shows the maximum R/A values vs. the SNR constraint, ob-

tained by‘assumingla channel occupancy ¢=l. These R/A'Values represent the

.maximum‘obtainable ‘spectrum efficiency. They are slightly lower than the R/G

‘ Values in Table 4 -1, since doubling the occupancy from 50/ to 100/ in effect

‘increases the SNR constraint by 3dB, and reduces the maximum Values of R/A.

IV—SV‘ System Analysis and Design Example

The use of Table 4-1 and (4-3) together With.the-Curves'in‘Chapterml”h

3 is straightforward. For example,vwith'SNR;ZOdB,fthe minimum A/R:valuelis-'

0. 95 for MSK, from Table 4-1. For the'Curveq’in‘Chaoter 3, 'traffic carried

is 0. 95Q for this minimum A/R value, and Q=l 05 is the max1mum value permitted{

© With Q=0.45, R=A7and w2, traffic carried équals 0.45 ‘i‘n.,vChaplterj 3,

E P =0. 25 and ‘d= 2 5. If R?SO kHz”and u‘151000 bits/message -theMactual delay ‘

,‘D=d/umRr41 7 msec.' If R and A are both halved to R—lS kHz, Pﬁlremainsiunal—:

.B‘

. tered but D doubles to 83 3 msec. However,‘if R alone decreases‘to’lS kHé
'Wlth A remaining fixed at 30 kHz, then the value on: the trafflc carried ax1s
| in Chapter 3 becomes 2 0 Q: with’ Q-O 45 (2Q=0 90) P increases to 0. 8 d '

increases. to d lO 6 and the actual delay D to 353 msec.; A further halving of -

R to 7. 5 kHz w1th A constant would require a. corresponding halv1ng of Q. 3ust

~to maintain P O 8 and D=353 msec. , and a factor of four reduction in Q ‘to

,‘return PB and D to.their values at»R?SO kHz.,j Q-;

.If the SNR requirement for an MSK system with m=2 increases to -

If the channel occupancy is below SOA as would often be the case, the




o Q=O.4170

77

40dB, the minimum A/R increases to 2.4; in which caseAtheitraffic carried on -

.the axes in Chapter.3 is 2.4Q. With m=2, P 'and>d'reﬁain at 0.25 and 2.5,

B
reepectively, provided Q decreases to 0.45/2.4=18.8. The maximum allowed

If PSK rather than MSK is used w1th SNR=40dB, Table 4-1 shows the

. maximum Q=1/25%0.04.. Provided Q is reduced to 0. 45/25— 0018 P -and d remain

B =
at- 0.25 and 2.5 respectlvely, when mw=2. '

If we reconsider MSK with SNR=20dB and let m=4, then with Q=0.45,

- P_=0. 1, d= 4 23 and D decreases from 41. 7 msec. when m—2 to 35.3 msec., assum—

B

A_ ing A—RrBO kHz. If PB=O;25 is acceptable, then with m=4 the traffic.carried

on Fig. 3-3 and the MSK throughput can increase to 0.63. However, d then -

' increases to 4.9 and D to 40.8 msec. Thus, in this particular case, doubling

'the number of channels per mobile has-resﬁlfed’ih a 40%\inc:ease:ih,throﬁghput

with no change in P

B and virtually no change in,éct@al delay D. Howeyer,

there is a cost associated'with doubling the number of mobiles per channel.




“V-1. Multiple-Cell Systems

v Three—Cell'System'

‘E‘three c1rcles of’ equal 51ze for coverage of a circular reg:on results in gaps't
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'V MULTIPLE-CELL SYSTEMS WITH NO REUSE OF FREQUENCIES

Division ‘of a radio coverage:area into..cellular regions involves .

several considerations additional to those for single-cell systems.‘»Assign—

|
|
-ment of channels to cells, cell size, and~assﬁmptionsrregarding'the prbpaga— o ’
\
|

tiqn'fsctor n -all affect interference levels in‘neigthuring‘eells.

In:what follows, we assume uniform,traffictoVer the coverage area..

Unless otherwise stated, all N cells are of ‘the same. size and shape. We also ' -

- asgume that the same.baﬁdwidth‘B andﬁthe:ssme number of channels mk are .-

k.

.,assigned»to each cell. 1In thls case throughput factor B = AAk/uB is the ‘same’ ".;:‘

i

for all . cells, and is equal to B = AA/uB for a slngle cell system. =Also, the
thrOughput Q in blts/Hz/sec 1s;equal»to_that for;each cellivslnce:.
N

QB ‘_=' "kf:lek o ey

B. = B/N (K 1,2,000,0) S ey
' "Qh =A,Q E ~(k_=,l;2,;..3N); A o ~i E‘i.‘}1 .Tl;l _l;;_(Sls); -

In this chapter we con51der systems w1th 3, 7 and l9 cells Such a. -

h:progre551on would be qulte natural in a. {eglon exper1enc1ng growth accompanled

".by 1ncrea51ng trafflc levels. ']lg

3

L Flgure 5 1 shows the area covered by a three—cell system ste ef

- and overlap, which could be reduced’ln.praetlce by~use of dlrectlonal‘



 Fig. 5-1:- Cov_érag_e for a~:threé%cell system..
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' - ._ antennae. We ignore these effects 1n our analysis.
l S  As noted in Section.3—5,
P/P, = (/6 )nA B . A _ SRR (54)

k
independent of the radiivof the three coveragezcircles. If adJacent frequency
~channels are ass1gned to adJacent cells, then channels 1, 4 7, 10 ‘j"‘w111 i'
be ass1gneo-to one cell, channels 2, 5’,8’ ll,j";‘will be assigned:to 5"

.”‘secondyceii, mith channeis 3,’6; 9, 12, ";\assigned'to thehremaining cellL
‘For each channel,‘
N

R

- sSR! 2¢[(¢"} e /R) +\c(2A/R)}' +E_C(3A7R§}]:

R

2610043 C(A/R) + C(BA/R)] o ."('5—'5-),', |
| DA PP
“Where we.haveﬁuseo*n = 3-5,'andvhave assumed C{ZA/R) << C(A/BJ,‘- '

| 'Rétio.A/ﬁﬂmust now be}seiected:to ensure~that3the;éNR;constraintvin

(5-5) isisatisfied' For example W1th SNR‘~ 20 'dB one sees from the fact tnatx
(VP)B > corresponds to 13.6 dB, and from Fig. 2 9 that for MSK the minimum
“i'value of A/R = O 5 for 50/ channel occupancy (2¢*1) For 100 percent (2¢—2)

f occupancy A/R 0.65, and the maximum throughput is, therefore, 1. 5 : Ihis;;:

_Lhroughput is approximately 50/ higher than for single cell systems.

' Figure 5 2 shows minimum A/R values for varlous modulation formats ‘_.
. .st.-SNR assuming 50/ occupancy. Figure 5 3 shows the maximum throughput R/A

f:in which case ¢—100/

’For SNR < 15 dB minimum A/R values are governed by inteiference

*from the same cell as the signal . and separatea 3A Fz in frequency.‘ For 'MSK,

.:SFSK and PAM, adJacent cell interference at separatlon A Hz governs the mini-

:_.mum A/R for SNR > 15 dB. For PSK, same—cellllnterference determines,the~m1n1—;"‘

. :mum A/R for SNR ¥ 15 dB.
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’ Fig. 5-2: Minimﬁm-_A/R values vs. SNR for thifechell systems. -
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, : : R : Lo

Performance comparisons between one-cell and three-cell systems are
'lreadily made using' the curves in Chapter 3} fig;’5~2'and Fig;h553.‘-For‘a
~fixed number of channels per mobile, the numberiof channels,oer"mohile per
cell for a single-cell system isrthree timesAthat for a threeecell system.
From these facts and Fig. 3-3, the curves in Fig. 554 are'obtained showingh”
" s&stem.throughput Q vs. numberVOf channels ner mohlle, for various fB\yalues”
for MSK with SNR = 20 dB, wlth A/R:selected for lbOZfoccupancy.
iFiguref5—4 shows that for throughputsiahdue'the equal{PB'lOcus;
“three—cell‘systems.have lower P values, and that*the,converse{is'true for
_1ower‘through§uts Q. The number of‘channels per mobilerneeded to make threef‘”
.cell systems advantageous is seen to increase as f decreases. %Foriexample5_“
with three channels per mobile and P - .

B < 0.5, three—cell systems'are_never

advantageous.f-However, with 19 or moré'channels per'mobile'and,PB ; OaOSjr

. three-cell systems are always better. Wlth 40 channels per’ moblle, for
- example, and Py = 0.2, a single—cell system has a throughput of anprox1matelv-h_gs

0.92, compared with the 37% increase to l,25.for a three—cell‘system.
.~Q - Similar comparisons can be made for delay D by us1ng Flg 3 2 _If.,r'*
D and:Déidenote’delays for the one- and three—cell systems, respectlvely, then_.
D3/Dy = (d3/d1>:(m1/mg)(al,/R3) S A .‘:-~:<.5-6)‘ .
Where-d.g mi and R. denoteA resnective1§;fthefnormalized‘delay; number of "
dchannels/moblle/cell and the bit- rate for one— and three—cell systems...Onef

: sees- 1mmed1ately that if A/R is reduced by 1ncreas1ng R 1n mov1ng from a one-

cell to a three—cell conflguratlon D3/D1 is smaller than 1f A 1s reduced w1th h

'R unchanged.

>In‘using Fig. 3—2 to determlne d1 and d3,_the trafflc carrled axis

- must be scaled by A/R. Thus, (d3/d1)(m1/m3) 1s often less than unity, and

. is much less than unlty when the 31ngle—cell throughput Q . ; Agaln,,w;th_"
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.-env1r0nment P, = 0.08, as compared w1th P
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SNR = 20 dB and MSK modulation, consider Q = 0.75 for a singlchell'system.

. With m; = 15 and mg = 5, Fig. 3-2 yields al =16 Q3 = 0.5, and dg = 5.( Thus,

-1f Ry = R3, D3/D; = 0.94. However, if Rz = 1. 5 R1 in whlch case the channel
separationdis unchanged Dg/Dy = 0.63.~ Thus, the delay of the Slngle—cell ,
system is 504 hlgher than that of the three-cell system. In an Erlang B

= O 12 for the slngle—cell case.

B B

 Again, there is a 50% improvement in performance in us1ng a three cell system..

The same type.of comparisons can be made:for other'modulation for—”

;,mats'and SNR constraints;h The value of Q where threeécell systems beCOme bene— . .

~ ficial decreases -as the maximum- throughtput for LthP cell systems relatlve to

that. for: one—cell systems 1ncreases.»

V-3. Seven-Cell System‘

In seven—cell systems, channels are placed 1nto one., of seven groups C
such that each cell contalns channels separated by at least 74 Hz. Fignre 5-5

shows tbree possible assignments of grouns channels to cells.> All other

-(flxed) channel ass1gnments where contlguous outer cells do not contain 1m—h
jmedlately adJacent frequency channels are equlvalent-to these, in terms of
'>1nterference. To-see this, note that w1thout:loss 1n generallty groupsil
.and 2 can be ass1gned respeotlvely,.tolthe centre and any outer cell Gronps_-->lv
"7 can -then be.ass1gned in one of three dlfferent ways.; The remalnlng channelsIJ}

. must - then be assigned incone”of'the three ways'shown.__*-

- 'The centre cell is'subject to more\interference than any of the:

. outer- cells, and the. 1nterference effects are: not the same for each outer cell
Unless the centre cell's coverage area is reduced to accommodate 1ncreased re-“”'f‘”

- -Lransmlssions caused by the hlgher 1nterference level th1s cell llmltS perform—‘ K
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Fig. 5=5: Seven-cell 'system_channel assignments.
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ance, If the centre cell area is reduced, the outer cell centres more closer’

to each other, and interference levels in:these cells increases.  Also, con-

~ siderable overlap in.coverage results, unless non-isotropic antennae are used. .

While such a plan permits some increases in throughput, increases~for MSK,
-8FSK and PAM relatlve to that for three—cell systems is small for SNR > 15 dB,

since adJacent—channel 1nterference llmlts SNR.

.For PSK throughput‘increases are possible. For-the centre cell

'SNR L = 20 [C(78/R) + (/&) "x. C(kA/R)]. (5T

k=1

181nce C(BA/R) 1n (5 6) llmlts SNR for PSK the; mlnlmum A/R values for PSF-

~ for 50/ channel occupancy and maximum throughput R/A (1007 occupancy) are much -

- more favourable than the correspondlng values obtalned for three cell systems

in the prev1ous section. The.PSK results arevlncluded_On Flgs 5-2 and 5= 3
""Actually,‘adjacent—cell interferenceflimitssperfotmanée?{n thiS'Case for
SNR > 15 dB. .
For the other modulation schemes, same—cell:interferenceilimits'
~performance for SNR lS dB, and in this case 1mprovements in . A/R over three—

cellysystems'are by factors of‘3/7 in accordance with (5—6)1and (5—7).

V=4 Nineteen—Cell,System :

Figure. 5 6 .shows a 19~ cell system,_w1th groups of channels arranged

: 1n such a way. that 1mmedlately adjacent channels are ass1gned to cells centred"<

o 2/_ r apart where r is the length along any hexaoon s1de.‘ Channels‘separated

’ by 2A Hz are asslgned to cells centred 3y apart ' Thus, contiguous cells:haye Lo

7channels separated at least 3A Hz in frequency. The SNR varles from cell to—lfll




. -Fig. 5-6: Nineteen—cel]‘.‘system' channel assignments:.
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~cell, but.in the'worst case is approximated as follows:

N SNRf 2¢[(2/’) c(A/R)+(3v”3 C(2A/R)+(/_) C(3A/R)+C(l9A/R)] 1(5—8):

‘ For n=3.5, the terms (2¢r§ (3/*) and (/F) correspond, respectlvely, to

24.3 dB, 22 dB, and 13.6 dB..

In the 19-cell system, both the adJacent—cell and same-cell 1nter—

'-. ference is much smaller than that for the 3—cell and 7—cell system, One would

therefore expect increased throughput R/A for the various modulatlon formats,
~in the l9—cell system.
H-Figure 5-7_shows’minimum_A/R values.for'PSK,-MSK"and SFSK-assuming:

- 20% channel-occupancy.f Figure 5—8}shows maximum throughput R/A (100% occupancy).

" " Shown for comparison purposes are results for 3-cell systemsL; In:both'figures,'yff“

interferencerfrom immediately adjacent-cells}l{mits'A/R:for-SNR §~l$'dB.r'Sameél
cell interferenceylimits‘A/R for SﬁR 2 15 dB;',Thevincreased throughputs pos4j
‘NSihle for l9—cellbsystems. compared with 3- cell (and 7- cell) systems are - sub-
'}stantial;.for example, with SNR = 20, dB the former has maxmmum throunhputs

- three times as large aspthe latter.

B,'

Throughput vs. number of channels per moblle m for varlous P values s;@%-“:

'1s shown in Flg._S -9, for MSK w1th SNR 20 dB.- Curves for'3—cellmsystemsfare:,

;shown for comparlson. .Also shown are locl“where’lQ—cell‘systems‘outperformA

3—cellfsystems;»and.where 3—cell"syStems outperform single—cell'systemsi’ Oneffgggii; T

‘fsees that l9—cell systems always outperform 3—cell (and 7- cell) systems for A9‘:

P50, 2, and also for P > O 05 prov1ded m > 22 For a 38—channel transcelver o

‘B~ B.
>1(2>channels/cell) and P = Q. 20 l9—cell throughput is 2. 2 vs. l 2 for 3 cell
’systems A"aln, A/R is selected to glve SNR ‘= 20 dB for ¢ 100/ .
. Similar comparisons Can beﬁmade;for delay. Con51der a. 38 channel

* system employing MSK with SNR = 20 dB. With throughputs Q = 1.13 and
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Qo = 3.3, dg = 13, dijg ® 2; m3 = 2, mjg = 13, and R3/R19 = 3 if 1ncreased
throughput results from increased bit rates. Thus, the throughput trlples and ‘
1ncreases from 0 15 for a 3 cell

B

systemy to:0.45. If A rather than R .is changed in moving from a 3—celluto a

the delay falls to one-third. However, P

19~cell system D3 = D19, and PB increases from 0.15 to 0.24, provided m..

equals 6, which implies a 114 channel transceiver. -

A natural question at this point.is~whether some (fixed) assignment

of channels to cells, other than that shown in Fig. 5-6, would y1eld a larger

. max imum throughput. For the centre cell no substantial reductlon in 1nter—'

ference is possible, s1nce.2f~'r 1s ‘the maximum;separation,possible from cells

containing-adjacent'frequency channels.'IThe'size‘of”this'centreocellvconld'

he'reduced;”however, other cells would then be closer to each other and their =

interference levels would increase. As well considerable coverage'overlsp

would occur. Further, we'have not succeeded in*finding an assignmentVSuch thét‘

all cells except the centre cell have. adjacent channel separatlons of at lea

-4A although we have not exhaustively examlned all posslble assignments :,Weh‘;<*

'conclude therefore that fixed channel asslgnment schemes w1th throughputs in

excess_of those shown in Fig. 5-8 do not exist. ‘f,




VI-1 Multiple-Cell Systems with Channel Reuse

-;shown for 1ater reference is the ratio P/P

'.'follows, where B = AA/uB

%

VI MULTIPLE-CELL SYSTEMS EMPLOYING CHANNEL REUSE

Reuse of frequency channels in.cells which are sufficientlyﬁfar
apart obviates the need .to continually increase the number of channels per .

mobile.as the number of cells increases. However, co-channel interference

kresults, and is independent of the bit-rate.. Typically, co-channel coeffi-

cient C(0) » -3 dB (see Fig,,2—9) unless PSK is used,lin which case .
C(O) = =5 dB. 'This co-channel interference'eventually~limits the SNR ob-

tainable at any given channel occupancy ¢;]the only way to‘increaSeusNR:

© . further is to reduce ¢, which results:in a proportional reduction in throuigh-

put.

The number of groups of channels G in a cellular plan is not arbi-

trary; but must be selected as follows, where j and;kfare nonTnegativeAintegers:
G = (J + k)7 - jk o S N - D)

~ Table 6-1"shows the values of G permltted toéether with the dis—

..tance D between the centres of cells w1th 1dent1cal frequency channels. Also.

X for the- wanted signal and co-

channel 1nterferer, forn = 3, 3,5 and 4;‘1.e.~~

ey = D ey

- in accordance'with Section 3-5;

In what follows we assume that all cells have equal area Ak;-number'

: of channels/moblle m and bandw1dth A‘-=1A/Nfande‘5- B/G where N and G

k k: k

-denote respectlvely, the number of cells and groups of channels. System

throughput Q- and factor R are. related to cell throughput 0, and_factor_Bk_as

k
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157
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* TABLE 6-1

Permltted numbers of channel groups G, rormallzed

1nterference ratlo P/Pk

reuse distance D/r, and 51gnal to—co channel
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separatlon 3r. From these arouments it follows that

96

By = A /uB

8G/N | o o (6-3)

Note that (6-4) reduces to. (5-3) when<G‘= N (no channel reuse).

From (6-3) and (6-4) the advantages of channel reuse become clear; the system

. throughput Q:exceeds the cell throughputhkaby!the factor N/G.

'

VI-2 Nineteen-Cell System with Seven—Cell'ReusehPattern

Consider a 19—cell.SYStem with seven groups of channels assigned

as shown in Fig. 6-1. The geographic'separatioﬁ.hetween_cells with the same
. channel group is 4.58 r. All but ﬁhe'ceutre_gell‘isfsubject to'co—chahnel

_ interference.from two other cells. Thus, the average number of co-channel

interferers is 38/18 = 1.9.

Immediately adJacent channels in contlguous cells occur as. follows:

© 7 two channels of interference for the. seven inner cells, one channel for ten
of Lhe outer cells, and no channels for the remalnlng two outer cells._ Thus,
“on the average there are 24/19 1. 25 such channels per cell, at dlstance: ,'Af.

'separatlon 3,r. Similar analysis shows ?4/19 '1.26: channels per cell’at

/

¢ {(l._ c(o)/(4 58 /’) ) + [(1 25/(¢”3 )

+ (1 26/(3/’) )] C(A/R)} | ,V'f o (6-5)

For n = 3.5, (6-5) is as folloWS,.where ¢ is ;he,channel occupancyfl

1

SNR™ =1¢‘(o.0027;c(o)'4 o;oezjlc(A/R)>‘;j. N -‘(6—6)':"
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¢

Fig. 6~1: Nineteen-cell system with seven-cell reuse pattern.




NG = 2.7,
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Constants 0.0027 and 0.0627_correspond, respectively;‘to -25.6 dB
and -12:0 dB. Since C(0) = -3 dB for MSK, SFSK and PAM and = -5 dB for PSK,

it follows that SNR < 28.6 dB for the first‘three modulations, and 2 30.6 dB

for PSK, assuming ¢ = 100%. For lower;SNRfvalues, adjacent-channel inter-
ference dominates, but as A/R increases, co-channel interference eventually
limits SNR, unless ¢ is reduced. With adjacentechannel'and co-ehannel inter-

ference equal, SNR = 25.6 dB for all but PSK for which SNR = 27.6 dB. The

corresponding values of C(A/R) are (25.6-12) .= 13.6 dB and (27.6-12) = 15.6 dB,.

~ respectively, for which A/R = 0.75 for MSK‘and A/R = 1.4 for PSK.

For the cellular:scheme in Fig.~6—1,'the throughput multiplierf

Figure 6-2 shows maximum throughputs for l°—cell systems with and

" without channel reuses To avoid congestlon, SFSK and PAN curves ‘are not
shown; however, their behaviour is generally between that for P%K and "MSK.

'r“The c1rcles on the curves in Flg 6—2 1nd1cate the point at which. channel

occupancy ¢ must be reduced from unity for further.SNR’increases.

One sees from Fig. 6-2 that there is no one modulation scheme and_ -

.chennei assignment scheme which is best.over-all.SNR‘levels.‘ For 21 % SNR 2 27 _ _f‘7

dB, MSK with channel reuse permitszthehhighest.throughput.v At 25 dB, for

’.example throughput Q= 3 4 for MSK w1th reuse Vs..2 2 withOut reuse, and vs.
1.6 for PSK w1thout reuse. ~ For SNR < 20 dB or. QNR 3 28 dB, absence of reuse __‘.

ylelds hlgher throughputs for MQK. For PSK, d1fferences between reuse and

no-reuse are small for SNR < 29 dB.
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VI-3 Nineteen-Cell System with‘Three—Celi Réusé‘Pafte¥n“
. Figﬁre,653 shows.l9-cell systems haﬁiﬁg‘G'groups of.cha#pels, whére'
G =3, 4 and 9. | | | |
" In the 3~cell'pattern, all seven inferigr.cells aré Bordéred_by six

cells, each of which may generate interference from an immediatélyAadjacent

frequency channel. Six of ‘the twelve outer cells are bordered by four cells ,

- offering interference from immediately édjaéent frequency channels; the other

six are bordered by three neighbouring cells with channels separated by A Hz.

‘All cells are subject to interference from immediately adjacent channels in
“more distant cells, and from channels 2A Hz or morejfrom the wanted channel;

. however, the additional interferénce frdm\these sources'is-negligiblé. Thus,-

for a channel A Hz away in a contiguous celi Pk/P 51(7633'5 = 23:O>(13vdB),1

while a channel in a cell whose centre isitwice-the-distance'has_a‘Pk/P:valué

2—3°5 = (0,089 times‘23.0: Thus interference from the more -distant cell -adds
another 0.37363 (1.089) , which is negligiblefCQnsidering.that'theJValue‘of‘n is
itself not accurately determined.

Co-channel interference for the ceﬁtre cell is from six cells 3r

:. units awa&. Each cell in the inner'ring of-éii is:subjécf to‘co—éhénnel intéﬁ—ff

ference from four cells 3r units.awéy and f#om-éne ccell 343 ¢ ﬁniﬁs.aﬁéy;_thisl,“
~ latter éontfibution«is safely~ignoréd;-ICo—chéngglxiﬁtefferenéequf‘outg;'célls f:
:{j;is from-eithér_tﬁo\or three cells 3r uﬁitgfé%ayg_tﬁbFééils 6r‘ﬁnité;awéy and

one cell 3/§.r,units away.

If we average the co-channel and adjécent—chéhnel interferencevlevels,

' ‘We obtain co-channel interference from an average of 3.2 cells 3r units away,

" and immediately-adjacent-channel interferenceffrqm~4.4;contigﬁqus»éells, Thus,if_.\



-:.,’ Fig.*6?3:‘

Nineteen-cell System'plans~with

four- and nine-cell reuse. -

thrée—,,~ ';.f

101




102

g :

~- (.6-‘7)

1

snrl = [3.2 C(O) (3VD ™™ + 4.4 c(A/R)(VESfHJ

R

¢$[0.020 C(0) + 0.19AC(A/ﬁ)]'?> o 68

' The coefficients 0.020 and 0.19 Cdrresﬁohd,toj—l7.0‘dB‘aﬁd-—7.20”dB,

. respectively. Since C(0) = -3 dB for MSK, SFSK and PAM, and C(0) = -5 dB for

PSK, the maximum obtainable SNR values for ¢ = 1 are.20 and 22 dB, respectively.

When A/R is such that adjacent—chénnel and cb?channél interference are equal,

.SNR is redﬁdé&‘by'3 dB from these values to 17 dB and 19 dB, respectively. In

this case, adjacént—channel interference levels are -20 + 7.2 = -12.8 dB for

| MSK and -14.8 dB for PSK. For these levels, A/R = 0.74 for MSK and 1.2 for

PSK. For SNR < 18 dB adjacent-channel interference'dominates. However, as

(A/R) increases. to improve SNR, co-channel interference becomes dominant and

'eventually limits SNR unless ¢~is reduced.

‘Figures 6-4 and 6-5 shqw maximum throughpdts for MSK and PSK,.

~ respectively, for various 19-cell systems, includiﬁgiﬁhe'B—cell reuse plan. -

.-The.throughpdts_qbtained are 19/3 = 6.33ttimes,theeR/A,values which result for _'

various SNR levels.. These R/A values are obtained from Fig: 2-9, aund are not
tabulated here, but are easily obtainedfby diViding ordinate valués on Figs.

6-4 and 6-5 by 6.33.

. VI-4- Nineteen-Cell System with Four—Cell Reuse Pattefn . ; S

The discussion for the 44¢ell.pattefnfin Fig,'6—3.closely'parallels. 

 'that"for:fﬁe 3-cell pattern.

" .If co-channel and adjfcent-channel interference are averaged,

SNRf;

i1

$[2.84 C(0) (2/8) ™ + 2.95 C(A/R) (V) ] :  ‘“:f (6—9).

113

$[0.011 C(0) + 0.128 CCa/m] . (6-10)
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VIS5 ,.Nineteen—Cell System with“Nine—Cell‘Reuse'Pattern

_channel 1nterference ylelds

»;nterference these SNR levels decrease to 29 2 and wl 2 dB, respectlvely

obtained by multlplylng R/A values by l9/9 2.ll.

© 1057

Coefficients 0. 011 and 0.128 correspond to —19 6 dB and —8 9 dB, respectively

For MSK, SFSK and ‘PAM, SNR cannot exceed 22 6 dB for PSK the 11m1t is 24.6 dB.

When adJacent—channel 1nterference equals co- channel 1nterference, then SNR

levels drop to 19.6 and 21.6 dB, respectlvely; C(A/R)_= -13.7 dB for MSK and .

~15.7 dB for PSK, and A/R = 0.75 for MSK and 1.45 for PSK.

R
Max1mum throughputs shonn in Figs. 6-4 and.6-5,‘are obtained by

multiplylng R/A values by. l9/4 = 4 75.

\The‘discussion-forrthe 9—cell.reuse_pattern ln»Fig.:ﬁ—S parallels =

that forlthe 3- and 4—cell:casesQA Averaging thecco%channel and'adjacent4‘_‘

V*s Lo 41126 c(o>(3/”) + ot77:é(A/t)(¢%3‘“]'dg?;‘ V<5;1i)~r'
[0.00;2 c(o) + 0.034-C(A/R§i‘;-7“ .:‘l:‘;fx, :d(é-lzy
In.averaging the adjacent—channel*interference, lnterferencelfron.fl‘“
contlguous cells, as well as from cells separated by 3r has heen lncluded

since 1nterference in cells 3r away accounts for almost l/3 of the total

N Coefflclents O 0012 and 0. 034 correspond to ~29 2 dB and ~l4 1 dB
respectiVely. For MSK, PAM and SFSK SNR cannot exceed 32 2 dB for PSK the

SNR llmlt is 34.2 dB. When adJacent channel interference equals cO*channel

Flgures 6 4 and 6- 5 show the nax1mum throughputs vs. SNR, andfare3 -




ljln,the'numher of cells...
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VI-6 Capacities of Larger Cellular Systems.

The'preceeding analysis eﬁtends easily td systems having more‘than
nineteen cells. The numerlcal values of the quantltles multlplylng ‘the- co-

“channel term C(O) and the: adJacent—channel terms C(A/R), C(2A/R), .o are

determlned as before. In most situations the C(A/R) term will dominate.all

. other adjacent—channel interference terms. The numerical quantities referred

to above may be averages determined as in the previous sections of thisgchapter,

or may be worst case Values;‘we'fayour averages as being more meaningful;

For. example, a 49-cell system with a seven-channel reuse pattern has

an average co-channel 1nterference at 100/ occupancy of approx1mately ,.%'

v

’_[3 5/(4 58Vr3 ] €(0), and an average adJacent—channel 1nterference of’
‘[2/(Vr3-] C(A/R) For n = 3.5, these numerlcal coefflclents equal 0. 0651

.f (-23 dB) and 0.087 (-10. 6 dB), respectlvely._*Therefore " the maximum SNRieb—'
»talnable is 23 dB for MSK, PAM and SFSK ~and 75 dB for PSk ‘The maximumlis o
'seven tlmes the R/A Value at the spec1f1ed SNR level determmned as 1llustrated

_Vpreviously. The terms multlplylng C(O) and C(A/R) for. the 19-cell system w*th

a seven—-cell reuse pattern ‘equal —25 6 dB and -12. l-dB respectlvely; ThUS*“

.the curves in Fig. 6-2, if moved- horlzontally to the left by 1.5 dB and then

scaled vertlcally by 49/19 2.58‘represent‘maxlmum=throughputs for-the_49—cell

~system over the lOOA'occupancy portiqn of .the curveff

’ The portions where ¢ iS‘reduced:are‘ohtained.as before.~ For*MSK at

‘ SNR ~20 dB, the maximum throughput equals lO O as compared with 4, 0 for the

”;l9~cell system. Thus, hroughput increase of ZSOA requlres a 258A increase

Slmllarly, a 133 cell system with a 19 cell reuse pattern has a C(O)

. multlpller of 3. 5/(7 55¢r3 = -30. 6 dB i Thus, the max1mum obtalnable SNR for N

","100/ occupancy is 30.6 dB unless PSK is used, in whlch case.thls,max1mum is

32 6 dB. _For.50% occupancy,pthese values are- 3 dB hlgher.. S

Y
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VI-7 Effects of Channel Reuse on Delay and Blocking Prohabilityl )

Delay and blocking probability were obtained in Chapter;S by deterF

‘mining minimum values for A/R, and by using‘(4—3)‘and”the’curvesfin'Chapter;B;

Figures 6-4 and 6-5 can be used to find‘the maximum R/A values with

¢ = 50% by mov1ng each curve 3 dB horlzontally to thecright,.and‘bynnoting'

~ that the resultlng ‘ordinates equal (N/G)(R/A) ' Srnceifor.each*cell,

- p/m =8, AR

semem. R (L

the- resultlng ord1nate values y1eld p/m for -any- glvenhSNR~value?and throughput

factor B. For 100% occupancy, shlftlng of the curves:rs~not'neededL

For example, cons1der MSK w1th SNR 20 dB hand a’l9—Cell~system |

‘w1th a 4—channel reuse pattern., From Flg 6 4 one obtalns (N/G)(R/A) ~ 6 at

= 100%. To obtaln the curves in Fig. 6- 6 ‘which shows thloughput Q vs.

' number-of.channels/mobile:for various: P values5)it is necessary only;to move

B:

each point on the'single-cell'system_curves-in_Fig. 5-4..four units'horizontallyA

to the right, and scale the ordinate values by 6.
Figure 6-6 clearly indiCates'the.value of reusing‘channels}h Not only

is the maximum throughput of 6 with reuse greater than the 4, 6 value w1th no‘

o reuse, the-maximum throughput is approached much more,rapidly,aas»thetnumber L

of ‘channels per mobile increases fr0m unity. For a: 40—channel system, for

-example, the dlfference in throughputs for PB = O 2 1s 4 6 vs l.8- the formeri'
fthroughput 1s 2, 56 times the latter. Even though reuse of channels 1ntroducesa
_more adJacent channel 1nterference whlch results 1n a. 1ower1ng of R/A the in- -

creased channel capaclty resultlng frOm -reuse’ usually more than compensates.

Table 6-2 shows throughput comparlsons fox PSK as well as MSK for

"varlous channel ass1gnment plans : Ercept for the 9- cell reuse plan in a-
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n = 3 3 5 and 4
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19-cell system, MSK is better than PSK; the anomaly cited is due to the lower

", wvalue of C(A/R) for PSK for A/R near.zero.

Similar arguments apply to delay considerations,. as can be seen by

~.comparing Figs.x3—3 with Fié. 3—2(b) which shows‘d/m = uRD vs. p/m; Figure 6-7

shows. Q for MSK with SNR = 20 dB, assuming  100% occupancy, with uRD = 1.5.

. Table 6 -2 shows spectrum effec1enc1es of various systems, for SNR 20 dB and

uRD = 1.5, with 40 channels/moblle, and R/A based on lOO/ occupancy. The actual'_*'

delay depends on uR, and in partlcular on’ any-varlatlon in R to.accommodate

‘various values permitted for R/A, as explainedhin Chapters 4 and 5.

VI-8 Effects of Propagation Factor n

. -

Both- the adjacent-channel and coechannel”interferencevlevels_depend

on the power ratio P/P (D¢r3 , where D is the dlstance between the centres

o of local and 1nterfer1ng cells,‘and n is the propagatlon factor One sees-

= ;that the 1nterference in dB varles dlrectly 1n proportlon to the value assumea
jifor n. Thus if one assumes n = 3 and in fact s % 4, SNR in dB?is 337 better
- than. calculated which 1mp11es a hlgher allowed‘value for R/A With a dlrect

o vsjlncrease in spectrum eff1c1ency. The‘actual value of ntdepends.rnxa complex
-tway on - varlous factors including base antenna helght topography;fand‘dlstance'

’-separation between ‘transmitter and recelver.‘5

" We do not attempt to summarize factors affectlno n, but merely 11—

'lustrate An Flg. 6 8 its effect on’ the maximum throughput for a l9 cell system
'ﬁﬂ'w1th-a 4—cell reuse:pattern u51ng MSK. - Our value of 3. 5 is probably safe the‘~

e value 4 O is often used in analytlcal work

\T Table 6 1 shows the variation of P/P for varlous reuse patterns for o

k:
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VI-9 Effects of Subqptimum'ReceiVérs and.ChanneI'Océupancies on Throughput

" The SNR:equatiéns usedttO'determihé thtoughputs in this and earlier .

chapters are based on optimum receivers.

As noted in Chapter 2, use of suboptimum receivers reduces SNR

"~ by up to 3 dB if DPSK is used in place of PSK,aandfup.to 6 dB-if incoherent

detection of MSK replaces optimum (éohéreﬁt) receptidn;» The effect of subopti-

- mum reception is to shift the throughputvvs;_SNR curves;horizontally:to the

'left by 3 or 6 dB.

Channel occupancy also has an erfect on. throughput.» Reductlon in ¢

from 100/ to 50/ increases SNR' by 3»dB, and each further reductlon of 50/

1nvolves an addltlonal 3 dB SNR 1ncrease.. In addltlon,;reduttlons in ¢ cauqe
correaponding:reductions in throughput._ Thus, tha throughput vs. SNR;curves~
are.shifted horizontally to the‘right-ih accordahcé_vith the. SNR increase, and .
the resulting ordinate values are then reduced by the percent reduction in ¢.

Use of suboptimum recéption and/or reductions in“¢ affect"allfcﬁrVes'“

in’ the same general way. Thus, comparisons between various, systém plans~do.

; not>change for any'given modulation:format However, the fact that DPSK 1n—~

volves a 3 dB SNR reductlon as opposed to a. 6 dB reductlon for 1ncoherent MSK

1mproves_the,performance of suboptimum PSKTrelative to that of suboptimum~MSK.":
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-VII CODING, ERROR CONTROL AND BIT-ERROR PRDBABILITY‘

VII-1 Coding for Error Correction and Error Detection

As noted. in Chapter 2, the very'large fluctions"in_sigﬁal—to—

interference~plus-noise ratio cause correspondingly large fluctuations in raw

b1t—error probab111Ly. 'No matter how good the average‘SNR,‘hit—errors"are‘
unaV01dable during deep fades. The only way to combat these fades is by some

form of diversity. Channel coding is afform of time diversity which is highly -

effective on fading.channels, either in a forward error correction (FEC) or

- error detection and retransmission (ARQ) mode..

. Block codes and convolutional codes.are available forpFEC'[Ll; Gl;
P1, L2]. Block coders augment k-bit source—digit-seduences._Ihe_r redundant
check bits permit correction of up to t errors in adihfbit'block where
(d-1)/2 d odd

t = . ‘A . . o -_ ) .i (7_1)‘
(a/2)-1 d even = U .

~and d is the'minimumxﬂamming distance between two transmitted,codewords.

Block codes are easily generated using feedback shift registers.

* Decoding of.selected codes is possible using feedback»shift~register circuits

or- maJorlty 1og1c gates. In partlcular, all slngle—blt error correctlng

N

- Hamming codes” (a subclass of BCH codes) can. be decoded uslng e1ther approach

Selected multiple—error correcting BCH codes can~also be decoded us;ng one

hdor both types. of decoders. '

In contrast to block codes which check each source bit once, convolu-

tional . codes check each N times where N is the constraint span of the code.
_ Some special convolutlonal codes are decodable uslng shift reglster c1rcu1ts

. HoWever, 1onger more. powerful codes requlre elaborate decoders [Wl Pl L3]
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Block codes and convolutional codes are available for use on random

error channels, burst error channels or on channels’ekhibiting both‘types*of

‘behaviour. For transmission of short messages on either one-way or two-way

¥

channels, convolutional codes seem to offer no clear advantage over block
codes. [L1], .and have the advantage that»their'performance is easily .calculated

once an appropriate statistical descriptioﬁ of the digital channel is avail-

able.

The most commonly used measure of block code performance is P ,:the

probability of a block (or word) error. Deflne P(m n) as the probablllty of

@ errors in a-block of n bits. For a FEC eode which corrects all errors in -

t or fewer bits [12].
n:

TR ey
m=thl S L

-rd
o
Il

For a binary symmetric'memorylessschanneI.With bitéerror7ﬁrobability'p,;_.

SR = (M) " -t

iy

. where

. ml e
n )‘ B n!(E—m)!. S ) L D L o (7-4) .

- As discussed later, (7-3) must be used with care in.estimating error ' perfor- ~. -

mance for land mobile channels. -
. . < : . .‘\

Also of interest -is pb,.the~probability»oflerroroof~é{decoded‘inF‘

"'formation'bit; where

':=l-P'.PH_vn : . . V'f‘;'d: *_f : '~;\ (7-5)

In (7~ 5), P denotes the probablllty of an. error in, the k 1nformat10n blts,

v

_ glven an error in. the n-b1t word and depends on the code., Errors would
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normally cause the closest (in the Hamming'sense)-codeword to the one trans—

» -mitted to be decoded,  in which case Pw = d/n;4~For_lower density_codes'such‘

.as orthogonal codes PQ = %-[LZ,_Sl].

The code parameters which determine Peuare n, k and d.: For a given .’

channel bit rate, the rate at which information is tranSmitted'increasesfwith
k/n. The number of errors which can be corrected for a given value of n in-

creases with d/n. Various bounds on d/n are“available}ILZ; Pl].

' When error detection is. employed us1ng block codes, the probablllty'

of a detectable block error Pd is of 1nterest along w1th the probabllity of
block decoding error P and the probablllty P that the  block is decoded

correctly.

. In the absence of any error correction [L2]:

®, = P(n=0, n) S (7-6).
n : .o ' . SR
P p~(n-ky ) P(m,m) SR o (7-7) .
- - m=d . : R N L
Py = 1—Pé—Bé - o o r ' E - (7-8)

A block code which is used for error detection only'detects-all Cn

i.errors except those which change the transmltted codeword “into another code— _
1A'word.j Slnce the ratio of the number of codewords to the total number of

o words is 2 /2 most errors are detected. The factor 2 # in . (7 3) together

W1th the 1ower limit d rather than = d/2 for FEC makes P much lower for

error detection than for FEC.. However,;the converse’ls true of P 31nce one
"‘or, more errors in-a block results in retransm1551on rather than decodlng._,As- ISR

the channel degrades the number of retransm1s51ons 1ncreases, and. the actual

1nformatlon throughput adJusts automatlcally to match channel quallty

Decoder logic .for error detection:is simplerxthan for error:correc—
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However, some additional memory storage is required at the trans-

"mitter,. to store messages for possible retransmission, under various retrans-

mission protocols.

VII=2 Effects of-Coding on Throughput and Delay::

Under FEC codlng, the actual. information throughput is k/n times

the total number of b1ts transmltted The delay:increases hy any additional ”

time

required to transmit parity bits, and for\deCoding.

'When ARQ is . used; additional delaylas‘well as throughput'reductibns -

can occur as a result of retransm1381ons, dependlng on- the type of ARQ proto—.

col~used. Ba31c ARQ protocols are summarlzed below [Bl B2, B3, F2, S?]

v

. 1. Send-and-wait ARQ: ‘Following transmission'of~a,block, the_"

sending”terminal.waits‘forfeitheriafpositiveféckndWledgement (ACK)

" or a negative acknowledgementv(NACK) from the receiving-terminal;;-‘

befdre:sending the'nextfblock or retransmitting:the’same block.

2. Continuous3(GoFBack—N) ARQ: - The transmitter:continuesrtoV B

: send biocks untiluit“receives.a NACK, at'Which‘pdinteit re—'

transmlts the current block as well as- the prev1ously transmltted

N—l blocks.a‘Aﬂtransmltter buffer is needed t0'save N blocks.for

’ poss1ble retransm1331on. Follow1ng detectlon of one Or more.errors

in a block,: the receiver 1gnores all subsequent blocks prlor ‘to

'recelving the retransmltted block Transmlssion delays and rew"

ceiver decoding‘delays~require'N>2.

3. Selectlve ARQ The transmitter operates COntinudusly,:hut

retransmlts only those blocks in whlch errors have been detected
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- Stop-and-wait ARQ is advantageous because of its‘implementationv_

. simplicity and is particularly suited to half—duplex channels‘[Bl].w However,

L

in conventional line-switched systems considerable idle time may -occur and

reduce information throughput. Selective repeat systems have the highest

" overall system throughput but reqoire numbering of the data blocks to facili-

tate identification for retransmission.

Variations of each of the above schemes are possible [Kl;.Ml,‘SB,
S4]. For example, stop-and-wait ARQ may involVe’transmission of a seqoence
of relatively short blocks (which are numbered); and only those in which

errors are detected are included for retransmission in the next sequence.

This option appears particularly suitable on land mobile chanﬁe%s, where

bursts of noise may cause many errors in some blocks while others remain

error-free. ACK's only may delivered to the transmitter, with retransmission

. occurring after ‘a time-out period. ' This variation, which may be used with

any of the three schemes above, avoids,the'problems_which arise_in incorrect

decoding of NACK's. The disadvantages are‘that-thedtime—out_period must be -

- long enough to accommodate round—trip delays, Otherwise unnecessary‘retrans?-

missions may occur. Long time-out perlods 1mp1y reduced overall system 1nfor—

~mation throughput for the st0p—and—wa1t protocol and 1ncreased transmltter
.huffer storage for the other two protocols. _Another variation results~if
' :NACK's~on1y are sent to the.transmitterf‘gThe;advantage'here:is that acknow1¥
edgément traffic‘is considerably.redoced;-since'ﬁACKfs would‘ﬁormallyeoccur,
»:much 1ess~frequent1y than ACK's. In a situation-ih which. data'traffic-flows
».regularly in each dlrectlon, ACK's or. NACK‘s can be embedded in data blocks.
':However, when data flow is predomlnately one—way, acknowledgement 1nformat10n'
'would have to be sent in its own block wh1ch would contaln the usual over—_:

»hheadsn».There is an advantage to sending acknowledgement‘information separately, -




119
however; when queueing delays_dceur-acknowledgement blocks can be:giveh~ .
priority over-regular data blocks, thereby reducihg_retransmissioﬁfdelays o

[s3, P2].

The throughpat'efficiency n~fdrva‘digitaleeommunieatioh'link may

. be defined as the number of the infdrmation'bits deceded'relative to the

total number,of bits transmitted. " Thus, for- an (n k) FEC oode n 'vk/n. For

an (n k) code used in ARQ 31tuat10ns [s2] .

k 1 o S S
E’-1+N[Pd/(1-Pd)] S s L (7-9)

where N denotes the value applicable toathe~goeback—N protqcol.

Equatlon (7 9) also. applles to. both stop~and—wa1t and selectlve ARQ

'* in whlch cases N=1 and

n o= (e/n) (1) R RN TS

\J B - —_ ~ =
hormally.Pe_§< Pd’ 1 Pd Pc and, fet N=1

no= P_k/n g

The degradation in'throughput:effieiency»of ARQ relatiVe td FEC is

'_obtalned directly from (7 Q) For N‘l Flg. 7- -1 shows this degradatlon n for
a block codes of length n = 15, 31,..,1023 For n =,31 p ¥ 1073 1mplles
' Pc > 0.9 in Whlch case the follow1ng (n N) palrs of values result-'(O. ) l),

_h' (0.82,.2),-(0.69, 4). The effect of N in. reduc1ng n is relatlvely large for

low values of Pd' Notwithstanding, for.somegtypes of;messages, 1nclud1ng'

_control messages as descrlbed in Chapter 2 some form'bf.ARQ.seems essential

to. enable the- transmltter to know whether or not 1ts message was . recelved

The delay D from the tlme that a message is presented to the trans— .

jmltter untll 1t is pxocessed by the recelver depends on varlous COmpOnent
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. ARQ for various block lengths n. L

=2 =3 HM%4f1i1f5ﬁ‘¥.—5 -—7f” o

. Flg 7-1: PrObdbllltles of correct decodlng for -
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delays including those due to queueing for'channel access, transmission of

bits over the channel, propagation decoding, and modem start—up or turn—.

~around. Let Tl and T denote the one—way and round trip delays,.respectively

2

2 ‘ l); then

D - T, + T2 (g + ZPd ‘+.39b‘a+ ...7_+-iPd + "T')-°

-‘.D[Tl' = 1 + (T /T ) [P /(1 P ) ] \; . L ’}f ;-:(7-12)

. For 1-P., = P the increase “in D relative tolT is (Tz/Tl)(Pd/Péz)IWhich‘is

d c o - : STl

|

.fnormally small; For T2/Tlté‘2 and P = lO-thhe relative delay increase is 2%.:

~lt“isléeen‘that3for Channels“which are:Vgood" most of'the tiﬁe

: retransmlsSions are 1nfrequent and n and D are not reduced 51gnificant]y
: below the1r FEC values.' When the channelydegrades 1ncreaseq retransmissions
'andhdelays_together with reduced values of”nlie the‘price paid for low decoded = -

" bit-error probabilities.

'VII-3 Effects. of Coding on Spectrum Effeciency'

To demonstrate the use of'channel;encoding;indland mobile‘radio“

systems, we~begin by considering alternative means of-obtaining-bit—error

--"probabilities pb after decoding in. the range lO 3 to lO‘“. ‘This. value of pb

would: be su1table for real-time dlgital voice transmlsSion.-. Raylelgn

channel model is used, which model would be valid for short block lengths
R w1th 1nterleav1ng {see Sections 2—4-and 7—4)_and.many interferers whoSe:com— .
bined interference levelewould_be;relativelvdconstaﬁt; dFor’thieimodel; itj'

.vfollows from Section 2-7 that
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- We assume SNR to be calculated as in earlier'chapters which implies that

fsinterference dominates noise, and that p as g1ven by (7—13) is for radlus

/2 from the base. Obv1ously, P w1ll vary w1th respect to d1stance between

‘mobile and base, as discussed in Chapter 2 and in Section 7-4.

From the curves in Chapter 6 one sees that a reuse plan must include-

at least G=9 groups of channels for SNR = 30 dB (p = 10'3) unless throughput
- is to be reduced below ¢=l.- (As explained‘earller, an -actual ¢ value well

'-below unity is -often compensated for, in SNR by suboptlmum receivers. )

Analysis procedures used in Chapter 6, together with Table 6-1 shows that G—12
is needed for SNR = 35 dB with ¢—l and G—l6 1s needed for SNR 40.dB
(p 10~%). For a l9—cell system.W1th no reuse and-SNR = 35 dB (p = 3xlO'“),,

the maximum MSK throughput Q = 1.35 (See Fig. 5- 8), if dlrect transm1s31on of

" bits occurs..

If .a 4-cell reuse pattern is employed,'SNR = 20 dB is the maximum

value permitted with ¢=1; in which case Q=6.. If a:double-error‘correcting
- (15, 7) FEC code is used, pb.= 4.6 x lO'“; and the.makimum information through—’;}°'

“put is (7/15)x6 = 2.8. Use of a-triple—error‘correcting (3l,'l6).code~yields_'

Py, =3,2 x 10™% and Q = 3.1. Both maximum throughput_1eve1s~are‘more than -

double that for the 19-cell system?with no reuse;of:ehannels. More important

information throughput achieved for'given Py oor uRD Values and a g1ven value

B

Iof m favour the 4-cell reuse plan even more strongly. ‘For . example w1th 40— ‘

jchannel-mobile transceivers and P = O.QQ,ZQ = (l6/31) X 4, 6 = 2, 4 for a 4 cell_;,ff L

B -

._ reuse plan w1th the (31, 16) code vs.-Q l 35(0 4) 0.5”for a l9—cell»system
sz.w1th no reuse. - Clearly, FEC with small G values ‘can greatly affect the ‘spec-

trum effiCiency. : '%~'

Similar comparlsons are ea51ly made for 3— 7-.and 9—cellgsystems.

" TFor example for a 7—ce11 system with ¢= l the maximum SNR = 26 dB:‘
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(p = 2. 5 x 107 3), in wh1ch case Q= . Use of a shortened (11 7) code :

- yields pb,= 3.4 x lO i and Q = (7/11)x3 4 2.2. (The (11 7) s1ngle error ,.1T

’_correctlng code is obtained by shortening the (15 11) code [Ll] Shortening

perm1ts constructlon of s1mp1e codes of v1rtually .any . length and code rate )

Slmllarly, for a 3—ce11 reuse.plan, 'SNR = 17. 5 dB (p = 1.8 x 107 2) is ‘the

1argest value possible with ¢=1, in wh1ch case Q =8, 5 Use of a (15 5)

tr1ple—error correctlng code results in pb = l 4 X 10 ” and maximum Q 2.8,
a value equal to that for the 4 cell reuse plan w1th a (lS 7) double—error

correct1ng code. However, for a fixed number of channels per moblle, and

- fixed P or uRD~va1ue the 3-cell pattern has a h1gher throughnut because of

“ the 1ncreased number of channels per cell However,.as d1scussed in’ the fol- .

lowing section, the close proximity of the co~channelfinterferers:may cause

© too' much fluctuation_in P, as the mobile location varies.

)

Cons1der next codes from those above (all of whlch have 81mple

. hardware decoders) for error detectlon. ror the (lS 7) code in the b- cell

. reuse plan with p . 10*2,-p' = l 2 X lO 9,:and P = 0 86 Use-ofta (31 l6)

b

code in the same situation yields = 2.4 x 10—1% w1th P v r0.721f The latter

b

" value of pb may be needlessly small, and may ‘not Justlfy a throughput reduc~

tion to 727 of the FEC value, vs..84/ for the (15 ll) code.' In some appll—

catlons, Py T 10 K may be more than adequate, in- whlch case a (15 ) l) code4 ;

‘,could be. used Wlth Py = 2, 8 X 10 5, the correspondlng max1mum throughput, in-

,chudlng the 0.86 factor would be (11/15) X 65 O x 0 86 3 8.3;_.”

Our~purpose here haS~not,been an ekhaustive-study‘offCOde performance15

' rbut rather to 1llustrate the greatly 1ncreased flex1b111ty in system de51gn

o offered by channel encodlng. ‘The_lmpllcatlons of thls'flex1b111ty‘aretdls—‘ -

cussed 1n’Sect10n 7—5.
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VII-4 Bit-Error Probability Variations

In an.actual mobile radio system, raw:bit-error probability p varies
as mobiles move, because of shadowing and changes‘in,base—mobile distance

separations. Interference levels also vary, for the same reasons. As p

‘varies, so does Py

One way to account for this variation is to average pb_0ver‘the-

coverage area, and over the variations in mean signal level. Unless there are

. many interfering signals, effects of interference level.variationsvshould also
be averaged, as explained in an earlier report [Dl1]. 1Imn averaglng Py it is:
reasonable to assume that both shadow1ng levels and d1stance separation- remaln

-constant dur1ng ‘transmission of one, block of data, in accordance w1th the - d1s~

cussions in Section 2-4.- It is also~important that.shadowing~correlations‘be—

tween the wanted and interfering signals be'included [F3].

Perhaps the greatest difficult§ iniaccurately averaginé pb is to.
estimate P(m,n), on which pb depends. ‘When a vehlcle is statlonary, P(m n) is
given by (7- 3) with p calculated as for a-Gausslan channel, prov1ded 4in the
case of mobile—to—base interference;-interference'levels are stationary.'.When.
a vehlcle is mov1ng fast enough to encounter several fades durlng transmlsslon
of blocks of interleaved bltS,_the Raylelgh approx1matlon for p 1s valld In
_:the absence -of 1nterleav1ng, or durlng st0p—and go vehlcle movement P(m n) R
exhlblts memory, and the channel appears to include both random and.burst—ili

error behav1our [MZ] Coding gains‘observed_on real channels‘are considerable

'[MZ],-and are not inconsistent with thoseibased"onuRayleigh:modelisithninde—
pendentserrors [{D1] in random noise. ~Bit‘error probabilities;calculated-for

1ndependent—error Raylelgh channels may prov1de reasonable estlmates -even when' ‘;'b'd;=i

'channel memory is 1nvolved since bursts of errors can provmde for hlgher pb alues S

: Lhan random errors, with the. same raW'bit error rate'p. -‘he reason_;s that



" averages for p and Py, would be difficult.

, the nomlna] 0 75 (25/)

v ~ S s

under burst errors, only selected blocks are damaged, while random errors .are

‘not confined to selected blocks;- In any event, rigorous;calculation of

5%

. Whether or not an average for Py is ecalculated, it is clear that:pb_~

. will improve, in general, as the mobile moves in close proximity to the base.

At small base-mobile separations,‘both Py and p willzbe very good. The actual
best values will depend on the minimum mobile—base‘separation}

Conversely, on the cells outer edges, p -and pb w1ll be at. thelr

worst. An alternative (or complementary) approach to averaglng pb is. to com-

'pare these WOrst values with nominal values‘obtained assumingythe mobile—base’

separatlon of r//_ 'Consider a 4—cell reuseﬁplan3?with MSKVfthe~'worst.case

'occurs w1th a moblle at one of the six apexes of. the centre cell. ln thisvw
”icase,,E/Pk_s 1 for the adjacent;channel;interferencesin.onelof‘the'contlgnous
>cells; which can be reduced, - if necessary~by-reduclng'R/A.:.ﬁorgeXample;:_
‘:reduction froﬁ the maximum value:of»l}ZS:to l:reduces C(A/R)ffron'elSioB.to

-21 dB.

For co-channel interference Wlth n 3 5 and 4—cell reuse

R

B/p

. (LS

[

This level of 1nterference 1mp11es p = 10 1 “5 = 3 6 x 10“2. For'doubleéue
error correction uslng a (lw 7) code, pb 2 x 10'2, in comparlson w1th the

'nomlnal value 4.6 x 10 obtalned earller. Use‘of/theesame code for errora:

detedtionjyieldS'pb = 6.8 x l0*7,vs.,the nominalﬂl.2fxﬂlo—?.p The throughput

reduction factor is P = 0.63, '33. the nominal 0,84;-_The increase in,delay

- D'iﬂh(7f12)AfOr.T2/T1 = 2 is P /P2 = (l*Pé)/Pi = Q;QB (an‘increase’of 93%) vs.

W

. = 14.5dB - _.”._ ‘:‘? o gas
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The effects of shadowing on the mean signal and interference levels

depend heaVily on shadowing correlations{"For 100% correlation,-there‘is no

effect;- For no correlation, the effect can be very large, typically the mean
level variations have a 3 dB standard (power) dev1atlon about the mean., If;
’ 0.6

two standard_deViations occur in SNR, the result is‘a factor of %10 =4

variation in p, and for a t-error correcting code, the variation factor ap-

' proximates 4, For a 2t error—detecting code the variation factor is 4

'Thus,.for t =2, Py, could vary by factors of +16 and +256 respectively, for .

FgC and ARQ, with corresponding variations.in throughput and delay reduction

factors.

A similar analysis is;possihle for alllother'channel assignmenti~

‘'schemes. The variation in co-channel interference decreases with an increase
.in G, and this fact may favour somewhat larger G values than would otherwise

" 'be indicated.

VII-5  Data Block Structures for Land MobilexRadio‘Systems
'-An'important determinant of spectrum\efficiency is the:data block
structure, including its relationship to FEC -or ARQ codes.

- Figure 7-2 shows a structure suitabledforjiand>mobile radiO',_

}channels..lThe'data block~inc1udes k information bits; r = n—h check'bits;nv
' address ‘bits, s synchronization b1ts and c‘mode control: bltS.\ includeduin |
.the n 1nformatlon plus check bits may be g bitsvforHacknowledgement‘of mes—':
.sages,transmitted in'the other'direction.c The n bltS may cons1st of short t'
vsub;hlockscmhich.are decoded:seuarately.‘ The b1ts in any sub—block may be
igspread out‘(interleaved)/oter*the~1ongerun—bit sequence. Interleav1ng 1s

probably helpful if FEC.is used [Ll Cl], but may cause too many retransmis—
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‘sions if ARQ is employed. The mode control bit(s) indicate to the decodef

-whether FEC or error-detection, or a combination of these is to be performed.

'FEC or direct transmission with no coding would be used for digital .

transmission of speech, ARQ for control messages, and either a combination of

FEC and ARQ, or FEC alone for text. In situations where all three types of

messages can occur, some form of mode control seems essential - address and

mode control bits could be spread out over the block, and made very reliable

by many check bits.

In an ARQ environment, retransmitted sub-blocks .can be combined with

those received earlier for improved FEC decoding; ‘it has beenxprOposed;_for

-example, that subsequent retransmissibns~COnsisﬁ. solely of additional bits to

check the earlier information bits, creating a 2n, k sub-block.. Numerous

' possibilities exist with ARQ to combat the large fluctuations in raw bit

error probability p; Obviously, tradeoffsiexist‘beﬁneen codef/deeoder hard-
ware complexity‘and spectrum. efficiency.- For FEC, tpe oniy alfernntive:is ;5
reduce the information bit rate when p'degrades, for example.neer'eeil e&geéé
in real—tine-tfansmission, such reductien-implies a:chénge in £he source-

encoder, e1ther in the sampllng rate or number of quantlzatlon levels, or both.

. Such on—llne changes would be p0551b1e for adaptlve dlfferentlal PCM [Hl CS]

but would result in some increase in eqn1pment1complex1ty.
Values for k, r;.v, s, ¢ and g as defined;aBove, should be selected

to maximize information thiroughput, whiehAie equel the number of bits/sec’

' transmitted times the factor

R
. f n+vtstetg

(/) (/InvstetgD) o (A15)

For FEC, g = 0. For ARQ the above factor n is multiplied by PC, and the
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SR . N
spectrum efficiency is n<P -Q Optlmlzatlon of n P Q is compllcated by the

fact. that P and Q depend on k n, v, s, C and g+ The nature of the dependence-

on k and n was illustrated in the previous.section; while (7—15):mayusuggest

values of k/n = 1 as best, smaller.k/n values actually_yield larger values of

.Q, by permitting greater reuse of channels.

The ARQ protocol used 1nfluences the ch01ce of block lengths. Send-

‘and—walt ARQ favours long blocks, part1cularly when acknowledgement delays are

large, in order to reduce the idle channel time._ Selective ARQ'favours short

.A:nsub—blocksk Chu [C2] determined the optimum block length in terms of bit

error rate for both random error and burst erroxr channels, acknowledgement
AY

‘delay, and the average léngth of geometrlcally d1str1buted messages.:_He;dId

not, however,nlnclude consideration of sub—blocks.

Another issue is the optimum amount of forward error correction

relative to error detection. -Some FEC capability would reduce the number of

. message retransmissions at the expense_of'increasedﬂdecoder complexity and in-

creased error probabllity Also of-importance is the appropriate amount of.

-'_.FEC for acknowledgement 1nformatlon whose accuracy is more cr1t1cal than that‘“
f.of actual messages; 'Fujiwara et al' [F2]"considered minimlzation of the de;”
'coded b1t error probablllty by selectlng block code parameters to optlmally
.flbalance error detectlon, error correctlon and protectlon of acknowledgement
’"-1nformatlon; Independent error.channels and (1dea11zed) Cllbert burst noise

"'channels were. con51dered For. example, con81der an overall block length of

i

“f‘;h 63 bltS 1nclud1ng k 1nformatlon b1ts, T check bltS, and g acknowledgement .f
~;.'blts. It was found that for a decoded b1t error probablllty of 10’“ and ':~@;~.
'kﬂthroughput eff1c1ency k/(k+r+g) O 7 w1th contlnuous go—back—3 ARQ on an-

'1ndependent error channel 16 check b1ts should be.used to prov1de éorwcorrec;d
1't10n of alloslngle—blt errors and detectlon'of all»twof.and three—blt.errors?h?'

~and that three bits should be used to .code NA@K's'andeCK's:’a R




130

Block synchronization is another‘importanfhissue.. One appreaeh is-
to "place the synchf‘squence 011 ceae lO,'cohsisting.of'u ones hetween be-
ginning and ending zeros, at the begihning and aiso possibly at the end of
each block. - To prevent this synchronizing sequence from appeariﬁg:elsewhere in
the data block, a zero is.inserted prior to transmission after every u-1l bits
and.removed following decoding. It can be shown that u=1 +'/a-minimizes the
synchronization overhead when a.synchrenizarion-sequehce preceeds a data -
block‘cohtaining & bits, excluding synch. bits, and that u=1l + ¢a7§-is opti- |
mum when the sequence also terminates the data block. For this latter case
with o = lOOVand 900, respectiveiy,,oPtimum»valuesifor u are 8 ane 22 and the
.ratio of  synchronizing bits to tota}'block-length (ineluding both synchQ bits

+ and the maximum number of stuffed bitS) is'0.25§ and OTOéZ,}resﬁectively;

- For the case of a single synch. sequence aturhe start, u = 11 and u>= 3l.is_
optimum for the two cases considered, and the.ererhead.ratio is 0.18Z-and>
0. 065, respectlvely. The ﬁse‘of prefixes ahd*saffikes:is‘but'oneiof several

‘ways to prov1de for block synchronlzatlon [s1].

-VII-6 'References.for Chapter 7

" [B1] H.O. Burton and D.D. Sullivaﬁ, "Errors and error control", Proc. IEEE
vol. 60, pp. 1293~ 1301 Nov. 1972.

. [B2] . R. J. Bernice and A. H Frey, Jr., "An analysls of retransm1551on systems s
| K IEEE Trans..Commun., vol. COM-1.25 pp.A135 145 Dec. 1964.

: [B3] R.J. Bernlce and A.H. Frey, Jr., "Comparlson of error control techniques

’IEEE Trans. Commun., vol COM—12, pp. 146-154, Dec 1964.
.[Cl] D. Chase and L J. Weng,‘”Multlple—burst correctlng technlques for slowly
| T-fadlng channels", IEEE Trans. Inform Theory, vol IT- 22 PP 505 513

Sept. 1976




[c2]

[c31

[D1]

[F2]
F3]
el
(1]
."f[Kllﬂ

[L1]

v'COM—22, pp. 1516-1525, Oct. 1974.

131

W.W. Chu, "Optimal message block size for computer communications with

errot'detection and retransmission;strategieS",'IEEE Trans. Commun., vol.

D.C. Cohn and J.L. Melsa, "The residual encoder - an improved ADPCM

system for speech digitization s IEEE Trans. Commun., vol COM—23, pp.

935~ 941 Sept 1975.
R.W. Donaldson "Frequency assignment for land'mobile radio system:
Digital transmission over land mobile channels - interference considera—

tions,"'Report to Dept. of Communications, Ottawa, Jan.. 1980.

6.D. Forney, "The Viterbi algorithm", Proc. IEEE, vol. 61, pp. 268-278,

March 1973. S R
C. Fu]iwara, M. Kasahara, K. Yamashita and T. Namekawa, "Evaluations of -

error control techniques in~both independent—error and dependent-error'

-channels";dlEEE Trans. Commun.; vol. COM-26, pp. 785—794, June 1978;

R.C. French, "The effect of shadowing on .channel reuse in mobile‘tadio",: IR

IEEE Trans. Veh. Technmol., vol. VI-28, pp. 171-181, Aug. 1979. :

R.G. Gallager, InformationiTheory and Reliable:Communication. New York,“ﬂlz"

N.Y.: Wiley, 1968.

B.A:_Hanson and R.W;,Donaldson, "Subjective evaluation of-an'adaptive>
differential voice encoder with oversampling and entropy coding R IEEE

Trans. on . Commun., vol. COM—26, PDP. 201— 08 Feb 1978.

L. Kleinrock, Queueing System, Vol. 2 Computer Applications.\ New York::~‘5-

J.Wiley, 1976, Ch. 5and 6. © - R AR

S. Lin, An Introduction to Error?Correcting Codes(f Englewoodleiffs,_‘

SN J.: ‘Prentice-Hall, l970

[12]

»

R. W Lucky, J. Salz and . E J Weldon, Principles of Data Communicatlon.

~

: New York N Y.. McGraw—Hill 1968




;ttj]‘
]
'.['MZ..] |
[p1] .

[p2]

[s1]

(s2]

s3]

[s4]

W.C. Lindway and M.K. Simon, Telecommunicatioﬁ Systems Engineerihg.

Englewood Cliffs, N.J.: Prentice-Hall, 1973.

J.M. Morris, "Optimal blockvlengths for ARQ error conttol schemes"f.IEEE
Trans. Commun., -vol. COM-27, pp;.488~493; Feb. 1979. o

P.J. Mabey, '"Mobile radio data transmission—coding for error COntroi"3.
IEEE Trans. Veh. Technol., vol VT-27, pp. 99-110, Aug '1978.

W. W. Peterson and E.J. Weldon, Jr.; Error-Correctlng Codes,.an Ed.,

Cambrldge MA. : MIT Press, 1972.

R.L. Plckholtz and C. McCoy, Jr., "Effects of a priority dlSClpllne in
routing for‘packet—switched netwotks.; IEEE Trans. Communf, vol. COM—24,
pP- 506—516; May‘l976. | | |

J.J. Stiffler, Theory of Synchronoos,Communication.' Englewood“Cliffs,

'N.J.:.Prentice—Hell,'1971.

A.R.K. Sastry, "Performance of hybrid error control schemes on satellite '

channels”, IEEE Trans. Commun., vol COMFZB, pp 689— 695 July 1975

M. Schwartz, Computer Communlcatlon Network De31gn and Analy31s

Englewood Cliffs, N.J.: PrentlceAHall, 1971.

C.A. Sunshine, "Efficiency of 1nterprocess communlcatlon protocols for

‘K computer networks', IEEE Trans. Commun. , vol COM—25 PD. 287~ 293, Feb.

-

1977

J.M. Wozencraft and I.M..Jacobs, Principles of Communicetion'Engineering.,

New York, N.Y.: Wiley, 1965.




133
VIII DISCUSSION AND CONCLUSTONS -

VIIIvl Summary and Implications of Results

‘This report defines quantitative criteria. for designing and
evaluating land mobile radio systems. These criteria_include delay or block-

ing probability, reliability and throughput, and are expressed in terms of

“the important.system variables. Cost, whlch changes rapldly with technology,

~i_'1s not expressed precisely, but is related 1n a semi- quantatlve way to system

variables.

'The criteria are used to determine performance obtainable with-

' cellular systems u81ng conventlonal frequency divislon multlple access, and -

fixed channel a331gnments Partlcular emphas1s 1s placed on the llmltatlons

resultlng from co channel and adJacent—channel 1nterference,}s1nce th1s

: ult1matelyg11m1ts information throughput. Maximum‘R/A ValueS'for Varlous-

modulation formats and channel assignment’sChemesfare determined, : for fixed

_values of SNR, defined at:a particular cell radius.‘iThroughput (spectrum.

_efficiendy) in bits/sec/Hz 1is determined'for'varlous_SNRﬁvalues,.modulation'

formats, assignment schemes and channel codes, for Various values of delay or -~

blocking probability and number of channels per mobile.  The way in which,

* channel encoding can be used to enhance’spectrum efficiency and‘prOVide

additional system design flexihility.is illustrated’for‘both forward error-

" correction and error-detection/retransmission modes. . ‘-

“Specific results are obtained for_systemsfof>up_to 19 cells; with =

_jand without'reuse of frequency channels;i,Such systems'are.typical’offthosef
E in use or being proposed for 1mmed1ate use. Fordgiven values'offdelay or
"blocklng probablllty, h1ghest throughputs are obtalned when frequency.reuSe'

k1s employed, together w1th channel encodlng.' The best.code rate‘dependsfon
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the reuse plan. The appropriate error control protocol dependS‘on the type of
message to be transmitted; forward error correctidn (FEC) is best for real- .
time speech, FEC or ARQ are appropriate for text, and ARQ is best for control

messages where accuracy requirements are paramount.

VIII—2"Policy Questions

The results éf this-stud& bear dirécﬁlyvoﬁ the following spéctrum
management policy questions: |

1. What value:shdﬁld‘bé selected for channel spacing A?

2. What spectral: emission constraiﬁté, if any, should be.specified?

3. Should allAchapnels_be used iﬁ an unrestricted way for both analogf
_and digital transmission, or should separate channels be'ﬁsedvfér
each?

- 4, .What system.designs shéuld'be:encoqraged,\in the interests of

spectrum efficiency?

‘Selection of A relates to channel bit raté R,-éiﬁce adjééént—
~éhannel interferénée depends 6n R/Ag In~thé aBsence;of iﬁferferénce, teceiver
.:froﬁtsend néise~1imits R;-however;'this limit:will vary With céveragé atea,"
transmitfer power, and recéivgr quality,”includiﬁg diversity capé#ility;
_Pérhaps.some‘ﬁominal SNR limit shbﬁld'bé.agrégd upon, for deéign>purppééé.
Wﬁén interference ‘is pre;ént,'ﬁith MSK mddulétion:and SNR_=l26 dB,
.;the'méxiﬁpm-R/A value is in the order ofvl.O:fpr singlé—celi sysféms;_i;5~f6f
Néystém5<ﬁaving béfween threé_and*seven¥céils;With ﬂolpéﬁéefbf:cﬁéﬁﬁels, and”"
  i;25 for éystems with 4; and 7—celi'repsexpaﬁterns:” For higheE-SNR yaiués,

: 6r for:PSK.modulation, R/A is less than thesé‘values.
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If blocks of channels are reserved solely'for digital'transmission,,
.the range'lO'KHz b4 R P 25 KHz seems reasonable;»;This choice for A iﬁplies a

similar range for R. ~The range 15 Kilz < R $ 20 KHz would permit dlgital

Cet
-

Lransmission of speech u51ng adaptive differential PCM, or even non~adapt1ve

- PCM at lower quality, with some forward error correction. Data could also be-

transmitted at the same R value, with channel encoding used to select the-
rate andvaccoracy of the decoded information hits. At R e lsiKHz; for
'-enample, a rate 1/3 code would yield an information bit rate comoatible'with
a14800ﬁbit/sec:telephone channel, and wouldlprOVide forhcbnsiderable.errorf
iproteCtion. "The code rate‘could be‘selected in accordance withfinterference
levels, by means of mode control bits in the‘data blocks;'aSvexplaineo in
Section'7-5t:>
FOr‘ease of-spectrum management~ as.WeLl as for fullest*utilization
fof all channels, it is de81rable to use. all channels for both analog FM voice. ..
':»nand data;transmission. ‘The ‘upper range of A (25 KHz) spec1f1ed above is
'icompatible with exiéting analog FMAsystems; the lower range (10 KHz) 1sﬁclosei_K N
" to theﬁnarroner channel bandwidths heing considered‘by sdme'agencies. ‘What
. is presently lacklné are sufflclently rellable estlmates for adjacent—channel
1nterference between voice-and data, as a functlonAof data.modulatlon format;
‘data rate, analog signal "bandwidthﬁ.andtpre—modulation'processingtof voice. '
~6f particular.interest is the spectral roll—otf‘ratesAof FM.voice_signals;‘
"sincé these‘rates ultimately-determine‘interference-levels;;"
Ex1st1ng spectral emission constraints 1ssued by various agencles

" are either in terms.of sPectralgbounds-llke thoselin the top-hat" characterls-

. tics in Chapter 2, or in terms'@ffenergy_collected“by specified,bandpass l

- filters centred on immediately adjacent‘channels; Ihese~criteriafare'helpful

o and reasonably easily administered{:KHowever,,they,ignore sbectral;roll*offl C
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rates,; which ultimately determine maximum information.throughput.' Simply

étated; fastfrollhoff rates imply higher R/A values for a given level of:

Whenfconventional FDM systems are used solely for digital trans-

- mission, reuse of relatively few groups channels maximizes information:

throughput, for given values of blocking probability or delay and numbers of.

channels per mobile. As few as four.groups'may be best. A more thorough

analysis of bit-error probabilitiés.is.needed to provide more accurate esti-

- mates of spectrum efficiency for various reuse plans. When channels are

permitted unrestrictéd use by both analog and digital transmissions, addi-

1

 tional work on mutual- interference is needed tofdetermine the best reuse

patterns.

At this point, conclusive comparisions betweenﬂconventionai DM .
cellular systems, and newer systems such as SSMA seem to be unavailable. .
However, the"performanqe criteria estgblished‘in this work could~be-app1ied,

in order to .make such comparisons.

ViII—3 Issues Requiring Furfher Stuéy
From.fhe discussions in,thé pfevious;éeb£ion,~follo§-suggestipns
for.f@rthér:W6rk; | |
1. :Thére.is a need,to'have a béttef ﬁhdersténdiﬁg of fhe-mutgai inter-
ference effects, béth,co—channel énd"édjacent—channel, between aqalég -
Voice transmissions and digitalftranSmissioné.  Some mutual in#erfg?énée:
- c.alcul.atlions are in.an ear';fi‘.er réqut by the“aut‘:hor, and ;alfe baA‘sed on
Gaﬁssianvspeegh:models; More‘wérk«igqhgedéd?w%éh ofher mod¢l§;‘aﬁd~soﬁef

measurements would eventually be required, for confirmation. Of
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particular interest is the selection of pre-modulation filters to pro--

. vide good quality speech and reduced interférenge levels via fast

ASpectral‘roll—off rates.

<

- 2. More effort is required to determine both raw.and decoded bit-error

probabilities for digital transmission. It is not clear whether
averages over a coverage area or some other measures of bit-error proba-

bility, such as nominal and worst case values would be most appropriate.

‘The answer will depend in part on the availability.of channel statistics

such as. P(m,n), and on- required c0mputétional efforts. Eventually,
field test results:should be coﬁpared-witﬁ calCuiations. |

3. .Othef‘schemes for sharing the radio speétruﬁﬂshould be ‘evaluatedin
terms of thé criteria used in»this.study.' Alternatives include SSMA,
packet radio transmission, and dynamic~channei assignﬁents‘in FDM
cellular systems; ’Ingerference cqnsidérations.ére of)partipular impor-
tance. |

4. More work is needed on thé evaluation_éf.vafidus errof control
protocbls fot. ARQ systems, in conjqnétioﬁ'with;&até'block,format'desigg;

Of particular importance are the dimplications on implementation cost,

"delay and spectrum efficiendy.

5." Evaluations of digital speech encoders f6f<land:mobile radio appli-

cations are needed. . Comparisons between' costs, bandwidth requirements,

. and speech quality comparisons‘betweén anal¢g.andfdigital systems are L

N

~needed. Present technology.suggeSts‘that adaptive.differential encoders

may be more spectrally efficient than analog systems.
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APPENDIX A — LIST OF SYMBOLS

A Performance Criteria

D - queuing delay

d - queuing delay relative to umR

PB - " blocking probability
—"Syétem throughput (spéctfum efficieﬂcy)»
o - prdbability of a channel being .in use (channel occupancy)
SNR - data_receivér.output signal—to—noisé—pius—interferenée;rati0~.

p - raw bit-error probability

B Message Source Parameters

A_ - call attempt rate per vehicle (messages/sec)
call attempt rate per unit areav(messageé/sec/m )
wu - average message léﬁgth (bits/messagé)

" area density of mobiles

n(x, }_'.)

- C System Parameters

‘ N - number Qf.base station; '
_lB —  total system bandwidth (Hz)
A —-‘qhéﬁnel‘separation:(Hz)_‘
R - 'bit rate’(biﬁé/éec)
m . —‘.pumbeerf channels per mpbile‘u

P - 'received-power of'data signal (Watts)'  

P jé--recelved power of 1nterfer1ng 51gnal (watts), also probablllty of a
- detected block error :

n - 'prdpagatioﬁﬂfacto;; alsofchaﬁﬁélfche-blbékﬁiength
NO/Z_ - power épectral'dénsity of noise (watts/Hz)

T - bit period (T.= R71) (sec.)

—
1
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c, - interférence coefficient

- total number of channels in systemﬂ(M = B/A)

r - cell radius (m); also r = (n-k) =- numbé£ of check bits

A - message arrived ratefper\groupvof.m éhannels (ﬁessages/sec)ﬂ-
p - utilizafion factor for m-channel group (p = A/uR) |

k - number of information bits per block

P - ﬁrobability Qf a correétly décoded block ‘
P’ - probability of error in a block of bits

- throughput efficiency for a channel code '

- throughput efficiency~for%é &éngbioék '

- decoded information bit—error»probébility."'
G - number.df>channel groups |

" D' - reuse distance between cell centres
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APPENDIX B - PROOF THAT ¢=Q

. The average number of channels occupied in an m-server system is -
2

'(B#l)

m >
Z = Tkp, +mZ p
k=0 k k=m+1 k

For Erlang B systems, the second term'is zero. Thus occupancy .
¢B‘ = 7/m

. @—l.k
(by/m)p T o7/k!
k=0 g

o .m ,
(o/m)byl = ok/k! - o™ /m!]
k=0 . ;

V(DZm)tl—PB]'

= 0

© For Erlang C systems, the second termiin:(B-l) is‘ijm+l. “Thus
| el

= . |
;(co/m)pkzoo /k.‘+‘Pm+l

-
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rd
it
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