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ABSTRACT

The economic.viability of interconnecting. geographi-
cally separated computers and user terminals via communication
links indicates a rather sudden emergence of a number of related

- electronic information services (EIS).

Following a brief consideration of three typical services,
namely word processing, electronic funds transfer and electronic
mail, the problem of analysing, designing and evaluating electronic
information systems is examined and subsequently subdivided into
four separate but interrelated aspects, including: computer-
communication network analysis and. design, man-machine interfacing,

prganlzatlon and management of dlstrlbuted data-bases and socio-

economics.

The economic aspects are further subdivided into three
separate but related aspects, namely: cost of supplying electronic
information services, demand for services and government options
and alternatives. Each of these topics is considered in some detail.

Because EIS costs depend in large measure on data-traffic
volume, the potential EIS data sources are carefully examined.
coding and reconstruction of speech, images (including color), text
and facsimilie are discussed, as well as machine recognition of
speech and printed characters; and machine verification of speakers.
These discussions are directly relevant to man- -machine 1nterfac1ng

.which is also considered.

Within the framework proposed for analysis, design and

evaluation of electronlc information systems, further study of

the following matters is deemed useful:

1. Socio-economic and technological aspects of implementing
various specific electronlc information services, including
electronic mail. : : '

2. Analysis and design of computer—communication networks (this
is to be the subject of a separate report by the author).

3. Organization and management of distributed data bases.

4. Government's role in encouraglng and u51ng electronic infor-,
mation services.

5. The relationship and potentlal integration of existing ser-
vices, partlcularly cable television, with new electronic
services. A ' ' : '

6. Effects of electronic information services on other economic
sectors, including the energy sector. o

7. Selection of p= 10”4 as the required random bit-error proba-

' bility for data communication: channels, with channel encoding
being used to achieve lower error probabilities when required.

8. Design of user terminals, with a view towards integration of -

" current relevant knowledge in electronics,  -computer techno-
logy, software engineering, human information processing,
speech proce551ng, image processing and various EIS appli-
catlons.
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I INTRODUCTION

I-1 Electronic Information Services

It is now economically viable to interconnect geographi-
cally geparated.COmputers and user terminals via communication
lines. Thus, users at various 1océtions are potentially able to
communicate Qith one another and with various computers.

itiis argued‘in Chapter 4 that the cost of a specific
eléctrénié information service (EIS).will be reduced if a variety
of related services such as electronic mail,Aword érbcessing,

electronic funds transfer and community information services are

available to share various common costs. Thus, the emergence of

"a number of different services over a relatively short time  frame

is a potential reality. Varying estimates as to the eventual '

size of the EIS industry are available. Most agree that the

industry will contribute significantly to the gross national

. broduct of our post-industrial society.

Information is unlike any other commodity. It motivates
people's actions and its manipulation by special_interest'groups
can produce a variety of effects, not all of which are desirable.

How does one design electronic information services and

systems? How are the systems to be evaluated? What are the salient

problems and issues?

I-2 Approaches to Electronic Information System Design and

Evaluation

The answers to .the questions in the previous paragraph
are not immediately obvious; nor is the approach to be taken to

obtain the answers obvious.




One approach is to-list-a11 the relevant_questioﬁs; and
then attempt to answer them. The:difficulty is that there is no
way to know whétherior'ndt all of'the important questions have
been aSkgd.'

| | An alternatEVe approach is to ekamine pdfential appli-
Fcétioﬁé and theréby ektract‘the imbo?tant issues. Aéain, oné
can'tlbe certain ofﬁaskiné all the right'quéétions, bd£'fhe Chanbe
of'omittingiimpqrtant ones seéms 1eés if enough applications Qf
,sufficiently broad scope are adequately considered. We adopt

the second approach.

I—é. Objectivé of thé Preseht.Réport

our obﬁéctiﬁé in the present report is to examine in
“an integrated way the emerging EIS indﬁstry, to develop a cohérent,
logicai ana prégﬁatic approach for isolating and dealihg wifh thq
significant issues and problems, and to examine in some detaily
those aspects which relaté diiectly ﬁo text procéssing; " Our
interpretation of text is the broad one which includes speech and

1

visual images.

I-4 oOutline and Summary of the Present Report

Chapter 2 includes a brief examination of'word'processing,

electronic funds transfer and electronic mail. Althoﬁgh further
stud§ of eaé£ of these as weil aé other listed appiicafions is
'Warranted;.we-are abie ﬁo isolate the following four separaté but
related areas of importance: »

1. CombUter—Cbmmunicatidn network and analysis and design

2. Man-machine interfacing




4

On

- 3. Orgénization and manadement of distributed data bases
4{ Socio~economics.
In Chapter 3, each of ﬁheee-afeas is further subdivided,
and problems to be solved are identified. The netwerk design
problem, which is of particular relevance et’this time, is to be

considered in detail in a separate report by the author. System

software, whose relative cost contribution is large and growing,

also warrants.further-study; the data-base technology aspects
are of pérticﬁlar urgency.
Economics will ultimately determine the time, nature
and extent.of develdpment of various electronic information
services! . Chapter 4 coqsidefs economic matters under three
separete but related headings:
l. Cost of supplying electronic informatienAservices
2. User demand for services
3. Economic options of govefnments
Calculatiqn of supply costs is shown to be uncomplicéted
in principle, although practical problems exist, including the
forecastiﬁg of future costs and technological developments.
Readily available data detailing ueer demand for various services
is Virtﬁélly non-existent. Because many of the services are rela-

tively unfamiliar to potentiél users, obtaining reliable demand

-data presents difficulties. Issues facing governments include

consideration of how and to what extent to encourage development
of various services, potential effects of various services on

other economic sectors including the energy sector, and potential

relationships of existing information services, particularly cable

television, with proposed services. These and other issues




. reinforce the‘ﬁeed for accurate estimatgs of EIS suppiy costs
an@'usér deméﬁd;'

'Chapter 5 deais with.the'ana;ysis, coding, recognition,
syntheéis aﬁd.récohstructioﬁ of spée;h, as well as speaker veri-
ficétidn. If the actual écoustic sigﬁai is to be-codgd intd
binarj,digits for éﬁbsequent recohstructioﬁ,.thén adaptiéevdif—
.fe¥en;ial 10 Kbs encoders of acceptéble cost and coﬁplexityzwill
vield speech which'is subjecﬁivély pfeferable to 4—bit'PCM speech.
Vocoders’which éﬁcode speech éhonemes are‘potentially'more effi—
‘cient,‘but'currently too expensive. Séeech synthesis is applicable
ﬁow‘forzéome éituatidns including voice response té termipal
enquiries. Recognition»pf‘wérds spoken from_limitéd vocabula;ies
_is feaéible, as is spéaker verification at approximately 95%
accuracy. This aécuracy is aqceptable fof most day—to;déy appli-
catipné. Cpnsiderable improvemenfs are iikely in word recognition,
speégh synthésis/and'speaker verificétion.

éﬁéééer 6 revieys coding and reconstruction of monochrome
and coior imagés. We considérAméiniy-the féithful reproductipn
of'images;>ané_nét;their syntheéis from storgd text. ‘Marginaliy
cost effecfive sghemes now é*ist for coding both monochrome and |
cplpr images‘gsiﬁgVZ bits per picture element, which.implies
1.3 x 105vbits:per:image saﬁéled at a 256 x 256 spatial samplin§'
rate.' Signifiqant bif réﬁg reductions seem unlikely until wé
understand'hpw image buildiné blocké are specified and assembled_
to genefétggimaées. VThié samevlack éf understanding is a’serious
impediménf_to cQﬁpﬁtei s?ﬁthesis of all but the simplest images.

Chépter 7.considers images all‘of Qhose picture‘elements
are either black or white. Ruh—lenéth coding of such images,

called facsimilie’(FAX), is relatively efficient, resultihg in




X

letter and 0.4 for weather maps. Direct character-by-character

‘while.lO_4 is adequate for digitally coded FAX, speech and images.

‘further detailed study to provide meanihgful integration of know-

" ledge from a number of diverse disciplines.

bits per picture element codes of 0.1 for a typical business

transmission of text, however, is more efficient than run-length
coding by a factor of 16 for a page of double-spaced text and 28
for a typical businese letter. However the data channel error

reéuifements for difectiy transmitted text are mucﬂ.more severe;

bit erxrror probabilities of 10_10 or 10_12 are required for text,

\ . . R
Chapter 8 deals in an introductory way with the design

of user terminals. The topic.is a vast one which clearly warrants

The various chapters can be read independently of eech
other. .However material in ‘different chapters is interrelated.
Thus, the materiai'in Chapters 5, 6, and 7 is relevant to the .
economic considerations in dhapter 4, since the eostvof trans-
mitting.or storing a messageé&epends in part on the number of
bits needed to represent a message. This same“material is rele-
vant to the design of-uSer ferminals, since communication adross
the interface can be Via speecﬁ, images, facsimilie and text.

The broad array of subject matter inherent in the EIS

industry motivates subdivision of the material into relatively

disjoint, manageable pieces. We suggest that the subdivisions

proposed throughout this report constitute a useful contribution

to the present work.

I-5 Recommendations for Further Study

Listed below are those topics which have been identified



as.deserying‘fﬁﬁthef stﬁdy4

1. éocio—economib,andvtedhnoiogical-aspgcts of‘implémenting.l
variousvspecific électronic iﬁformation serviceé, inbluding
électroﬁic maii..

2.‘Aﬁalyéis gnd_design pficomputer—communication nétworks
(?o bé the subject of é Sepaiate report by the,autho%).

3. Data—ﬁase,organizatiOn.and-ﬁanagement, particﬁlarly dis~
£ributed data;base.technology; '

4, The role of‘govéxnment'in encouraging the development

~and uselof various electronic inférmatioh services.

5. The relationship and potential integration‘of_éxisting
éervices, particﬁlarly caﬁie telévision}_wiﬁh new elec-
tfonic services.

6. Effects of electrqnic inf&rmafion services on other
epqnﬁmic sectors, includiné ﬁhe energy: sector. |

7. Selection of:pf 1674 as the required random bipferfor
probability.for:data cqpmunications channels, .with qhannel
4éncoding being‘used t¢ achieve lower error probabilities
when requifed.

8. Design:of,uSér tefmingls,_with a view'toﬁaxds integration
of current reievant knowledge in.electronics, computer
tecthIOgy,'software.engineeringf speech processing,.image
érqcéssing, human infbrmatién processipg and various EIS

applications.

I-6 Review of Others'  Works

Because of the diversity of the subject matter of the

present report, specific references to others' works appear at the




end of each chapter. References cited have been selected with

‘care, and are intended as sources of useful additional information.

An examination of these reveals great diversity of subject matter.

The following specific references [1-13]. are offered as a means

of gleaning a minimal general exposﬁre_to much of the subject

matter of interest.
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13. P.E. Green, Jr. and R.W. Lucky, Computer Communications.
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'IT ELECTRONIC INFORMATION SERVICES

II-1 ’Intrdduction

Oui inténtlhere is not to conduc£ a défailed étudy of -
ﬁﬁe variou§ e1e§troni¢ inférmation service.appiications. Sﬁch.a
.study isipoéentially useful bﬁ£ beyond‘the séope of‘the_preéent,
work. Rathérv we examine thrée applications which'illuétrafe the
salient éspécts 6f an emerginé.industry. The thrée,:éited below,
Were'selected because they are.either-in use Qf their use is imi-
ﬁent, their potential economic and sociological impéct'is-con—
sideréble,‘aﬁd,_taken together tﬁey eroSe important éspects_bf
the electronic information serviées,industry. The applications:
considered inéiudei |

1. word processing. ’
2. banking and electronic funds transfer

3. electronic mail
Listed below are other EIS applications together with a
few of the many available references which provide additional -
details.

4, 'Reserﬁétion systems fér airiines, hotelé, and other’
ﬁransﬁortatibn and hoépitality facilities [1,2];

5. - TelecOnferenciﬁg [3-51.

6. Computer~aided instruétion, including via home terminals
[1,6-91. _

7.V'Hea1th-Cafe and hoépital information systems [9-14].

8. Remote accessing"of'filéé-detailing'library books avail-
able;'transpdrtatidn:schedules, weather forecasts, and
coming_events'[1,6,9,15]; |

9. Automated reading of utility meters [1,6].

- II-2 Word Processing

Wo;d processing implies different activities to different




users. Uﬁder its umbrella we include assemﬁly of documents from
stored text segments, text editing, spelling correction and final
document preparation. Although the specific configuration of word
processing systemé variés~wideiy, a system would normally include
'_alkeyboard, a display such as a CRT, digital storagé, 1ogic>for
searching, rétrieving, updating, and editing stored information,
and é hardcopier.

A typical system user would.be.a;lawyer who must prepare
affidavits, agreements and court forms which consist largely of
sfandard paragraphs or minor variations thereof. Eoi example, a
. mortgage would be prepared by manually typing the name, addiess,
and oécupation of the parties. The appropriate.paragrapﬁs would
theﬁ be retrieved from storage? edited;_and displayé& on a ‘screen
or. on shéets_of paper._.The resulting draft would be proofread,

edited. further, and then accepted.

.~ Several individuals could work simultaneously on preparation

of a single docﬁment provided each worked Qn;a;differént seghéntf
Thé vgrious individuais could'be in différent geog:aphiéal Ioca—.
‘tiéns; sézlong as each had a ferminal for cpmmunication-with a
céntral processing unit. Thus, document'prepafation from one's

own home is potentially feasibie.

A readable description of a computer program (called WYLBUR)
for assembling and editing text appears in [16]. Following limited

traiﬁing users are able to use WYLBUR to correct text as it is -typed,

to insert, modify and delete parts or all of any line or line se-
.quence,’to store text segments,. to retrieve stored segments for
examination or insertion into a larger body of text, and to align

text for final document preparation. Text segments are referred




. processing time was calcglated. ‘ThevdeciSion parameters and expected

~distributed lengths were assumed in the examples considered) and

"the various man-machine parameters including machine display rate

wduld result from use of a higher-order Markov model. Implémentation

lb*
to by'iine number or by associétioh. For example,.a user'can
spegify that éilfrefereﬁpes.to.J.E; SMITH iﬁllinesf21‘£0-356,"
incihsive,,dr in paragraphs. 2 ‘to- 10, inclusive, be repléced by
A.B. JONES. :

Somewhat surprising is the fact that -few guantitative

measures of<pérformance of varibusvwofd.processing configuraﬁioﬂs‘
are:avéilable. O?eh [l7]'déveioped a mathematical model of the
document aSsembiy process. He tﬁen'used this model to devise aﬁ
optiimum stfategf-whereby an-éperatof could decide W£ethef to re-

trieve a stored texf'segmeht or to type it manually. The resulting

'prdcessing time were expressed in terms of the dobument‘s length,

the expected léngth of the stored file segmenfs (expohentially

(inéluding retrievali, operétor's typing rate, prqofreading rate,t
meén ed%ting‘rate‘and final copy production rate. Orenu[lSj con -
ducted a similar type of quantitativé'analysis for_text.editing. "
Use of languagé‘redundancy for spelling correction is
implied by research originally motivaﬁed by the desire to improve
the recognitioﬁ;accqraéy of?opticéi character readers [19-21].
The app;pach involveé modeliing_the Eﬁgliéb language as an Nth—drder
Markoﬁaépqrce, with the résult that neighbouring characters can be
used @o.help éstabliéﬁ whéther_or nét a specific character is mis-
spélled.A_Siﬁulation results for N % 2 show an.érror rate reduction

of between 0.25 and 0.67 the .original rate. Further improvement




&

11

-.oflthe correction algorithm is economically viable for small values

of N by means of‘the‘Viterbi'algorithm [22,23] originally developed

for decoding sequences of binary digits transmitted over a noisy

communication channel. Further improvement would also result from
use. of a dictionary; any word not in the dictionary would be con-
sidered as misspelled, and would be replaced by the dictionary word

"most similar" to the misspelled word. - The cost of implementing.

-spelling éorrection~increaseé with N and with the dictionary size.

Additional work is needed to make word-processing systems
"convivial" [24] in the sense that they are tools that are easily
used by ordinary people. In particular, better terminals are

needed for the man-machine interface, and improved software is

‘required to facilitate automatic isolation of text segments, arrange- .

“méntAQf these in storage, ahd-updating and retrieving of stored

segments. Significant progress in either of these areas requires

‘a bettér understanding of the human learning, memory, language,

' cognition, and problem solving processes.

II-3 Banking and Electronic Funds Trahéfer'(EFT)

'quey is information. It is of minimal value in itself;
it serves only as a medium of exchange ahd is, in the_final'analy;
éiS'a convenience to obviate the'need to barter goods and services.
Being'infbimation, money can be stored electronically.

To secure cash from a bénk.oi credit unioh it is first
necessary to identify oneself and to then eétabliéhAthat sufficient
funds are on'aeposit.

Financial institutions are-cuirently in various stages

of automation [25-28]. In moét of the industrialized world's banks,




the clerk or tellér“can visually examine a daily coﬁputer prihtout
for an abéouﬁﬁ;s curreﬁt statué.l In some banks the iﬁformation'is
available within a few seconds via a kejbd;rd-display conﬁécted to
a CPU holding the acéount's current balahce as well as other in-
formation. Many banks thgh have-not already done so afe'in the
process of inétalling electronically controlled cash dispensers
which provide withdraWals to a’fixed amount on a 24;hour basis.

Various1ret;il outiets ha&e installed pointfof-saye (POS)
systems [29].whereby a customer's account is automatically debited
"by the amount of.hi§~purchase;_the ;etaile;s inventbry is usually
adjusted ét'ﬁhe same,time, and in those instances ﬁﬁere a sales
cémmissi;n is éppropriate, thisvis credited to the,apbropriate_
account.

Ityig not difficult to visﬁalize an egtensioniby stages
whereby electronic banking and POS systems are merged and developed
to the point where chééués becomerobsolete, credit cards are're—
placed'by Qn§ EFT_ca;d which identifies the bearer and fits into
terﬁinals for gutomatic recording of'thevbeérer's EFT account 
numﬁer, and cash is resefved'fqr payment of paper boys, parking
ﬁeters éna the.émall corner grqcef., -

EFT systems iﬁplyvlower costs éssociated wifh’éccouhting
~and caéh diépenéing;.elimi#ation of béd cheques and. account 6ver;
drafts, elimination of the.inbohvénience of héving to remember fa
pay fixed charges at regular'intervals, and execution of financial
transactioﬁs via remoteAterminais.

EfT-systeﬁgthave potential disadvantages including thé

consumer's inability to stop-payment for defective goods and
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services, remote theft from and manipulation of accounts by those

with the requisite knowledge, and the monitoring of one's movements

and behavioral patterns by examination of his financial transactions.

‘Remedies are available, but these add to the overall system cost.

II-4 Electronic Mail

The essential components of an electronic mail [30-34]
(EM) system appear in Fig. 2-1. The sender's input to the elec-
tronic mail centre (EMC) would consist of appropriately formatted

magnetic tapes on which "mail" has been recoided, or paper mail

‘which would be converted via facsimilie (FAX) scanners or optical
character readers. (OCR) to electronic format. The actual tapes

could be taken physically to the electronic mail centre; alter-

natiVely,‘their contents could be transmitted via déta links from
the users' premises. The recipient EMC-would_store the received

"mail" electronically for delivery. For recipient users having

" appropriate facilities, distribution would involve deliVery'of,.
.either the actual magﬁetic‘tapes to the recipientis premises oxr

"electronic signals to the recipient user's electronic storage

facilities. For other recipient users, electronic "mail" would

be converted at the recipient EMC to hard copy format for conven-

tional hand delivery.

Electronic transmission of méil is restricted to those
documents for which the textual content alone is of intéres£. In
some instances the physigal document would have to be delivered;
for exaﬁple when aﬁ original signature is xequired,:or when the
aocument is a scented love-letter or a drawipg from a févorite

~

nephew or niece.
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Fig. 2-1: Electronic mail system .
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Electronic delivery of recorded voices has been proposed
"[35].  The sender's voice»would be converted to digital format,
ﬁranéhitted as "mail", and reeonstructed. Acoustic transducers
would be required at the sending and receiving end, prefefably_at
the user's premises. A "voice-gram" service would obviate the

need for preparing and sending a letter if a called party.could

'
i

. not be reached, a situation which occurs, allegedly, with a pro-

bability of at least 0.8 on any given attempt [35]. A widely
.available EM service would tend to make voice—gram sexrvice unneces-
sary.

Fig. 2-2 shows mail probabilities associated with the

~various sources and recipients, as well as the prbbabilities of

mail frem each source'to each destinétion for the USAlin 1974:[33].
The largest.flow is from businesSes to ihdividuals; apﬁroximately
46% of the total mail flow fqllows this route. Current projections
‘shdw.that an EM service in the ﬁSA could be required to handle 100
millioe mail pieces per day, which'implies:a transmission volume

of 6.5 x 1012 bits/day, much of which would requireihigh quality
FAX [30,33].

We now give brief consideration to some of the EM issues.
ﬁegarding technology, adequate communicetion facilities will likely
.be in plece by 1985 ln the USA [30] as wellﬁas in Canada. Communi-
cation links envisioned include.voice grade lines leased from the
carriers,.satellite‘channels, or-packet switched data networks.
HQWever, processing of paper documents'may involve problems. Cur~-

rent scanners handle individual sheets at the rate of one per minute;

an EM system would require a capability of between four and ten
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sheets per second. The most serious problem, however, is the
feliability of high speed printers [30]..

Accurate estimates of the economics of EM are difficult

“to obtain. Potential economic édvantages depend in part on develop~-

ments in office automation, electronic funds transfer, and other
electronic message service applications. The economic viability

of these other applications dépends,‘in‘part, on the costs and

availability of EM facilities. The greater the trend toward the

use of other electronic information services, the less the need

for OCR and FAX facilities, and the less fhe néed for conyentional
ﬁail services. Reductioﬁs in.conVentionai service would encourage
the uée éf.électronic services. Determiﬁation of actuai costs is
further‘cbmpoUnded by various subsidies,‘both airgct and‘indirect.

If actual costs were used to assess postal tériffs,.electronic'mail

tarrifs might be somewhat different than tarrifs on conventional
mail; for example, letters sent from one source to many,recipients
‘might all be sent at rates below the single letter rate, since

"little additional electronic storage is needed for the name and

addfess ofﬂﬁhe various recipients.

fhé broader economic>and sociological effects are even
more difficult to predict. For example, airlines afe currently
subsidized by the PO for transportingAmail. If a large percentage
of conventional maii were replaced by electronic mail, airliﬁe
revenues might drop, fares might thenArise, alternative.means of
transportatipn which conshmeileSs ene%gy would then become more
attractive} and fuel costs and pollution levels ﬁight drop in re=-

sponse to reduced air traffic demand.. Fuel.usage in collection
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and delivery of conventional mail would also drop with a -decrease

in conventional mail volume.

An electronic¢ mail service would likely be phaséd into .

use, in ordervthatla feduction-in 6r.retraining of.postal workers
could proceedjémoothiy, with little of no increaée iniunempIOyment.
In any cése, post—office autométion will not neééssarily Be met i
with enthusiastic respoﬁses from labour unions.>)

, Einally, we note that there may be soﬁe.question_as‘to
whether of'not:the post~-office has the legal right to Se involved
in;handling éIectronic "maii“.',One approach is-tO'pe;mit,its
‘inyolvgmenﬁ'only when physical documents réquire handling at'eithef
an electfonic maii‘centre or_h.conventionél postalvstation{, In
any event modifiégtidn of existing statues may bé.requirgd to "

gﬁérd against electronic mail theft,.and "opening" of mail by

unauthorized persons.

IT-5 Observations and Comments

From the preceeding discussion it is seen that while each
- application hés‘its own peculiarities and problems,vthe three gfe'
st?ongly iﬁterrelatéd and involve many common issuesﬁ‘ For(examplg,
both word prbbessiﬁg and EFT involves use of términals. Tt is
natural to enquire as to how such terminals and their soffware
should be designed‘and whetﬁér or not one type of terminal_wili
serve both-applicafions.

onrd;processing, EFT and electronicvmail would all be mofe
_widely accessibie if terminals were available in the home. Again,

many questions arise. Can standard television receivers be modified
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for use in these applications? Should the CATV networks be incor-

porated as part of an information service network? How much, on a

monthly basis, would consumers be prepared to pay for such a service?

All three applications require networks linking data

storage and processing depots to other such depots-and/of terminals.

-Where should these depots be located? ' What data should be stored

at the various depots? How should the data be routed.over these
links?

Other guestions follow. How does one assess the economic
costs and benefits of electronic information systems? How is
development to be financed? What are the éotential socio;ogical
impacts of electronic information systeﬁs?

The ‘diversity of diéciplihes inVoived in the EIS ipdustry
implies a partitioning of the totality'pf subject matter into rela-

tively disjoint packages for detailed consideration by different

~groups of. experts. How should the subject‘matfer;be partitioned,

and later integrated?

Perhaps the most important question is the following one:

'can an EIS system be implemented in such a way that it is in-

herently impossible for special interest groups to use the system
for undesirable\activities?

To_these larger guestions we now turn, realizing that much
detailed study and analysis remaiﬁs to be. done on the many.épecific

applicatibns.
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IIT FACTORS AFFECTING THE ANALYSIS, DESIGN AND PERFORMANCE OF .
ELECTRONIC INFORMATION SYSTEMS A

ITI-1 TIsolation of the Major System Factors

Any new and potentially largeAindustry involves a broad
spectrum of issues énd prdblemé, some of which do\not becomé
apparent until the industry matures. Notwithstanding, articulatioﬁ
of the saiient aspects at an early date often avoids mistakes
which might.later prove costly ;nd perhaps irreversible.

We note that the applications in Chapter 2 -involve the
following topics:

1. The linking of computers and computer'peripherals
(including terminais and memory quules) via data com-
munication.links to form compuﬁer—communication networks.

2. Méﬁ-machine interfacing, iﬂcludingléonversion'of messages
such as text, speech‘ahd>§isual images into and recon-
struction of these frém electrical signals.

3. Data-base 6rganization anaimanégement, including stdrage,
‘retrieval, modification and processing of computer data
distributed throughout the ﬁetwofk.

4. Socio-economic matters, many of which impact on government
policy.

Accordingly, we select these as the component aspects
affecting systems analysis, design and evaluation, acknowledging
that such a subdivision is convenient and somewhat arbitrary and

that these four aspects are interrelated.

III-2 Computer-Communication Network Design

Computer-~communication implies transmission of information
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Between nédés”at.which computers énd/or‘terminals are Iocated.
.informétion processing, iﬂciuding storage, retrieval, and modi-
fication ofvdaﬁa/may'occur from time to time at variousAnodeé.

Regardiﬁg the desigﬁ of a éompﬁter%communiéationrnetwork,
the'foliﬁwing”questions ariée: |

1. Where geographicaliy should ﬁhé nddes be located énd whét

computiﬁg resources shguld be'allocated ﬁovéach; ie;; howv
vmucﬁ memofy,'and if ﬁerminals<ére required what shoﬁld be
their séeqifications? | | |

2. HOWVShOHla the nodes Ee interconnected? What should be
the;caéacity of the daté 1ines psed? 'Wherg sﬁould con-

centratdr/multiplexors be located?

3. At.which nodes should.the various data ﬁiles bé 166ated?
,(Iﬁymayfbe aesirable ﬁo store some files reduﬁdaﬁtly at
'sevgral nodés, aﬂa fo.mdve files from one node té another
in accordance with changing‘usége patterns.) |

45 What'netw6rk protocols iﬁclu&iﬁg fout;ng of déﬁa)multir
plexing, congésﬁion aontrol,'and'transmiséién request and

acknowledgemént schemes ;hould bevused to eﬁabie data
ﬁransmission?

The fact that:thése-four questions define the, 6 computer
communiéation network d?sign problem was not formally articulated
unﬁil recently f11. Coﬂsequently, it_ié not éu:prising that thesé
qﬁestions have not, iﬁ,generél, been answered.

Aslnéﬁed garlier, the network design problem is to.be
considered in detail in:a separate report by the autho;-[2]. At
tﬁis boint) the-currenf statﬁs of some aspectsAéf‘the problem is

summarized, as follows:




. Recent developments are the sﬁbject of two

If all user terminals are connected to one

work -'is centralized. Giﬁen.the'terminal tr

terminal locations, ‘reasonably effective pr

for specifying data-link capacities and rou
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node, the net-
affic'and
ocedures exist

tes as well as

concentrator-multiplexor loéatiohs;and capacities [3-5].

Network cost is minimized; subject to a constraint on the

average time delay due to queueing at the terminals. A

recently developed terﬁinal clﬁstering appr

particﬁlarly attractive [3].

In distributed computer—communicatibn networks, data files

oach,appéars

"are located at two or -more nodes and poésibly at one or

more tgrmiﬁals, ‘Much remains to be learned regarding the

design of such networks. It is not clear how to distributé

data files and computing power among the various node loca-

tions. Attempts have been méde‘to deal with‘this problem

in specific and tightly_doﬁstrainedAsituationéA[6—8], but

serious study of the problem has hardly beg

un.

Protocol design is in its infahcy [9-11]. Those currently

in use are heuristic and only pértially understood. Many

have not been adequately tested.

Point-to-point data transmission itself a well understood

and highly developed technology,. involving
modems, and channel encoders and decoders

ther limited gains and economics resulting

modems and coders will undoubtedly reward

the design of

[12-16]. Fur-

from improved

hard work.

curfent'publi—

cations [13,14] describing studies‘demohstrating the

feasibility of transmitting data over good

qualiﬁy voice-
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‘grade lines at rates of 12000 and 14400 bits/sec. A few
years ago a rate of 9600 bits/sec was regarded as an upper

1imit.

III-3 Mén-Maéhine In?erfacinq
| Man-maéhiﬁe iﬁterfacing iﬁ?Olves two relaféd problgms:
1. Convérsion of fext,‘ségecﬁ-ané'images'into electfbnic fbrm
'éither‘fbf ;undgrSténdInéﬁ by é'machiné {the paftern‘recog--

nition or scene analysis problem) or for reconstruction at

some later time (tﬁe source‘codiﬁg problgm),

2, Désign of tefminéls‘which gnablé‘usefé to intefact-with
sto;e& ihfbrmation-aé weli as with 6£hef users.
'In.sourCe coaing the objéctive:is to repreéent text;.speéch |

apd images using,aé few bits of infofmatidn_as possible; As noted
in Chapte;s S(VQ aﬁd.7,~it is‘feasonably ciear_whaf_cah and . what
cannéf be achieved, fattefn fecpghition problems of iﬁfereét and

considered in this report include recognition of spoken words and

1w

'printed characters, and'speaker'verification.
.As noted earliér, Chapter 8 pfbvides an introductidn to
the design and evaluation of user ﬁerminals. The need for further

. study is clearly indicated.

I;I;4 Data—Base‘Orgéhizétibn and Management

'The11970'é_are4becoming fhe'décédé’of the data base [l7—i9].
Data—baée'organizatiOn‘and ménagémehﬁ, which involves specification
~of data strgctﬁres'as well as procedures for assessing, retfieving,
updating and stOring data is now the subjeét of serious.sciehtific
apd éngineering_étudy. 'Designvg¢als inélude flexibility,-application

independence and ease of maintenance. Flexibility includes the
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.abili£y of a data base to provide quick answers to unanticipated
queStions.

The two basic and different data~base‘organizatioﬂs are
the centralized heirarchical structure,.and ﬁhe newer rélatibnal.
strﬁcfure.proposed.by Codd {19]. It ié not éleaf which strucfure
is best. Neither is it clear'how,to'organize and manage diét;i—
buted data bases. As indicated earlier, this latter problem has
received but‘supérfiéial conéiderafiqn [6-81].

Now is the fime to study‘gerioﬁsly the design of distri—
buted data bases 1inked'by actual data-communication channels.

Thgse are ‘subject to (variablg) queueing and‘traﬁsmiésfoﬁ dg;éys

‘as well as transmission errors. To What éxtent sﬁould organization
. and management of distributed and céntralized data bases be éimilar?
We?doﬁ'f,really know. |

Data-base techno;ogyAis>not spe@ifical}y considered in
this report; however, our-di5cuSSionsiiﬁacﬁaptgr.8 on user terminals
findicaté the relétionghips be£Ween daﬁajpase technology and man-

‘machine interfacing.

IIT-5 Socio-Economic Issues

‘As noted eariierf economiq matters are considered in some
detail in Chapter 4 under three sﬁbheadings:' cost of supplying
electrénic information services, demand for services, and govern-
ment economicAoptioné. |

Thére is a clear félatiohship betwéén sdpply costé'and
netwofk design; spécifically the<lattef-involves the afrangement
.oftdaté links, cOncentrator4mﬁltipleXOfs,_computers, and cohéuter_

peripherals to provide a given grade of service at minimum cost.
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5

There is also a clear relationship between the cost of trans-

mitting a message‘and'the~number of bits needed to encode the

‘message.

The sociological issues are not given detailed consider-

ation in this report, since they have been discussed at length

elsewhere [20-25]. These issues raise;questions over which:

'reasbnable people would disagree; For example, how much of'ah‘

increase in system cost is warranted to increase the 'security and

privacy of an individual's data?

A recent article [20] contains a summary of many of the

important sociological considerations.

III-6 Performance Evaluation

‘Performance assessments of EIS systems will depend on

_the values and value judgements_of different users, and these

differ among individuals. - ‘ ' ' o '

This dilemna we deal with as follows: If system édn4

figuration A provides the same services with equal user satisfaction

as
by
of

of

sYstem'B‘buﬁ‘at less cost, then system A is better than sYstem B
the amount of the cost difference. Déterminatioﬁ of equality

Uuser satisfaction is not always easy but reasonable estimates

equality are oftenAobtainablé.
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IV. ECONOMIC AS_PECTS OF ELECTRONIC. INFQRMATION SERVICES

" IV-1 Introduction

Theigosts of goods and_sgrﬁiées,vas well.as the amounts
consumed, are deterﬁined by sﬁpély and demand [17. »Thévabove
Astatement is true-even though.each‘may be controlled somewhat
artificially; for -example, supply by cartels and deména‘by coer-
-cive advertisingf Fig. 4-1 shows typical suéply'and demand curves
for a cémmbdity or servicé. The point of their inﬁeréection:de—
fermines éommodity price éer unit as well as the ﬁumbér of ﬁhits
‘proauced and-consﬁmed.

Supply and deﬁand curves fof-a givéﬁ commodity depénd.on
many faétors; Demand for a pa;ticuiar‘item is affected in varying
degreés by ﬁhé_per~unit.costs_pf other qum&dities, partipularly
.fhose>whic5;compete with the commodit&fip'gﬁestion.. Supply costs
':qepend'OQ cosfs 6f mdterial, labour, 1§nd;.and capital.
vaernment a¢tivity affects supélyAand_demand{A_Taxaﬁion'
~and regulatory laws affect producer costsfcwhile_direct apdiiﬁ—
diféct subsi&ies to cdnsumefs,raise the.pef;uhit price that a .con-
sumer will pay for a .given quantity. Fiscal and monetary policies
affect sqpply and demapd_thrqugh control of interest rates aﬁd
empléyment 1eveis. ‘

The foregbing_comments motivate -us tq.consider economic
faptors:affecting the EIS.iﬁdustry-ﬁnder three seﬁarate.but related
‘heédings{
| 1. cost of supélying eleétronic‘inférmation services

2. demand for electronic information services

3. economic options for governments
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’The eventual size and relatively 1ong time horizon for the

‘EIS industry motivates assessment of future cost trends as well as

current costs.

IV—2 ‘Costs of Supplying’Eléctronic information Services
| Thé'cost éfﬁsup?lyiﬁg-a~service'is the product'of.the
pef;unit éost_of the se£vice and the number of units required to
meet:uéer need. |
Per~unit costs depéhd;vto a considerable extent, on tﬁe
total number of units of service provided to the user popuiation»
(see Fig. 4-1). Per-unit costs would normélly decreaSe.as the

number of units of service increases; the latter increases as the

number of different but related services increases. For example,

the.costs:of supplying a single company with a WOrd’processing

 system might be prohibitive. However, if gn'electronic mail ser- .

vice and an electronic funds transfer service were also available,

and if many companies were to share these services, the per-unit

.costs of each to any one company might well be acceptable.

The number of units of service required to meet a user's

need depends, in large measure, on theinumbér of bits required to

encode a message. As stated earlier;‘reaSQnably complete knowledge

. of what economics can and c¢annot be achieved is available as sum-

marized in Chaptexrs 5, 6 and 7.

The component costs for EIS.systems are as followé; .

1. cost of data transmission hardware
2. cost of computer hardware, inéluding memory
3. cost of user terminals, including software

4. cost of system software

Both construction and rental costs of common carrier data
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£ransmission faciliﬁies show stépwisezincrgésés with capacity f2,3].
A unit ‘increment in dépacity'yiélds'a leéé than unit inﬁrement in
cbstJ"thstrﬁction costs increase iinearly with distaﬁce, whereés
rental cbsts increase moré'siowly. |
Terrestrial,éomﬁﬁnicdtion:costs have been dec;easiﬁg’sihce
'i960, méinlyAbécausé'impfoved_modem designé haﬁefinc;eésedvratés at
which datavcan'be reliably transmittéd [4;6];' Roberfsvf7]:e$tif
mateé an annﬁal»cpsf decreasé in the USA 6f'll per cent, which
implieé a factor df‘lo reduction‘in a 22-year period. fhe break-
through whiqh:might rééult‘iﬁ'a;drastic decrease in terrest:ial
gommuniéations costs is the realization éf fibre optic channels [8].
Sateliite channel costs have decreaéed.much.more,rapidly
bver the pasf decade. Roberté [7] eétimatés,a Ué decreése of 40%
per anhuﬁ, wﬁich~implies:a 10-fold cost reduction.in 6.7 years.
These estimatgs gre‘based on limited data for a ﬁewAtééhnolqu.’
It seems unlikely fhat'this rate qf cost décrease would cohtinue.
In addition to common carrier tefrestrial ghannels_aﬁd
sétellite channels, one might'include cable‘TV chanﬁelsuiﬁ EIS
net&qus.z These exiét as broadband;channéls suited, following soﬁe
m@dification, for’transhissidn onmQSSAges.tQ_and from the home
[9-13]. Céble_system modifications are envisioned whereby'#he
Wiaeband Video énd audio signai into the home is compiemented by
é'narroWband enqqify:Qgta éhannéi‘from the home [9-11]. The eco-
.vnomic,llggal_and technological issues invdlved in including cable
TV. éhannels.és part-df an eleétroniézinférmation system warrant
furtﬁef study.
| Régaréing,coméutér hérd&arélcosts; including réndém accéss

storage costs, the trend has béen a factor of ten»decreésé in cost
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over a fiye~yeaf period [71. A continuation of such a trend for

the next.several.years seems Iikely on the basis of imPrOved CPU

architecture, including multiprOCéSSinQ capabilities, and decreéased.
random access storagé costs. [3].
It is not easy to forecast CPU developments in terms of

size and'érchitecture. Prioxr to 1968, large systems~wéte'more

‘efficient than small ones in terms of cost per processihg opération,'
[3]. HoweVet,'the newer sMali machines maynhelp reverse this trend.
The issue of size profile will depend in part on whether studies

on network désién and data-base organization and management indi-

éate a prefe%ence for many smﬁllér'coﬁputersioperating in diétri-
butive_fgshiéh or a moré~ceﬂ€ralized system_wiph.fewer; larger
ﬁachines;» |

Memory costs vary iqve;selvaith thé-time neéded tq»re;
trieve an@ S£ore_data;"'Thugivmaéneéié tape‘SYEtems, wﬁich3are'

L T ‘ ‘ . .
slowest in terms of access time,iare.leagt expensive in terms of
X . . N : . ‘ ‘ : - =

'Stotage'cost per data bit; discs are next; and core and semicon-

ductor'membry_which is fastest (écceSS‘time approximétély 0.3 pusec)

'is most expensive.

Core and disc coSts’Seem unlikely-to decrease much [3]..-

~Magnetic fape costs may decrease:if signal design and detection

- techniques used for data transmission over bandlimited channels

can-bé modified to increase the density with which data can be.

_paqked on magnetic tape [14}.. Incfeaéingfthe packing density would

decrease the access time. Improvements in semiconductor memories

‘may reduce storage costs further. Drastic reductions are not ex-

‘ pected; however, forecasting here is difficult [1l5]. Alternatiﬁe

stofag¢ techniques including optical, magnetic bubble and thin film
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‘1 methods3offér some likelihodd of furthef'reﬁuctions inApérabit’l;
storage costs.ét fast acéess fétes [-16’---18]_° Again, accurate'co§t ,
estimateé‘and-dgfes Qf ﬁarket arrival are difficult to prédict.gk

| 'Regérdiﬁg uger terminals, thére;exist a &ide'véxiéty ofJi.
.‘type§ iﬂcluding»CRT*keybqard, ocﬁ, keyboarq printer and-specialf
:purpose'keyboafds;inclUdihg tbuchtone units.’ Sqme dec;éaée in..
termin;l dosﬁs éan be expected as a result qf.an inéreaée in thé

. number ahd;variéﬁf availéble,_and becauserdf reduééd m¢mory éndf
'visualvdisplay_costs._ Terminal software will becohe mére powerful
but is:nétjlike%y“toidecreaée in éost._.A more detailéd'discussion
of terminals ié&ingluded in Chapterﬂe.‘ J

System:software haﬁ'bécqme_the_major cost factor and

_potential limitation to anticipated developmenis in computer-com-

‘munication systems. [3,;19], ’This_trend isinot_likely_towbe réﬁeféédﬂ

quiqkiy,valthough degreasing,hardwaré-cost$ will allow thertranéfef
of éome séftWarg funétion; to'harGWare. _Fufther, as computér—
icommunicatiog nét&orks develop, sdfﬁWafé used at one compufer site
? will‘be‘QVQilgb%e to-distantAgsers;th would otherwise have to
develop théir;ovp,_ Iéhfact, sparing of_sdﬁtware and,pther resources
is ope,of,#henp;imaryAmotiﬁations fof development of computer—
‘communicatiqn_nétwérks{ | |

-Softwafe éésf inCreases'occﬂr because programs, whose
'costs‘inc%easéAfaster.than théir size, continue to grow in‘size:and
qoﬁplexiﬁyf AfﬁéSOﬁ cost cqmpdnenfifésultsffrqm communication
among prograﬁﬁerS, mény of wﬁom wQ;k és artisans rathep'than_asf
disciplingd pfoééésionals édhering to well defined gnd well estab-
1iched _fé;rmat‘,é,' ” o |

_ The nged’for'a diséiplined.épproach to software design "




has been recognizea. ~The IEEﬁ:now publrshes a'transactions entftledA

Software;nngineering; ‘Standardization.of.oata_base organization}

ané management [20Q22}.is rapidl? gaining.acceptance:as;is stanj

: dardization of software protoools in compnter—communioation systEms;
" The -following statements4are offered as an aid tovestimate

software costs [3]& o | B | o

i. The programmlng cost per phrase remains constant over ‘time.
2. . The cost per phrase increases with program size; if . a 1000
phrase program costs $5.00 per phrase a 10,000 phrase pror'
gram might cost $10. 00 per phrase. h ff”
3. The cost of writing a program for a specrfic task decreasesg.Lt

at a rate of 25% per annuma

The 1mprovement of software technlques and user languages f.~w

;wili undoubedlyioccur. A better understandlng of human 1anguage

structures}‘memory processes, learnlng, oognition and.problem ﬁ
'solv1ng 15 needed In comparlng new data-base organlsatlon andﬁ
tf"management schemes [20-22] one observes a grow1ng 51m11ar1t§ w1th
models of humantmemory, learnlng and cognltion [23]. ‘ |
In prin01ple, then, a systen 8 per ~unit cost is - determlned
_by adding together the per- Zunit costs of its component parts.‘ ﬁhe'j:
system conflguration haV1ng the lowest per -unit c05t whlle meeting
-Sp&leled constralnts is optimum. Practical dlfficulties lnclude
obta1n1ng cost data, partlcularly for future COStS and estlmatlon:i
- of present values of capital assets.h_Analytical minimization of'
..system,cost is nsually‘inpossible, with the result that.heuristio
and‘simulation approaohes are usna;ly emploYed [241. fAS statedl
earlier, the paramonnt'designpohjective is to avoid systems whioh,
are highly nonsoptimum.t | |

The ‘actual time of entry of EIS system suppliers into the
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marketplaceiié uncertain. There are laige devélopment‘éqsts, mosE
of whiqh-arelﬁorne4by.thoée,firét to offer services. Initial reve-
nues which wquld:finande expénsidns in sexvice offerings mqy.be
forced downwards‘by competitivgvsuppliers'who did not participate
in the expenéive.déveldpment phase [25].

Reliable cost data fo? specific services is scarce. One
preliminary,analysis indicates a cost for electroﬂic mail of .approxi-

- mately $1.00 per "letter" in 1976 decreasing to $0.25 by 1985 [26].

Iv-3 Demand_fq? Eléc;rohic Inforﬁation‘Services
A product's potential demand‘may_be estimated éithef by
, aékihé people{whég £hey would be willing to pay or b&»éktrapolations
'based on past ﬁsage pétteins. .The'weakngsé inherent in the first
‘épproach ié thét péople may find demand aséessﬁent difficult, par-
ticulaxly when the pIAduct is é service with which'they have had
virtﬁaily no‘exéeriéﬁég.' The weakness of the secoqa approach‘i;
that past'pufchésing ﬁatternS‘do nét.fully expése the‘to£al demand
‘curve, but‘onlfrité'equilib:iﬁm point (See Fig. 4-1), ﬁor do they.
fuli& ex96§énthe‘dependencé.of{the demand ¢uive on per-unit.costs
. of'other goodé and services.
bata réflecﬁing’potential démand for electronic_information
- services is scarce. ﬁuch of what ékists:is proprietary, |
Baraﬁ'féj reports the.results,of a 1971 asseésment‘of
potential demand for proadbénd inteiéc;ive services in the home.
The serviCes.consideigd are.listeé below, without the amplifying
degcriptibﬂs givén to the test ;espohdénts:

1. cashless-society transactions
2. dedicated newspaper

3. computer=-aided school instruction
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4. shopping traneaetions (store catalogne)
5. peréon—to—berson (paid work etvhome)'
6. Ablays and movies from a video library
7. computer tutor '
8. message recording
9. eecretarial assistance
10. household mail and messages A
1. mass mail and direct advertising mail
12. answering services .
13. grocery price list, information and ordering
. 14. "access to company files ‘
15.  fares and ticket reservation
i6. past and forthcomlng events
-17{ correspondence school » »
18. daily calendar_and reminder about appointments
19, computen—assisted"meetings .
29. newspaper, electronicf general
21. ;edult evening courses'on television
22, 'banking‘eervicee '
23. legal information
24: spec1al sales’ 1nformation
25. consnmers advisory serv1ce
'26;'uweather bureau
27. bus,>train and air scheauling
28. restaurants
29. library access

30. index, all services served by the home(terminal
Two detailed and "rather painful [9]" questionnaires were
completed by 200 experts in the area of future systems. The res-

pondents were asked for various estimates 1nc1ud1ng the most llkely

.year of introduction and the’average value pf each serv;ce. (The

services:ere clearly not mutually exclusive.) Following completion

of the first questionniare; the reepondents were given the responses

of the other participants and then asked to modify their initial
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reSpthés‘(fhe Delphi technique). Névméntion Was made to the
'respondehts regarding the communication medium to be used tQ_prb«
vide the service. | | ‘
Tﬁévfotality'of'sefvices was deemed.wérth tWénty 1970
U.S. dollars by_thé respondedﬁé. The largest sﬁare:of theﬁm;rke£
wéé gi#enAto computer-aided instfuéﬁioﬂ:(la%),-person—tojperson
".communication (15%) and playS and moviés from a libra;y:(IO%)ﬁ

The smaliést'market share Was for fee and ticket réservafions

(0.3%), bus, train Ana air scheduling (0.3%). and restaurants (0Q3%)}

With‘QQ ﬁillion households and 10% penétratibn by'1986, the.bro—
jected income totalléd 252“billi6h ddliars per year;

o  An analyéis [3] which extrapolates thé growth in data
éets'in the US'Béll,system‘indicates a-fasﬁer rate of'QfOWth‘for
data than fpr véice. The‘projeqted annuai.growth‘rate of 38%.fof
‘data sets wéuld'rgsult in 12% of the total sets.oﬁ sWitch’network,
widebaﬁd network and leééed netwof# plant being data sgts by 1980,
Hvsvo,l% in 1970;1 The'gémé sdrvéy projects widebaﬁd cablgnto 35
' million US households byv1980;

»Reliable.estimates Qﬁifuture demanq fof_EIS sérvicgé'pfo—
bablyrrequirés é fair%y exténsive_deScriptioﬁ df serviceé offéréd'
foilowed by égsﬁ/ﬁenefit analysisvb? prospeétive users ?rior-to.

théirvrespondiné to market surveys.

.IV—4 Eéonoﬁic Options for Governments .

By méans of'legisiétion; reéulaﬁory actions}vand dirécﬁ
" and indireét.subsidigs'inéluding tax_inééntives, governments can
influence both théxéupbly'of and- the demand for electronic infor-

mation services. |
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'it'is not our intentian here to seriouslf considef the
egtént ﬁé which government should be'iﬂ;dlved‘in the‘EiS ihdﬁStry.
The mattér is oné over whichAréspecteﬂ‘ecéﬁomists and éthér know-
-1e6geablé persons would-disagree. Nobel ﬂéu;eaté (19?6) Milfon-
Friédman_argues fér less government involvément in fhe mérketplace;
John Kenneth.Géibraith argues fbf mofef[Z?J. Ours is'the praémétic
' yiéw thatAgerrnments.Will continue to be involﬁed to sbmé deg;eeA
in the EIS-induétfy. Our effofts_are therefore‘cdnfined~to a brief
consideration of sone government options. The subject is too iarge
for thoroﬁgh qdnsideration here. |
. Government actions.ban.sfrongly influence thé direction
 _and rate of.growth of the inaustry. ‘For_example, an.electronic
mail syséeﬁ qould be'encoﬁragea‘directly #y éccglerating its -de-
velopment in- the post offiqe qr_indireqtly:by encouraging the commqn
:éérriers or.others to prd&idé the service, wﬁile,increaéing rates
and reducing éervice_for conveptionallma115  As(egpléingd earlier,
implémentatioh_of an eiectronic mail sgrvigeIWOulé_inéfease}thgh
'qtiiity of word processing s&stemsi_electrohic funds transfer faci-
1itie§land other serQices. .Contrafy government actions wodld-héve
coﬁfrary effects. . |
Of major importance is thg issué Qﬁ competition vs moﬁopoly.
It is-generally agreed that large enterprisés éan_benefit‘from
econémics of scale, provided the enterpfise is suffiéigntly specia-
-lized to avéid diseconomics resulting from its inapiiity tquéspoqd
td new ci;cumstances, including démand shifts anﬂ_new technblogy;
Tﬁé diffiqulty is to defineighe.bqunﬁary betweep economy and'dis_
écqnomy [28-30]. - |

In western democracies citizens are protected against




monopollstic 1n3ust1ees.by government 1aws, and by regulatory
procedures whereby the industry 1s permltted a falr rate of return
in exehange;for an agreed upon product or serv1ce. The dlfflCUltleS
11e 1n determrnlng what constltutes a fa1r rate of return, whether

' 4
or. not an organizatlon s claims to. costs are. reasonable, and

vwhethervorvnot products and servicesiprovided meet prejiously

agreed upon standardst

| The'ways in which yarious'industry groups might serye the
EIS industry‘is also retated to the monopoly VS,competition'issue.
This question_has~been’resolved,'at least forvnow° Inpdanada; EIS
eommunication_facilitres are to be provided>sole;y by‘the oommon
carriers, under'the foliowing conditions'[31];

"v’lok total ban on any carrier 1nvolvement with content ‘
2. 'an obllgatlon of the carriers to meet any reasonable
demand for service. _
3.  a, legal requirement on the: part of the carriers to dls- ,
tribute the serV1ces of all suppllers on a non- dlscrimlnatory

basis at authorlzed tarlffs.

_in;the USA, prlvate organlzatlons are permltted to apply for 1li-

cences from the Federal Communlcatlons Comm1551on for purposes of

prOV1d1ng message serV1ce communlcatlons fa0111t1es, one of these

_organ;zatlons (Datran) has already achleved bankruptcy.' The non-

carrier segments of the_lndustry in both Canada and the US are .to

be served by‘privateﬁenterprise‘in the,normal'Way.

. Of considerable interestris the potential effects of

-electronic information services on activity in other economic sec-

tors. bne of:the few such studies available considered replacing

va,centraliZed downtown'office by regional(offioes.staffed byllocal

"workers [32)., The study was motivated by the fact that many workers
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féce déily'thé unpleasant and.time—donsuming_task of doﬁmﬁtihg
ﬁbsa central location from the éuburbé evén when the job itself
"involves inﬁormation processihg-rather than frequent face—tofface
interactions with other people.
ZIn da case study involving a Los Angeles insurahce compahy;
.annualltelecommuting costs using~éxisting_equipment and voice

grade lines ranged from $300 to $1000 per employee. The reduc¢tion

"in annual commuting costs ranged from $650 to $16QO with additional'

savings realized'by séllihg the.car once used to commuﬁe. The
'gnérgﬁ used to operate a telecpmmutiné sstem was estimatéa to
eQua; 4% 6f:that_used for actual commutingiA In.fact,.this eétimate
_is probably éonservative, sihce'it aid‘not’include energy éavings
to ofhers cdmmuting_in a poténtially mére efficient manner becaﬁée
of reduced traffic voiume. Wider‘ranging‘éffects_0f te1ecommuting}
inqlﬁdiﬁg éverall changes in 1and.us§ge due to 13r§ér_§ubufbs and

xedu¢ed_pbllution were not cbnsidered‘in‘the study., ¥

The employees' incentives to telecommute include-more_free

time and reduced commuting costs. Incentives to the company {(who

‘must finance the system) include reduced boéts Qf emp;oyee_parking

-..,and hot lunches; elimination of salary differentiéls td city workKers;

possibly reduééd‘office_rental‘césts; more and better qualified
applicants‘féy available positions due to fheureluqténcé of many
peopie including working ﬁothers,'té wqu in the city; higher~pfo-
ductivity_and better customer éerVice. Bedause‘épproxigate;y four

percent of the total energy usage in the USA is:for_commuting, the

*See [33-35] for informative?;ecent reports on telecommuting vs
transportatlon. of partlcuiar relevance are. the comments [34]
regardlng potential shortages of captial for new facilities and
the effects of diverting capital from other 1ndustr1es, partlcu—
1arly energy. :
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energy savings,potentiall§ ettributable to:eleCtronic information
_servioes is_cleérly»Significant;;particuiari& in view of the poe—
eibility of extending'telecommuting féoilities to'reduoe intercity
travel. o |
' An~understanding of the,likely;ohanges-throughvwhiohrour'
conventional informataon.serﬁiceé'will pass as a result of the growth“ .'m
of EIS Servioesvis of,interest. tConventional services involte
broadoasting, where,information_flows one.way from a souroe-tO'one
or~more usere,‘énd_interéctite usage, where information flows to
and from a user in a,con?ersational mode.a BroadoaétinglinolndestM
and FM rediojﬂover—thewair'televiSion, ¢onventional cable television,'
'neWSpapers, maga21nes .and books; _Interactive services’;nolude‘tele-
bhone~and telex. 'Mail and most of the new information,servicee;_
1ieted in Chopter_z probably fall into both categories.
ielephonyfs growth»ﬁill probably continue ﬁnabated. Te;ex’
.would undoubtedly be replaced by new.eleotronic services, as would‘
a portion_of the conventional papex broadcaet:media, As}indicated .
earlier,;fﬁtgrefrolee for-oab;e television regﬁires;clarification,
In~sunmary, the_follo&ing matters warrant furtherrétudy:

1. - How and 'to- what extent should the government encourage
development of electronic 1nformatlon services?

2. What are the potentlal effects of various EIS appllcatlons
on other segments of the economy?

3.-:How will conyentlonal information sexvices change with
thefgrowth of EIS sexvices? 'In,particular} what are the
technological, economic and legal aspects of‘inciuding
'ae part of an-EIS network broadband cables ourrently used
for cable television? . ' ’

Prob;ems assooiated_nith'monopoly and regulation exist but

are not peculiar to the EIS ‘industry.
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‘The three items above reinforce ‘the need.for-reasonably
accurate estimates for costs of and. demand for specific aleétronic

information services.
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'V ANALYSIS, CODING,. RECOGNITION, SYNTHESIS AND RECONSTRUCTION
' ‘ | .OF SPEECH; SPEAKER VERIFICATION

‘Vfl Speech and Electronic Information Seryices

| Coding, recbgnition, synthesis and reconstruction éf_
.speech, as Qelltas speaker verification are of importgnce”to.the
eieétrbnic infprmatién seryice industfy f@r two reasons.

First; speech is.pne'qf,the available system inéﬁts,
énd outputs. For exampie, :egpqnges to' enquires from terﬁiﬂals,,
inciuding'ﬁobile‘terminalé [i,é] can be via voice;anéwerback {3,4]. -
The various ways to.convert écgustic utterances to énd'from;elec—

.trical;signals,andvtb frbcess these‘is, thereforé,_mfiintereét.‘

: Secoﬁd} e;gctronic_iﬁformation éexvice costs depend to
a cénsiderable deéree on,tﬁe nﬁmber‘qf bité:needed toirépresént
a message. »The‘lower thé'réquired bit%rate for‘épeeCh, tﬁe_lowér,
,thé cost of its StorageAand tiaﬁé@issiqn. |

In gpnventipgal ﬁelephogy gpeeCh:is préfilteredjto pass
oﬁly thése freéuenqies betweenAfl ¥ 200 Hz and f2 ig 3.5 KHz . If
digité}‘trgnsmiésipn gnsges,Athe b?efiltered signal is sampledfat
'thg.Nyquiét raté, quantiz¢d non-uniformly to 128 1évels, trans-
mitted dig;tally,fandgreépnstruqted by lowpass filteripg at f2 =
3.5 Kﬁz, |

| Rgceﬂt“adfgnces'in>spgech ¢9dihg, ;ecqnstruc;ién and
_éynthesis ihclude coﬁsiderable_savingé in bit rate for acceptabie
increases in codinqvcémpiéXify and cést.'zIt is.reasonable«to ek;
pect fﬁat épme EIS,USGIS WOuid,favoux fhe option_of spgech input
and outpuf whose’qua}ity_was in accordaﬁce with user cost. Potential

cost vs quality trade-offs are becoming apparent as explained below.
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‘V-2 Conventional Digital Coding and Reconstruction of Speech

"Fig. 5-1 shows a convenfional PCM'system. Fig. 5-=-2
defines the quantizer charactéristic.in Fig. 5-1. .Thé source
coder, which consists of a prefilter, sampler and quahtizéf con-
verts thé analog speech signalia(t)‘into‘binary digiﬁs which aré
eitﬁer fraﬁsmitted over a digital communicafion channel or sforea.
'The source.decoder converts the received digits to analog pulses
which ére theﬁ postfiltered to yield the reconstructed signal m(t).

A commonly used measure of speecﬁ quality is the outpu;
‘signalfto—noise.ratio SNR, defined as followsi where m(t) and f(t)

are defined in Fig. 5-1, and E [] denotes expected value:
' ~ ' P o
s¥R = E ([m(t)-n(t)] %) /B (m?(t)) o (5-1)

Ffom analysis [5-10] it follpws_that SNR for a we;i
designed systenm can be appré#imafed as féllpws, whén L is thé
numﬁe:»of.quantizer levels, r/2w ié the ratio of. the sampling rate
to the prefilter's Nyquist bandwidth 2W (in PCM r=2W), and p is
the bit-error probability of the digital.channelﬂWhich is.assuméd
:memo:yless; constants A and B, which are c}ose to,unity, depénd on
the stafistics.of m(é), on fhe actual quantizer ghéracterisfic and

‘on the way in which the quantizer output digits are coded:
‘ A r
o — + foadl —
SNR [Lz 4Bp]2w (5-2)

The term A/L2 corresponds to quantization noise, while the term
4Bp results from digital chanhel transmission errors.
For a waveform channel with a given carrier-to-noise

ratio, p decreases as the bit rate R=rlogzL increases. ' For example,
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Fig. 5-1:

Conventional PCM system
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if the wavéformfchannel's sole source of distortion is white
Gaussian Noise, and if optimum incoherent demodulation is used,.

then [11-13]
p=Y exp(~P/2RNO) | ‘ (5-3)

.Whefe P_is_thé.average power of the ieceivéd data Signal énd ﬁo/Z
is the noise pdwer spectrai density. |

It ig immediétely evident thét if R is'uhcqﬁstrained
then}there is an optimum chdicé for L. Tdo largé a value of L
'will.introdqce:gxcéssive.distortion from diéital‘éhannei traﬁs;
miSsion,érrérg. ‘qu émall‘a'yaiuevof L results in excessive
quantizatibn‘distortidﬁ. |

Aﬁother performance‘measure is thé:nérmélized:meanusquare
"difference MSE ﬁetween the ofiginal input signal'a(t) and thé fen

constructed.signal,ﬁ(t),
 usE = E(f{a(t)-R(t]?) /E(a?(t)) (5-4)

For prefilters with sharp cutoff, analyses [14,15,5] show:

MSE :‘2‘[ s, (£) df + 1 5_' (5-5)
: B SNR) 2w
C
SN B A r (5o
< zjg,sa(f) ag + 5 4BP) Sy | . (5-6)
o

In'(5—5)'and3(5—65,.Sa(f)&;s thg power spectral depsity
'df a(t), ndrmal?zed such -that ,J/Sa(f)df = 1, and F includes.all
frequences-removed by the préfi;fér., |

The'fi;sﬁ térm in'(5}5) is‘efror which results'from ir-
reyersible‘iemoval of some”of the_fréquencies in the input signal

a(t).
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Thisvterm'deqreases as W increases,>whilé.the channei'néise terh‘
4Bp:indreasesvwith W. Tﬁus, (W,L) can be optimized to minimize
'MSE. In fact, it is .not necessary to require r=2W so long as
r§2W. Howevér, existing evidence [5] indicatestthéﬁ r=2W is the

optimum PCM'sampling rate.

V-3 Adaéﬁive biffefential_Encoding of.Sbeéch
Fig. 5-3 shows an adaptive differential encbder_rééently
used for encoding speech siénals tiG].-‘The dotted 1ine§ Indicate
flow of éon;rol information within theléource encoder . and ééurce
decoder. The system in Fig, 5-3 differs from the one dépiétéd in
Fig. 5;1 in three réspectéz |
1. The quantizer is not fiked,.but}adaptive; in.the sense
that both'thé horizontal and Qerfiéél bfeakpoihts of the
'quantizéf.charactéfiStic in fié. 52 chénge in responéé to:
the variance of ;he‘sigp$1<béing quantized, e(kT)...The
énﬁropy coder in Fig. 5-3 hés axbuffer thch can overflow
if-quantize:'s Quter-levgls, whiqh:are normally improbable,
'occpf too often. To’prevegfxthis overflow, the 1eyels_X£
in Pig. 5-2 are adjusted to prévent buffer overflow.  The 
result is a gradual, rather than sudden ahd‘draétic‘degrad-.
atién in speech Qua;ity.-
2.Q‘The prédictori whicﬁ.ié‘alsd adaptive uses a weightéd
linear sum of.previously estimétéd éignal samples ﬁ(kT) to
estimate the current value of the actual input sahple m({kT),
as‘follows:‘ | | |
.

2(kT) =57 a(i) m[(x-07] o (5=D

i=1
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it.ie:the>differenee:e(kﬁi beteeen the-eetﬁéi semple mfkT)'
and ifs predicted value z (kT) wﬁich is\quentizedr The pfe-
dieter coefficients.a(i).ere varied_in aceordance'with
estimates of the error~signél e(kT):and the reconstructed
- .samples Q{kT).‘ | | ‘
5? Each'quantizer_outpﬁt Ieve} is_net’repreeented by a
fixed.number of binery Aiéits. Instead, variable-length
sequences:of qpaﬂtizer 0utput}levelé‘are eeded iﬁfo fixed—
-1eﬂgth sequences:of'binaryvdigits. For example, if-the |
quantizer consists of five dutput.levels, nuﬁberedAseguen—,
;ially,from lewest £o highest, the_quantizer outpu£ digits

~are as follows [16]:

Output level : Codexr . Outbut level code@
‘sequence output . sequence ' .output
333 000 331 . . 111.. 0Ol )
332 001 © 335 111 <010
33 010 o3 S ul o ow
32 © o 35 111 100 4
3% 100 1 11 011 1
101 5 11, 101 |
110 i

This conversion from a variebleflength input code
T to a fixed—length“ettput‘code avoide synchienization brob—
leﬁexcaueed‘by chanpe1 t£ansmissiQnVerrors; the Huffman_coding
"scheme which méps fixed;length gquantizer outpdf sequences
'iﬁte-variable-length binary sequencee is subject to loss of
Ianehronizetion if bit-errors occur during traﬁemission [17].
‘The performance of the above system seems remarkably good

[is], For speech lowpassed at 3.2KHz and sampled at 6.4KHz , the

measured 6utput SNR was 13 db and 17 db,nrespectively[lé]°
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The reconstructed speech<was'subjectively'preferable'to.PCM
speech haVing higher SNR values, 16 Kbs ADPCM speech fell between
5-bit PCM (32 Kbs) and 6-bit PCM (38 4 Kbs) while 9.6 Kbs ADPCM
pspeech fell between 4~bit PCM (25.6 Kbs) and 5=-bit PCM: Little
degradatlon in speech quallty ‘was observed with bit~error rates
as high as 10 -3 [16].

As explained below, a differential encoder with faster-

than- Nyquist rate sampling and fewer quantizatlon levels is.quite
likely to be as-good-as or better than one restricted to Nyquist~
_rate sampling; 'Thevauthor is currently_involved in a ‘study to
optimize the sampling rate using‘aiCohn~Melsa'coder/decoderlinp

'which the predictor 1s fixedo_ The additional system cost implied

by an . adaptive predictor may not be Justified, Cohn and Melsa [16]:

estimate that adaptlve prediction‘adds lﬂ5—2 dB to SNS, but others
seem‘to question this estimate as being too(hich {i8].
The,system in Fig. Seéjhasjevolvedoner the past‘several

:'years,‘and is intuitively attractive; Correlations between mes-
sage'samples-are removed‘by the predictor, variations in quantizer
foutput level probabilitles .are used by the‘coder for further bit
”rate reductions, and time-varying"speech statistics are monitored
by,the adaptive quantizer and_predictor. |

| If‘the éntr§§§ coder in Fig. 5-3 is removed and if the
predictor is_non—adaptive, ‘a conventional DPCM system results
[5,8,9,14,15] . 'A-conventional delta.modulation (DM) system 1s
a conventional'DPCM.system with two quantizer output levels. Con-
,ventional DPCM uses Nyquistirate sampling, whereas DM samples at
3 or 4 times the Nyquist rate [10 13,14, 19~ 253 'lf the predictor

‘is removed-frOm_a conventional DPCM system, a PCM system results.
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If a DM quantizer is adaptive, an ADM system results [19—21]..
As Fig. 5-4 indicadates none of these éstems yield as‘high.a SNR
value for a given.bit rate as én ADPCM sYstem( but none are as
complex as the ADPCM, either.

For a conventional, well designed DPCM system with'a one=-
taé non—adéptive predictor, anélyéis yields.the following expres~-
sion for SNR for a quantizer having a number of levéls L 58

{5,14]:
sve 2 [(a(1 - g% /%) + amp] I (5-8)

In (5-8), gﬁdenotes the normalized,sample—tofsample coxr-
relation; —Jﬁ?¢é1. -As sampling-rate_r‘ihcreases so does #, which
is_typically positive forx r'§2W. Thué, as r increases the first
term, which results from quantization.diﬁtortién decreases because
'~l—¢3'decreases, and r/2w increaéés. Incréasing.the sampliné rate
increases the sample—to~saﬁ§1e correlatidn and therefére :éauces

D
" the variance of the quanti%er input signalfe(kT). It should be
noted that the absolute vaiue of the chénnel distortion need not
increase beyond thatrinheré;t in PéM‘systems, contrary to what
was initially believed [9],, However_the effect of channel dis-
tortion‘relative.to quantizétion noise is lérgef'for DPCM than for
'pcM”[5,7,26].

SNR expressions are avalilable for non-adaptive DPCM sys-
tems with-an N-order linear predictor [5,8,9] and approximate
expressions are available for DM systems [13,20-25). For adaptive
systemg SNR is obtainable by measdremént‘on acfual or computer

simulated systems.

SNR is not always monotonically related to human subjective




Fig.

‘5 —4:

s
204

Jo}

SR

SNE vs bit rate for various speech coders

58




59

preference [10,14-16,26-29). We a&oid heré detailed discussion

of subjective evaluations, other thén to say that théy are neces-
sary, tﬁat they must be done with care, that resulté of such tests
seem to ihdicate that ADPCM systems having SNR equal to that of
PCM systemsAseem to be subjectively preferable to PCM systems
_[16,22], and that bit—error pfobabilities p£10—4Ado'not seem no-
ticeable in the reconst;ucted épeech_signals of weli designed PCM,

DPCM, DM or ADPCM systems [18,26,29).

V-4 Speech Analysis and Synthesis

Humans normally speak at a rate of approximaﬁély 306‘words/
" minute. An average length of 4.5 bharacteis/word (gxciuding space)
[30,31] and an average éntropy of 2.3 bits/characfe: [30—32] gives
a spéaking rate of less than 60 bits/sec. The actual rate is less
because of sﬁatistical dependénées betweenVWOrds which has;been
ighoreﬁ. A

If the sole objectivé of an electronic ithrmation‘system
?s to cbnvey a\replicé'of the acoustic speech waveform thén 9;2 Kbs
is ﬁore ;han 100 times larger than neéessary. We hastén to point
out that it:is often desirable to'reproduCe the speakers émotions
as indicated by the subtle variations in pitch,'inteﬁsity and har-
monic content in the acoustic signal.

D:astic redudtions in bit-rates bélow 10 Kbs woula seem to
requiré either much more complete, accuratg and usable knowledée
of speech statiéticé or knowledge of the human speech production
process. Fortunatély, the iatter is available, and is briefly
explaiped with the help of Figs. 5-5 and 5-6, which represent,
respectively, the actual (aéoustic) speedhbproduction system and

a corresponding electronic analog. The analog is obtained by
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‘linearizing the fluid flow equatioh54 simﬁlatinglthésé-by a lumped
'équiﬁaleht-of.a lossy time;var§ing\tranSmiséion liﬁe,;and driving
.thevline by either a perioaic gloftal,soﬁrée to simulatevvoicing"
or avhoisé'soﬁrce to simulatejturbulence [23)33,34].- The,analog'é
line.elemegts:and soufces arefcontrolled by a Qigital computer
”analogous to‘the human brain's controlling the human vocal tract;
At 1éaét.two suchyénalogs have been rea;iéed in'hardware,(35,36].
Many, bqt notvéll of the(éynthesized chas are comparable in
quality to na£ural séeéchA[36];

Termiﬁal-;nalogs proviae én alternative to vocal tract
analogs. Terminal‘analogs are basically fiitér.baﬂks which are
coptrolled aﬁd excitgd_to produce speech whose spectre are simif
lar to speqtré‘of natural speech t23;37~39).

| Speéqh.cbnsists of concatenated‘units calléd phonemes
- (vowels, fricaﬁives, plosives, liguids, glides and na;als) bf
which:thére éfe appfoximately 42 [4,33]."Considerable effort has
been expendedvin'coding and'subsgguently-feponstructiﬁg speech by
.attempted segmentaﬁion of speech into phonemes, transmission of "
eacﬁ phonemefs‘identity and reconstruction of the 6riginal speech
. waveform. Unfortunately, segmentatign is’very difficult, és is
phoneme reassémbly, A iess'ambitious and':easonably successfgl
apprqach involves use of voice—excitéd’vocoders [40,41] in which
the 500-Hz 1owpés§4fil£ered‘speech waveform is éampled and trans-
mitted, along with'approxiﬁately 12 time—varying_linear predictién
céefficients'(LPC). 'The exqitatiqn function is recovered by non-
;inear pro;éssing of ﬁhe 560 Hz signal which is.uséd'to,arive a
£erminalvanélqg-synthesiZef sbeéified by the LPC coeffiqients..

Thesé LPC coeffiqiénts are virtually identical to those in the
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predictor in'Fig..S%B. Speech of good quality‘hés‘beéﬁ oﬁtained.-
using 3.6 Kbs. Recent work [42] indicates that if the LPC coef-
ficients are. transform coded as~ex§lainéd in Chapter 6 and traﬁs—
nitted differentially, the bit rate required td transmit theILPC
parameters would drob considérably. Recent work [43—45] on pitchA
detection ahd voice/un~voiced bouhdary detection may make
direct.trénSmission of pitch and voicing amplitude feasible, in

which case & bit rate of below 1.5 Kbs for trénsmiSsionjdf-goéd

. quality speech is indicated [42,43].

A -further factor of ten reduction in bit(rate‘to approxi- .

mately 100 units/sec probably réquires text synthesis [46—49],

_Whereby stored text segments are converted into signals which

control a voca1 tract analog or terminal analog to produce natural
sounding speech having proper intonation and stress.. Althdugh
réél—time text synthésis of certain sentences is currently feasible,

synthesis of arbitrarily selected Séntences from stored rules is

'npt'and will not soon be feasible. Notwithstanding, text synthesis,

aslwell as foxmant synthesis,Ais currently being used to convert
combuter generated wiring ‘instructions int6 audio_commands acted
upon by wire-men who can now éccomplish 25% more work because they
no longer need to interrupt theix work tO'visuall? examihe_wiring

diagrams [50,51].‘

V-5 Machine Recognition of Speech

The general problem of con?ersing With a machine.as if it
were a human is of such vast scope and compléxity that it is not
of immediate tgcﬁnological intefeét.‘ HﬁWe&er, severeiy constrained
versions of the problem, including'recogﬁitiqn of words spoken by

a co-operative speaker are of interest.
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Ear;y'aigorithmslfor spocch recodnjtion Aliomptod Lo
segment the word into phonemié units, rgcognige_each unit, and
fihaliy regognizenthe word.[52—54]. The value of incqrporating
cotex?ual aependencies and constréinﬁsHWaé recognize@»[55,56j,
and.attémpts Qe;e made to use these as an éid in ﬁhe recognition
p#oceés;. The;phonemejbaéed-approach.met with only limitedvéubf
.Cess, howe§ef, 1afge1y bégauSe of'difficultieé inhereﬁt in seg~
mentation 6f fﬁe acoustic‘wavefﬁrm.

Recenf efférts have involved extraction of features-whose
values vary oﬁer thg duration gf‘the w0rd,‘foilowed by analYSes
of these féa£ﬁre$ for_wérd recognitién. Segmeptation is re;eéated
tova limitéd and.manégeaﬁle role. As in-other pattern regqgnition
prabiéms, theidébision:as to whatjfeatures @p se;ect i% the_difQ
ficﬁltjpgrt,of thé.éiobiem [57,58]. 'dnée‘these are specifieq and
the statistics'are éYailab1e, decisioﬁs baéed on the:features ére
rel&ti&ely.straight forwara, ét_1east in principle. |

'EeatufesAemplngd.ihclude speech amplitude (intensity),
pitcﬁ, zérgjc£ossing'rates, or‘LPé goefficients (60—66]. The LPC
coefficients_are_correlatedeith spectra, as are'zero—croséing
raﬁes [65]; ze?é—crossing rate; are also dépenaent Qn'pitch.

‘Canlqsivg evidence‘pf thé viability of recent word re-
cOgnitién.efforts'is available £59,60]; Samber and Rabinér [60]
'used zero-crossing ;éte, ampiitude and LPC coefficients as features.
Each feature is by itself rathér unreliable. However the totality
of these permité recogpition.of digits spoken by 25 men and 30
women Qith 94.4% accuracy'[6OJ.v Recent work [61] has‘demonstratéd
the feaéibilitf of reéégniZing a_digit sequencé. The digits must

be segmented from'éach other; hqwever,segmentation of words -from
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.lé liﬁiﬁed vocabulary is less aifficult than ségmention-éf indi-
vidual phonemes within a word.:

Word reéogﬁition systems provide.users with a manfmachiné
interface which éermits.user mobility, use of both Hénds for non-
communicétion purposes, Vocabuiary flexibility; virtually no user
training, Simplé microphonic input, aﬁd.natutai-language communi-
cation. Some sysféms are currently in operation in'applications
-ihVolVing quality control inspection and verbal command of systems
for automated material handling and machine tool numerical control
[s9]. -

Developments which will permit use of larger vdcabﬁlaries,
larger speake; populations and improvéd\accuracies for word .re-
cognition systems will undoubtedly Qccur.. Attemptsito_"solve"
the.largé; problem of speech»;ecognition'a;e_cbntinuing,[62,56];
howeve;, the likeiihpod of developing.a system which recognizes

continuous speech with relatively few constraints seems small.

V=6 Sbeaker Verification

Of'groWihg interest.is the possibiiity:of uééré of
.eiectronic information serviées~establishing identity.by ﬁeans of
their own Voice; thereby gaining'accessvtb data andrservicéé,

Recent evaluations, includihé evaluations §f speech transmitted

via téléphone lines, indicate verification accuracies of:95%
Ié3,54,66,67], which is adequafe for most applications. These
sysfems éxamine speech intensity and pitch of the acoustic wave-
form and then align these (slowly) timefvaryihg feafuréé to-achieve
a best;match-with stored templates of the claimed'spéaker [63,64,67].

If the specimen's features are sufficiently close to those of the
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~stored templétés( the speakers iaentity claim is aécepted),other—
wiée; the speaker is regarded as an. imposter. It shouldlﬁe noted
tﬂat txéinéd.ﬁiﬁiés'were able to "fool" the syéﬁem ohly 4% of the
time; human listeners were fooled 22% of. the time by mimics [4].

| The veiification accﬁracy WOuld-likely‘be improved some -
‘what by tepléciné ogﬁright rejéc@ion of idéntity claims by - |
instructions to the épeakér'to speak_égain, possibly ﬁsing an
'alternéte sentence. Faillure after 3 attempts might then wafrent
rejection.i Usé'of the LPQ_coeffiéients might also yield'impxove—
mentpvsince theée are characteristic of one's vocal tracf(vwhich

is not easily mq@ifiéd even by surgical procedures.

V-7 Summary and Conclusions

Thé progress in coding, synthesis and récognition of speech,
as Qell éé speakér verification is apparent. Such pfogress is due
largely to ou£ growing undersﬁanding of both the methods o£ pro-
ductidn ané'the iﬁpdrtant perceptgal attributés.éf_spééch. Dif-
ficulﬁieé in:recdgni;ing continuous épeech and in synfhesizing
spéech fromatégt'resultg, at ;easﬁ.in pa?t, téﬁour 1éck of dnder;
standing of human cbgnitivé'processés. .The common utility of
pitch, intensity and the LPC coefficients as derived from ghe
acoustic_speecﬁ WavefOpm in ADPCM cOding; vocoders, word recog-
nitiOn énd.speéker>verifica;ioﬁ is apparent.

Regarding speech coding for fransmission of storage, cost
Vs qﬁality'tfade—offs are poﬁentially availéble. System users
wduld ;ike;ylwelcpﬁe the’opfionﬂof selectihg_the guality and
hence'their_épst oﬁ system usaée.

,éigi;a; channel grror probabilities'of 10_4.are adequate

for transmissipn of coded speech and_prdbab1y for those acdustiq
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features used to recognize words and verify speakef identities.

" Serious consideration should be giVeh to designing channels with

10

error propabilities, in return for higher data transmission

rates. As noted in Chapter 7, error-correcting channel codes

are .available to provide lower bit-error probabilities for those

messages requiring more accurate transmission.

The utility of ADPCM, word recognition and speaker veri-

fication is soon to be demonstrated by a commercial airlines

reservation system [4]. Designers of user terminals should

seriously consider providing voice ihput/butput facilities.
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VI IMAGE CODING, STORAGE, TRANSMISSION AND RECONSTRUCTION

VI-1 Images and Electronic Information Services

The general tenox of the dpmméﬁts made 1in Section V-1
for speeéh appiy also to images. It is not knéwn‘at this timé
Whether‘épeédh'o; images Wiii“ultimately'contribute more biﬁs'to
the totality,of’EIS data traffic; nor.ié it known which will emerge
‘as fhe prefefféd méaﬁs of preéenting:information to QSérs.

Interest7in'image processing and transmission is.grbwing
at an astoﬁndihg rate. A recent survey [1] of-works from selected
Engiiéh’1%n§uage’journals publishea in 1975 and exc¢luding pape?s
in compﬁter graphicé (syﬁthe;is.ahd manipulation of pictoral infor-
matiéh’, optiqal_and photoéfaphic processing and visqal'peréeptiOn
.included 354,separate itemé;

Thié chapter includes'only aspects:relating'to the con-
version_pf statibnary images (including COiof imageé) ﬁo énd their
reconst;uption from digital data. However, the discussidn includes
pidture prqpertiés_an@lcharacteriiations;which bear on computer
graphics and gnimation;.image_enhancement,gnd restoration, pictoral

pattern recognition, shape and texture analyéis,Aand pilicture grammars.

VI-2 ‘Imagé ProEerties, Characterizations and Distortion Measures
A mohéchroﬁe image may be represented as I(x,y) when x and

y are.récﬁangﬁiar spatial cofordinates and I is light intensity

(brightness). 'if S(Q,y).and R(x,yf denote;,reSPectively, the inci—

dent 1ight intensity and surface refiectivity then [2,31
I(x,y) = S(x,y) R(x,y) (6-1)

Incident light S typically varies slowly over space, while
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the reflectivity varies ra?idly. If (6~-1) is rewritten
log I(x,y) = log S(x,y) + log R(x,y) (6-2)

and if log»I(x,y) is high—pass filtered, theﬁ variations in S aré
removed while those in R remain. A remarkable restoration of an
image dulled in places by shadows can be effected [é,4].

Imageé are highiy strﬁctured.,‘lf a rectangulaf piece of
paper were divided into 256 X 256 equal-sized rectangles (called

picture elements or pels) and if each pel were shaded by an amount

independent of that by which the other pels were shaded, the appear-

.ance of a meaningful pattern would be very unlikely [5].

Images are composed of areas of various shapes and sizes;
in any one area the brightness is approximately congtant. The
probability distribution of area size was estimated [6] for four
mdnqchrome images gquantized toV256 poihts on each edge and_gight
briéhtness-lévels. Image samples included.a head and shoulders
(1ow aetail), cameramanv(medium detail), c;owd.scene.(high detail)
and cloud formation (large areas of black and white).  For éll
four images the fraction of areas consistihg of n pels decreased
as l/nz.i'Many areas comprised few pels; in fact, approximgteiy
half of tbe_areas consisted of a singlelpei..'Some aréas inc;gded
a large number of pels. Thg average number of pels per unit area
varied from 29 for the crowd scene to 83 for the cloud scene.

Statistics describing image structure are meagre. The
'first order amplitude probability of the‘intensity tyéically has
two peaks, one in the black and the other at the whiﬁe end of the

scale [6,7]; however, in some instances intensity is more nearly

uniform. The average intensity and normalized correlation function
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e x,y) = EII(u,v) I(x-u, y-v)1. L (6-3)

.where E[ ]4denotes‘expected value are reasonably independent of
annd V& Q is reaeonably weil app;oximated by either (6—4)_or
(6-5) below where a and B are constants which depend on the'image

class [7—12].' _
e (ax + By)

i

P(X.y) . (6-4)

e~/<ax>2.+'<sy>2

n

Q(x,y) (6-5)

The model in (6-5).is appealing necause of'itsvepatially
isotropy:; (6—4) is eonvenient for analysis involving rectangular
co—ordinates..

The diseussibn thus far nas'emphasiéed monochrome images.

'A color imaée depends on light wavelength A as Well,as spatial
variables x and'y.v Any intensity function I (x,y,A) ean,be recon-—
structed frem ehree appropriately seiected colors [13,14]._ Colers

red (R), green (G) and blue (B) are nearly always selected; thus

'I(x,y,x)_= AR(X) R(x,y) + AG(X) G(x,y) + Ag

where AR' A

¢’ Pp depend on ﬁhe'actual filter attenuation functions

peculiar to the three color regions.
- Color images' are often represented in terms of co-ordinates

which are linear combinations of the R, G; B functions. Thus,

0.30 R + 0.59 ¢ + 0.11' B

.
1l

"I = 0.60 R - 0.28 G ~ 0.32 B (6~7)

Q = 0.21 R - 0.52 G + 0.31 B

Inversion ef‘(6f7)_yields
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R = 1.00 Y + 0.96 I + 0.62 Q.

1

G =1.00 Y 0.27 I - 0.65 Q ‘ (6-8)

B =1.00%

1.11 I - 1.70 0

In (6-7) and (6-8), which is the NTSC representation [15],

Y is the (monochrome) intensity.signal, and I and Q carry the color

information; all three signals are functions of x and y. .The I'and

Q information content is much less than that for Y.

V-3 .Evaluating Image Quality

How many bits are required to represent an image such
that reconstruétion will yield a replica whose distortion from the
original image is acceptable? The answer provides a lower bound
‘to the cost of digitally storindg or transmitting imagés, and also-
nprovides~a benchmark against which to-compare alternative image
.cqaing'schémes;.

. Unhappily, the answer to the ébbve'question is unavailable
to us forltwo reasons. First,.a distgrfion measure having the
property that an increase in.image.distortion is always accompanied
by a decréasé in perceived quality is not yet avéilabieL Second,
an accurate statistical description of images is ﬁot available, as’
noted earlier. (For a QOod'discussibn of the need fo; distortion
measures and statistical models, see [5]){

‘With reference to Fig. 6-1, signal-to-noise ratio SNR is
defined as follows,where I and i denote, respectively, the 6riginal

prefiltered image and its reconstructed replica.
SNR = E[(I(x,y,A) - I(x,y,A)) 1/E(I (x,y,1)) (6-9)

Because of its intuitive appeal and analytical convenience SNR is
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6ften used as a performance measure even though its reiationshib
to perceived image guality is not-monotonic.

"An alternativé and somewhat mﬁre appealing disfortion.
measure was evalﬁated by.Mannos and Sakrison [7] who weighted the
differehce between.the.original and reconstructed image ih accofd-

ancevwith the amplitude of the différence signal's frequency

components. Various weighting functions were selected in accordance

with the khown propert;es of the hﬁman yisuél sysfem.

If distortions due to prefiltering the original image’
aie to bé included in performance calculations, then>the mean-
square error |

MSE‘= E[A(x,y;k) - i(x,y,k)]z/E[Az(x,y,A)] -, (6~10)

_where A(x,y,\) is the original unfiltered image,can be used. . As

with speech, for Nyquist—rété sampling

; o . 1 -
MSE —Jzzy’SA(f,g,h) dfdgdh + SNE (6-11)
(o

where SA(f,g,h)‘is the (three~dimensional) power spectral_density
"of the image and FC includes all frequehcies removed by the pre~
filter. For a prefilter which passes all color freQuencies f as

well as all spatial frequences g ¥ W and h % W,

/27[SA(f,g/h) dfdgdh = 8// /f /( SA(f,g,h) dfdgdh . (6fl2)

£=0 ‘g=w ‘h=w
& ,

o]
Final evaluation of image processing or transmission

schemes requires human observers to participate in tests in which

various redontructed images are rank ordered, oxr compared in pairs.

‘Subjective testing is a specialized topic; the interested reader

1
t
|

J
+

b
4
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should consult the literature [7,10,16,17].

ViFé' Céding and Récbnst?ucting'Monochrome Images
) __Monbéhtom§ iﬁages éan1be céded-on either a line-by-liné

of'én'aréafbasiéf. | | |

| In~iineby-iiné (rastér-ééan) cpding, the image inténsity,
which dépends on-twd.spatial variables, is converféd intoia,one-
dimenéionai fﬁnctién'of timé by séénning fﬁe‘image ho;izonté;ly,'
at:a fixéd'iéte. fhe 6he—dimepsiohal signal is then encoded by
meads of PCM; DPCM or ADPCM‘inAthe same wayAtﬁat speech is,ehcoded,

| An aiteinativénapéroacﬁ'is;fo encodé tﬁe iﬁége area‘by
,representigglimagg ihtensify I(x,y) as a two-dimensional.drtho—
normal'serieé,‘retainipg an@'quaﬁtizing'only.thoée coefficients
, uij’who$é egergy,egééeds a threshold, and later féconsfructing.tﬁe
image from these‘retaineq coefficients. Thus,tI(x,y)Ais approii,

mated by i(xyy)»as follows, (* denotes complex conjugape):

A_Nvl M.

IT(x,y) = £ Zoub é.. (x,9) 0<x <a | (6-13)
' i=0 j=0 *7. *3 ' . .
o 0 <y <'b
: ;H ‘a,b. : - ) , ‘
iy o= EW%/ I.I(X,YI $..*(x,y)dxdy}’ ' (6-14)
.70 A -

ra,b - o _
o 0,41 #k - or j # 1

where E‘denbtes the non—iinéaf;quéntiZation operator.
The operation implied by (6-13) to (6-15) is called trans-

fdrm encbding [5,8,11[12]. _Area encoding schemes are appealing
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because statistical dependencies”in ﬁwo*spati%l diréctions.are
ﬁsed‘to remove image r'edundancies.~ Line-by-1line coding does
not normally utilize redundancies in the y (VErticai) direction.
Potenf;al coding gains inherent in area encoding és compared with
liﬁe-byfline coding has béen determined for Gaussian imaées [18].

| Orﬁhogongl function sets {¢ij(x,y)} used to encode image§
include the Fourief, Hadamard,aaﬁd Karhunen-Loéye Functions [5,7,
8, 11,18-23].  To reduce coder.posts; the image is usuaily aividedf
into blocks of n-x n samples, where_h = 4, 8, or ié. Blocks are
codéd individually, stored or transmitted{ and laper-recqnstructed
and reassembled.

Use of results from varioué sources'[8,24,25] allows the

lﬁormalized'mean—square error MSE between an-origiﬁal.and recon-

structed‘image as well as SNR .- to be e€xpressed as follows:

%) 0o . 5 . .
MSE = L T o,., + 1 . (6-16)
‘ i=N+1 j=M+1 SNR :
N M Aij ‘ qzij
= ' + P, ., 6-17)
SNR .Z .Z (ETT? 4Bij lj) 5 ( )
1i=0 J=0 i3 o g
2 2
o = E(I (x,Y))
© o : ,
= I X .E['ui_ 1
i=0 j=0 J

where Aij and Bi' are constants-approximately equal to unity,

2

J
g ,. = E(1u;.‘ 2), L,. and P,. denote respeCEiVely the number of
ij ij ij ij

quantizer output levels and bit-error probability (assuming random
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errors) applicable to the various coefficients,4and 02 is the -
meah—squarevimage igténéity. Norﬁally Pij = p for a11 i, jf
Distorﬁiéhs arise from three Separatély identifiable;
séurcesi
1. " removal (filtgring)jof éomercogfficiéﬂts
2;  qu;ntizé£ion'of the coefficients
3. channel trégsmission errors or’mémory read/write errors
AThe‘cbmments in Chépter 5 régardihg optimal balancing of
the three types of'diétortions are appropriate here, as are the
comments xeéarding,the potential availability of quality-cost
‘trade—offs}
.coéﬁfic?ehts:uij ha;ing,largelvaniancg in’(6;l7) contri-

bute more to degradations than do those of smaller variance, unless

each coefficient is.coded (adaptively) with a resolution dependent

on its energy. Because statistics vary over éﬁbpictufe blocks, -
use of.quantizainn schemes which are adaptive over various sﬁb—
pictures is indicated. [18-21_]; |

’Much effortjhas been devoted to quantizer optimizatipn
[24-28]7, with fe&er studiesv[QZ] being devéted fo consideratioﬂ
of ﬁhé effects of channei*transmission errors on reconstructed
image qﬁality;l |

For eitﬁer Fourier orAHadamakd Basis_fupqtions, non-
gdaptivgvcoaing with optimum (but fixed) quantization of each.
subpictu?efs.coeffiéiénts reqﬁires approximatelyyé bits/pel if
the‘reéqﬁét;ﬁétea imaéés are -to be comparable to.the ofiéinal.
Adaptive schemes require,l‘bif/pel, but.ére considérably more

expensive. = Random bit-error probabilities.of p =,1o"4 or better
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are virtually unnoticed in réconstructed images. Implementation
considerations favour nonadaptive gquantization and Hadamard basis

functions since ¢ij(i,y) = +*1 for any (x,y) pair. Considerations

‘based on area properties of images and psychovisual effects also

‘motivate Hadamard functions [5].

Returning to line-by-line coding, PCM requires 6. or 7

bits/pel if the reconstructed images are to appear compérable with

the pre~filtered originals. Previous sample nonadaptive DPCM re-

quires 4 to 5 bits/pel [21,22,25,29,30]. Using édditionai feedback
samples, ‘including the one on the line above to reduce the>prg~'

diction error reduces the number of bits to 3.5 bits/pel [25,29,20].

"If the quantizer output levels are entropy-coded, an additional

0.5 bits/pel may be saved [11,22,29].
A reasonably thorough study of line-by-1line adapti?e'en—
coding,‘similar to the Cohn-Melsa [31l] study, is lacking. The

differential adaptive one-bit quantizer with overshoot suppression

and over-sampling yielded reconstructed images of:reasonablé

qualify‘[32]. - On the basis of Cohn'and Melsa's [31l] results forxr

spgech, one might expect that a four- or five-~ level adaptive
quanfizer'with entropy coding and adaptive-prediction would yield
good quality feconstruéted images at 2‘or-even'1 bit/pel.

Random bit-error probabilities p = 10_4 or better are
virtually dndiécernable on reconstfucted_images coded linejpy—line

on a well designed system [29,30,33].

VI-5 Coding and Reconstfucting Color Images

‘"Relatively. few studies have,beeh conducfed on colér image

céding, one of the feasons'being that color imagery test facilities
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are notjfeadi1§ évai1§ble.

| Altﬁoﬁgh'colpr édds additional inférmétion or uncéftainty
td‘an.iﬁage,»it_alsb adds a very rich psyéhophysical dimension
[34,35], with,the.result.that color images convéy more information
to the uéef_than.do monochrome images‘ofjthe‘ééme bit rate. Com_
pare, for_example, black and.whiﬁe vs. colorvtelevision.‘ Color
-gsignals occupy the same bandWidﬁh és'monochrome signals, héweﬁer
color'isloniously more pleasihé fo watch and 1s more informative.
EO; example, co;or fécilitates deﬁerminatidn of the’combatants-in.
‘a football gaﬁe, and whether or not the game is bein§~played oﬁ
artificial turf... | - | |

Ihe RGE signalsfin (6-8), or any_non—singular linéar com-
bination of these qén be coded for‘étoragé or transmission, ~Busﬁan
[36]Auééd the.RGB signéié, énd’found green. to be subjectivély the
ﬁost éensitivévto distortion, and blue the least sensitivé;

Codiﬁé the -YIQ signals is advéntageous because these are
the sténdard_NTSC sigﬁalé aelivered to the home tglevision receiver.
.The Y:signal yields”a monochromeAimage, and contaiﬁs‘mqst of the
information; fewer than 6.4 bits/pel are needed tq'code.each df the
I an& Q,éignals I37-39]. Pratt [38] and Seechepan [40] each
obtained gdqd quality ;econsfrucfed‘images usiﬁg‘fewer than 1.75
bits/pel. :Seecheran ugéd Hadamafd coéiﬂg,.while Pratt used
Ka?hunen—Loeve coding on the Y signal and Fourier coding of the
I’andlg signals.’ |

A'novel‘approach_was.investigated by Soubigou [41] who
used thregédimensioﬁal Eéurier transformation to code the intensity
function i(x;y;k), which was reconstructed with good quality,nﬁsing

2Abits/pel.
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The Y signal, as well as the I and QO signals can be en-
coded usingiPCM[ DPCM or ADPCM; In the absence of adequate data,
we estimate that the bit rate required for color images is equal

"to or less than that for monochrome images:of éomparable_qdality.

 Existing evidence indicates that bit-error probabilities of 10_4

or better are virtually imperceptible in réconstructed color
. i 4 :

]
images [42].

VI-6 Concluding Remarks i ,
.

Unless transform coding is used, and current implementation
‘ : ! '

costS'would.likely be prohibﬁﬁi%e in many applications, at least
two bits/pei are required~tL;coéé an image for subséquént high-

: o ! ‘
quality reconstruétion. A %batial sampling rate of at least 256 X
- 256 points is needed, with k%e iésult_that éach’image requirés‘at

N | 1§“ _ N 5 gg i : - - - _ ,
least 2 2'1.3 x 10 bits/FPag?. Even at_ﬁhislblt—rate, ADPCM
.coding or Hadamard transfor%écoqing wOuldﬂbe're&hiréd.

’ s ! [ L
‘'The fact that imag;}, iike speech require channels having
.fapdoh errof probabilities %}% io— again motivates the suggestion

that electronic informationfsyséem data channels should perhaps be

designed for p = 10-4. As ;;teé‘in Chapter'7, error-correcting .
chahnel codés'a;e available:forgmeésages:requiring‘more-adcqrate
transmission. ‘ o f }‘ |
It. seems unlikely that coding sghemes cépable:of‘regonf
gtrﬁcting'géod qpality images. of moderate detail wiil have bitn

-More efficient coding schemes

i
t

rates much below 10° bits/image.
. N ; ’ . H

would necessarily be based on a better understanding of image

structure, in the same way that improved efficiencies for speech

coding are based on knowledge add understanding of the human speech

: |
b '. |
f i




productidn‘mechanism“(See Section V—4}."

In,;his regard theré is a difference;;spéech’is produﬁed
.by.humaﬁs foi percebtion by humans;.whéreas image séﬁfceS'sucﬁ'
as gardens, cloué scénes aﬁd'aniﬁgls ogcur'naturally,and may- be
:pérceivéd by hﬁmans;"There is no human image productipn mechgﬁiém,
unless an artist is skgtching or paiﬁting’a scene which he i's
'observing. Sﬁould Qe observe the‘wéy in which aftists cohstfuct
'paihtings:and-drawingé in o;der £§ detérmiﬁe the basic building
bloéks of images? We mightfléarn“something, or we might bevdisﬁaYed
‘5y thé (appareptly) differént peréeptions of a scene 5y differént
,értisfs. Or.éré thgse pe;ceptidhs rea;ly SOVdifferent? Different
ihdividgals undoubtedly‘pgféeive’spoken utﬁerances différently.
in faét; i£ maj_be that the interééction pf diffeient ob§erefs'
interprétafions ofAvarious séecific scenés contains useful clues
for‘efficien? iﬁage'repxesénﬁation.l Bétfer undgrstandihg of how
humaps.perceivg images,’as wéil as.évailable dafa on.iﬁage statis~
.tiés and pngéptgal effects of various distortions would updéubtédly-
pé useful. |

in mapy éppiigations display of a visual concept rather‘
than accurate reconstruction-dfva'spécific image is required. It
would_be'uSéfqi té be'able’to construct the_appropriatelimagéé from
stored;concept o;vinformation”segments by_methqdé simiiar tovﬁhose
ﬁséd to ggnefate speech ffom stéred text éegmeﬁts. How should the
stored.sggmgnts be defined.and deécribed?' How should these be con-
Qerted iﬁto,heaningful_visuél imégeS?: The_answérs to these quesfions,
which-ipV01Ve.Eompu£ér graphics-l43,44]lare not knowp. " The repre~j

sentation of an image as é,weighted sum of basis functions has
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obviOUS.apbeal,n The difficﬁlty_islto_dgfine the bagiévfuﬂctions.'
Once.thgse are specified, weiéhting:ebefficients for»a sét 9f images
ﬁiéﬁt be obtainable by trial and érrérﬁ

Differential and-transfdrh‘methodé can be-exteﬂdéd to.
engode movies if the intensity fuhqtion.I includes.time!t as an
 independent.vari§ble; thus I = I(x,y,t) and I = i(x,y,Xft)_for
monoéhrome %hd-color images,irespeqtiVely. Coding movies, mainly
for picturephdne-épplicationé ha;’been studied [45—48].‘
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VII. CODING, STORAGE, TRANSMISSION AND RECONSTRUCTION
OF FACSIMILIE, TEXT AND TEXT SEGMENTS

VII-I. Facsimilie, Text, and Electronic Information Services

of special interest for.mény eledtronié inférmatipn_
" service -applications are images‘whose intensityll(x,y) aésumés
. one of.two nqminal values, namely'black (B) or wh&te (Wi. Text,
line drawingégand maps are inéluded in.thé‘claSS bf.twofiével:“
images called facsimilie (FAX). |

.Adtuai FAX documeh#s are not strictly biack or white,
partiéularly.at boundaries where the B-W.and W43>trahsition§ pro=
‘ceed ﬁhroughia continuum of ;fayfleVels. Fof this reason, the FAX

| i _ - o .
intensity function I(x,y) is quantized to two levels before being

coded for storage or transmission|

. ] I X . : ’ .
. Techniques developed for coding monochrome images, in-

1

cluding differential or trahéforﬁ coding methods can be employed

~.for coding FAX. However, FA¥'documents have. spedial properties
which are:particularly suited%to special SChémes, including run-~-
i ; N :

'length coding. ~ ‘ B

|m

VII-2 Properties of FAX Inférmatiion Sources _ '
' ' ' - ' | ' .
Fax documents differ frFm monochrome images such as human

o - : R i - L . L
.faces, crowd scenes, buildings, gardens, -and cloud scemnes in several
Lo P
. ' 1 i |
- ways. S . v .
- i o : . : : .
' First, the fact that the information in a FAX image lies
, ' ; | ‘ .
mainly in the B-W and W-B trénsitﬁons often makes the source band-
g 5 b o _
width as determined by the source's two-dimensional Fourier trans-
form much wider than that‘fof{con&entiohal images. While an image
! ' i ’

. o ST ' . , .
is often'adeqhately represented by 256x256 samples, a page of text

i
i
|
i
t
b
b
',

I
i




of 70- characteré liﬁéQWidth:reqUires 1000x1000 spatiai samples.
“than black [1-41.

altefnafing:with Whité'occur.j The-léngthaof each run tehdsfto be

‘statistidally independent of other runélengths’le. " The probability

" H as'fdllbws,.wheré’Pi is the”prbbability that a run comprises i |

‘contiguous sample points of one intensity [5,6].

90 |
_ Second, FAX docﬁments normally contain much more white S

. Third,'if}FAX'documenfs are rastér-scannéd[ runs of black : -

of the run-lengths seems to fall off as a power of the.length [2].

If text is scénned parallel -to the lines, those scans which fall

between lines of text yield an all%whité output[ in which‘cése

special iun—léngth‘codes become attréctive f3]ﬂ,

VII-3  Run-Length Coding
Because black .and white run-lengths tend to bé'Statisti-

cally indepehdent;}it»is poSsibie to calculate run-length entropy

H = -
: i

I ™8

L% Ry S

It is not‘néceséary £o‘dis£iﬁguiéh betﬁeeq-blaék‘aﬂd'white runs in..
(751)‘éincé fhése aiterﬁate: ‘It foiloWs iﬁﬁédiately (5,6] that if
tﬁe'fun—lgngﬁhsiéré dqded>in£p~binafy digitvsequences,vthén'H is
fhe averége numbe{IQf,digitsAfequi;ed.per run,.and H/E (L) where_
E(L) = § 1 P, « - .
o=l : - : (7-2) - :
is'the'requi#ed number;bf:bits/pel. 'Existing evidence,iﬁdicateé.‘
ﬁhat H/E(LX :_0410';6_0.25'dépéndin§'on}the actual data source [2].

 HuffmanJcodés, whoSe'sequence'lengths vary inveréely with



-redundancy, defined as
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thenprobability of the run-lengths, virtually achieve the minimum

number of bits/peia However, implementation of variable-length

‘sequences 1is often.inconvenient, and channel bit-errors can cause

intolerable loss of synchronization at the receiver.
Other schemes exist for coding run-lengths, and. these are

almost as efficient as Huffman codes while being easier to implement

‘and easily synchronized. We mention only two of these.

I o . '
The first involves a so-called B code [2], in which a run

isg représented by a block of binary digits oonsisting of sub-blocks

each of which begins with either a one or zero, depending on Whether

Q_

or not the previous sub-blo k belonged to the same main block. “The

m=pr -1 . S (7-3)
H/E (L) ' ' '
R
was observed'to be approx1mate1y.0 30 when averaged over 30 FAX
N If i I .
images {2]. ' In (7-3) r denotes the actual number of blts/pel
|

The whlte block- sklpplng (WBS) ¢odé [3] involved trans—
mlttlng a 0 for a block of N whlte pels,jand'aal-foilowed by the

actual bit pattern for an N,pel block containing at least one B pel.
A . i » . . o o
An algorithm for optimizing ;N was developed; the optimum value was

L " P s S -
N = 8. "To more efficiently transmit textual documents containing

‘lines with no B pels, the scheme'was modified and used on all docu-

i

ments. A line containing no B pels was 1ndlcated by 0 In any line

with at least one B pel, a 1 preceeded the regular WBS code For a

|
26-1line page, of double—épaced text; 0.18‘bits/pelxwere needed; for
. | | . :
Etter with five lines of text, a headinggand a signature,

i
H

the rate was?O.lO bits/pel; weather maps required approximately 0.40

a business 1
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tits/pel; a cirodit diagram used 0.25.bits7pei.

'Chapoel.transmission errors ere'potentially very.damaging
to runfiength_ooding.schemes,'sinoe ruh—ledgth‘errorsvareAcumuletive
on eny line. This proolem can be o§ercome by'usiooya buffer-at both.
transmrtter‘and“receiver. If'e'line is received incorrectl§ as |
deterdised by.ohecking the total number of receired’bits‘ih?the line,
it can either be retransmitted‘or‘merely,replaced by the.linesabove.

Line—repiacement for_error.correction‘uses the'image's'ﬁ
vertical redqndanoy; which islignored during coding,'rather.effec;
tively.ﬁ WithAlinefreplacement, bit;error probabilitiesdes 1ow as
lOiB’:Whiﬁﬁ,imP}iésAQﬁéjline'in four’incorreot,:qan be ?olerated
in some situations_[2]. A 10»4 bit-error probablllty would ‘be
acceptable.for most FAX appllcatlons Burst errors are normelly
1ess harmful_than random errors, since bursts affect fewer lines
than do_en equal ngmber of random errors.

'Referenoes dealing with run-length coding'oﬁ é_more ab-
Astract-and,generalized basis'are.available [7-9]. |

i

VII-4 Continuous Tone Images on Bilevel Displays

It is often desirable for ecoﬁomic reasons’, and sometimes
hecesssry to'Qdantizeia cohtinuods—tohe monochrome image;into‘thor
brighthess'levels_prior,to its beiﬁg coded, ‘stored or transmitted.
“Recent developments 1n.d1splay device technology [le motivate
»blnary quantlzatlon.

Studies [11-15] indicate the feasibility of using various
techﬁiques;_ihcluding,ordered dither.[ll,lzl and edge'enhanceheﬁt
[13-15] totadaptiVely qUantize each'pel. A:coméarison [l5l‘of four
successful technlques whloh are relet1Vely eesy to 1mplement 1nd1—

cates that ordered d1ther in comblnatlon with edge empha51s produces
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the perceptually most pleasing reconstruction. ‘The image quality

appears comparable to that of a medium-quality Xerox copy of a

" multitone monochrome image [15].

A related problem faced by the publishing industry
involves display of multitone monochrome images using halftones

[le-18]. Recent efforts here have involved improvement in per-

'céptual quality by appropriate selection of dot size, shape and

location in %he region assigried to each pel [18]. The feasibility

of generating color halftonqgimaéés.has been deﬁonétrated,{lé].

n

A i
-4

]

= i ' i
VII-5 Direct Coding of Text/
‘ | |

i
i

'
HY
i

1f text or other FAX data is spatially quantized to
) - N o I-' : n
1000x1000 points and then_run-length coded, a total of‘(106)r

bits/pagé isgneeded fo storéiér %rénSmit_ﬁhe doéﬁﬁenf, where r is
. : ;o I i .
the number of bits/pél. Ev%énifir = 0.18 for a page of text [3]
. - : . [ .
o;~0.16 for g 1étter’I3],_aééroxgmate1y 1-8X1b5.bits/page areire—
quiréd; respééfiVely.' gf | | ' - !

i
i

"A typical 8%"x11";éageiof text contains 70 characters

total of 1890 characters. A

ber 1iﬁe_and;27 lines/page for a
I

! . P .
typical business letter of nglines might contain a total of 600.
3 : : P
characters. If each charac&é# were encoded directly by a 6-bit
‘ [ & | S .

[ H

~binary number, a dbuble—spadéd pége of text or a‘letter'ﬁould re-

: td i . .
. '\ " 3 . :
quire approximately 1.1x104;b;ts/page or 3.6x10 bits/page, res-

pectively. The savings foridireét coding as compared with run-

. o i _
length coding is 16 for a piQe of double-spaced text and 28 for a

typical letter. Such savin%é!deiOusly encourage direct coding

| &

} Co : ) . . .
rather than FAX transmission by organizations wishing to use -

{

electronic mail or electronic| filing facilities.

:
i |
b i
i H
;,

i

i

i
|
i
i

T
B
N
!
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In_oomparihé direct.coding vs FAX the effects;of‘channel
transmission .errors mustlbe,ponsidered.a For FAX'transmission, bit-
‘error érQbabilities.pxﬁ_lO— are of.littlefbonsequenoef Hohever,l
requiremehtsvfor direct transmission’invoive much lower error éro—

'babilities,'typioally 10_10 or‘lo_lz [21,22]. - For many channels

p = eXp("K/R)' . ’ g (7j4)

where K is the channel's oarrier—to;noise ratio and R the bit rate.
.ff_K is such that ptz,10’4 for'ﬂeRo, then_R=Ro/3 is needed for

p = 10—12; Therefore, if 6~bit charaoter'sequences‘are'to be,‘
transmltted w1th no- channel codlng, thef muSthhe‘transmitted at'
one- thlrd the FAX rate, in whlch ‘case a tYpical husiness'letter
would be transmltted 9 tlmes as fast as a FAX letter, and a page>
of double—spaced text 5.3 times astast.. In fact, ohannel oodiné
Qohld be used“on enooded.characters'tovbring.their bit—error rate
from 1Q—4‘to 10—12. A triolekerror~correcting code [5,23] woﬁld'
be required,(perhaps-(ZS 12) Golay code) whioh Qodld add’some oost

to the codlng/decodlng system.

VII-6 oddiné Text Seéments

. Most'text,_ihcludino Endiish»prose, is highlyzstructural.
¢Shahnon [241 estlmated that Engllsh prose is’ 75% redundant, in ‘the
sense that knowledge of 25% of the text permlts the reader to deduce
(w1th cons1derable dlfflculty) the remalnlng 75%. It is rather
easy to demonstrate that text 1s at leastb50% redundant by coverlng
the bottom half of a llne of Engllsh prose or by deleting every -
other 1etter,‘theA1nformatlon can be obtained’ from the remalnlng

text.
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A straight-line approximatibnito the piobability QN of
an English word of rank N is [25]

Q

LEEVe B (7-5).

~where words are ranked in order of their probability of occurence.

The word length L., Of the N ranked word is [25]

0.167 .
L 7-
! A N (~ 6).'

L= 2.45 N
I .

Included in LN'is one.séacé a@jacent tb.the word.
'from (7F5) and (746) it follows that a 10,000 word
= _ -
vocabﬁléry has an average word léngth of'5.75 chéractéré.
 A V6cabulary consiéging of all single letters, the 200

most common digrams and trigramséand the 400 most common words was.

: , L]

used ‘to encode text [25]. Al
: ' |

coding. could be done using'3§18 father than 6—bits/¢haracter.

test on actual text showed that en- |

Other tests. of é similar natpxe are reported elsewhere [26].°
. L ‘ = .

_ o ' . :
Recently, techniques based on sequential decoding methods

i
i

: R T
have been applied to sourxrce coding ([27-29]. These are of limited

' P i

utility because of their complexity and .because they code ¢ontinuous

strings rather than blocks bf{text. The retrieval of a text segment

¢
o

for modification is Virtuallyfimﬁossiblg, since the resulting modi-
; .

fication would have to alter|not jonly the desired block of text,
S B b P

' but succeeding blocks as well. ;
P |

More obvious compaction schemes exist and are being imple-
i {

i i

i

mented [30].: For example, 6Lbité/chaf§cter will encode any date

using 54 bits; 12 for the»da§; 1% for the mqnﬁh, and .24 for the

yeaf, Tofin%ividually encodé%alf daﬁes from zero to 2000 AD

.(7.$klOSdaysL;requires 20 biés. %Suppressing repeated characters
. | .
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_and avoidihg empty fiie space is énothér obvioﬁs compactién
sﬁrategy [30]; |

‘Compactionisaves stbrageispace; transmissién time, memory
acdess tiﬁe and queuéihg delayé,_since there are fewer bits to

store, transmit, search and queue.

VII-7 Optical Charécter ﬁecognition‘f

| A'Althoﬁgh a.fhorough'discﬁssioﬁ-bf optiéal chéracter
recbgnition‘(QCR).is beyoqd the'scape of'oﬁr preéent study, if
woula Sseemnm inappropfiaﬁe not to at least consider the topic briéfly;
This we'ﬁow‘do}

‘Thé first operational step of an OCR system involves
positioning the d§cument to be read,.fbiioWea b?xlocating the firsf
qharadter to bé séanﬁed. The-entife docﬁmént must then: be séanned
and dis¢ﬁarged. .Althoﬁgh difficuif tééhnoiogical'probiems are
ipvolvedmin these initial sfeps'these problems have been overcbme
in-éxisting;systems. 'pltimately, the:difficultyilies iﬁ recognizing .
'the‘textf | | | |

_As_mgntiohgd,eaflieriiﬁ’connectign with spéech_recognition
gnd speaker'verifiéation, battern-reéognitién inyoives two separate
operations; namely, feature'extiactiéﬁ‘fqllowed~by decision making
[31-35]. Decisioﬁs.can be on the basis of the observed patterns
and either‘sﬁorédvsfétistical aaté regarding the apriori probabi{
litigs dfvtheﬁpatterns-and cqnditional_distributiéns ofkthe features;
or oﬁ syntactical (structuﬁal)-analysis of the features, or on both
statis£i0§1 and syntaétic'factors.

An‘indicatioﬁ of the results.obtéinable.usihgia simplé

feature extractor and a stafistical.classifier is provided by




97

Hussain) Toussaiht apd Donaldson [36]. Hussain et él., [36] used
'aé féatures»the amount of black inAeéch of the 25 square_régiqﬁs
obtainéd by dividing the originéi éize—normalized 20x24 binary-
valued array of charactervdata péints'into 4x4 squarés.  Bayes
classifiéatioh-yielded accuradiesIQf.72.5% on Munson's [37] hard-
to;réad 147 handpriﬁted upper case chéractef.sets obtained from'
Fortran'codiJB sheets. The rgs#lts compaié favourably wifﬁ oﬁﬁer
statistic#l schemes which use more cémple# features [37,38].
Additipnai work by the authorionltypewritten te#ts showed accuraqies
of 99% on single type fonfs, 95% on a set of.tﬁree,fonts,zand éb%‘
on ten foﬁtsi |

~The éyntactié appréach{IWhich is,facéd with the _Adiffi‘--~
culty of segmehting éattérns intg featu;es (Called;primitiVES),'Was
used by.Pavlidis and Ali {393. %egmentatibn of handwritten nﬁmerals
was acqompliéhed by approxim;?iné.eachncha;abtést bpundéries by_
pieqewise—linear segments whi%h ﬁere used>as primitiveé. A cléssi—
fi¢ati§n.tree examineé various p?imitives at_éacﬁ”staée to yield
requnition votes.of“approxiﬁateIQ!BS% on Munson's [37} haﬁdpfintea
numerals.'

.Ultimétely, recognition schemes will likely use statisti-

cal methods to help classify primitives, and a combination of

statistical and decision tree methods akin to sequential decoding

stétiétical methoas might be used to divi@e Charécters into classes
(fpr example, A, R and P might‘éonétifutelqne class and D, O and Q
another clasép, with primitives then being used with tree classi-

fiers to make fipal decisions,[42], In any event, both statistical

|
|
|
?
[40] or Viterbi decoding [41l] for decision making. Alternatively,
and syntactic, methods will likely be applied to OCR.



'rQQuires approximately ohe—twentieth the number of FAX bits,

ldata,‘it is not clea::how much, overhead cost is warranted for text

-real, in spite of_segmentation_diffiéuities inherent in the éyn—
'taéticiapproadh, The variety of type fonts useable as well as
'the possibility‘of handprinted characters being processed on OCR

‘machines is théreby potentially increased, as is the recognition
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VII-8 Conclusions and Summary

In considering various FAX coding. schemes, including. run-

length coding, it is apparent that direct coding of characters .

depending on fhé soufqe document and the‘aﬁount of coﬁpression
used &ith eiﬁhéf techniqﬁe.‘ fhis fééuit, together with éoéeﬁtial ) “
savings in‘paper,‘will ultimateiy.encourage.use éf electponic
filiné, iﬁ cthgnction.wifh other electroﬁic informatiAn sefvicesf
Iﬁ viéw’of_thé‘facﬁ'thét higherrbitséfror‘probability_on

a data chaﬁpelLimplies'highgr'déta rate, fhe argument for dgsigning
éhanﬁelé'ﬁith'léféfbit—errof p?obabilities witﬁ errochorrecfiﬁg
channel codes being'avéiléble when peqqiréd again'appearg.

| Althougﬁ text éompresSion ?educes storéée space, .trans-

mission delays due to queueing and the time to search and access
compression.

_The possibiiity of. improved OCR accuracy by combination

of statistical and syntactic pattern recognition methods is Vefy

accuracy.
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VIII DESIGN AND EVALUATION OF USER TERMINALS

'VIII;l Problem befinition

| ‘<The interfaee betWeen‘anteleotronie information system

and~the user isvan extremeiy important determinant of overall

'systeﬁ utility. 'Much;remains'to beviearned regarding’thefanalysis;

.desién and evaiuation'of interface terminals; | | | |
Iniconsidering:terminais it is probably most'naturai'to

do so on threefleVels} as follows: |

l. The“physical level, which involves the actual hardware
and software fac1lit1es for conversion of human sensory

stimuli to and from electrlcal signals.

" 2. The stbol or language level, which deals with the textual,
graphic or Verbal symbols used to construct requests for infor-
mation as well as information displays.

3. The concept level, which involves the communication‘of
ideas between the system and 1ts users., Or between geographi-

‘cally separated users.
For‘our,purpose$r it 'is convenient to disonss7ter@inals
in terms of'ﬁserfoonsiderations,:hardware;:and software7: Actually,
the closefreiationship of the-ﬁser to the interface terminal limits
the utility of anw,topical sebdivision; | |
| We emphasise'that our discussions are brief and incomplete,
‘and are intended-tolgiye_direotion to further studies,the need.for

which is clearly indicated.

VIII-2 User Considerations

:How should a terminal be designed to best meet user re-
quirements? What. are the users' requirements? We ‘really don't

know.
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We:are aware of_somé user réquireﬁents, and know how to
meet fhem. Fqi ekample, when a terminal is used interadtively,~
"in the sense that a uéer—syétem diélogue occurs, ‘a response to a
user's comment should océur within two seCOst [1-31]. In fact, a
user-controlled response time would be desirable. 1In situations
réquiring minimal.mental effort from ﬁhe uéer, respbnses should
be rapid (less than 2 sec.). When the user must do a lot of
thinking, aﬁslowe; résponsegis desirable, in order tHat the user
ndt'feel rushed. The two—second responée'rule is waivea only
followihg task ciosure,.whiéh concludes a dialogue felétea.to a
specific task. Closure §CCurs,>for examplé, following the dial-
ling of a télephone ﬁumber ér the completion of a series bf
related questions. Response~be£aviourAexpected of termiﬁals is
nét much different than thatéexﬁectedtofldthe; humans [1,4-9].

Sﬁort response £imeé d?ring dialoéue are required Becéuse
of the_limited capacity of ﬁumaé‘short-teim memory, whiqh is
.capable of holding approximately seven items [10]. Uﬂless,tﬁese.
items are integrated into lbhgfterm memory by rehearsal or cognition
they are lost [11-13]. . ?

Limitétions of-sho;%-term memory élso explain why English
prose presented letter-by-l;tter_at a user—coﬁtrolled rate is
read at'approximafely 20 woras per minufe (wpm) whefeas word;by~
word presentations yield reading rates of 110 wpm. In réading a
page of te#t, 300 wpm.is normal. Evidehﬁly, humans prefer to-read
_by organiziné text into cognitivé "chuhks"; Such organiiation
occurs whetber or not visual, auditory, tactile, or kinesthetic
sensory stiéhli‘are used to reprgsent letters. Readers quickly

learn to reéognize words as uniﬁs,rather than as individual letters

[1a].
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Blind pérécné seeking high reading rateé-Use Braille IT which.
contains many‘cdntrabtioﬁs'[15]._ Braiile,I,'in which éach.letter
is :epreéented,by a unique'pattern_of raised dots in é 3 x 2 matrix
permits reéding rates of 50 wpm; Eraillé iI ratéé.can exceed 90 wpm,
pérticﬁiérly if.éeveral fingefs are used to reéad in‘word—chunks. 

vHﬁmané{ ébilit& ﬁo'idenﬁify‘senso;y Stimulifis relevént B oo
té ferminal désign;v When Pollaqk f16—18],asked listenerS'fb"
ideﬁtify puré £bnes which differed only in frequency, thé maximum
aﬁoﬁntfof iﬁformation.transmitted waé about 2.5 bi#s éer stimulus,
indepéndént ofvwhetﬁerltherélwere 6, 7, 8! 9, li( o? 14 diffgrent
tones.: This cérresponds to‘about 5 perfectly identifiable.stimUJif
Exﬁénsion‘of thé fange oflfrequencies used, as well -as éeQerai
hquré Qf prabtiéé; féiied to chénge these results to. any great
extenti In a'similarlexperiment in which the tones differed only
inVintéhsiﬁyﬂ,ca¥ngr.[i9] found thét the maximum”amouﬁtrof infor-~
mation transmitted was about 2.2 bits per'étimulus.

By iné;gasing the number of dimensibns along which the
tones éould;varyJ Pol;ack was able to inciease.the(informaﬁion
transmitted. .When 5 @qurdinaées-along eapﬁ of the dimensibns of
frequency(:inté?sity( duraﬁién,?difécﬁion; repetition rate, and
ber cehtvtimerﬂ were.used,.subjéc£s receivéd 7.2 of possibie 13.9
bité pg? sﬁ;mulusf. Use‘ofrthﬁee co—é;aipates along each of these
dimensiéns fesulted in>a trénsfer of 6.7 of a.péssible 945 bits
per étimulus. _Qée 6f only twongo-brdinates per.dimension resﬁltea
in a transfef 6f 5.%'Of a poséibie 6 bitsfper stimulus;- Addition
.of.tﬁe th aimensions.of‘freqpéncy and intens;ty of noise to the
aque-six fesulféd inla t:ansfer of 6.9 of a possible 8 bits per

"stimulus. Pollack concluded that the way to reduce the information
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béttléneck in an absolute judgement;situationvis to make.stimhli
mpltidimeﬁsiéhal, and use 6n1§_a few co-ordinates aiong ééchA
dimension;

Expériments by others suppoft this conclusion.

Anaersen and Fitts [20] found that the information trans-

mitted by sequences. of different colored numerals was greater than

_that transmitted by sequences of different numerals of the same

éolor,vor by, sequences of one numeral of different colors.
Ericsen [21] found that a redundant use of dimensions
can increase the amount of information transmitted in an absolute .

judgement situation. Identification of 20 squares'which varied

in size, color, and hue resulted in a transfer of 2.8, 3.0 and 2.3
: . ol . .

bits per stimulus, respeciveiy,'by his subjects. Perfectly cor-

related variations in size and hue, size and brightness, and hue

and brightness resulted in a transfer of 3.6, 3.0 and. 3.7 bits

. per stimulus, respectiVely.:rPerfectly correlated variations along

all three dimensions resulted in a transmission of 4.1 of a possible

4.5 bits per stimulus. in his fevieﬁ, Miller [10] describes
severai experiments whére_ih%reéses iﬁ information transmitted in
absolute ﬂudgement»situatioﬁé.h;s been increasea_by enlarging the
dimenéionality of the stimulus Qnseﬁbie._ I;-hasfibeen statéd_[l,S]

that for error-free recognition 'by normal'individuals,_the number

[
{
{

0of co-ordinates associated with wvarious visual dimensions should

'be limited as follows: colér - 16; geometric shape - 10; line-

width - 2; line type - 5; intengitiés - 2.

More recently it has been shown that the time réquired

er‘viewefS:td select items from a field is reduced if those to be

selected'ard of a color different from thdse not to be selected [22-

!

!

241].

i

!

|

!

I 3
t . .

|
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Alte;&atiVé;y,fif:thoée“iteﬁs to be selécted b1ink at 3 Hz or:if
all e#cep£~thoéevto be seleé#ed blink;‘selegtion is again facili-
tated [25]. |
I‘Aii of ;ﬁese results‘apply’tbldisplay designg qu'egample,
consider tée.aispiay;of the following file}_

EMPLOYEE ~ AGE _ SEX JOB. DEPT YEARS ANNUAL

"NAME - o . CODE WITH SALARY:
‘ COMPANY :
A B CUTHBERT 50 - M. . - 5 2 5 30
D E FINCH . . 40 F 10 13 - 20 40
X Y ZEFFERT- 30 ~ F . 15 7 10 - . 20-%

Colorlébgid bé:uéea'to delineate tﬁéfappropriate 1ineélfollowiqg

the'queétibn, "Which‘eméioyéés of more than 5 Years‘séandiﬁg'ﬁave
an annual salary of less than $20,000.007" Use of blinking would
further~delinéaté tﬁe'appropr;até items indicated‘by the subsequent
enquiry "Which of theée_empiayees.exceed age 40?“

As noted‘iA_Chap£é#-6,Adistortibqs in reconsfructed speech
and imégeé produce effects which, for'equal‘amounts of ﬁqise péwer,
are subjecﬁively.disgiﬁilaf [26~3?].  Sﬁbj¢ctive_eva1ua£i0ﬁ pro-
dgdures.arg-now wellvéstabiishéd al£hough;often tédious.té admini-
séeg, pérticulé;ly when a large number:of variablgs_are‘involvéd‘
[26-33]. -

A 1a;ge body of psychophysical data is aVailable to quide
degignérs_of pser_tgrm%pgls; ‘ﬁqwever, a,éoherént and convgpient |
deécriptiqh‘of héw_thé various'féétors combine to affect user uti-

lity in some_easily>definedAand measurable way. is unavailable.
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We conclude this section by notiﬁg'that tasks should be
assigned to users and machines in an optimal .way, with due regard

for task qontinuity [2,5,6]. Humans are best suited for formulation

of goals, use of intuition and dealiné with exceptions. Machines

‘are best for rémembéring details and performing repetitive calcu-

lations with great rapidity and accuracy. Optimal assignment of

‘tasks facilitates a symbosis where user and machine work together’

to exploit he;capabilitiesgbf the other [34];

VIII-3 Hardware

-
[

Terminal hardware ﬁrovides the” physical medium whereby

human sensory information is: converted to and from electrical

. ) ',. . . i | . . . )
-signals. As noted in Section 2-2, terminals normally include a

'

. L »
‘keyboard, visual display, hardcopier, buffer storage and control

o g . . L [ - . o ,
logic. Thus, terminal inpuits are normally via the human tactile
. : . P ;

. , A : _
- and kinesthetic senses, and output is visual.
: ‘ | .

o R S i me ot ala
'In human-human communication speech is often used. Recent

advances in speech procéssih§<a§ detailed in Chapter 5 indicate

that terminél designers shqpﬁd gegin tQ-COnSider inclusion of voice
input and o@tput faqilitiés:E Hardwarg er'voice.cqmmgnicatiop is
relatively ine#pensiﬁe, part&cuiarly insofar as maintenance ié
cdncernéd} since there aré 5? méving'parts; A microphOne,.p;é*

ampiifier and analog—to—digi£a1»converter is required for speech
. : : It X .

input, and a digital—to—anagog éonverter, audio amplifier and

: However, additional hardware is needed

i

‘for effecient codihg_o§ spééch;sand software is required if recog-

. ' . - <
nition of words or verification ,of speakers is to occur at the
terminal”itsﬁlf. Normally,ifecdgnition and verification would

j o i
i

il
!
H




voltage and high cost. Furthermore the CRT is still being im-
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occur at a central cite, in which case software costs would be

shared among' many terminals. -

Voice;inpﬁt:and output. is convenient because it‘is fami¥
liar to the ﬁser{ it leaves his hands free for 6£hei tasks, it
permits hin pﬁ?sical’mobiiity, and allows/fér use of an eaéily
expahdéd vocabuiary;

"Upléss microphohe shielding were availabie, yoice input
to‘te;miﬁals would be difficulf inunbisy environments. Unless
earphones ﬁere available, voice output would likely be disrupfive
ifvseveral'workers were within hqaring range of the términal.

_éonsidefable effért has been devotea_to developmentvof

visual displays. [35-39]. _It'ié probably true that for most éppli—

‘cations the CRT is still best~iﬁ terms of overall speed, spatial

resolution, dynamic intensity range, linearity, noise character-

istics and spatial_reéponse, in spite of its size, fragility, high

Prdved [401]. HoWevef,1flat plasma._panels [41] prohige to become
moré'suitéble for‘sqme_apélications. ‘Lighﬁ.emitting diodes (LED'S)
[42]:and‘1iqu;d ;rystéis‘[43] are of interest in'displaying‘text |
ana digits and are usgé in electronic watches and calculators.
Some novel'visual‘diSQ;ays.have begn proposedk,including,one where
a matrix of’tiny:haif—black/half—white'balls are magnetically ro-
tated to’pfoduce é bléékfwhiﬁe imagé [4471. Extension to color is
pdssiblé; at ieast in principle.

Current‘problems in plasma panels, which cbnsist‘bf'a

matrix of individual cells filled with ionizable gas, include cell

. addressing/ luminance and power conversion efficienceé, and dynamic

‘range. LED'S suffer from high‘p6Wer comsumption and lack of yield
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Euniformity; As noted in Section 7-4, some (apparehti dynamic
gange improvement is realizable by quénti;er threshoid'adjustment
Aduring scénning for conversion of continuous-tone iﬁages‘to tﬁo'
levels [32]. Perhaps these techniques couid be extended to multi-
level images. The same kind of quantizef threshold adjustments
can'ﬁe used to réducé defeéts in'solid-state image ;ensoré [451.
In displayi?gvmultitone images on biievel displéys;~haifjtone
téchniques f46,47] in whichjé pel's intensity is.represented by
the number of ON cells in the pel's reéion of definition can-also
be. used. | |

Hiéh resolution scannihg oﬁ imaées currently requires
specializédfand rather expensive hafdware'{48] such as flying spot
'scanners, vidicons or image.diésectors. FAX ahd OCR scanners‘are
also relativeiy expénsive._

There is considerable interest in adapting existing

. 3 | : : .
terminals to ‘applications for which they were not specifically
4 T | . . : -

dgsignéd;- For example, an inexpensive color display‘was required
by fhé author for on=-1line viéwiﬁg of color images. The problem
was.solved gy interfacing a standard color television receiver to
a NOVAv84O ﬁinicomputer. "The intefface consisted of an LSI 256 x
256 matriX'of‘S—bits intensity for each of three color components
(eithér RGB or YIQ - see Section 6-5). The matrix is randomly

accessible from the computer and raster-scanned by the television

monitor.
H

It is appropriate now to design,terminals'which involve

a variety of input and output sensory nodes. Some attempts in
T [ C ' ' ; .
‘this area ar% already in evidence. Thus, existing interactive

. . i . : . e
gféphics terminals include as inputS.jstticks,'track~balls,

%
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lligﬁt pens, énd electronic writjné tablets [l,2;ﬂ9;50]; Hbihcus~
sians regaidihg the modification of dable televisioanystemévfor‘
limited two—ﬁay use is-of éoﬁtinuing‘intérest {51-541." Tfansmission
_f;dm the userfs premisésAwould likely involve low-speed keyboard

generated data.

VIII-4 Software

V Tgrmiﬁal softwaré is néeded‘for'assémﬁly, storagé;_re;
triéval and ubdating!of data as é#pressedjby:symbdl sequénqeé.used
”toftrahéfer informatioh between the physical £érmina1 ahd ﬁhe user;
Sqftware is'alsovneedéd'to facilitate.transmission-of daﬁa to and
regeptidﬁvfrom anothex lbcatién t55,56]L As\ﬁdtéd inVChapter 4,

software costs continue to increase relative to other system costs.

Disciplined software'ehgiﬁéering,.including use of program'modula;ity,,

is essentigl fbr cost control.

' In:tho$é situaﬁions where maintenance éf a two-second
response time ié problematical,vtext‘ééﬁpaction [57,58]la§.de§—.
ériﬁed‘iqiseqﬁion 7f6 maj]bevuseful,’along with data’spofqée pro- -
ceaures fbr'minimigation of search_time; One approach ié.to seérch
ifems in order of their proﬁability of usage. it'has~beén sug-
ngsted.thég BQ%;of'theyaqcesées.often:involve-20% of'the data [591.
A variety dfvdther approaches are évéilabie to reduce access £ime
[60-631

In addition to reducing response time,’data compactioh
;nd rapid aacgsé techniques minimize storage costs by permitting,
more efficient'uSe of ﬁigh speed stbrage whiéh is always étva 
premiqm. Déta cgmpaction aléo'réduces_queueing and transmission

delaYs'which,"tqgether with'éccessing and processing of data
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accounts for the time delay between a request for information and

"a - response.  Minimization of the processing time involves careful

designvand coding of the processiag algorithm.

Extensive software is"needed~to implement man-machine
.&~dialogues which are often classified‘eithér as user-or machine;
initiated [1,5]). User;initiated dialogues involve specialiaed
languages aaﬁ eraiﬁed operatofs. JDialogae mnemonics are often
used to save time, storage and data channel bandwidth. A typical
eaample is an airline reservation system.  An operator migﬁt re-
.queet details regarding A.P. Jones' current reservations by.key—
Soaré.entry ef the symbols ehown.in.Fig.>8—l.

Fié. 8-2 shows a typical file dlsplay. The operator
could modlfy the file or request additional 1nformat10n, including
‘detalls:regarding_in—flight:mears and enpertainment, as well as

1
i

‘time and locations of any stop—&vers. The dialogue is gquick and

unambiguous but is useful only when it is cost-effective to train

terminal operators.
. Computer-initiated dialogues of ten use menu-selection,
which is easily used but slow. Fig. 8-3 illustrates a sequence

of displays which might appear following a reguest for the numbers

)
'

apd correspdndiné titles of university eourses. Following the
auser's seleétioa of computer science in Eig. 8-3(a), the list in
Fig. 843(b) appears. ~Selection of an item from thisASecond list
would result in the dlsplay of the approprlate courses as well as
their meetiag time and location.

. A ﬁariety of 1anguagesiare available for use witﬁ termi-
nals_[64~73ﬁ._ FORTRAN (Formala;Traﬁslatien) [67] ie convenient
for programﬁ?ng ngmefieal cOmpuﬁations, COBOL (Computer Oriented

i _ |
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f ' 163 .. 16 DEC JONES, A P ’. ENTER

A A
File - B o A b , Depression of
display -1 . Today's Passenger's ENTER key
command o 7 date """ name ' ‘results in-
‘ Flight ' _ execution ‘of
" number- = - ‘ o o file display

command

Fig. 8-1 Request for file

JONES, A P

1. 1050 E (1) © 03 JaN . VYR - 9:30A° i ~ 5:15P

2. : - 21 F (2) 07 JAN JFK 7:05P 8:55P
AoA _ o , o .A i
Flight Travel Date of T Takeof £ Arrival
sequence class - "departure = time —time
- number . : ' E
Flight Number

numbex of seats Destination
‘ "reserved -

-Fig.-8—2 Displayed file




'AREA OF INTEREST

1. Anthropology
2. Architecture

3. Asian' Studies

11. Computer’ Science

37.'Managemedt Science h

(a)

COMPUTER SCIENCE SUB—AREASI

. Advanced ;Programming
. Artificial Intelligence

. Assembly Language Programming

Combinatonics

. Computer Architecture

1
2
3
4. Automata Theory
5
6
7

1
: . !
' i

H
i
n
!
!
i

. Data Structures. - |

Fig.

{b)

Pt

38.

74.

8.
9.
10.
I1l.
12.
13.

113

Mathematics

Zoology

Graphics

.Introductory Programming
Modelling_and Simulation
Numerical Computation
Programming Languages

Systems Programming

8-3 Menu-Selection example

1
.
1
|
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Eusiness'Language)JIGB] for-manipulating business data, and BASIC
*[64j for oﬁhliné‘arithmetic calculatians:»'Many'speéial-purpose
3Iangu&ges'afe aVéiiabIe}finc1uding WYLBURV[69]_for text¥editin§
'féeé Sé§gion-2—2)'ag§ GLUE [70] for on-line psychologi&al ekperi-:‘ -
ments. | | |
"EachﬂléngUage'serves ét least oné épeéific néed and ré;
‘qﬁires someiuserfffaiﬂing; Experience wiﬁh one. 1aﬁguage fécili-;'
tates  the leaininq 6f*a seéond;i it is not‘uﬁreaSOnable»t0rréquife-
a user -to inveét-SOMe time‘in learning a language whiéh will enable
his‘efféctive communication'with”an'electronib'information'system.
Opefatidn of an ahfdmpbi1é or é progrémmab1é-ééiﬁulatdr ;equifés
sSOome tfaining;:as doés‘QeVeiépment af‘skil}§ fo£linte%epersonal
communicatioﬁ. o o
Mést'ékistingrsoftware provides‘f6r~keyboard-based man-
machihé dialogu§s in the form of text. Future software will |
likélyqﬁé;ngeAéﬁﬁté'Co;ofdiﬁaté”Mulﬁi;médaliéytinputé'and oﬁtputs.
AM-Aé;iqdiﬁé;ed eaxiier”_fﬁe.%egli& diffiéﬁif softwaré_prob_
‘lems involve data—basé o%ganizatiqn and management as wgll_as
maﬁipplation“and”sYnfhesis-dfii@ages}' Software is needed to faci-
litaﬁé.féquﬁsésitoféﬁésfioné not preVibﬁgiy aﬁﬁicipéfédHin 
designiﬁg‘thé daﬁa'base.;fwépthy of ﬁentién‘here is thé English
qﬁery,léqguage SEQUEL_[71];which‘handles queries against relapional
data bases. Th¢~quéétion "How‘mani empibyeeSﬂearn more thaﬁ‘their
departmént manaéers?“;céﬁ:bé answeréd by accessing a.data base of
the typé?déSéfiBéd iﬁ'SQGtiéﬁ 8-2. Bétzéflﬁndeféfandihg 6f'humah «
'inférﬁétion ﬁrbééssiﬁélcépabilitiéé,_iimitéfions,,éﬁd héthods would

be uSeful‘in dealing with data-base technology and image synthesis.
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A more immediate objective is the development of modular software

usable with a variety of terminals and applications.

Software may bé located either at user terminals or
another point in the computer communications network. As noted

in Chapter 3, this matter of ldcation warrants studyvat this time.

" VIII-5 Conclusions and Sﬁggestions for Further Study

i

Deéign and evaluation Qf'user termiﬁals requires an
understanding of human info;mationvprocéssing,.electronics,<soft—‘
ware, engineering, speecb processiqg, image proéessing, computer
technology and EIS applications. The need for an integrated
understanding of these divgfée fieldé.of£En frustrates térmihal

designers.

H—

‘Thé basiﬁ'difficu1@§, hpwe&er, is. the absence of a well-
defined desigﬁ‘methodology.azConsidér a_digital.speech transmission
system whichiinVolves many desigh variables'igcluding séeech bénd-
Widtﬁ koften pre—specified);:numbgr and arfangéﬁépt‘of 4uaptizer
léve;s, samplingxrate, and codigg.s#;atégy. A épecificudesign
6bjective can be articulatéd{ maximize the output signal-to-noise
ratié (SNR) for a given daﬁa rate oxr, equivalently, minimigze the
data rate subject to maihtaining a given SNR. Althdugh;maximqq
SNR dées ﬂot guarantee maximum ;ubjécfivé qualit?,‘the design cri-

terion is reasonable. Subjective tests can be used to finalize

" selection of system parameteXrs. .

There is no quantitative performance criteria for terminals.
Performance_éoals,would probably depend to some-extent ‘on appli-
cations whose relationship to terminals is Only partia11y'dnder#

Stqod. What is to be done?
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‘In the abseh;e of objective performange measures, one
might proceéd as'fol;bﬁs, First, delineate rather general cri-
teria'againét which terminals can be assesséd; Secoﬁd,'Wéight
Athesé in écco%dahcg with the application(s) and user(é){ ‘Third,
specify additiqnal suitably weighted criteria specific to the
application (s) and'uéer(S). |

| The following geﬁeral criteria are suggested/ along;with
the admonition that additional study is needed to confirm these
or alternative criteria as good choices.

1. Ease of usé: How much user training is needed? Does
the terminal adapt to user familiarity by permittiﬂg language

contractions? 1Is the terminal easy to communicate with?

2. Versatility: 1Is the terminal easily adapted to other
users or other applications? Are new features easily
added? - How many different applications will the. terminal

serve?

3, Cost: Here we include capital cost, rental cost, cost
of‘modificatidné‘or'ad&itions for new situations,,maintenahée
costs, reliability, durability, obsolescence, and efficiéncy

in terms of overall performance.

4. User enjoyment/acceptance: Does the terminal fatigue the

operator unnecessarily? 1Is the operator's interest maintained?

Ultimately, a terminal which is enjoyable to use will be used,

probably with reasonable effectiveness.

5. Environmental compatability: Is the terminal's physical

‘'size acceptable? 1Is it too noisy? Are special facilities

such as low ambient lighting necessary? ,

‘The, above criteria are not mutually exclusive. Whatever

criteria are used, there remains the problem of:quantifying and -

measuring utility.
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A final comment on versatility is Warranted. Since we
aren't really certain how to optimize terminals, they should

probably possess some flexibility which permits the user to adjust

parameters and select features. Those features and parameter
« values chosen might ultimately lead to optimization of terminals
from a user's point of view.
. ;
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