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ABSTRACT  

This report details an investigation.concerning passive 

intermodulation (PIN)  interference generation in UHF (200 - 400 MHz) 

satellite communication systems. A survey of reported phenomena 

which can generate PIM is presented. Analytical techniques for the 

calculation of intermodulation signal powers are reviewed and a 

novel technique is proposed. A combination of theoretical analysis 

and experiments with two transmit frequencies is then applied in an 

investigation concerning the identification of PIN signal sources 

by power responsé signatures. A study of the vacuum phenomenon of 

multipactor breakdown, a known  PIN  generator, is also reported. 

Guidelines to be followed in all stages of design, 

manufacture, and RF communication system assembly which will result 

in the minimization of intermodulation signal generation in passive 

components are given. 
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• 
CHAPTER I 

INTRODUCTION 

ïl 

1.1 	Introduction  

The Department of Electronics Engineering at Carleton Univer-

sity, Ottawa, Canada, was commissioned by the Canadian Department of 

Communications,Communications Research Center (CRC) to conduct theore-

tical and experimental investigations concerning the generation of passive 

intermodulation (PIN)  interference in high power UHF satellite communica-

tion systems. The work was carried out at CRC in cooperation with CRC 

personnel. 

RF interference caused by passive intermodulation or the "rusty 

bolt" effect is encountered in the operation of multifrequency radio comm- 

unication systems. ldhere transmitters and receivers are co-located, microscopic 

naturally occurring conduction nonlinearities (e.g. in passive RF components, 

equipment housings, or any other conducting structures exposed to high 

intensity RF fields at the transmitter output frequencies) can generate 

intermodulation  (IN)  signals on frequencies within the receiver band- 

widths. Such IM signals can be at significant power levels and cause 

receiver desensitization as well as interference to desired communica-

tions. 

In the past, PIN  interference has been avoided or minimized 

by the choice of operating frequencies for co-sited equipments such 

that the frequencies of all but high order IM signals fall outside the 

* For most terrestrial systems, the power of IM signals above fifth order 
is below receiver sensitivity thresholds. 
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receiver bandwidths. Due to the increasing congestion of the communications 

frequency spectrum however, frequency planning can no longer be 

effected so as to provide sufficient alleviation from the PIM inter-

ference problem. In addition, the requirement to communicate over 

ever increasing distances brought about by space satellite technology 

necessitates the use of high power transmitters in close proximity 

and often sharing a common antenna with highly sensitive receivers 

operating in the same frequency zone. In such systems, even very 

high order IM product signals can be of sufficient amplitude to severely 

impair receive channels. 

It is clear that modern RF communication systems must be 

designed so as to avoid potential sources of PIM. This, however, is 

an extremely difficult task as PIM generators are numerous and the 

mechanisms of some are not well understood. A number of investigations 

In the past have done much to answer some of the questions regarding 

PIM, but their results are by no means conclusive. There remains there-

fore a need for further observation of spurious signals generated by 

passive RF components and basic research concerning naturally occurring 

nonlinear conduction mechanisms. Coupled with the development of tech-

niques for the prediction of the amplitude of PIM signals generated by 

particular nonlinearities under different operating conditions, such 

investigations can lead to the establishment of guidelines for the 

design of communication systems such that PIM interference can be elimi-

nated. 

* A bibliography of literature concerning passive intermodulation can 
be found at the end of this report. 
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1.2 	Study Objectives 

. This investigation was initiated to provide guidelines 

- for the design of "PIN-free" passive RF components for uàe  in the 

proposed Canadian Government Multi- Use.UHF Satellite (MUSAT) Communi-

cation System.  This  system Will operate with uplink frequencies in 

the 400 MHz range and downlink frequencies between 270 MHz and 

300 MHz. It is planned that transmit- powers in each  of 80 communica-

tions channels will be automatically adjustable to maintain the total 

RF power output from the satellite transponder constant at 

-+ 49 dBm regardless of the number of channels in usé.  Although the 

satellite design has not been finalized, a common antenna for trans-

mitting and receiving is believed - preferable from:flight dynamics 

and antenna deployment considerations. Signal to noise requireMents 

' dictate that,receiVed signal powers  in eaàh operating channel should 

be .a nominal:-114 dBm.. The. maximum perMissible power for PIM signals 

'at.the receiver input has therefore been specified ee -120-dBm, 

allowing a 6 dB margin for reliability. 

. To delineate a path-along which investigations could proceed, 

the following seven subobjectives of the study were defined: 

(1) The accumulation of  reference materiel and a 	. 

'review of literature'concerning passive inter-,- 	. 

Anodulation, Particularly  in satellite cOmffiuniCa- 

. 
. ti6t. systems.: . 

(2) Liaison and consultation with other investigators 

of PIN phenomen.a. 
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• 
• 

(3) Experimental investigation of the inter-

ference generating potential of commer-

cially available passive RF components. 

(4) Experimental evaluation of materials, 

platings, metallic joints, and hardware 

mounting schemes to determine the best 

methods and materials for the manufacture 

and assembly of PIM free hardware. 

(5) The development of techniques for the 

analytical prediction of the PIN  genera-

ting potential of particular components and 

hardware configurations. 

(6) Experimental and theoretical investigation 

of the vacuum phenomenon of multipactor 

breakdown. 

(7) The design of passive RF components for 

use in the MUSAT system. 

1.3 	Planning and Organization  

Since this investigation was conducted well in advance of the pro- 

I posed implementation date for the MUSAT system, specific hardware 

requirements were not known. RF component design and testing there- 	 II" .J 
fore took on only minor importance in the study. Major emphasis was 

placed on the identification and understanding of potential  PIN sources 

in materials which,from considerations other than PIM,qualify for use 

in the manufacture of system components. This research nature of the 



( 

I 
 

investigation made it practical to study  PIN  over a wide range of 

transmit powers and at all IM product orders rather than paying 

attention only to signals generated in the operating ranges of the 

MUSAT system. Particular attention was, however, paid to  PIN  genera-

tors peculiar to the space environment. In addition, transmit and 

receive frequency bands for PIN  experiments were chosen to cover 

those of the satellite transponder. To allow a lesser degree of 

complication in theoretical analyses and easier interpretation of 

experimental results, consideration was given to only  IN  products 

generated by combinations of two transmit frequencies. 

The study was organized to permit the maximum mutual support 

of theoretical and experimental investigations. Following an initial 

literature review and preliminary experiments to gain familiarity with 

CRC equipment and observe some of the PIN  characteristics noted from 

•the literature, a detailed project plan was developed. Highlights 

of the plan are shown in the flowchart of Fig. 1.1. 

The following paragraphs give a broad outline of the work 

that was to be carried out in connection with the topics in the num-

bered blocks. 

Block A: Preliminary  PIN  investigations 

This work included the initial literature review and 

limited experiments which provided a basis for 

detailed project planning. 

The CRC  PIN  measurement facility was purChaàéd  and .put  into use 
approximately one year. prior 'to - the beginning of work for this 
contract: . 	 . . 

* 
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Fig. 1.1 Flow Chart Showing the PIN  Study Organization 



Block El: TNC/N Connector Evaluation 

As PIN free RF circuit connections are difficult 

to achieve, many different commercially avail-

able connector types wére to be evaluated with 

• regard to their  PIN  generating characteristics. 

The purpose of the initial evaluation of TNC and 

N types was tà provide the knowledge necessary 

• for planning experiments and the selec- 

tion of other potentially useful cOnnector families 

for testing. 

Block E2:  PIN  Test Set Calibration 

Early in preliminaty investigations it was 

recognized that  PIN  measurement accuracy and 

repeatability necessary for the verification 

of theory with experimental results would be 

difficult to attain. A test •set calibration 

was therefore recommended for the purpose of 

determining methods for the improvement of 

measurement capabilities. 

Block Tl: PIM Frequency Study 	 • 

The results of this work were to include equations 

for the quick computation of two tone transmit 

• frequency combinations resulting in particular 

IM products at frequencies within the test set 

7. 
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receive band. The possibility of different 

IM products on the same frequency was also 

to be investigated. 

Block T2: Atomic Structure of Metals. 

In connection with PIN  generated by conduction 

through metal/metal-oxide/metal interfaces, 

the atomic  structure of various metals 

was to be studied. The objective was to determine 

what types of corrosion might be expected at con-

tacts between similar as well as dissimilar metals. 

Block T3 and T4 

The prediction of PIN signal amplitudes using poly- 
,' 

nomial.representations of nonlinear conduction 

characteristics was to be studied. As a starting 

point the amplitude of PIN  signals resulting from 

the application of two transmit signals to the well 

known nonlinearity of a semiconductor diode were to 

be calculated. The diode I-V characteristic is similar 

to that of junctions which can exist between metals 

and naturally occuring oxides. 

Block E3: Diode Experiments 

A commercially available semiconductor diode was to 

be mounted in a test jig for use as the device under 

test in the measurement facility. Experiments were 

to be conducted in support of theoretical analysis. 

8. 
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.Block E4: Preliminary Tests on Power/Order/Material 
PIN  Characteristics. 

Commercially available hardware components'of 

similar construction but different metallic composi-

tion were to be used in experiments to determine 

-the power of IM signals resulting from the applica-

tion of transmit.signals of different powers to 

components manufactured from different materials. 

Knowledge Of. these.characteristicsis important 

both in the-selection of material- for thè.manufac-

ture of PIN free hardware and the identification Of 

• 

 

PIN  sources in functioning RF systems. 

- Block TS: Review of MUltipactor.Breakdown Theory. 

'A •ource of PIN  which is of major significance and 

is peculiar tO.RF systààè in vacuum is a 

-resonance'electrical breakdown mechanism called 

• multipactor breakdown. A- review of literature 

concerning this phenomenon was to be conducted 

with a view to the suggestion of means for preventing 

breakdown in MUSAT satellite hardware. 

Block T6: Design and Build Test Jigs 

To permit experimentation with different con-

ducting materials, surfaces, platings and joining 

processes, test jigs were to be designed and 

built so that test samples could be exposed to well 

defined electromagnetic fields for varied  PIN 

experiments. 

9. 



Block T7: Modifications to Theoretical Analysis 

With the aid of results from the diode and 

power/order/material experiments, methods for 

theoretical analysis were to be modified 

and extended as required. 

Block E5: Cleàning Procedures 

The effect of dirt, oxidation, tarnish, and 

other possible conductor surface contamination 

on PIM generation was to be investigated experi- 

mentally. The aim was to develop hardware cleaning 

and handling procedures for the elimination of con-

taminants which enhance PIM generation. Such pro-

cedures would be used during  PIN  experiments and 

satellite assembly. 

Block E6: Additional Connector Experiments 

Using knowledge gained from TNC/N connector 

evaluation other connector types were to be tested 

to ascertain their potential for generating  PIN.  

The construction of each connector type was to 

be examined to determine peculiarities which could 

be linked with an increase or decrease in PIM levels. 

Block E7: Multipactor Experiments 

As a follow up to the multipactor literature review, 

experiments were to be conducted to determine means 

for the prevention of multipactor breakdown in 

satellite hardware. 

10. 
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Block E8: Evaluation and Modification of Test Jigs 

This work was to include the measurement of 

PIM signals generated by empty test jigs 

and possible jig construction,modifications to 

• reduce IM levels to values close to the test set 

receiver sensitivity threshold. 

Block E9: Basic Materials Experiments 

• To test modified theoretical analyses and gain 

increased knowledge regarding construction materials, 

PIN  signals generated by different material samples 

• exposed to RF fields in the test jigs were to be 

measured. 

Block T8: Analysis Of Tunneling and Space Charge Limited 
Conduction Mechanisms. 

Several reports uncovered during the literature review 

identified tunneling [1,2] and space charge limited [1] 

conduction mechanisms at metal/metal-oxide/metal 

interfaces as possible sources of PIN. Theoretical 

analysis techniques were to be developed to determine the 

•level of PIN  interference that could be generated by 

these phenomena. 

Block T9 : Report on Theoretical Invéstigations - _ 	 . 

The results and conclusions from the literature survey , • 

.and theoretical analysis were to be made • vailable for 

reference  in the design and - testing of required pasSive RF 

components. 	 • 
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Block B: Passive Component Design and Testing 

This work was to include the design and testing 

of items such as RF connectors, transmission lines, 

filters, baluns and antennas as specified by MUSAT 

system designers to ensure the maintenance of PIM inter-

ference levels below the specified maximum of -120 dBm. 

Block C: Final Report 

Preparation and submission of a report covering work 

performed in fulfillment of the contract. 

The study plan proved to be extremely ambitious and as 

a result of time or equipment limitations, some of the planned work 

had to be deferred. 

Theoretical work included the following: 

(1) a thorough review of PIM an multipactor literature 

and the establishment of an indexed reference 

• library 

(2) the planned analysis of different PIM generating 

frequency combinations 

(3) an evaluation of techniques that can be used for the 

analysis of spurious outputs from nonlinear conduction 

mechanisms 

(4) development of computer programs for use in theoretical 

analysis 
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(5) computation of the characteristics of PIN  signals 

generated as a result of the application of two 

transmit frequencies to a semiconductor diode. 

(6) initiation of a study concerning  PIN  generated by 

tunneling and space charge limited current con-

duction mechanisms. 

• (7) recommendations and planning for the connector 

evaluation and PIN and multipactor experiments 

• Experimental work included: 

(1) calibration of the measurement facility. 

(2) the measurement of passive intermodulation signals 

generated by a semiconductor diode. . 

(3) multipactor experiments. 

With the exception of theoretical work that was started with 

regard to tunneling and space charge limited current flow, the 

topics listed above are discussed in different chapters of this 

report. 

• 1.4 	Report Organization  

Chapter II presents a review of literature concerning 

possible sources of PIN. References are provided and examples are 

cited which indicate the significance of different PIM generators. 

In addition sources which are considered to pose the greatest  PIN 

interference threat in the proposed MUSAT system are identified. 
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Chapter III details four methods of analysis for the calcu- 

lation of spurious outputs from circuit elements with nonlinear con-

duction characteristics. These include: trigonometric expansion of 

terms in a polynomial describing the nonlinear transfer characteristics 

of the circuit element, a method proposed by 'Sea [3] for the algebraic 

manipulation of polynomial terms, Volterra series analysis, and a 

technique proposed as the result of research for this investigation which 

is based upon decomposition and spectral analysis of the waveform at 

the output from a circuit nonlinearity. The limitations of each 

technique are discussed and information concerning characteristics of 

IM generation brought to light by the investigation of analysis methods 

is presented. 

The subject of Chapter IV is the measurement of PIN  signals. 

Consecutive sections of the chapter deal with measurement equipment 

considerations, a description of the CRC test circuit, and experimental 

methods. Results and conclusions of the preliminary  PIN  experiments 

conducted at the beginning of the study are also included. 

IM signal power characteristics are studied in Chapter V. 

First, Sea's method for the algebraic manipulation of polynomial terms 

is applied using two different polynomial representations of the non-

linear resistance characteristic of a semiconductor diode. 

IM powers delivered to the load in a RF system model under 

various transmit signal conditions are calculated. Next, the 

results from experiments in which a mounted hot carrier diode was 

inserted as the device under test in the CRC measurement circuit are 

reported. No attempt is made to match computed and measured  IN 
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signal amplitudes because of modelling inaccuracies and difficulties 

encountered in the determination of test circuit parameters. Instead 

measured and computed IM signal power changes in response to drive 

signal changes are compared, leading to general conclusions regarding 

drive level/IM signal response characteristics and their use for 

identifying  IN sources in functioning RF systems. 

Chapter VI begins with a thorough review of available 

literature on the subject of multipactor breakdown. The basic 

breakdown mechanism is explained and different types of multipactor 

along with their effects on RF circuitry are discussed. Means by 

which multipactor breakdown might be prevented are suggested next. 

Finally, experiments to test one of the suggested preventative 

measures are described, and results are presented. 

A summary of the investigation, conclusions, and recommendations 

fur further research are contained in Chapter VII. 
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CHAPTER II 

, SOURCES OF PASSIVE INTERMODULATION 

2.1 	Introduction  

Many types of conduction nonlinearities that can exist in 

passive components of a radio frequency communication system have been 

identified in the literature. In order to eliminate these nonlinear 

effects, it.is necessary to understand the fundamental mechanisms by 

which they generate intermodulation signals, and the components of 

a System in which they are most likely to exist. 

In this chapter, a review of the literature concerning 

possible sources of PIN  is presented. Consecutive sections deal 

with  PIN  generation by metal-metal contacts, conductor heating, 

ferromagnetic materials, semiconductor junctions formed in metal/ 

metal-oxide/metal interfaces, solar panels, multipactor breakdown, 

and other sources which are thought to be of a lesser significance. 

In addition, PIN  generators are classified with regard to their 

anticipated relative importance in the MUSAT system. 
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2.2 	PIM Generation at Metal-Metal Contacts  

IN  products can be generated at metallic junctions across 

which multiple RF currents flow. Interfaces between similar as well 

as dissimilar metals can result in the generation of IM products at 

levels which are dependent upon the contact load, the geometry of 

the metallic interface, the composition of the metals, and the degree 

of corrosion at the junction. An overview of reported effects caused 

by variations in each of these parameters is presented in this section. 

Semiconductor nonlinearities at corroded contacts are the subject of 

Section 2.5. 

•  2.2.1 	Contact ',bad  

There is general agreement among investigators 11,4,5,6,7,8 1 

that the level of PIN  generated at metallic contacts decreases as the 

result of increased pressure between mating surfaces (load).• Reports 

indicate that the dependence of PIN on contact load is related to RF, 

current . density variations in microscopic  contact points as load changes. 

From intuitive considerations, - Von Low [4] - analysed the 

processes that take place when pressure is applied to contact members: 

. He arglied that since all metallic surfaces are irregular, initial 

. contact is-made'st isolated points. With increased.load,- cold flow 

occurs as the result of enormous pressures at the contact points, which 

spisad into contact islands. Additional contact  oints are  established 

simultaneously. As the metallic'surfaces are  drawn closer together_ 

under  stil]  greater loads  adjacent  islands combine and More nsw contact 

points forim. The total contact surface area is.increased as the islands 
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become larger. The totality of contact island perimeter is decreased, 

however, thereby decreasing the RF current-carrying area defined by 

the skin depth at the frequency of operation. In contrast, the formation 

of new contact points increases the current-carrying area as well as 

the contact surface area. For low, or intermediate contact loads it is 

therefore not clear,  if current density is decreased significantly as 

a result of increased load. In the case of very large loads, all 

contact islands eventually combine, causing an overall increase in the 

current-carrying surface area. This decreases RF current density and 

results in lower PIM interference levels. Figure 2.1 is an illustrative 

explanation of the process. 

Von Low [4],Bayrak and Benson [6], Cox [5], and Sanli [7] 

have all reported experimentally observed decreases in PIM level as a 

result of increases in contact load. Figure 2.2 shows some results 

of experiments performed by Sanli with two CW microwave (f 1 = 2.8 GHz, 

f 2= 3.2 GHz) carriers applied to a variety of metal-metal contacts. 

2.2.2 	Contact Surface Geometry and Roughness 

A number of experiments have been performed [6,7] in which flat 

as well as spherically shaped metallic contacts with two frequency 

microwave excitation were subjected to different loads. Results show 

that there is only a mihor dependence of 3rd and 5th order  IN  levels 

on contact gedmetry. There is some indication, however, that surface 

(planar) contacts generate the lowest  IN  levels. Reported data also 

show that the power of DI signals generated by point contacts decreases 

most rapidly with slight load increases. 
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(a) Light Load; Contact established at only a few 
isolated points. 

rI  

it 

(h) With greater load contact islands form. 

(c) With extremely large loads the contact islands 
combine and a large contact area is established. 

Fig. 2.1,  •The processes involved when metals are 
brought into contact. 
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ull 
at  metallic contacts has been investigated by Chapman et al [li-and 

Martin [8]. According to Chapman, the number and area of point 

contacts between mating surfaces is a maximum at an undetermined degree 

of surface roughness. Fewer contact points can be established between' 

metals with rougher surfaces because of severe contact boundary 

dissimilarities. At the other extreme, rounded knolls on smoother 

surfaces yield less rapidly under pressure to fit depressions in 

the mating member. This also results in a decrease of contact area 

 These considerations suggest that there may be an optimum finish for 

contacting surfaces which results in minimum PIM generation. 

Martin has experimentall• observed the effect of surface 

roughness at aluminum-to-aluminum contacts. Figure 2.3 shows the 

amplitude of PIM signals generated under equivalent operating conditions, 

but with three different contact surface finishes. He explained that 

•rough surfaces are more efficient in puncturing oxides at the contact 

point, thereby enabling a better metal-metal contact, and resulting 

in the significant reduction of PIM levels shown for the case of the 
• 

roughest contact surface. 

2.2.3 	Contacts Between Similar and Dissimilar Metals  

The amplitude of PIM signais  generated at metallic contacts 

is dependent upon the type of metals in contact. 

Bayrack and Benson [6] have reported the results of a 

detailed experimental study of rm products generated at contacting 

interfaces between similar and dissimilar metals under a variety of 

. The effect of contact surface roughness on PIM generated 
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Fig. 2.3. Third order  IN signal nower as a function 
of contact pressure for aluminum contacts 
(from Martin [8]). 
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conditions. Contact materials of copper, brass, beryllium-copper, 

nickel,.aluminum, stainless steel, and mild steel, as well as electro-

plated metal contacts of gold, silver, rhodium, copper, and tin on 

hard brass were used in experiments at.3 GHz. The strongest 3rd and 

5th order DIM signals were generated by similar and dissimilar contacts 

with mild steel, aluminum, and stainless steel. Lower  IN  levels were 

generated in experiments with copper, brass, beryllium-copper, nickel , . 

and similar and dissimilar electroplated contacts. Dissimilar  contacts 

of mild  steel, • aluminum, and stainlesS steel with any other metal 

generated 1M signals of intermediate or high amplitude. Sanli [7] 

has reported a continuation of this work with similar results. 

Martin has also•performed experiments with differènt metallic 

contacts at HF and UHF. Table 2-1 is taken from his  report [8] and 

shows . typical IM levels generated by similar metal contacts under the 

specified operating conditions. Martin noted that the results- presented 

in the table were not nedessatily reproducible as a result of micro-

scopic differences in contact geometry after breaking and re-making 

contact. - Variations were reported to be within ± 5 dB except for • 

aluminum contacts whidh produced very different IM signal levelà 

• after each makefbreak cycle. 

• • .Young[9] reported.a number of experimental inyastigations 

which Show that very Strong 1M:signals dan . besenerated byinonlinear • 

mechanisms in.ferromagnetid materials. IM generation by ferromagnetic 

nonlinearities is the-subject of Section 2.4. . 



TABLE 2-1. 

PIN  Levels (dBm) for-Various Similar Metal Junctions 
at  HF and  UHF with 2-x 30 watts Fundamental RF Power 

and IMPa Contact.Load (from Martin [8]) 

24. 

Fundamental Frequencies 
(MHz) 

.PIN  Frequencies (MHz) 

Brass 

Copper 

Aluminium (99.9%) 

Mild Steel 

Stainless Steel 

Nickel 

Silver 

Gold 

Beryllium Copper 

Oxygen Free Copper 

360, 370 

350 

< -86 

< -86 

-35 

-60 

-92 

-82 

< -86 

< -95 

< -95 

< -95 

22.47, 25.47 

28.47 

< -85 

< -88 

-70 

-54 

-80 

-61 

< -85 

< -84 

< -84 
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2.2.4 	Corrosion  

It has been reported that, in general, corrosion has a marked 

effect on the generation of PIM. Bayrack and Benson [6] found that IM 

levels produced by oxidized contacts were from 5 dl to 25 dB higher 

than those generated at clean contacts. They also found that scorched 

or burned contact surfaces lead to increased spurious generation. 

Coaxial cables tested by Amin and Benson [10] generated much higher 

IN power levels after being exposed to an oxidizing environment. 

In a slight deviation from the subject of contacts, it is 

interesting to note that corrosion also has an influence on PIM 

generated and radiated by metal surfaces exposed to multifrequency 

RF fields. In connection with the study of IM interference generated 

in a ship-board environment, Betts and Ebenezer [11] corroded mild 

steel rods to various degrees before testing. They found that 3rd 

order PIM amplitudes increased by 20 dB as corrosion ranged from non-

existent to very severe. 
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2.3 	PIM Generated by Conductor Heating  

Due to the finite conductivity [12] of transmission lines and 

waveguides there is always RF energy loss in a region of volume 

approximately defined by one skin depth. The cyclic variation of 

energy in this volume due to RF. excitation results in a cyclic 

variation of conductor temperature. Since the electrical conductivity 

of metals is .a . nearly .linear function of temperature, this can produce 

harmonic components of conductivity which modulate the  prïmary  input 

currents and produce conductor currents at 1M frequencies. 

As a result of finite conductor conductivity, tangential 

electric fields (E
t
) are non-zero. This means that if a transmission 

line is excited simultaneously by two RF fields at frequencies 

f
1 

and f 2' conductor surface 
current density is given by: 

J
s 
 =(T)  (E 	E

t2
) , 

where, 	 a(T) = electrical conductivity as a function of 
temperature 

E
t
& E = the tangential electric fields at f

1 
and 

l t2 f2 
respectively. 

Equating the corresponding E-M energy equation to the thermal 

energy equation under appropriate boundary conditions results in an 

expression which shows that Js has components at 
intermodulation 

frequencies which give rise to 1M fields. Further mathematical 

manipulations show that the power in the IM product fields is inversely 

proportional to electrical conductivity and depends directly upon 

the square of the thermal coefficient of conductivity. Also, the 

_ 
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intensity of the In fields varies along the length of the transmission 

line. For short distances from the transmitter the field grows as 

a function of distance squared. At some greater distance, which is 

a characteristic of the line, the IM field peaks and then is attenuated • 

as are the exciting fields due io dissipation in the conductor. 

Sample calculations made by Wilcox and MolMid [13] for 

0.141 inch semi-rigid cable show that the IM power reaches its maximum 

at a distance of 28 meters from the transrdtter. For a 3rd order DI 

frequency of 300 MHz and CW carriers at 30 watts each,the maximum IN  

power was calculated to be -130 dBm. 

Stauss [14] has also made theoretical investigations with 

regard to conductor heating as a source of PIN. In addition to 

conductivity changes, local dimensional changes were cited in his 

report as a possible generator. It was shown, however, that this latter 

source is insignificant. 

In a numerical example Stauss calculated the power of IN  

signals generated by conductor heating in a very high Q cavity 

excited by two CW carriers at UEF with a total input to power of 

100 watts. These calculations showed that IM powers as high as -142 dBm 

could be delivered to the load in an assumed circuit model. 

From the numerical examples referenced it can be seen that thermally 

induced variations in electrical conductivity can generate significant 

PIN  under optimum circumstances. This source of PIN  is considered, 

however, to be of only minor importance where transmission lines are 

short, and circuit Q's are not exceptionally high. From derived 

equations, Stauss concluded that in the two frequency case thermal IN  

generation is enhanced inligh Q circuits, when transmit carrier 
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amplitudes are equal, and when carrier frequency separation is small. 

He advised against the use of conductors with high resistivity, low 

heat capacity, low thermal conductivity, or a high thermal coefficient 

of resistivity where multifrequency RF fields can be present. Stauss 

also assumed a simple relationship between IM power genera.tion and 

conductor area. From this he concluded that  PIN  generation increases 

with conductor surface area. However, the fact that resistance 

decreases in conductors with larger cross-section (and therefore 

larger surface area) as does current density, must introduce compensating 

factors. 
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2.4 	The Generation of Passive Intermod'ulation in 
«Ferromagnetic Materials  

Intermodulation production by  ferromagnetic materials has 

. been investigated by Young [9] at the Naval Research Laboratories (NRL) 

in Washington, D.C. He noted that many of the newer cdmmercially 

available RF connectors are being manufactured from stainless steel 

type 303,-a low permeability ferromagnetic alloy. He observed also that 

brass stock connectors are being plated with nickel instead of the 

previously . used silver in order to cut production costs. To determine 

the magnitude of IM generation by new hardware containing ferromagnetic 

materials (iron, nickel, cobalt, and their alloys), a large number of. 

commercially available connectors were tested at NRL in a specially 

built low,  PIM test set. .Various experiments proved'that connectors 

and adapters manufactured from ferromagnetic materials generate 

significantly (35 -  45 dB)  stronger 3rd order IM signals than their 

silver plated brass counterparts under identical operating conditions.' 

Figure 2.4 shows a set .of measured 3rd order'IM power.curves taken« . 

 from the referenced report. 

In one experiment, a commercially.available RF double 

jack type N .precislon adapter with a stainless steel body and outer 

.conductor . and beryllium-copper inner components was placed in. the  PIN 

. test set and generated  IN  levels were measured: An identical«cànnector 

b6dy was machined from brass; and.  fitted With the betyllium-copper 

innet conductor parts from the original: adapter. PIN  levels generated 

by this adapter were 45 dB leder.. In-another eXperiment a stainless steel 

adapter was plated.withgold to in excesS of 5 skin depths at 300 MHz. 	. 

ii 



Ft5( 

Tx 

30.  

.-70 

-90 —1 

POWER 
METER 

DUT 
500 FT. RG-214/U 

CABLE LOAD 

—.1PLEXER 

(P1 1 Pf 2 )  

D RECTIONAL 
COUPLER 

Note: Components were 
labeled by letters 
followed by parenthesis 
indicating the (type of 

E -100 — ca 	 device). eg. V(HS) is a 
hermetic seal Kovar 

—1 
 

adapter, A(3080) 
identifies component A 
as an Americon 3080 
stainless steel adapter, (.5 -110 ^ 

V(HS) 
A(3080) 
AL(NP) 
AG(HS) 

GOLD PLATED 
AS(OSN-4021) 

AM(N P) 
K(3080) 

FERRO-MAGNETIC 
ADAPTERS 

etc. 
2 

-120 

-140 —H 

• :7 

• *1 

7 . NON-FERRO 
/ MAGNETIC 
/ ADAPTERS 

UG-29 

TYPICAL 
SELECTED 

/ 
/ 

-150 
1 	1 

0 	10 	20 	•30 

TOTAL POWER TO ADAPTER (dBm 
Fig. 2.4. Variations in the power of IM signals 

generated by commercially available 
passive RF components as a function of 
total transmit power, (from  Young [9]) 

f 
40 50 



; 731. 

This resulted in the reduction of IM levels by 15 dB. Even with this 

reduction, the IM level was still 30 dB higher than  IN  products 

generated by comparable silver-plated adapters. This is surprising since 

the totality of RF current should have been confined to the gold plated 

surface area. Experiments were also conducted with nickel plated 

and hermetically sealed RF components. It was found that the nickel 

plated devices generated IM signals of almost the same strength as 

stainless steel components. Adapters with Kovar-glass hermetic seals 

also generated very strong  PIN.  

It was speculated by Young that the PIN  generating mechanism 

in ferromagnetic materials is the nonlinear dependence of permeability 

upon current. Experiments were conducted using external magnetic 

fields to change material permeabilities during  PIN  measurements. 

It was found that components in a degaussed state (high incremental 

permeability) generated much stronger IM signals than components near 

magnetic saturation which have a low incremental permeability 

dependence upon current. 

To simulate Young'à connector experiments and.further .  

identify ferromagnetic generating nechanisms, Bailey and Ehrlich[53] 

conducted experiments at NRL on another test set using much lower 

transmit powers (Young's experiments used +45 dBm total RF transmit 

power). In these tests, plated copper conductors were supported in 

test jigs so they could be exposed to various màgnetic fields while 

PIN  powers were measured. IM characteristics were found to be similar 

to those reported by Young. 
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Bailey and Ehrlich postulated that the response of PIN 

levels to different magnetic field orientations and the decrease 

in levels as the point of saturation is approached is related to 

magnetic domain wall displacement and domain rotation. On the 

assumption that the domain wall motion is responsible for PIN  generation 

in ferromagnetic materials, two possible generating mechanisns were 

cited. These were: nonlinear intra-domain wall excitations, and 

domain wall vibrations. In the latter case it was explained that IM 

signals could arise as a result of the absorption of energy by the 

oscillating wall, and subsequent re-emission of energy at the 

fundamental as well as intermodulation frequencies. A mathematical 

treatment based upon the theory of domain wall vibrations led to a 

general correlation of measured  IN power characteristics with  variations 

in domain structure. A qualitative explanation of  IN  signal/magnetic 

field variations was given. Royal.and Cushner [13] have also 

suggested that magnetic domain excitation is a possible source for 

PIN  generation. 

In theoretical work by Stauss [14], also at NRL, three 

sources of IN  generation in ferromagnetic materials were suggested, 

and describing equations were developed. Stauss first expanded 

previous work [13] on PIN  produced by conductor heating, and noted 

that in the case of ferromagnetic materials, conduction loss is a 

function of permeability. Calculations indicated that the higher, 

permeability-dependent resistivity values and low thermal conductivity 

of some ferromagnetic materials result in the possibility of the production 

of IN  signals at significant power levels by thermally induced 

conductivity changes. 
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An exemplifying calculation of the power of PIM signals 

generated by gonductor heating in a WI cm long section 

of coaxial cable was made. It was assumed that two equal amplitude 

UHF CW carriers excited the cable with a total RF power of 100 watts. 

For a copper inner conductor (outer conductor PIM generation was 

assumed negligible due to much lower current density), the 3rd order 

power delivered to a matched load in an assumed circuit model was 

calculated to be -242 dBm. Under equivalent conditions, but with a 

nickel conductor, the IM power delivered to the load was calculated 

to be -162 dBm and -186 dBm for average conductor permeabilities of 

500 p o and 100 po 
respectively. 

Stauss also investigated magneto-resistance as a possible 

source of PIM. Due to this effect, the resistivity of a conductor 

is altered by externally applied magnetic fields, or by the conduction 

of current. Harmonic variations of resistivity due to RF excitation 

can modulate the primary currents and produce currents at  IN  frequencies. 

For the 10 cm .  long piece of coax with 100 watts RF input, the PIN  

due to magneto-resistance effects was calculated to be -71 dBm for 

p = 500 p o 
and -114 dBm for p = 100 p o

. Stauss noted from references 

that experimentally the change in resistivity with magnetic field is 

quite linear for a material near magnetic saturation. This would 

lead to a reduction of PIM with the application of higher magnetic 

fields, as observed by Young. 
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The variation of permeability in a changing magnetic field 

was another possible generating mechanism considered by Stauss. 

Equations were derived relating IM current density to RF power input 

and used to compute a ratio of IM power generated by permeability 

variations to IM generated by the magneto-resistance nonlinearity. 

For small externally applied magnetic fields and an iron conductor 

(the permeability of' nickel is almost the same as that of iron), use 

of the derived ratio showed that the variable p mechanism could 

produce PIM levels approximately 40 dB higher. 

In summary, both theoretical and experimental investigations 

have shown that ferromagnetic materials are sources of strong  IN 

interference. All investigators have stressed the necessity to 

completely eliminate such materials from multifrequency R1 systems. 
2  
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2.5 	Passive Intermodulation Generated by Current Flow  
Through Semiconductor Junctions Formed at Metal/  
Metal-Oxide/Metal Interfaces  

A number of reports [1,2,4,5,6,8,15,16] have shown 

experimental evidence that corrosion at metallic contacts leads to 

an increase in the production or PIM. In reports produced by Chapman 

and Darlington [1], Higa [2] and Bond et al [16], conduction mechanisms 

in metal oxides that could lead to PIM generation have been investigated. 

Most metallic surfaces [1] form oxide coatings several 

angstroms thick under normal environmental conditions. If one considers 

microscopic surface irregularities, a cross sectional view of the 

mating of two metallic surfaces can be envisioned as shown in Fig. 2.5. 

If sufficient contact load were applied, jagged points on the surfaces 

would completely puncture the oxide and form filamental contact 

bridges [1,17]. In other regions along the interface, only partial 

puncture would occur, leaving a very thin insulating oxide layer 

between metals. In the surrounding areas oxides of various thickness 

would exist as well as some voids. 

If only partial puncture of the oxide has occurred and the 

remaining oxide between the conductors is sufficiently thin, (< 50 R) 

as  compared with the DeBroglie wavelength for an electron [2], tunneling 

can take place. This conduction mechanism is extremely nonlinear and 

could be a major source of PIM. 

Another nonlinear conduction mechanism that can exist where 

the oxide layer between conductors is between 10 and 100 Angstroms thick [1] 

is that of space charge limited current flow. Normally, current flow 

through insulating oxides is prevented due to the lack of free carriers 
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Fig. 2 .5. Cross-sectional view of a metal-metal 
contact, (from Chapman and Darlington [1]). 
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for conduction. In very thin oxide layers sandwiched between metals, 

however, [18] the possibility of electron injection must be considered. 

When a potential is applied across a metal/metal-oxide/metal sandwich 

electrons can be injected from the cathode into the oxide. These 

electrons populate the normally empty conduction band and current is 

permitted to flow. Since the electrons were injected, there are no 

equalizing holes in the valence band of the oxide in which a space 

charge is established with the highest electron density near the 

cathode. 

The electric field in the oxide is inversely proportional to 

the charge density. The field is therefore reduced near the cathode 

and acts to limit the injected current which is referred to as being 

one carrier space charge limited. The I-V transfer characteristic 

for the phenomenon is symmetrical about zero voltage, and is of the 

form shown in Fig. 2.6. PIM would result if multifrequency excitation 

were applied where such nonlinearities exist. 

The random scattering of tunneling and space charge limited 

conduction mechanisms at a metallic interface would result in very 

unstable PIM power levels as signals generated by a number of such 

elements add with different phase relationships. Complexities of this 

situation would be compounded, for example, in the case of coaxial 

cables with braided outer conductors, where many semiconductor-like 

junctions could exist at corroded inter-braidwire contacts. 

Li 

1 1 
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2.6. Typical space charge limited conduction 

characteristic. 
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2.6 	Solar Panels  

ArraYs of Solar cells are used on modern commünication 

satellites to. charge batteries which supply energy - to on-board 

electrical equipmant. Solar cells are semiconductOr devices and have 

nonlinear I-V characteristics. There is therefore concern that solar 

panels exposed to RF fields radiated from transMit antennas Could 

generate and radiate PIM interference. 

Young [19,20] has experimentally - investigated  the  possibility 

of IM generation in solar. panels. Reported experiments were qualitative 

and did not involVe the measurement of actual IM signals generated by 

solar cells-exposed to multifrequency RF fields at UHF. Inatead, a 

915 MHz electromagnetic - interference detectionsystem. mas used.to 

determine if harmonics of. a Single radiated transmit frequency could 

be . .generated and radiated by solar panels. A highly selective receiver 

Was tuned to monitor any second and third - harmonics' - of the transmit 

frequency.that were emitted from the direction of the solar arrays. 

Tests were made.with different solar panel configurations and isolated 

solar cells in-short and.open circuit conditions and when-illuminated 

or in darkness'. 	- 

Conclusions were that.typical.solar cells by themselves would 

::not.generate significant PIM interference. It.was- - noted, I-lc:Weyer, that 	• 

n/Laignals .could be generated in.interconnections between célls,and 

thèir mechanical attachments tà the solar panels. Steering diodes used 

to  prevent the-cells from shorting the batteries during periods of darkness, 

and to minimize cirCulating currents were also - identified as potential 

sOurces Of strong:IM-siànals. - 
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2.7 	Passive Intermodulation Generated by Multipactor Breakdown  

Multipactor breakdown is a phenomenon associated with the 

existence of RF voltages across a gap between dielectric or conducting 

surfaces in vacuum. It is a resonance effect in which electrons 

emitted from one surface are accelerated across the gap during one half 

cycle of the RF voltage and, if their energy is sufficient, release 

secondary electrons on impact with the opposite gap wall. The resulting 

chain'of electron emissions due to additional accelerations and impacts 

leads to electrical breakdown which is nonlinearly dependent upon the 

level of RF excitation. If breakdown takes place in the presence of 

multifrequency RF fields, strong  PIN  signals are generated. 

The resulès of experiments performed by Hahn at CRC before 

work began for this contract show the degree to which  PIN  generation is 

enhanced when mul.tipactor breakdown occurs. An open circuited sample 

of a UHF antenna balun was mounted in a test jig and two frequency RF 

excitation was applied in air, and under vacuum conditions. The onset 

of multipactor in the vacuum test was monitored by means of an electron 

collector plate mounted at the end of the balun section as shown in 

Fig. 2.1. Simultaneously,  PIN  signals generated in the test circuit 

were monitored using the CRC  PIN test facility*. Figure 2.8 shows the 

difference between  PIN  levels generated under normal operating conditions 

in air, and under conditions of breakdown in vacuum. The figure 

* The Communications Research Centre (CRC)  PIN test facility is 
described in detail in Chapter IV 
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clearly shows that multipacting cannot be permitted if PIM inter-

ference is to be minimized. 

Multipactor breakdown and the resulting generation of PIM 

is the subject of theoretical and experimental work discussed 

in Chapter VI. 

43. 
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2.8 	Other PIM Generators  

Theoretical examination of various other phenomena has shown 

that their nonlinear nature could lead to PIM generation. This section 

lists several suggested PIM sources, and cites references in which 

more detailed information can be found. The threat of significant 

interference due to PIM generated by these mechanisms is considered 

minimal. 

2.8.1 	Magneto—Resistance in Nonmagnetic Conductors  

As with ferromagnetic materials (section 2.4), the presence 

of a magnetic field can alter the resistivity of a conductor. If the 

magnetic field is changing, resultant harmonic variations in resistivity 

can lead to  PIN  generation. 

In copper [14] the 3rd order LK power resulting from the 

magneto—resistance effect has been calculated. Powers were found to 

be 43 to 54 dB down from those generated by conductor .  heating. 

2.8.2 	Filament Conduction  

If a current [1] is restricted to flow through thin filaments 

as may be the case in metallic contacts, nonlinearities are known to 

exist. This effect has an associated "constriction resistance" and 

"constriction inductance". 

IN  generation due to filament conduction has not been 

evaluated numerically. From an intuitive standpoint, however, 

anticipated characteristics [17] are thought to correlate well with 

observed 3rd order trends. 



45. 

2.8.3 	Nonlinear Properties of Dielectrics  

. 	Variations in dielectric properties may occur in response to 

electric fields either by heating, or.by  electrostriction [14]. In 

good, nonpolar- dielectrics, electrostriction is expected to be the 

principle.source of nonlinearity. By this phenomenon, volume changes 

due to the variation of energy density in a.dielectric under RF excitation 

cause a quadratic dependence of permittivity upon the electric field. 

The - resulting permittivity variations at the fundamental and harmonics 

of the input frequencies modulate the primary fields, leading to the 

generation of PM.. IntermOdulation powers developed by this mechanism 

depend .inversely upon the square of the bulk moduluaof the dielectric. 

. Along - a length of 0.141"  semi-rigid (solid teflon dielectric) 

coaxial cable with two 30 watt.equal carrier inputs at UHFi [13] the 

3rd order LK power produced due to electrostriction was found to peak 

at 28 meters from the cable input, and thereafter attenuate With 

distance. The peak Di power was Calculated to be -158 dBm. For shorter 

lengths of: Cable, and dielectricswith a higher bulk-modulus, this • 

power WoUld be. much-lower. 	 - 

2.8.4 	Other Low Level Generators  

A number of other naturally occurring mechanisms have been 

suggested as possible contributors to the total passive intermodulation 

interference in a RF system. These include [1] ionization breakdown, 

weak plasma effects, water vapor absorption, microdischarge, field 

emissions from - thin projections inside components [13], the nonlinear 
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character of Lorentz force, [13] and direct resistivity variations as a 

function of curent density. The references cited give explana- 

tions of the mechanisms associated with each effect. Conclusions are 

that their IM contributions are comparatively negligible in compon-

ents designed for operation at UHF. 	' 

2.9 	Discussion  

The literature review presented in this chapter has 

revealed mechanisms which have been studied and suggested as possible 

sources of PIM. Depending upon power, operating environment, and 

component designs, some sources may be major contributors to PIM in 

one RF system, while being of only lesser importance in another. For 

example, conductor heating could produce significant IM noise in high 

power microwave systems with long waveguide runs. This source would 

be of little significance, however, in a UHF system operating 

with moderate powers and using short lengths of coaxial transmission 

line. Receiver sensitivity is also to be considered when estimating 

the interference potential of different mechanisms. As sensitivity 

increases, an increasing number of potential IM sources must be 

investigated. 

A review of the requirements of the UHF system with which 

this study is associated leads to the following considerations with 

regard to which sources could be of significance, and require detailed 

study. 
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in reducing IM noise in most systems.  PIN  produced at cable and 

component interconnections can be serious and unstable. It has been 

reported that  PIN [13]'generated at properly soldered or welded joints 

. is minimal. Where .connections must be made or broken repeatedly, 

however, these methods cannot'be used.  PIN  can be the result of 

misalignment or improper tightening, and can increase in magnitude with • 

connector wear. Certainly it would be.a major achievement to eliminate 

or better understand this  1M source.  Detailed eXPerimental inveétiga-

tions which deal with the effects of such aspects as loading, surface 

.geometry, and metal-types have been referenced. It remains now to 

better explain these'effects and to find optimums for each parameter 

that can be used in component manufacture, and.System assembly.. 

The production of PIN as a result of conductor heating becomes 

increasingly more-important as - RF power density increases, conductor 

properties deteriorate, or transmission line lengths increase. Except 

in resonant 'Structures or heating elements exposed to multifrequency 

RF fields,' levels of PIM generated by heating are not expected to be

• of significance in a system of the type under consideration. .Sufficient 

information can be obtained.from the references to enable designers.to 

'avOid PIM. problems arising - from this-soùrce: 

' There is much experimental and theoretical evidence that . 

ferromagnetic materials can generate very strong  PIN  signals. Such 

• evidence makes it clear that the 'elimination of all ferromagnetic 

materials from.multifrequency RF systems is imperative. Assuming the 

design of components and systems will follow.-this gliideline, further 

study of ferromagnetic phenomena is not required.-. . 
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In relation to the generation problems at connections, the 

possibility of the formation of semiconductor type junctions is real, 

and expected to be a major source of PIN. From the references, it is 

reasonable to conclude that clean surfaces aid in the reduction of 

generation. The difficulty is in identifying PIM caused by semiconductor 

nonlinearities, and the location of sources. It is important that more 

effort be expended in this area. 

Multipactor breakdown is a phenomenon, which, like the use 

of ferromagnetic materials, must be eliminated from proposed systems. 

Theoretical and experimental work associated with this type of electrical 

breakdown are important. 

Under normal operating  conditions, the PIN sources discussed 

in Section 2.7 are not expected to be troublesome in the MUSAT 

system. 

In summary, it is believed that in the proposed satellite 

system, PIM generation of significant magnitude can be expected as a 

result of: 

(a) loose or stressed metallic connections, 

(b) electron tunneling and semiconductor junctions at 

metal-oxide/metal interfaces, 

(c) multipactor breakdown. 
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CHAPTER III 

ANALYTICAL TECHNIQUES FOR THE THEORETICAL 

PREDICTION OF INTERMODULATION PRODUCT 

CHARACTERISTICS 

3.1 	Introduction  

One of the first steps in the elimination or control of 

passive intermodulation in any system is the prediction of the magnitude 

of interference that can be generated by each component in the system, 

and the circumstances under which PIM generation can take place. 

Several analytical techniques are described in the literature 

[3,7,21,22,23,24] which are applicable under various conditions to the 

calculation of distortion components in the output from a circuit 

nonlinearity. This  chapter shows how three reported techniques can 

be applied in making  IN signal power calculations. In addition, a 

novel method of analysis which is more suitable for PIM calculations 

than previously reported methods is proposed. A two frequency 

sinusoidal input to the PIM generating nonlinearity is assumed in 

. all examples and derivations. 

3.2 • 	'The Calculation of Intérmodulation Product:  Applitudes by  

49. 

InterModulation products are generated -  When.multiple-frequency- 

* It should be noted that IN  generation is not a harmonic mixing process. 
1M signals  •are generated simultaneously with harmonics and crossmodula-
tion products of each applied frequency. (See appendix A). 
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signals are applied to a circuit element, he transfer characteristic 

of which is nonlinear. Figure 3.1 is a representation of such a trans-

fer characteristic having•X as the input and Y as the output. 

Mathematically, a polynomial of degree (n) depending upon the 

extent of nonlinearity can be fit to any nonlinear characteristic such 

that one can write: 

Y = a
0 
+ a

l
X + a

2
X
2 
+ a

3
X
3 
+ . . . + a X

n 

Assume now that it is desired to calculate the amplitude and 

phase of intermodulation products resulting from the application of two 

cw signals to a nonlinear circuit element. Assume also that the 

element nonlinearity is of a low degree so that its I-V transfer charac-

teristic can be represented by (3.271) truncated at n = 5 with Y = I, 

and X = V, so that 

V + a
2V

2 
+ a3V

3 + a
4
V4 + a

5
V5 

Let the applied signal (V) be the sum of two cosine waves having 

amplitudes El  and E
2 
and radian frequencies w

1 
and w

2
, 

V=E1  cos(cu1 	1) 1-  t4- E2 cos(w2
t + (1) )• 

. 	 4)   2 ,  

Substitution of (3.2-3) in (3.2-2) and trigonometric expansion of 

the cosine terms results in frequency component generation by each term 

as shown in Appendix A. 

* Only polynomials with real coefficients have been considered in this 
work. Previous reports have shown [25] that the use of only real 
coefficients introduces little error in PIM calculations. 

(3.2-1) 
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Fig. 3.1. An arbitrary nonlinear transfer 
characteristic. 
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Consider first the third-order product (2f 2  - f1). 

Amplitude and phase contributions at  this frequency from the terms 

of eqn. 3.2-2 are as shown in Table 3-1. Referring to the table, the 

desired IM product is: 

[

3 5 --4-a3E iE2
2 
 + a5 (.2-1.E1E

4
2  

Next, consider the 5th order product (3f 2 
- 2f

1
). Table 3-2 shows 

the contribution of each term at this frequency. 

From Table 3-2, the desired 5th order product is: 

3 
cosE(3w 2 

- 2w )t + 3cP - 2c1) ]• 
1 	2 	1 

Three important facts can be noted from Tables 3-1 and 3-2: 

(a) Odd order intermodulation components are generated 

only by odd. poWered terms of the polynomial des- 

cribing a nonlinear transfer function. 

(b) If the intermodulation order is N, no contribution is 

made from terms of degree less than N. This means 

that if Nth order IM products are generated, the genera- 

ting nonlinearity must be of a degree greater than or 

equal to N. 

5 —a E 
8 5 
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TABLE 3-1 

Amplitude and Phase Components of the Third Order 

IM product at f ill  = (2f2  - fl) 

Degree 	Contribution to IMP at f 	= (2f - f MI  

of Terni 	Amplitude 	 Phase  

0 	 No contribution 	No contribution 

1 	 No contribution 	No contribution 

2 	 No contribution 	No contribution 

3 	2 3 —a E E 	 (24) 4 3 1 2 	 2 	1 

• 	4 	 No contribution 	No contribution 

5 a5PE1 E2  4  +. 14 3E (2402 - 4)1) 4  8 1 
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TABLE 3-2• 

Amplitude and Phase Components of the Fifth Order 

IN  product at  f 	(3f2  - 2f1 ) 

	

Degree 	
Contribution to IMP at f IM 

= (3f
2 

- 2f1
) 

	

of Terni 	 Amplitude 	 Phase  

0 	 No contribution 	No contribution 

No contriution 	No contribution 

2 	 No contribution 	No contribution 
, 

3 	 No contribution 	No contribution 

4 	 No contribution 	No contribution 

5 
5 	 (34)2 

- 2(1)
1

) 
Î
s
5
E
1
2E

2
3 

t.. 

IA 
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) Unless both positive and negative coefficients occur in 

the describing polynomial, all terms contributing to a given 

IN  product have the same phase. Where coefficients of both 

signs are included, contributions from some terms will be 

180 degrees out of phase. This occurrence can, however, 

be accounted for by adding the appropriate sign to the 

amplitude terms. That is, other than by direct subtraction, 

no phase cancellation of contributions from different terms 

of the describing polynomial can occur, and transmit signal 

phases need not be considered in IM calculations when there 

are only two transmit frequencies. 

Sea [3] has proven points (a) and (b) for a describing polynomial 

of any degree, and made generalizations to include even order products. 

• As seen by the nultiplicity of terms in Appendix A, calculation 

pf intermodulation characteristics by trigonometric expansion of terms 

in the describing polynomial is laborious, and quickly becomes unmanage-

able for nonlinearities of higher degree. The need for other methods of 

computation is evident. 

3.3 	An Algebraic Equation for Computing the Magnitude and  

Phase of Intermodulation Products  

Sea [3] has derived an equation from•which one can calculate 

the amplitude of any particular component in the spectrum of the output 

from a nonlinear device the transfer characteristic  •of which can be des-

cribed by a power series, and the input to which is the sum of an 

* When using -computer Tourier analysis fot.cOmputations, one is. limited 
• to a finite . time..intervàl. • In this casa,. random phases must be assigned 
to each input signal.' 
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arbitrary number of cosine waves of different frequencies. 

Sea's derivation will be repeated here to reinsert steps 

omitted from Reference 3 and to emphasize some important points. 

Beginning as in Section 3.2 with the describing polynomial, the output 

(Y) from a nonlinear device is related to its input (X) by: 

Assume again that Y = I, and X = V, where V is the sum 

of cosine waves: 

Substitution in .(3.3-1) gives 

rM K 
I =  E  aK E Vm »K=0 	m=1 

(3.3-3) 

From the multinomial theorem for the expansion of a sum raised to a 

power, one can write. 

n. 
- M M  

VM1 	 K! 	.71 ---- n.! m=1 	n ..n 	i=1 
(3.3-4) 



and 

ki  = K - nm  - nM-1 	
••••- n. 1  

j(2k.--n.)e. 
-d. n.:e 	1 	1  1 	1  E 

2ni 
ejei) ni 

n.' 2 1  

where,  

	

K 	kM-1 	
k2 

E 	=E 	E 	E 
ni..-nm  nm= 	0 nm-i= 0 	n2= 0 
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n
1
=k

1 

Then, writing  V . 
 = 
 E .  cos O. , 1 

M ni 
H V. - = 
1=1 1  

[ 

M 1 [1:1 	n. 
II Ei 	

II (cose.) 1  
1 I. 	1=1 

- 

(3.3-5) 

Using Eulers' identity: 

	

n. 	-je 	ie, n. 

	

(cose.) 1 	 + e 	1  
n ' 2 1  

which, by the binomial theorem can . be  written as 



-k 	)!i)k E  

	

k 	 

	

n1 :e 	 n2 

1 1 1 	k2=0 ) 

j(2ki-n1 )81

: 1
“n1-k1 ):  

n . 
11(cos0. 1 = 1)  1=1 

n1  1 
—K-2 

IWO --1 
j(2k -n )8 

M n le 	P  P P 
H 	P  

k :(n -  k) 
 P P 	P 

n. 1 = 
2K 

n1 	nM  
E 	E 

k1=0 k =0 
n (cog 8 i=1 11 
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1 

I 

11 

 I 

1 

I1  

• (3.3-6) 	c 

/ 
• 1 

.” 	1 

n2 :  et") 	1 

I] 

Il 

Since 

n1 + n2 + ..+ nm  =K,  

1 	1 H — = — n. 

	

2K 	' i=1 	1 2 

and one can write; 

. 	 j(2k.-n.)0. n. 	111 
 M 	ni 1 M 

	

1 	 
II (cos 0.) 	= — 	H 	E ir ' 1 	 (n.-k.): i=1 	 2K i=1 k.=0 -i . 	1 i 1 - 

Expansion of the right hand side of this equation gives 

plication and summation operations to yield 

■elY 

11 

Now, since multiplication is commutative, one can rearrange multi- 



gives 
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in which substitution of 

M  X.  
H e 1  = exp 	E x. 

i=1 	 i=1 1  

Mt. 

II  
exp 

n. 
E (cos O.) 1  = 

1 i=1 

n
1 

- 	nm  
1 E 	E 

r.k =0 	ir„.=0 1 	m  

/Ma 

n. . 
H 	, k .(n -k )! 

P=1  P P P 
so. 

jE (2k.-n.)e. 
i=1 
 11 
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(3.3-7) 

( I 
Equation (3.3-5) can now be written as 

1101• 

(I 
( 

( 

n. 
M 	n.  L M 	1 

1 Ev = HE 

I i=1 i 	• 1 

n 	. 
1 " 

1 E 	EH 	 
K , k 	-k 

	

n 	n p 

	

k
1
=-L, 	 =1 	p . p  

M 
exp jE (2k.-n.)8. 

i=1 " 1  

(3.3-8) 

Putting (3.3-8) in (3.3-4) and (3.3-3) and collection of 

terms gives 

— 
n n 	n M ME1
1 
 E
2
2 

°
..E

M  

2K 
nl' n2 -11.M 

1= E a
K 

K=0 
r k( 

k =0 k =0 p=1 p
!n

p
-k )! 

p 
 

•■••• 

Ma. 

[ 

x exp j lEi  (2k 	n )8 
' -1 	1 	1 1  

(3.3-9) 

,•■••1 
•11.11 

Consider the.exiloonential term in (3.3-9). To ascertain the 

trigonometri.cformofedstermyletM= 2 ,aralletr•=( 2k.'-n.) 
11  



(3.3-12)1? 

11, 
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IT 
Then, 

[ 2 

	 I 	jr 8 	ir e 
exp jE (2k.-n.)0. = e 	x e 

2 2 1 1 
• 1  
a.= 

= (cos r
1
0
1
+ j sinr1 0 1)(cos r2  0 2 

 + j sin r
2
0 2 ) 	(3.3-10) 

Expansion of (3.3-10)-, use of the double angle equations and collection 

of terms gives 

exp 

 [

2 
is ri e i  =cos(r

1  8 1 
 +r2  6 2  ) + j sin(r1

81  + r2 0 2 ) 
i=1 

I 

Then in general , 

exp E r.e. = . cos(r
11 

+ r
2
8
2 
+

M
0 

i=1 " 

1[3 j sin(r 
1 
e
1 
 + r

2  8 2  +..+rMM) 

(3.3-11) 

111 

Now, an intermodulation product of order N resulting from the 

application of M signals of different frequencies to a nonlinear 

circuit element has the angular frequency 

w m= .((24
11 

+
2
e
2 
+ 	+ 	) m m 

and 

- 	'a il 	l a21 	 lam l 
where a. axe integers. 1 

Comparison of (3.3-11) and (3.3-12) shows that any desired  IN  

component can be obtained from (3.3-9) by equating 

I 



or 
n. 	a. 

1  
2 

(3.3 -13 -b) k. 1 

± ai 	r. = (2k.n.) 1. 	• 	a_1 

to get 
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Hi 

I. (3.3-13-a) 
n. + a. 

k. 2 

■•■ •■■ 

= 	E 
E 

(11 

 ii E V 
[m m  =1 

M 

	

' 	.1  
H 

n+a 	n - a 

	

p=1 (  r 	Pr. ( P  
2 	2 

••■ 

«In 

1 

00. 

n
i 
+ a 

i  f, then , If k. 1 	2 

{I 
ri 

x exp j 1E1  a.6. 	. 	 (3.3-14) 
[i=i  1 1 

If k. - 	
1 	, an equation identical to (3.3.-14) is obtained. 

2 

SummPtion of these two equations gives the contribution of the Kth 

term in the describing polynomial to the chosen rm product as: 
• 

••■■ 

•1 	nM K:El  ...Em 	M 
E 

p=1 - 	P2 P )  

a
p

) 	
n - a H 	 I 

! ( P 	P)! 
K-1 	

( 	 j 2 	 2 - 

[ M 

x exp jE cc .0.  
i=1 1 1  

	

n ,n ,..n_ 	2 
1 2 	m 

(3.3-15) 



x exp [j E a.8.] 
1=1  a. a. 	• (3.3-17) 

13 
IIJ 

II _J 

K-N 
2 (3.3-18) 	II (q1 	q2 	'"' q  ) = 

li  
Ii  

Now,since both positive and negative coefficients have been accounted for 

in (3.3-15), a. can be replaced by la.1 and to avoid confusinn with K, 

replace ki  by qi . 

II }  
Ther411-'2 	 (3.3-16) 

Ii  
11-1 

Equation (3.3-15) now becomes 

= 	
ME 

1 
2(11+41 1   2clela'u l  

eK 	E 
1 EM  

2
K-1 	 p=1 7717-77 

	

ql 	qM 	 P P 

62. 

where qi  is a positive integer. 

111 
Recall from (3.3-4) that 

n1 n2 	nM = K  

Then, using (3.3-16), 

[(2q1  + 41 1) + (2q 2  + 1a 2 1 + 	(2qm  + am)] = K 

and 1 
lam l ui N=  

gives 



J 
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From(3.3-18)itisclearthatsincethe qi.are 
positive 

integers, K-N must be an even positive integer, or zero . , Thus, it is 

again' shown that contributions to the Nth order IM component come only 

from terms of a degree greater than or equal to N. In addition, only even 

powered  tarins  contribute if N  s  even, and only odd powered terms contribute 

if .N is odd. This means that the summation of contributing components 

omits every second term in the describing polynomial and begins at the 

Nth term. 

co 

i.e. 	IIMN = 	
+

NN 	aN+A+2 	
= L=0 

E eN+22N+2L 

where ITm  is the intermodulation current of order N. Theà lising (323-17), 

the exponential term replaced by its trigonometric equivalent,  'TM  can be 

I:mitten as 

Mg. 

= a
N+2L (N+2L)! 

ITm 	E 
L=0 2 (N+2L-1) 

= 	 E 
q1 ,c12 

M qp+!ctp 

p=1 .(qp+ l aP 1)1c1 1  

Li  
LI  

emir 

x [cos(a101+a2 0 2+...+umem) + jsin(c4101+a202+..+nmem)]. (3.3_19) 

It should be noted from (3.3-19) that since real and imaginary parts 

have the same phase, the phases of the input carriers can have no in-

fluence on the amplitude Of the inter-modulation  signals. 



the nonlinear element and Y is the output, where 

X = E Am  cos(wmt +. O
m

) 
m=1 

f 

113 

L 

(3.3-20) 

P .  

L 

and 1 

For generality, refer to equation (3.3-1) in which X is the input to 

64. 

Then the intermodulation component of order N at the output is 

• 	 2q + 
co 	am.1.21,  (N+2L): 	 M 	A P  

YIM = 	E 	
Tr 

(N+214-1). 	 u 	(q 
L=0 %2 	p=1 

+ j sin(a1 0 1  +...+ amem)]. 

where 	N = E la 	0 
1=1 

=0. 	(w. t + cp.) 

L 
2 M-1 

= 	E 	E 	E 
q1 ...qM 	qm=0 q -1=0 	q2=0 M 

Li  = L - qm  qm_i  

xEcos(al ei  +...+ am0m) 

q1 = L1 

A = amplitude of transmit signal at w 

E q.  =L 
 i=1 1  



(3.3-20-a) 

Y 	= 	E a.X 
i=0 1  

(3.4-1) 
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ri  

(II 

{11  

The dc component in the output may be calculated by setting 

all a. in (3.3-20) equal to zero (N=0) and multiplication by 1/2 since 

only one set of ki  exists. That is: 

ca 	(2L) a 	: 	 2q. 
Y 	= 	E 	

2L• 	z A P - 

Equations (3.3-20) are readily adaptable to computer techniques [26] 

and can be used to compute spectral component amplitudes when an 

accurate polynomial representation of the transfer characteristic for the 

IN  source is avaiiable. This method is used exclusively for IM signal 

power calculations in Chapter V. 

3.4 	Calculation of Intermodulation Product Amplitudes Using  

Volterra Series Analysis  

In Sections 3.2 and 3.3, the polynomial 

dc 	 (2L) L=0 	2 	q1...qM p=1 	f _ 
■ up ) 

was used to describe the transfer function of a nonlinear circuit 

component. If, however, the component exhibits memory, or bysteresis, 

eqn. (3.4-1) 	must be replaced by an infinite series of the form 

co 	co 

Y(t) = 	E 	. 111 ( T  
n=1 

 

(3.4-2) 
1 . 	n 
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to make the output Y dependent upon past values of the input 

x . Equation (3.4-2) is a Volterra Functional Series representa-

tion of the transfer characteristic of the nonlinear component. 
11 3  

Each term in the Volterra Series may be written as: 

co 	
11 

and in particular, 	 111} 
y (t) = je  h (T

1 
 )X(t-T )dT

1 
 •  (3.4-4) 

The kernel of (3.4-4) is recognized to be the impulse response 

of a linear component. The nth order kernel hn (Ti ...Tn) can therefore 	II( 

-i 
_J 

be considered to be the nonlinear impulse response of order n. Its 

IU Fourier transform En(fl'•..fn)  is then the corresponding transfer function 	_A 

of order n, and 	
1:1 co 	oo 

Hn (f 1' f2'. .fn) = L.. J"  h n (T1"" T n) 

11 -  

x  exp -j2r(f1 T1+...+fnTn) dT1 dT2'.  ...dT 	(3.4-5) 	Ir( n 	 111! J 

Conversely, co 	co 	 IL 

hn (T
1
...T

n
) = je....fin (f 1' f2" ..fn) 

MI 

	

—œ —œ 	

Ili 
x exP j27r(f1T1+ ... + fnTn )  dTl' ...dTn •  (3.4-6) 

I 

y(t) 1...jh (T n- l''''' Tn)x(t-Ti)...x(t-Tn).dT1 ' ..dT n 	(3.4-3) 	
Ii  

-co 
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Substitution of (3.4-6) in (3.4-3) gives 

CO 

Yn  (t) = n 
 <f 

1- 	
f n) .ftp f i) exp(i27if it) df 

• 

from which the nth order output spectrum can be obtained by taking 

the Fourier transform of both sides to be 

OD 

n ' 	n i=1 
Y (f) = 	H 

(fl"' 
 ,f)X(f- f1  ...-fn) n X i)df i • 

law. CO 	 00 

(3.4-7) 

The spectrum of the output from the nonlinearity is the sum 

of the spectra of all nonlinear transfer functions, Yn (f), or 

Y(f) = 	E Y (f) • 
n=1 n  

The amplitudes of the IM products of concern are the sums 

of the spectral components of all nonlinear transfer functions at each 

respective IM frequency. 

It should be emphasized that since Volterra series are 

infinite, there are an infinite number of spectra  Y(f) which add to 

give the total spectrum of the output regardless of the degree to 	. 

which the transfer function is nonlinear. It is possible therefore 

that the sum of more than N spectra is required to obtain an 

accurate spectrum for the output from an Nth degree nonlinearity. 

The derivation of expressions for the nonlinear transfer 

functions begins with a circuit model of the component under study. 

The transfer characteristics of the circuit model elements are expanded 

in appropriate power series, and a differential equation is written 

for the circuit model. A variety of techniques [22,27,28,29 ]  

can then be used to derive the transfer functions from the differential 

equation. 
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68. 	• 

This method works well for calculating spectral components 

in the output from mildlyrnnlinear devices under small signal conditions. 

For greater nonlinearities, the number of calculations required to obtain 

each transfer function increases rapidly. The Volterra series approach 

therefore becomes impractical, especially when the amplitudes of 

higher order distortion terms are required. 

3.5 	 Spectral  Analysis  for the 	of  

Intermodulation Characteristics 	 - 

Use of the techniques outlined in Sections 3.2 to 3.4 for the 

calculation of intermodulation product amplitudes is dependent upon 

the availability of power series or polynomials which accurately describe 	11-7 

the nonlinearities of the-etrclift element- being - studied. In addition, when 

le 

II? 
or power series expansion for the nonlinear characteristic. This makes it 	_ J 

impossible to apply previously described methods. 
_1 

The influence of all contributing elements to a circuit nonlinear- 

ity is reflected in the waveshape of the output from the circuit. This -J 

suggests the possibility that intermodulation characteristics can be 

obtained from the spectrum of the output waveform computed for a circuit 

model of the component under study. Alternately, the waveshape of the 

output can be measured on a wideband sampling oscilloscope, and the spec-

trum computed directly from the measured waveshape. 

there is more than one phenomenon contributing to the total nonlinearity, 

a circuit model of the component must be developed so that proper 

addition of intermodulation contributions generated by each mechanism 

can be effected. There are cases, however, in which it is difficult to 

develop an accurate circuit model or to obtain a polynomial approximation, 

li 



2V cos w
c
t cos wet then, 

This eliminates the necessity for a circuit model, making spectral 

analysis especially suited to the prediction of PIM levels generated 

by multiple unknown sources. 

To illustrate this approach, consider a 5th-degree non-

linearity having a two frequenèy consinusoidal input as shown in 

Fig. 3.2. 

If one assumes that the input carriers of Fig. 3.2 have equalt 

amplitudes, then 

w 
VT.m. V f 

	

	 ...WI 
= VCOSW

1 
 t cosw

2
t) = 2V cos(-- 1+w2----)t cos(W2 )----- t 

2 	 2 

69. 

(w
1
+w

2 	
) 	 (w2-  w1 ) 

Let wc 
- 	 w

e 
- 

2 	 2 
(3.5-1) 

Rewriting, the output from the nonlinearity is 

= K[2V costo t x cosw
e
tJ = 32K5 cos5w

c
t cos

5
to t (1..5-2) 

As seen in Fig. 3.2, the output current wave can be . considered 

to be the product of a distorted cosine wave bf unity amplitude and fre-

quency wc , and a distorted cosine envelope of frequency we  and amplitude 

t If the carriers are not equal, the output waveform is a distorted 
carrier with phase and amplitude modulation. The closed form 
expression for this wave is derived in Appendix B. 
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EIco 	+ E cosw2 t 
in 

Fig. 3.2. Two frequency cosinusoidal input to a 5th degree 
nonlinearity, and distorted output current waveform. 



32KV5 . The time and frequency domain representations of these wave- 

forms are shown in Fig. 3.3. 

Since the time domain output is the product of the two 

distorted cosine waves, the spectrum of the output wave is the 

convolution product of their spectra, and is as shown in Fig. 3.4. 

From the figure, the amplitudes of the IM products can 

• 
be read as follows: 

The frequency of the third-order product of concern is 

(2f
2
-f

1
). From eqn. (3.5-1), 

w1 = 2wc - w2 

U)
2 
 = 2w

e + w1 

Therefore, 

= w 	w tUl 

w2 = w
c 
 -1-•co

e.  

Substitution gives 

2w2 -w  l = wc 
+3w  

e 

or 	2f
2 f

1 
= f

c 
+3f 

 

The amplitude of the spectral component in Fig. 3.4 at 

this frequency is bA. From Fig. 3.3, 

b = 5KV5 

A = 5/16 

This gives 	, 

bA = ,M4k,s75 . 	: . 	• 
16 

Conversion from a two-sided to a one-sided spectruM requires doubling 

this  amplitude to give 

71. 

and 



A 	5/16 
B = 5/32 
C 	1/32 

(a) 

-5f -3f 

a = 10 KV5 

b= 5 KV5 

 c = KV5 ' 

(b) 

T 	life 

t 

II 

li 
li  

Ii 

li  
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72. 

Fig. 3.3. Time and freqUency domain representations 
of: (a) The output carrier wave: (b) The 
output wave envelope from the 5th degree 
nonlinearity in Fig. 3.2 with a two fre-
quency consinusoidal input. 
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Fig. 3.4. Frequency spectrum of the output from 

the 5th order nonlinearity in Fig. 3.2 

with a two frequency cosinusoidal input. 
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The frequency of the fifth-order product of concern is 

(3f 2
-2f

1
) = f

c 
 +5f  

From Fig. 3.4, the amplitude of the component at this 

frequency is cA. From Fig. 3.3, 

c = EV
5 

A = 5/16 

this gives 

5 	" cA =KV
5 

 

Then converting to one-sided spectra, 

5 	5 
= 	KV 

8 

These amplitudes are identical to those listed in Appendix A 

resulting from trigonometric expansion of the fifth-power term in 

eqn. (3.1-2). 

It is interesting to note from Fig. 3.3 that the spectra of 

the distorted envelope and carrier are identical except for amplitude 

and frequency scaling. This indicates that another semi-emperical 

approach may be possible. The spectrum of the output resulting from 

74. 
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ri 

a single frequency input near f c  of amplitude 2V could be measured. 

From this, the spectra of the envelope and carrier could be derived, 

and the IM signal power calculated as shown. 

If the transmit carrier amplitudes are not equal, the input 

signal has phase, as well as amplitude modulation, making the spectrum 

of the output difficult to compute analytically. Numerical methods for 

computing the spectrum should, however, be moderately easy to develop. 

The proposed technique has not been tested by comparison with measure-

ments due to time limitations placed on the present study. 

3.6 	Summary  

I 

ri  

This . chapter has described some of the most applicable 

of reported techniques that can be used for the calculation of 

distortion components in the output from a nonlinear device. • 

In addition, a new method of analysis.has been proposed 

which eliminates the requirement for an accurate circuit model and 

mathematical description •of the nonlinear component under study. 

• It.has been shown that all methods are inaccurate or - 

unattractive in certain applications.  Consequently, several techniques 

may .have to be used to obtain a reasonable estimate of the' passive . 

.intermodulation characteriStics - of a particular component or system. 

• As a :result of exploring different methods of calculating 

distortion component amplitudes, some important facts about intermodula-. 

éion.have surfaced; 	 • 	• 	 • . 

(a) If IM order (N) is even, only even terms in the poly- 

nomial describing the generating nonlinearity  con 
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I. 

tribute to the amplitude of the IM signal. 

Similarly, if N is odd, only odd terms of the 

polynomial make contributions. 

(h) If the IM product is of order N, no contribution is 

made from terms of degree less than N. 

(c) Other than by direct subtraction, no phase cancella-

tion by IM product components generated by different 

terms of the describing polynomial can occur. 

(d) When the sum of carriers having unequal amplitudes 

is input to a nonlinearity, the resulting intermodula-

tion characteristics differ from the equal carrier case. 

jJ  

ii 
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CHAPTER IV 

PASSIVE INTERMODULATION MEASUREMENTS • 

4.1 	Introduction  

The measurement of PIN  signal powers is  •a very difficult 

task. Many modern multifrequency communications systems operate 

with receive signal powers in the -100 dBm to -130 dBm range. This 

means that if required carrier to interference ratios are considered-, 

- 

 

PIN  signals must be below the . 140 dBm level to meet system specifica-

tions. In the measurement  of the power of spurious signals at such 

•low levels major difficulties are encountered in the-achievement of 

measurement accuracy and repeatability. 

•Since there are varied and unknown sources of PIN  it is 

diffitult to .design and maintain measurement equipment - with . internally 

generated  PIN  signals that are lower than those generated by devices 

or systems it is required to test. Factors such  as the materials from 

. which test circuit components are manufactured, the test circuit 

layout', filtering in various sections of the 2 circuit,protection from 

vibration, and maintenanceof constant environmental conditions are all 

important considerations  in the design  and construction of a test cir-

cuit With a lbw "residual"  PIN  level. 

The application for . which PIN  measurements are .  to be.made iS also 

an important equipment-Consideration. Operating . frequendies,:impedances 

and transmitter powers . must be chosen to be compatible with the measure- 

ment requirements. Important also are experimental methods. Measure- 
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ments must be made in such a manner as to yield unambiguous results, 

and problem areas must be identified before experimental procedures 

are established. 

Test equipment and experimental methods are discussed in 

this chapter. ,Section 4.2 deals with general equipment considerations 

and presents a description of the test circuit used for experiments con-

ducted in connection with this PIM investigation. Experimental methods 

are discussed in Section 4.3. Finally, Section 4.4 describes some 

preliminary experiments that were conducted at the beginning of the study. 

Conclusions are drawn from the preliminary experiments with regard to 

the accuracy and repeatability that can be expected during PIM measure-

ments. 

4.2 	Measurement Equipment  

4.2.1 	General Considerations  

A. 	Frequencies  

From the literature survey conducted at the beginning 

of this study, it was noted that similar observations have been 

reported with regard to PIM generated at HF through to micro-

wave frequencies. Indications are that IM signals are generated 

by the same sources 	in all communications frequency bands. This 

means that from purely theoretical considerations, the frequency at 

which PIM experiments are carried out can be dictated by factors such 

as equipment availability and technical expertise. Practically, however, 

Some experimental investigations [8] have shown that the power of PIM 
signals generated by a particular IM source increases as transmit 
frequencies become higher. 30-dB-per decade has been cited for the rate 
of increase between 20 MHz and 5 GHz for aluminum/aluminum contacts. 
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investigations are normally associated with a study of potential 

sources of. intermodulation in an existing or planned .communication 

system. In such cases receive and transmit bands in the PIM measure-

ment set-up should be close to those Of the associated system. 

This ensures that the same order IM product signals have frequencies 

in real and test circuit receive bands, that test circuit and com-

munications  system component design and manufacturing techniques 

are similar,and. that parts from the actual system can be tested in 

the measurement facility. 

The number of frequencies to be used for PIM measurements 

is another consideration. If interest is mainly.in the study of 

PIM sources and power response, two•transmit frequencies allow easier' 

interpretation of results. -là a two frequency system IM.signals at 

a particular frequency are . generated by only one cOmbination of transmit 

freql.iencies. A single-pair .  of . even and odd order IM products - can 

occupy the same frequency, but this situation can be•avoided as dis- 

• cussed in Section 4.3. .*When more than two.transmit frequencies  are 

 used, IM.products•of different order and of the,same order, but • 

•generated by different transmit frequency combinations can.Occupy the 

same frequency. In addition to*obscuring.the t identity" of 1M 	. 

products, thiscan 	 amplitude variations  caused by the .vec • 
- 

tor addition of different IM signals. These 'factors:complicate the 	• 

•interpretation of measurement results: For the  prediction of IM levels 

in proposed Multifrequency communications systemS, however,* more 

than two test.frequències are requirecito simulate worst case 'conditions.*. 

cl 
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B. 	Power  

The power of IM signals produced by passive generators 
depends upon transmit signal power in a nonlinear manner. If IM 
power trends are to be investigated in an attempt to characterize 

particular generators, it is important that experiments be carried 

out over a wide transmit power range. Experiments conducted over limited 

power ranges can lead to many different conclusions about IM characteris-
tics which are not generally applicable. Test set transmitter outputs 

powers should be stable and continuously adjustable so that equal 

carrier powers or predetermined carrier power ratios at the test posi-

tion can be obtained. An accurate means for determining the power 

applied to the device under test is also required. It is imperative when 

IM testing is associated with a particular communications system that 
tests be conducted at power levels throughout the operating range of the 

system. 

11 4  C. 	Filter Requirements  

A number Of filters are required in circuits designed for I? 



PIN  Measurements. Transmitter outputs must be individually filtered 

so that only  the  desired transmit frequency fundamentals are applied to 

the device under test. Isolation between transmit channels is.also 

necessary to prevent  IN  generation in transmitter amplifiers. If 

there is a requirement to measure a number of. different DI product 

orders in a particular receiver band, small transmit frequency separa-

ations  are  required. Transmitter combiner filters having.very steep 

skirts could therefore be necessary. 

A receive band filter is •equired between the device under 

test and the receiver. This eliminates the fundamental transmit 

frequencies from low noise amplifier - or  receiver mixer circuits where 

active IN  products on identical frequencies to those of passive -IM sig-

nals tould be generated. 

The construction of filterS as well as other components in 

multifrequency portions of the circuit .must be so as to minimize the 

"residual" test circuit  PIN  level. 

D. Frequency Stibility  

PIN test circuit frequency stability requirements depend 

upon the operating frequency band and the IN  product orders of 

interest. In general, frequency stabilities in all parts of a PIN 

measurement circuit must be high. Since IM frequencies are combinations 

of multiples of the transmit frequencies, instabilities at the transmit 

frequencies could result in large  IN  frequency variations. In 

addition to making receiver and spectrum analyser tuning difficult, 

such instabilities can cause spreading of spectral energy and an 

artificial reduction in displayed  PIN  powers [25 ]. 

81. 
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Receiver local oscillator and phase lock reference frequency 

stabilities should also be high to permit narrow receiver bandwidths 

111[ 
in order to maintain low thermal noise levels. 

E. Circulators and Dummy Loads  

In chapter II, ferromagnetic materials were reported to be 

strong PEK generators. The use of ferrite devices such as circulators 

and ferrite phase shifters in multifrequency RF circuitry should be 

avoided. Connectors, screws, washers and other hardware in all com-

ponents, test jigs and equipment housings must be made from non-ferro- 

' Magnetic materials. 

Commercially available dummy loads [6,9] often include 

ferromagnetic materials in their construction and will generate strong 

IN  signals. Such devices can be replaced in test circuits by long 

lengths of open circuit transmission line. Long transmission lines 

can also be used as attenuators for the isolation of nonlinear loads 

or terminations from the test circuit. 

F. Transmission Lines and Interconnections Between Circuit  

Components  

The number of connectors in PIN test circuits should be 

minimized. Where possible, joints should be properly soldered or welded. 

All joints and connections should be fastened in stationary positions 

and protected against stress or vibration. 

High and unstable  PIN signal powers can be generated by 

multiple interbraidwire contacts in braided cables. All transmission 



lines in um measurement circuits should therefore be of semi- 

rigid construction with solid inner conductors. 

4.2.2 	The Communications Research Center  PIN  Measurement Facility  

Experiments referenced in this report were performed using 

the measurement facility designed and constructed for the Canadian 

Department of Communications, Communications Research Center by Sin-

clair Radio Laboratories Ltd. under Canadian Government Contract 

DSS 02PD36100-5-2069, Serial Number POL5-0150. The equipment was 

delivered and put into use approximatély one year prior to the beginning 

of work for this research contract. 

A block diagram of the measurement circuit is shown in Fig.4.1. 

Each of tTem CW transmit signals is generated  •by a frequency synthesizer 

covering the range between 100 and 165 megahertz. The synthesizer 

frequencies are doubled and each output is fed through a 0 to 120 dB 

step attenuator to a 200 watt power amplifier usable between 275 MHz 

and 330 MHz. A Bird in-line power meter monitors each power amplifier 

output and can be used to measure forward or reflected power. 

To ensure the absence of spurious signals at the test port, 

the power amplifier outputs are passed through tunable narrowband 

filters, Fl and F2, adjustable over the full 275 to 330 megahertz range 

of the transmit band. The filter characteristics are such as to main- 

tain a 3rd order residual test set PIN  level of -130 dBm at transmit powers 

of +50 dBm per channel, while permitting a minimum transmit signal separation 

of 3 MHz. The maximum permissible transmit frequency separation is 55 MHz. 

The channel filter outputs are combined and fed to a specially 

83. 
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built, low PIM diplexer (filters F7 and F8), through the device under 

test, and into an air-cooled load consisting of a transmission line 

attenuation pad and specially constructed low  PIN  ceramic termination. 

The system impedence is 50 ohms. 

Reflected  IN  signals . from circuitry following the transmit 

filter in the frequency range 370 MHz to 406 MHz pass through the 

diplexer receive filter and 30 feet of low loss transmission line to 

the receive circuitry. - 

The receiver subsystem consists of a low noise amplifier which 

has a gain of 40 dB followed by a frequency converter having a 44 to 

80 magahertz output. Spectral . component (IM) powers are monitored using a 

Hewlett Packard spectrum analyser, Model 141T Fith 8552B and -8553B plug in 

modules. A Hewlett Packard Model 7183B strip chart . recorder is connected 

to the spectrum analyser output via a selectable time cgnstant noise 

filter. The noise filter increases display sensitivity to approximately 

-150 dBm when the longest integration time is used. IM products of 

different order can be measured by adjusting transmit frequencies so as 

to produce the desired  IN  product at a frequency within the 307 MHz to 

406 MHz receive band. 

In addition to the reflected mode two port measurements des-

cribed above and used exclusively for expérikents referenced in_this re-

port, two other measurementloptions can be selected. PIM generated in 

one port devices can be measured by removing the dummy load and connecting 

the one port device at the diplexer  output.  Transmitted  IN  products gener-

ated in two port components driven from the test facility output and 

terminated with the dummy load can also be measured. 
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The generation of PIN  signals by more than two transmit 

frequencies can be simulated by the application of narrowband noise 

to the device under test. 

A photograph of the Complete meaAirement facility can be seen 

in Fig. 4.2. Prior to the beginning of work for this investigation, 

the dummy load was removed from the equipment rack and placed on a 

movable dolly to permit testing of a wider range of hardware configura- 

tions. 

4.3 	Experimental Methods  

There are many factors which must be considered during the 

planning and execution of PIN  experiments. Transmit frequencies which 

result in particular  IN components .must be determined, thé coincidence 

of even and odd order products on the same frequency must be avoided, 

displayed  IN  product signals must be identified and distinguished from 

RFI, and IN sources in the test circuit must be located and eliminated. 

Several guidelines which can be applied for the simplification of such 

problems are discussed in this section. 

4.3.1 	Selection of Transmit Fre.uencies for Two Frefuenc Ex.eriments 

The number of transmit frequency combinations that can produce 

IN  products of a particular order becomes larger as consecutively 

higher orders are considered. When there are only two transmit frequen-

cies,however, only one combination will generate  IN  products in a fixed 

bandwidth comparable to that of the receive band in a typical communica-

tion system. 	For equipment compatibility, cosited receivers and trans- 

mitters in the same two way communication link normally operate over 
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IM 

= + mf + nf 
-- 1 — 2 (4..3-1) 

frequency bands within the same (fundamental) zone. This means that 

frequencies in the higher of the two bands are lower than the second 

harmonics of the lower band frequencies. Transmit frequency com-

binations which result in fundamental zone IM signals can be quickly 

determined from simple algebraic equations derived as outlined below. 

In a two frequency system, the relationship between an IM 

frequency and the transmit frequencies applied to the IM generator 

can be written as 

88. 

where 

fIM is the IM frequency 

f
1 

& f
2 
are transmit frequencies 

n,M are positive integers 

order = Imi +  mi 

FrOm eqn. 4.3-1 it appears that.there are four different IM frequencies 

corresponding to each-pair of:integers m and n. If only  positive IM 

frequenties are considered,..however, only two combinations.remain. - These 

reSult frbm the association - of opposite algebraic signs - with m and n 

or. the association  of: the positive sign With both integers. Since 

interest is only in IN- products within the fundamental zone the latter-, 

combination can be - ignored',-leaving only cases in which, m and n have 

opposite signs:for consideration. For - such, combinations', integer-values -- 

• must be determined: • 

and 



or 	13  = n - m + nA (4.3-3) 

If f 1 is chosen to be the lower transmit frequency, f 2 

can be related to
1 
by the equation 

f 2 = f
1 
+ Afl' 

where A - f2 - 1 
f
1  

Equation 4.3-1 can now be written as 

IM = f ( + m+n+ nA), 

Normalizing with respect to fl  gives 

M 
f i  

Now, since m and .n cannot be associated with the same algebraic sign, 

13 = m - n 	nA 	 (4.3-2) 

=  13  =(± m + n + nA). 

are the only two cases of interest. 

Matrices can be formed by choosing all values of m and n 

which result in IN  products of specific orders and applying (4.3-2) 

and (4.3-3) using various values for A. Calculations quickly show 

that for typical values of A (1% < A < 5%) the following general 

rules apply: 



by 

and 

f 
IMo 

=f 
 1
(1 + n A) o 

order = (2no  - 1) 

(4.3-4b) 

(4.3-4c) 

Even order IM frequencies are then given • 

by 

and 

(4.3-5b) 

(4.3-5c) 

.fIMe 
=  f1 (2  - n

e
A) 

order = •(.2n e. .+ 2) 

from which 1.  
(n

e + n ) o ••  
(4.3-6) 

(1) Odd order IM products lie in the fundamental frequency 

zone (1 < 	< 2) if m is associated with the negative sign 

m o 
	(no 	1) 	 (4.3-4a) 

Odd order IM frequencies are then given 

90. 

and 

(2) Even order IM products lie in the fundamental frequency 

zone if n is associated with the negative sign 

and 
me = (ne 

 +2)  (4.3-5a) 

The cdincidence of even end'odd-order IM products on the same 

'frequency results  when  
fIMe =  IM 

f1 (2-ne ) = f2 (1 + n A) 
or 

Since n and n are integers', even and odd .order products lie on 

the saMe frequency only when.liA is an Integer. 

The above rUies can be used for-aIlumber of different calculations 
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as listed below: 

111 • 
(1) Transmit frequencies required to produce fundamental zone 	

— 
•M.products can be determined by 	 Ii 
(a) picking values for m and n in accordance 

• with (4.3-4a) or (4.3-5a) 	 • 

(b)• ChoOsing f 1 and calculating.à from(4.3-2)or(4.3-3) such that 	Il 
. 	(1 < 	2) 

(c) Calculating f2  from A =(f2 - fl) 
f 1•  

117.1 (2) The coincidence of even and odd order.IM frequencies can 

111 • be avoided by ensuring that l/à is not an integer. The 

orders and frequency of IM product coincidence can be 

• calculated from (4.3-4) and (4.3-5). 

(3) The lowest order IM products that fall in a particular I 
fundamental zone frequency band can be determined from 

equations (4.3-4) and (4.3-5) as follows: 

(a) If interest is in the lowest even order 1M 

product that can result in interference in 

a particular system, fIM can be set equal to the 

frequency at the upper receive band edge and 

. substituted in (4.3-5b) to calculate n 

when A is as large as the transmit band will 

permit (note  that the value of ne must be rounded 

up following division).. The corresponding order 	 I 
-J 

can be calculated from ne using (4.3-5c). 
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4.3.2 

1 

(b) If interest is in the lowest odd order IM 

product of concern, fIM can be set equal to the 

frequency at the lower receive band edge and sub-

stituted in (4.3-4b) to permit calculation of no , 

again with  A  at its maximum value and no  rounded 

up following division. Order can be calculated 

from no using (4.3-4c). 
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Similar calculations, mith flm  placed at the upper band 

edge for odd orders and the lower band edge for even - orders can be 

used to calculate the highest IM products,in a particular fundamental 

zone frequency band if A is equal to the smallest value permissible. 

The values calculated for ne 
and n

o
. must be rounded up following .  

division. 

Sometimes it is necessary to increase the bandwidth of 

fll 
L._ 

111 tt 
t 
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_ 
IC 
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the measurement receiver so that several IM products can be detected 

and displayed simultaneously. With large receiver bandwidths it 

could become difficult to distinguish between spurious signals and IM 

products or to identify IM orders. By noting the direction of change 

in observed signal frequencies as a result of changes in drive fre-

quencies the identity (order and equation) of an IM product can be 

determined. 
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Consider the third order IM product at the frequency 	 ,) 

f  IM = (2f 2 	f1). An increase .(Af) in f2 will cause fIM increase 	
-- 

. 	-  
by 2 àf, whereas an increase of àf  in fI will cause f to decrease 

by Lf. 'Harmonics and . other spurious emissions would not show •the 	 il  
same frequency response. Interference from sources external to the 

PIN measurement  set up would be unaffected by transmit frequency 	 111. 

changes. 	 Ii 
4.3.3 	Identification of the Nature of IN Generators  

As ferromagnetic materials are known sources of PIN, com-

ponents and transmiàsion lines in a measurement system are chosen 

to be of non-ferromagnetic construction. Due to the rising cost of 

If] materials, however, some manufacturers are receiving recycled metals 

from their suppliers. These are apt to contain ferromagnetic materials. 	
II] 

In addition, processes used in the manufacturing of components can 

leave filings and chips from tools embedded in the finished pieces. 	 11_] 

Consequently, hardware can be marked as "pure brass" and "pure copper" 	

II] 
or "non-magnetic" and still contain small pieces of ferromagnetic material. 

Fig. 4.3 shows scanning electron microscope and xray photographs of 	 Ii 
a cross section of the inner conductor from a "pure copper" coaxial 

cable purchased for use as a dummy load. The embedded iron sliver is 	I I 

clearly shown in the photographs, and would generate  PIN in a multi-

frequency system. 

The presence of ferromagnetic nonlinearities in a measure- 

ment set up can be detected with the use of magnetic fields [9]. Any  PIN  

II amplitude changes as the result of magnetic field intensity changes 

would identify a ferromagnetic source. 

Ii  



4.3(a).  Scanning electronmièroscope photographs of a 
cross-section  of:the center conductor in:0:141" 
aemi-rigid coaxialoable: -(i) inclusion shown 
as darkiarea in center of photograph, . 
magnification = 150X, (ii) .  magnification = 1000X. 

94. 
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Fig. 4.3(b). X-ray photographs of a cross-section of 
the center conductor in 0.141" semi-
rigid coaxial cable: (i) iron inclusion 
in darker center portion, copper surround-
ing, magnification = 1000X, (ii) iron 
inclusion in the lighter center portion, 
copper surrounding, magnification = 1000X. 

I 
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The instability of IM product levels created by the movement 

of components can also be used as a diagnostic tool. Such instabili-

ties would indicate that the IM is being generated at a junction, rather 

than by bulk properties of the materials in system components. 

4.3.4 	Methods for Locating the Source of IN  Products in  

a Measurement System.  

Variable attenuators E 5 ] can be used in each transmit cir-

cuit of a measurement system to permit determination of the degree of 

influence on IM product levels asserted by transmit power at each 

frequency. Further, if strategically placed, the attenuators can be 

used to locate offending components by noting  IN  product amplitude res- 

ponse to changes in attenuation in various parts of the circuit. Due to 

the rapid increase in IM product levels resulting from an increase in RF 

drive, one can assume that if product level changes are on a 1:1 ratio 

with changes in the setting of a particular attenuator, the IN source 

is between that attenuator and the transmitter. Alternately, if there 

is a greater than 1:1 response, the nonlinearity is between the attenuator 

and the receiver. 

An additional means of locating IM sources of the junction type 

is by twisting, tapping or shaking various components in the set up, 

and noting product response. Movement of a bad component should have a 

significant effect on product levels. 

4.3.5 	Cleaning  

It is essential that connectors and components being tested 

as well as those which are part of the measurement set up be kept free 



from corrosion and from contaminants such as metal filings which may 

introduce nonlinear characteristics. 

Connectors should be cleaned after each time they are used. 

Cleaning by immersion in liquid baths should be avoided, as there is 

a possibility that this could wash contaminants into inaccessible 

parts of the component being cleaned. 

Equipment and test samples should be stored in covered con-

tainers and closed cabinets remote from magnetic fields and workbench 

areas where dirt from fabrication and modification processes can be 

picked up. 

Excessive handling of component pieces exposed to RF fields 

may also deposit salts and perspiration on the conductors. The effect 

of such contaminants on PIM generation is not known. 

4.3.6 	- Preliminary Measurements  

In order to identify component types and hardware configura-

tions that would lead to the elimination of PIM from UHF communications 

systems,it was one of the objectives of-the study to measure the 

amplitude of IM signals generated in typical UHF components and sub-

systems. Before planning detailed measurements,a series of preliminary 

PIN  experiments with passive RF hardware was conducted to gain familiar-

ity with the test facility and to observe some of the characteristics 

that are reported in the literature. All measurements were made 

using the reflected mode (Section 4.2.2) test set configuration. 
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(1) Silver plated and nickel plated. brass type N adapters 

were compared in consecutive tests using a female/female adapter with 

each type of plating between the duplexer output of the measurement 

facility and a modified male/male adapter mated with the bulkhead 

connector on the dummy load. 

At an applied transmitter power of one hundred watts per 

carrier and reasonably snug hand tightened connections the 3rd 

order  PIN  signal powers generated with the silver plated adapter 

in the test position varied between -120 dBm and -130 dBm depending 

on how tight the connections were made. When connections were very loose 

PIN  signal powers as high  as-87  dBm were observed. 

Identical tests with the nickel plated adapter in the test 

position resulted in displayed  IN signal powers between -98 dBm when 

connections  were snug and -82 dBm for very loose connections. 

• 	 Measurements confirmed reports E 9 ] that nickel plated com- 
ponents can generate much stronger IM signals than comparative silver 

plated components. The similarity of PIM levels generated in each 

case when the adapters were very loose indicates that under this con- 

dition contact nonlinearities rather than bulk material properties were 

the predominant PIM generators. 

(2) The variation in IN  level as a function of RF drive for both 

silver plated and nickel plated type N female/female adapters was 

observed at third and fifth orders by deereasing the transmitter powers 

in steps from the hundred watt level. Very minimal changes in IM power 

modificationdistussed in Appendix C. 
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were observed with the silver plated adapter in the test position, 

but it was noted that LM power increased by approximately 1 dB on 

several occasions after the transmitter power was dropped from one 

level to the next. 

Measurements made with the nickel plated adapter in the 

system showed a general trend toward a 2.5 dB IM power increase in 

response to a 1 dB increase in drive level at third order. The fifth 

order measurements showed an almost linear 3 dB/dB IM power 

response to drive power changes. 

In both silver plated and nickel plated adapter experiments 

the IN power level was more responsive to drive power changes at the 

transmit frequency closest to the IN  frequency. 

(3) The amplitudes of PIN  signals generated by two short 

lengths«3" and 12") of RG/9B braided coaxial cable were measured. 

The cables were individually placed in the test position of the measure-

ment facility and 3 rd order  PIN  measurements were made at 100 W/carrier 

with the cables in various different flexed positions. Both cables were 

fitted with nickel plated brass type N connectors. 

The power of PIM signals generated in the 3 inch cable sample 

varied between -105 dBm and -114 dBm. The highest  PIN  powers were 

measured during and after periods of continuous cable motion. Various 

stationary positions resulted in the lowest  PIN  levels 

PIN  powers measured with the 12 inch cable in the test 

position were fairly constant near the -112 dBm level for all flexed and 

moving cable tests. 

The measurements showed that the PIN  signals generated in the 
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longer cable were the weakest. This could have bèen due to factors 

such as PIN  signals generated at different positions along the 

cable adding vectorially, or a difference in solder jobs at the 

connectors. The relationship between cable length and PIM signal 

power •is not clear. 

(4) Third order  PIN  signals generated by ten foot lengths of 

quarter inch semi-rigid cables fitted with different connector 

,types were measured when the cables were tapped along their lengths 

with a screwdriver handle and when the cables were stationary. 

PIN  levels were also measured when the cables were supported on a dolly, 

and when left to hang under their own weight. Three different connector 

types were used. Cable #1 had "solder-on" silver plated brass type N 

• conneCtôts, cable #2 had solder-on gold-plated brass type TNC 

• ; connectors, and cable #3 .had crimp-on silver plated brass type N 

• connectors. 

Measurements made when the cables were supported showed that 

•the power of  PIN  signals generated with cable #1 in the measurement 

circuit was lower (by approx. 5 dB) than PIM signal powers generated 

with either of the other cables in the test position. Tapping the 

cables fitted with type N connectors produced a 5 to 6 decibel variation 

in PIN signal power. The power variation was 3 dB greater when the 

cable with the TNC connectors was tapped. 

A significant (5 dB to 15 dB) increase in PIM levels was 

observed when support was removed from the cables, resulting in greater 

stress on the connectors. • Tapping resulted in a wider  PIN  variation 

in tests with cable el when support was removed. No significant 

■■■■•■■ 
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.difference in PIN  level response  • o tapping was noted as a result 

. of remoVing support.from cables 2 or 3. 

Ii  
During the preliminary experiments a number of measurement 

IU 
difficulties were encountered. Generally  PIN  levels were erratic, 

and measurements were not repeatable. Fig. 4.4 shows a strip chart 	
-t 

Ill 

recording of the residual test set 3rd order  PIN  level measured 
ir 

when the facility was left running with transmitter output powers 

of 100  watts per channel applied directly to the dummy load. The 

PIM power spikes are typical of system performance on many different 

occasions. Cleanliness played an important role in eliminating 

such instabilities. Lower, more stable PIN  levels were recorded in 	 II  
several instances when parts of the system in which more than one 

•transmit frequency can be present were taken apart, cleaned, and 	 111} 

•re-assembled. 

Strained or misalligned connector parts were also found to result 

in very high and erratic  PIN  levels. The spreading of contact fingers 	Ij 
to restore original dimensions and ensure good contacts in pressure type 

connections after repetitive connector use was found to increase  PIN 	11 

level stability. During one measurement when  PIN  powers were very 
II )  

erratic, it was found that the center conductor of one of the type N 

female/female adapters was not concentric with the outer conductor. 

Micrometer measurements showed that the center conductor pin on one 

end of the adapter was off center by approximately 20 thousandths of 

an inch. Replacement of the faulty adapter with another immediately 
11 

resulted in more stable rH product amplitudes. 
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In another case, the residual test set PIN  level increased 

to 20 dB above normal and remained high. When the usual connector 

cleaning and maintenance procedures failed to lower the residual 

test set PIM to its normal level, the bulkhead connector and 

several centimeters of transmission line were removed from the dummy 

load. After soldering a modified cable connector in place of the old 

bulkhead type, the residual  PIN  level of the system dropped to its 

original value and normal stability was again attained. 

Examination of the old connector revealed the following: 

(1) A solder sliver was lodged between the retaining nut 

and the teflon insert at the back of the connector. This 

fell out 'x ».7hen the retaining nut was removed. 

(2) Two silver plated brass washers were seated behind the 

retaining nut between which . dirt had collected. 

(3) A bulge was noted in the coaxial cable near the solder point. 

This was attributed to dielectric expansion with heat during 

soldering. No cracks in the exterior of the outer conductor 

surrounding the bulge were found. The interior side of the 

outer conductor was not examined. 

(4) The contact surfaces of the connector were scraped and scored 

as a result of repeated use over a period of approximately 

one year. 

It is possible that any of these conditions could have led 

* Modifications are shown in Appendix C. 
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to an increase in the residual test set PIN  level over a period of time. 

The wearing of the connector contact surfaces as a result of many 

mating cycles, however, is considered to be the major factor which con-

tributed to the performance degradation. 

It was also observed during preliminary experiments that 

the test set residual  PIN  level was higher immediately following a 

period of time (over night for example) during which the measurement 

facility had not been used. 

After start-up, the residual 3rd order  PIN signal power gradually 

decreased and could be consistently (when connectors were tight and 

clean) measured at a lower level at the end of approxivately 3 hrs. of 

continuous operation. This gradual  PIN  level change could not be 

attributed to warm up thermal ins,tabilities of the system electronics, 

as all portions of the system were left in the standby mode when not in 

use. It appeared instead that the PIN power decrease was related to 

the presence of RF in passive circuitry of the test facility. 

Extensive "warm up" tests were performed during start-up 

periods to determine the cause for the higher  PIN  levels immediately 

following turn on. Simultaneous recording of the residual test set 

PIN  level, transmitter powers, relative humidity in the laboratory, and 

load,receive filter, test port and room temperatures were made . . 

during 3 hr. periods following start-up on a number of different days. 

Fig. 4.5 shows the data from one three hour test. The objective in 

monitoring a number of different parameters was to correlate the PIM 

power patterns with one or several other of the recordings. No simple 

correlation between  IN power and a single other parameter was evident, 

but the records show that the most consistent PIN  levels resulted only 

after the temperature and transmitter powers had stabilized after initial 
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slow transient behaviour. The least correlation was observed 

between  PIN power level and laboratory humidity. This, however, did 

not rule out the possibility that humidity inside system components 

was responsible for the observed  PIN  power behaviour as suggested 

by others [1,6,30 ]. Additional warm up tests were conducted after shining 

a heat lamp on the test port prior to and during measurements in an 

attempt to burn off humidity faster. Results indicated no change in the 

warm up characteristics when the heat lamp was used. 

In addition to showing some of the peculiarities of PIN 

measurementp,the preliminary experiments revealed that some important 

characteristics of the test set,such as the RF attenuation between 

different partuf the system, the linearities of the amplifiers 

and measurement accuracies were not known to the degree of accuracy 

that would be required for correlation of experimental results with 

theoretically based  PIN  calculations. 

• After consideration of the unknown equipment characteris-

tics, and the problems encountered during the preliminary experiments, 

an equipment calibration was recommended and calibration tests were 

proposed, to be carried out by CRC personnel. 

• To determine the reason for displayed  PIN signal amplitude 

instabilities, the tests incruded the measurement of: 

(1) the dependence of dummy load VSWR on operating temperature 

(2) transmitter frequency synthesizer frequency  and,output power 

stabilities 

•06. 
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(3) the output power stability of the transmitter high 

power amplifiers 

(4) the spurious response of the receiver low noise amplifier 

(5) the receiver local oscillator frequency and output 

power stabilities, and output .spectral purity 

(6) the spectrum analyser display stability, amplitude response, 

and phase lock circuit earacteristics. 

In addition, RF interference  ie laboratory and—, 

mechanical vibration at the test port  mere monitored simultaneously 

with a continuous recording of the test set residual  PIN  level so that 

IN amplitude spikes might be correlated with periods of high RFI, or 

increased vibration. 

To determine measurément system characteristics so that 

the required degree of measurement accuracy could be attained, 

the following were measured: 

(1) the linearity of the high power amplifiers 

(2) the sensitivity and accuracy of the in-line power monitors 

(3) the attenuation at applicable frequencies of all components 

in the receive and transmit paths 

(4) the insertion loss, input and output VSWR, and frequency ' 

response of the transmit channel filters at various center 

frequencies within the transmit band 

(5) transmit and receive filter characteristics including 

passband insertion loss, ripple and skirt slopes 

(6) the receiver low noise amplifier frequency response 

(7) the VSWR of the dummy load at various frequencies 

covering the transmit band. 



A formal report of the calibration results was not 

available at the time of writing, and some of the proposed measure-

ments had not been made. It was clear, however, from available 

results that equipment malfunctions were not the source of the 

measurement problems. The observed instabilities were concluded to 

be typical PIM characteristics caused by minute vibrations at metal-

metal contacts, variable contact loads as •a result of thermal stress, 

changing phase relationships between  PIN  signals generated by different 

mechanisms, microdischarges, and other similar hidden influences. 

Since it was clear that measurement stability and repeati-

bility were extremely difficult objectives to achieve, attention was 

turned from the measurement of absolute  PIN amplitudes to the observa-

tion of general IM power trends. It was also concluded that the 

collection and analysis of data concerning the PIM production charac-

teristics of low level generators should be conducted on a statistical 

basis. 

108. 



ANALYTICAL AND EXPERIMENTAL INVESTIGATION OF 

INTERMODULATION PRODUCT CHARACTERISTICS 

CHAPTER V 

109. 

• 

• IE 

•1 

.. .t 

5.1 	Introduction  

In RF communication system design, as well as in PIM 

experiments, a knowledge of IM power level response to changes in 

input signal amplitudes is desirable. 

In system design, it is necessary to predict how IM powers 

are affected by variations in transmit power, or changes in multi-fre-

quency carrier power ratios. Conditions that may result in significant 

rm power levels in a normally quiet system can thus be avoided, and 

specifications can be written to adequately cover "worst case" conditions. 

In PIN  experiments, changes in IN power levels that can 

result from variations in transmit signal parameters should be understood 

so that specific rm characteristics can be distinguished from subsidiary 

effects resulting from peculiarities of a particular measurement pro-

cedure or equipment layout. There is also an interesting possibility 

that  PIN  sources can be identified in functioning RF systems by comparing 

measured LM signal response to variations in transmit signal powers with 

the known response of IM power levels generated by particular types of 

nonlinearity. 

LM power characteristics are studied in this chapter. The 

nonlinear dc resistance characteristic of a semiconductor diode is used 

11 

11 

pi 
Pi 
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in theoretical anaysis to compute IM powers delivered to the load in 

a RF system model operating with various assumed transmit signal com-

binations. Interest is in computing the general characteristics of IM 

signal response rather than in accurate IM signal power calculations. 

For this reason, the reactive nonlinearities of the diode junction are 

neglected, allowing the direct application of the analysis technique 

reported by Sea [3 ] (Section 3.3) in computer programs. Experimental 

investigations in which a diode was used as an IM source in the CRC test 

circuit are also reported. The diode was chosen as the IM generating 

nonlinearity in this study for two reasons. First, a knowledge of the 

diode parameters makes it possible to perform numerical calculations 

rather than purely algebraic manipulations. Secondly, the study results 

can aid in classification of PIN  signals generated bY semiconductor-type 

nonlinearities. Such a classification would be used in PIN source identi-

fication by  IN signatures. 

In the first section of the chapter a diode having a known 

I-V characteristic is placed in a RF system circuit model, and generali-

zed circuit equations are developed. Two different methods for deriving 

a polynomial description of the diode nonlinearity are discussed. Section 

5.3 describes computer exercises that were performed to simulate the 

application of various two frequency signal combinations to the diode, 

and presents computed results. Experiments using a commercially available 

hot carrier diode (minimal charge storage) as the device under test in the 

CRC measurement facility are described, and experimental results are sum-

marized in Section 5.4. The chapter closes with a discussion and compari-

son of computed and measured  IN  characteristics. 



5.2 	• .The Generation of Intermodulation Product  

Signals by a Semiconductor Diode.  

The nonlinear conduction characteristic of a semiconductor 

diode was chosen as the IM generating nonlinearity for the investi-

gation of IM product power dependence upon input signal amplitudes. 

A physically existing nonlinearity rather than an arbitrary "mathe-

matical" one was used as an IM source to avoid the possibility of 

• assuming a nonlinear characteristic which would result in the computa-

tion of unrealistic IM signal properties. 	To further ensure that 

• computations had a realistic basis, the dc I-V characteristic of a 

HP 5082-2800 Schottky diode was measured to obtain practical parameter 

values. Measured current and voltage data for every second voltage 

applied during the measurements are shown in Table 5-1. 

5.2.1 	Development of a RF System  Circuit  Model and  

Equations for the Calculation of IM Signal Powers. 

The series circuit of Fig. 5.1 consisting of a two frequency 

transmitter, the diode IM source, and a load resistance was assumed as 

a circuit model for a typical RF system. Transmitter output and load 

impedances were assumed to be real and equal to 50 ohms. Based on the 

assumption that any nonlinearities such as that caused by a metal/metal 

-oxide/metal sandwich, or ferromagnetic inclusions in passive RF devices 

would be shunted by low impedance linear conduction paths, the linear 

resistance,  Rh,  in parallel with the diode was included in the circuit 

model. The voltage developed across the shunted diode is designated 

V
d 

= E
1 
 cos w

1 
 t + E

2 
cos w

2
t 



Table 5-1 

The Conduction Characteristic of 
a HP 5082-2800 Schottky Diode 

Measured at dc 

Voltage 	 Current 

	

(mV) 	 (nA) 

	

-100 	 -1.15 

-80 	 -1.13 

	

-60 	 -1.06 

	

-40 	 -0.91 

	

-20 	 -0.60 

-10 	 -0.297 

	

-9 	 -0.268 

	

-8 	 -0.231 

	

-7 	 -0.207 

	

-6 	 -0.18 

	

-5 	 -0.151 

	

-4 	 -0.13 

	

-3 	 -0.099 

	

-2 	 -0.070 

	

-1 	 -0.040 

	

0 	 0 

	

1 	 0.039 

	

2 	 0.08 

	

3 	 0.109 

	

4 	 0.145 

	

5 	 0.182 

	

6 	 0.219 

	

7 	 0.266 

	

8 	 0.310 

	

9 	 0.356 

	

10 	 0.4 

	

20 	 1.29 

	

40 	 3.79 

	

60 	 9.16 

	

150 	 1 	 400.00 

	

• 200 	 8000.00 

	

230 	• 	 10000.00 

112. 
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Fig. 5.1. RF system circuit model showing the diode 1M 
source shunted by a linear resistance. 
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and the voltage at the transmitter output, 

V
T 

= V
1 
 cos w

1
t + V

2 
cos w

2
t 

where w
1 

and w
2 

are radian frequencies. 

At low diode currents  Rh  provides an independent voltage 

source for the diode. In this range of operation the diode current, 

d' 
can be described by a polynomial in V from which 1M currents of 

order N can be calculated using the equation 

developed by Sea [3] and re-derived in Section 3.3 of this report. 

If the diode is assumed to be an IM current source having 

a much higher impedance than  Rh  the IM current through the load is 

R
sh II1.1L 	 x 

100 + R 	IM 
sh 

end the voltage developed across  the diode  is given by 

.sh  
V
d  - 
	 x VT 

= E
l 

dosw t + E
2 

 - cbsw2 
 t. 

100 + R
sh- 

 

Substituting (5.2-3) in (5.2-2) gives 

Vd 
I 	= 	x I 
IML 	V

T 	
IM. 

(5.2-2) 

(5.2-3) 
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The IM power delivered to the load resistance is therefore given by: 

2 = IIML  x 50 . 

2 

	

"d 	2 

	

= — 	x I x 50. 	 (5.2-4) 

	

2 	IM 
VT 

-Now, assume R h  has a value such that14% of the voltage at s 
IU 

the transmitter output appears across the shunted diode. Then from 

(5.2-4), 111 

2 	2 
PIML (5.2-5)  = 0.98 IIM  = IIM • 

5.2.2 	Intermodulation Signal Current Calculations  

Two different methods can be ùsed to derive polynomial 	 11) 

coefficients for use in eqn. 5.2-1 to calculate IM currents. These 

methods are described in the following paragraphs. 

Method A: The Derivation of Describing Polynomial Coefficients from 

a Least Squares Approximation to the Measured Diode Con- IF 
duction Characteristic 

The coefficients of least squares or other polynomial approxima- 	1!:i 

tions to measured conduction characteristics can be used for the 
Ill 

calculation of IM signal amplitudes. Such coefficients, however,, 

IImust be obtained from a single accurate polynomial fit to measured 	1 

Ij  

* The value of 14% (Rsh = 8 2 ) was chosen to be equal to the reactance 
of a wire shunt used in experiments described in Section 5.4.(see 
appendix D). 
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values covering the complete expected amplitude range of the 

input signal, extending from its maximum positive to its maxi-

mum negative value. For severe nonlinearities this limits the 

use of polynomial approximation techniques for IM signal calcu-

lations to cases in which power applied to the nonlinearity is 

low. Piecewise approximations covering different regions of the 

characteristic cannot be used, as difficulties are encountered 

with the vector addition of IM signals calculated from different 

polynomials which form parts of the complete approximation. Re-

presentation of the nonlinearity only in the region of expected 

peak input signal values also fails, as harmonic amplitudes can-

not be accurately calculated unless the full range of operation 

is considered. 

A CRC library computer program (LSQPOLY) was used to find a 

least squares polynomial approximation to the data in Table 5-1. 

The best agreement between measured and calculated current values 

resulted when a 12th degree polynomial was used to calculate 

currents corresponding to dc voltages in the -100 to +60 milli-

volt range. Outside this voltage range deviations of computed 

from measured currents increased rapidly due to the forward 

conduction breakpoint in the diode characteristic. 

The coefficients of the "best fit" polynomial are listed in 

Table 5-2. Table 5-3 shows a comparison of calculated and 

measured currents for selected voltages in the -100 mV to 

60 mV range. 
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Coefficients from 

Approximation to 

HP 5082-2800 Schottky 

ao 

a
1  

a
2 

a
3 

a4 

s.5  

a6 

a7 

a8  

the "Best Fit" Least Squares Polynomial 

the dc Conduction Characteristic of a 

Diode in the -100mV to 60mV Voltage Range 

-12 
-9.352 x 10 

3.348 x 10
-8 

8.473 x 10-7 

3.650 x 10
-5 

7.480 x 10
-5 

-2.380 x 10-2 

-1 
-1.087 x 10 

8.650 

6.950 x 10 1  

-1.103 x 103 

-1.209 x 10
4 

1.703 x 10
4 

3.382 x 105 

* I = a0 + alV + a2V
2 

+ 	 + anVn ' where I has units of amps 

and V has units of volts. 
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Table 5-3 

Comparison of Measured dc 
Diode Currents and Currents Calculated 

Using the Least Squares Polynomial Approximation 

Measured 	 Calculated 
Current 	 Current 
(riA) 	 (nA) 

Percentage 
Difference 

-1.15 	 -1.786 	 55.3 

-1.13 	 -1.201 	 6.3 

-1.06 	 -1.047 	 -1.2 

-0.91 	 -0.945 	 3.8 

-0.100 	 -0.56 	 -6.7 

-0.287 	 -9.293 	 2.1 

-0.258 	 -0.266 	 3.1 

-0.231 	 -0.241 	 4.3 

-0.207 	 -0.214 	 3.4 

-0.18 	 -0.187 	 3.9 

-0.151 	 -0.160 	 4.0 

-0.13 	 -0.132 	 1.5 

-0.099 	 -0.103 	 4.0 

-0.070 	 -0.073 	 4.3 

-0.040 	 -0.042 	 5.0 

0 	 0 	 0 

	

0.039 	 0.025 	 -35.9 

	

0.070 	 0.061 	 -12.9 

	

0.109 	 0.099 	 -9.2 

	

0.145 	 0.140 	 -3.4 

	

0.182 	 0.184 	 1.1 

	

0.219 	 0.230 	 5.0 

	

0.266 	 0.279 	 4.9 

	

0.310 	 0.331 	 6.8 

	

0.350 	 0.386 	 8.4 

	

0.4 	 0.445 	 11.2 

	

1.29 	 1.232 	 -4.5 

	

3.79 	 3.800 	 0.3 

	

9.16 	 9.158 	 -0.2 
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A computer program, "IMPWR", based upon an algorithm reported 

by Sea and Vacroux [26] was written to calculate IM currents 

using eqn. 5.2-1. From calculated currents the program computes 

IM powers delivered to the load in the RF system model using 

eqn. 5.2-5. A complete description and statement listing for 

the program can be found in Appendix E. 

Method B: The Calculation of IM Currents Using Coefficients 

Derived from a Taylor Series Expansion of the 

Exponential Term in the Shockley Equation 

In PIN  experiments  IN  products of very high order, (>75), 

have been observed at CRC during the exposure of semi- . 

conductor diodes to two frequency RF fields. It is shown 

in Chapter III that an IN  product of order N can only be genera-

ted by ndnlinearities of a degree greater than N. There is 

therefore an inconsistency between  PIN observations and calcula-

tions which show the best fit to the diode transfer characteristic 

to be provided by only a 12th degree polynomial. It is uncertain, 

however, whether the characteristics of IM signals of order less 

than 12 should be considered inaccurate because of the discrepancy, 

or if the inability to qalculate high order  IN signal characteris-

tics is the only disadvantage of using the curve fitting technique. 

To enable the calculation of the characteristics of high order 

IN  products, a Taylor series expansion of the exponential term 

in the Shockley Equation was used to obtain a polynomial representa-

tion containing very high index terms. This also provided a second 
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method for the computation of low order  IN signal amplitudes 

for comparison with those calculated using method A. 

The Shockley equation describes the diode I-V relation- 

ship as 

where 

= total diode current (amps) 

I
s 

= reverse saturation current (amps) 

= electronic charge (Coulombs)  

k = Boltzmans' Constant (1.38 x 10
-23J/0K) 

T = diode junction temperature (Kelvin) 

n = a constant, -1 < n <.4 

V
d 
 = voltage applied across the diode (volts) 

(ForthecircuitofFig ° 5.1" Vel. Ewstet"/"E2cc).0 	- d 	1 	1 	
sw2 	(5.27)  

- . 
The exponential in (5.2-6) can be expanded in a 

Taylor Series about Vd  = 0 to give 

2 2 	3 3 	 n n 
I
d 

= I
s 

(a
1 	

a2Vd + a3Vd + 	+ anVd), (5.2-8) 

'where 	a. - • 	a..nkT 

A simple modification to the program IMPWR was made to calculate 
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up to 82 coefficients of (5.2-8) and used in the program 

IMAMP (Appendix E) for computing IMcurrents (overflow problems 

were encountered for i > 82). Values for I
s 
and q/nkT were 

found by repeated substitution of arbitrary numbers in (5.2-6) 

and calculation of currents until values close to those in 

Table 5-1 were obtained. The best agreement results when 

q/nkT is set equal to 36; and I s 
has a value of 1 nA. A com-

parison of measured currents and those calculated using these 

parameter values is shown in Table 5-4. The Table shows that 

the percentage difference between measured and calculated 

currents becomes larger as the diode voltage is increased. 

5.3 	Intermodulation  Signal Power Calculations 

With sets of coefficients calculated by each of the methods 

described in Section 5.2.2 a number of IM power characteristics were 

computed. This section explains how each characteristic was camputed, 

and presents a summnry of results. 

5.3.1 	The Dependence of IM Powers on Total RF Transmit Power 

Without considering actual coefficient values, calculations 

based upon a limited number of terms in the polynomial 

I =a +aV +aV
3 + 

o 	ld 	2 d 
	 + a

n
V
d 

(5.3-1) 

indicate that the power of the Nth order IM product signal should 

change by N dB in response to each dB change in total power input 

to the generating nonlinearity. This characteristic was investigated 
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122. Table 5-4 

'Comparison of Measured dc Diode Currents 
and Currents Calculated using the Shockley  Equation 

with erlIcT = 36 and I s  = 1 nA. 

ç.  

Voltage 	
Measured 	 Computed 

(mV) 	 Current 	 Current 
(nA) . 	 . (nA) 

	

-100 	 -1.15 	 -0.973 

	

-80 	 -1.13 	 -0.944 

	

-60 	 -1.06 	 -0.885 

	

-40 	 -0.91 	 -0.763 

	

-20 	 -0.60 	 -0.513 

	

-10 	 -0.287 	 -0.302 

-9 	 -0.258 	 -0.277 

	

-8 	 -0.231 	 -0.250 

	

-7 	. 	 -0.207 	 -0.223 

	

-6 	 -0.180 	 -0.194 

	

-5 	 -0.151 	 -0.165 

	

-4 	 -0.130 	 -0.134 

-3 	 -0.099 	 -0.086 

	

-2 	 -0.070 	 -0.069 

	

-1 	 -0.040 	 -0.035 

	

0 	 0 	 0 

	

1 	 0.39 	 0.037 

	

2 	 0.070 	 0.075 

	

3 	 0.109 	' 	0.114 

	

4 	 0.145 	 0.155 

	

5 	 0.182 	 0.197 

	

6 	 0.219 	 0.241  

	

7 	 0.266 	 0.287 

	

8 	 0.310 	 0.334 

	

9 	 0.350 	 0.387 

	

10 	 0.4 	 0.433 , 

	

20 	 1.29 	 1.054 

	

40 	 3.79 	 ' 	3.220 

	

60 	 9.16 	 7.76 



numerically using coefficients derived by each of the methods explained 

in Section 5.2.2. 

With equal carrier voltage inputs, E1 and E2 , to the programs, 

a stepped increase in total RF power applied to the diode was simulated 

by increasing the values of E and E 2 to represent 2 dB steps in total 

applied power from 0 to 30 dB above 6.3 mV per carrier (PT= -8 dBm). The 

resulting changes in computed powers for different  IN  orders are plotted 

in figures 5.2 to 5.7. The values in figures 5.2 to 5.6 were calculated 

using polynomial coefficients derived by methods A and B. In each of 

these figures a straight line having a slop'e of N dB/dB has been drawn 

beside the power curve for the Nth order IM product for comparison. 

Figure 5.7 shows 3rd to 25th order IM power curves computed using the 

Taylor series coefficients of method B. 

The power curves computed using method A have slopes close to 

the algebraically predicted N dB/dB over a larger inplit power range as 

IM order increases. For all orders, best alignment is at low input 

powers. The curves computed using method B all have slopes of approxi- 

mately N dB/dB at low drive levels. For greater input powers, the slopes 

of the curves begin to increase, with the lower order curves being affected 

at lower powers. Results from the two calculation methods show the most 

similarity at low orders, and at low transmit powers, where the polynomial 

approximations are most accurate. Amplitudes calculated using the Taylor 

series coefficients are consistently lower than those calculated from 

the least squares coefficients. 

Recall from Chapter III that contributions are made to the 

amplitude of the Nth order IN product signal by all terms in the describing 



ei'—'—'•—•••••- • Method A 

50--, 

-o 

X 	X X ' Method B 

Slope = 3 dB/dB 

0 --; 

e•I 

Equal Transmit Carrier Amplitudes 

f 2 >f1 

r•-■ 

E. 

CZ 	• 

ce 

W -200 

cc 

1 
10 	15 

20 L0G
10

(E1 	E2 ) 	(dB  above '4.8 dBm) 

-250 1 
5 0 30 , 25 

124. 

Fig. 5.2. Computed third order IM pOwer 
dePendence on total transmit. power. 



50—,  

Method A 

X 	X X Me thod B 

44 

I 	-50 
• , 

o 

CY 
c4 -100 

Slope = 5 dB/dB 

Equal Transmit Carrier Amplitudes 

f 2 > 1 

1 
5 	 10 	 15 	 • 20 	25 

20 LOG
10 

(E
1 
+ E

2
) 	(dB above -8 dBm) 

PO
WE
R
 DE

L
IV

E
R
E
D
 TO
 T
H
E
 LO

AD
  A
T
 T
fi
E  
I
N  

-150 

-300 

0 
I 

30 

125. 

Fig. 5.3 Computed 5th order IM power 
dependence on total transmit power. 



126. 

( 

. 10 	. 	15 	 JO 	• 
20 L0G10(EI 
	

E
2

) 	- 	(dB above -8 dBm) 

Fig. 5.4. CoMputed seventh order  IN power 
dependence on total transmit power. 

30 25 

50--1 

Method A 

X 	X X Method B 

Li 
(j1 

Li 

I  

= 

w 

1 

es1 

 

-50-

-100-

-150-

-200- 

-250- 

.300 

0 

Slope = 7 dB/dB 

Equal Transmit Carrier Amplitudes 

f
2 

> f 1 



..1......-41-.Methed A 

B 

E  

3 

Slope = 9 dB/dB r-1 

-7 

› 

z -150— 
›.-1 	• 

E°. 
• 	<1 

g 
.2 

› 
a 

ce 
Equal Transmit Carrier Amplitudes 

f
2
> f

1 

10 	 15 	 20 

20 LOG10(E1 + E
2
) 	(dB above -3 dBm) 

*-350 

0 25 30 

127. 

Fig. 5.5: Computed ninth order IM power 
dependence on total transmit power. 



Method A 

X 	X XIMethod B 

Slope. = 11 dB/dB 

—50 

41  -iooH 
 

Le1 

—150••••H 
sr, 	 I 

>-■ 
,Ce 

250- 

CY 

e 
-3 

•n —300 

0 

g- 

Equal transmit Carrier Amplitudes 

• f
9 
>f

1 

—200 

•r350", 

.400 

128. 

• 10 	• 	15 	 20: 

20 LOG10 
 (E1 	

E
.2 	

(dB- . above -8 dBm) . - 
:  

Fig. 56. Computed eleventh order IM power 
dependence on total transmit power. 

25 30 



44 

-300-1 

ô• —400—H 
x 

E. —500--1 

-6o0-1 

—700-4 

Equal transmit Carrier Amplitudes 
f
2
>f I 

P
O
W
E
R
 D
E
LI

V
E
R
E
D
 T
O
 T
H
E
 L
O
A
D
 

-100 .-1 

3tc\ 

10 

20 
LOG10 

(E
12

) (dB above —8 dBm) 

—800 --I 

—900 

0 -310 15 25 20 

Fig. 5.7. IM Produc 
transmit 
method B) 

t power dependence on tntal 
power, (data computed using 

129. 
e(1 

• 

" ii  

li  
. 	• el 

oj 

Ii  

Ii  

• 

•g..3, 



1 r«-  
, 

130. 

• polynomial which have a degree greater than N. It is the influence 

of the high index terms on low order IM signal levels that causes the 

greatest deviation from algebraically predicted power slopes to be 

ri 
111 

[1 
•11 

1 

L: 

r I 

II a.societed with low .order 114 power curves 	The  coefficients , a ., of 

the polynomial representing the diode nonlinearity increase in-magnitude 

as the index, i, becomes larger, regardless of the method used for their 

derivation . In addition, the relative magnitudes of the partial sums 

in eqn. 5.2-1 associated with each coefficient are dependent upon RF 

input power. Except at low powers,these factors result in a major contribu-

tion to low order IM signal amplitudes by high index terms in the descri-

bing polynomial. This means that the lower Nth order IM power levels 

vary in accordance with the (N+A)th power of the input signal amplitudes, 

where A is a function of polynomial coefficient magnitudes and the input 

power level. 	As IM order increases, the Nth degree term of the 

describing polynomial becomes more dominant, and the IN  power slopes fol-

low the N dB '/dB trend more closely. 

The nulls in the characteristics computed using method A result 

from the changing influence of polynomial terms associated with negative 

coefficients as input power . changes. Such nulls have also been observed 

experimentally (section 5.4-1), but are absent . from the curves in Fig. 

5.7, as the Taylor Series  coefficients 'areéll of the same sign. 

5.3,2 • - The Relative  Magnitude' of IM:Prodtict Signals-of  

Different Order:. 	 • 

Data were taken fràm Figures 5.2 to  5,7 .and uéêd to - drawthé 

curves of.figuree 5:8: and 5.9. These' figures show thé. relative magni 

The q/nkTth term  'in 'the teylor eeries'has the larges:t'coefficient, 
Coefficients ,esààciated With terméof higher index have.progreseively 
smallerivalues.. 
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tudes of 1M products of different order computed at four different 

total input powers using methods A and B. Results show that the IM 

power/order relationship is dependent upon input power levels. The 

difference in power between IM signals of consecutive order is greatest 

at low input powers and decreases as input drive level is increased. 

The increasing slope of the curves also shows that there is generally a 

wider separation in power between high order IM signals than that between 

low order signals. 

The trends discussed above are the result of the same factors 

that govern the characteristics discussed in Section 5.3.1. The 

changing influence of different terms in the describing polynomial as 

input power is varied accounts for the input power dependence, while 

contributions to low order  IN signal amplitudes from high index polynomial 

terms results in the small separation in power between low order IM pro-

ducts. Slope changes in the characteristics computed using method A 

are due to.contributions from polynomial terms with negative coefficients. 

5.3.3 	The Dependence of IM Signal Powers on the Ratio  

of Transmit Signal Amplitudes  

In a similar computer exercise to that reported by Chapman 

et al [ l], the sum of the carrier voltage inputs (E 1  and E2 ), to the 

programs was held constant as their ratio, (E1 /E 2 ), was varied between 

-30 dB and +30 dB. This is analogous to a shift in power between 

channels in a two frequency RF communication system while maintaining 

the total input power to the system at a fixed level. Figures 5.10 (a) 

and (h) show IN signal power response to carrier power ratio changes 

for two different total transmit powers computed using method A. 
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Figures 5.11 (a) and (b) show corresponding data computed using method B. 

The figures show that a wide variation in IN power at any par-

ticular order can result from carrier amplitude ratio changes even though 

the total input power to the IN  generating nonlinearity is constant. A 

comparison of figures 5.10(a) and 5.10(b) shows that the characteristic 

computed using method A is altered by changing total input power. It 

is also clear from all figures that the IM power is most sensitive to 

power ratio changes when the carrier closest in frequency to the IM fre-

quency is the weakest. 

Maximum 3rd order  IN signal power results  when  the power of the 

transmit carrier at the frequency closest to the IN  frequency is 3 dB 

higher than the power of the other carrier. As order becomes higher, 

the maximum  IN power point shifts toward a transmit carrier power ratio 

of unity. As the transmit carrier power ratio becomes large,  IN signal 

powers decrease, and in the limiting case when the power of one carrier 

is essentially zero in comparison with that of the other, the IM signals 

vanish. 

The shift in the power maximum from the unity ratio point, 

and the asymmetry  of the power curves are both caused by the inequality 

of the exponents (n-1), and n, associated with E1 
and E2 in the 

terms 

of the describing polynomial which contribute to the amplitude of a 

particular IM product (see Appendix A). The curves become more symmet-

rical as order increases since the difference between E
n 

and 
E(n-1) 

is 

small for large n and E <  1. 

5.3.4 	IM Power Sensitivit  to Individual Transmit Carrier Powers 

The characteristics of Section 5.3.3 show that IM power is 
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ri 

111 
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most sensitive to transmit power variations at the carrier frequency 

closest to the IM frequency. Algebraic consideration of eqn. 5.3-1 

leads to the following conclusions: 

(i) At third order a n dB power change at the carrier 

frequency closest to the IM frequency should produce 

a 2 n dB change in IM power. A ndB change in power 

at the other carrier frequency should result in only 

a n dB change in IM power. 

(ii) The IM power change should increase by n dB between 

consecutive orders if the initial input power change at 

either one of the transmit frequencies is n dB. 

This characteristic was investigated numerically by first 

computing the IM powers generated by the diode when equal amplitude car-

rier voltages are applied at three different total power input levels. 

An increase in power delivered to the RF system at one of the carrier 

frequencies was then simulated by increasing one of the voltage inputs to 

the programs by a factor-cie-(3 dB power increase), and computed IM 

powers were compared with those corresponding to the equal carrier 

case. Next, the calculations were repeated with the previously incre-

mented carrier voltage reduced to the voltage for which equal carrier 

LM powers were calculated and the other carrier voltage increased by 

a factor of iit 

Changes in IM powers from those computed for the equal 

carrier case are plotted in Figures 5.12 and 5.13. Figure 5.12 

results from calculations using method A, and data for Fig. 5.13 were 
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computed using method B. Reference to the figures shows that results 

are very dependent upon the total input power to the nonlinearity. 

At low input powers the algebraically predicted trend is followed 

closely. At higher input powers, substantial deviation from expected 

behaviour occurs. This, like several previously discussed trends, 

is the result of the changing influence of different terms in the 

describing polynomial in different regions of operation along the 

diode conduction characteristic. The curves of Fig. 5.12 show that 

in some regions of operation, the response to transmit power changes 

- can actually be greater at low orders. 

5.4 lentalIt.ationsConcerninExerjz 	 the  

Characteristicsof. IWSignale Generated'by -a  

Semiconductor Diode.- 
fes 

A series of experiments was conducted in which a semi-

conductor diode was used to generate IM signals in the CRC test 

circuit. The objective of experimentation was to observe actual IM 

signal response to changes in input signal parameters similar to 

those simulated in the computer exercises of Section 5.3. It was 

necessary during the experiments to apply higher transmit powers (see 

appendix D) to the diode than those represented in the simulations in 

order that IM signals could be measured above the noise floor of the 

measurement system. Without violating several assumptions, theoretical 

analyses could not be extended to cover transmit powers used in the 

experiments. This meant that it would not be possible to compare 

theoretical and experimental results corresponding to operation over 

the same transmit power range. It was considered, however, that 

142. 
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I[/experiments in the higher power range could still provide useful 

information for determining the practicality of computed results. 	

If 
A Hewlett Packard HP 5082-2800 Schottky diode was 

shunted with a tinned copper wire and soldered in place of the 

resistors in the body of a coaxial attenuator as shown in Fig. 5.14. 

This allowéd connection of the diode asàembly in the test circuit by 	 g] 

means of the type N connector fittings on the attenuator housing. An 
11] 

equivalent circuit for the measurement system with the shunted diode 

in place is shown in Fig. 5.15. 

The following subsections detail each of the experiments, 

1171 and present measured results with describing annotations. 

5.4.1 	IN Power Dependence on Total Transmit Power 

Starting with 43 mW of total transmit power at the test 	
11] 

port of the measurement system, the equal carrier transmit power was 

increased in steps to 35 dB above the 43 mW level. The power of the 	Ij  
IM signal displayed on the spectrum analyser was recorded after each 

step. This procedure was repeated sequentially with test frequencies 

such that 3rd to llth order  IN  powers could be measured. 

Figures 5.16 to 5.20 show the measured 1M powers plotted 

as a function of the estimated total transmit power at the test 

port. A straight line having a slope of N dB/dB has been drawn on 

• 	 I each Nth order power curve for comparison. 

The slopes of the measured 1M power curves show a general 

trend toward the N dB/dB characteristic anticipated from algebraic 

*Powér at the test port was determined from calibration data showing 
total transmit power delivered to a 50 ohm load at the duplexer out-
put as a function of high power amplifier drive level attenuator 
settings. 
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Fig. 5.19. - Ninch  order LM signal power dependence 
on total transmit power, (Diode #1). 
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Fig. 3.20 	Eleventh . order IM signal power dependence 
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considerations, although there is a substantial deviation at higher 

transmit powers. The measured data also show minima similar to those 

in the curves drawn from IM powers calculated using the least squares 

approximation technique (method A). It is interesting to note that 

the separations between the nulls in the computed and measured curves 

(see Fig. 5.2 to 5.6) are similar, and that both sets of curves show 

that there are a greater number of nulls for higher order IM products. 

5.4.2 	The Relative Power of IM Signals of Different Order. 

IM power values corresponding to three different total 

input power levels were taken from figures 5.16 to 5.20 and used to 

draw the histograms of Fig. 5.21. . 

•The histograms show similar trends to those shown by the 

curves of Section 5.3.2 drawn from computed IM power data. Both com-

puted and measured  IN  power/order relationships are dependent upon the 

•total input power level. The greater difference in the power of IN  

signals of consecutive order at low transmit powers that was noted from 

the computed characteristics is also evident from the measured results.' 

It can be seen from Fig. 5.21 that the normally expected 

decrease in power for progressively higher order IM signal levels was 

not observed. Calculations using polynomial coefficients (Method A) 

derived from the least squares approximation technique can yield similar 

results.  IN  powers calculated using the Taylor series coefficients, 

however, always show a decrease in the power of consecutively higher 

order  IN  signals. It is believed that the departure from the expected 

monotonic decrease in signal powers results from direct phase cancella- 
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tions, analogous to those which caused the nulls  in the  computed power 

curves of Section 5.3.1. 

5.4.3 	IM Power Sensitivity to Individual Transmit Carrier  Powers 

The input drive level to the high power amplifiers in the 

'test facility could be adjusted only in steps of one dB. It was there-

fore not possible without equipment modifications to maintain a constant 

total transmit power while varying the transmit carrier power ratio as 

in the computer exercises of Section 5.3.3. A similar characteristic 

was, however, investigated as described below. 

While maintaining the channel one carrier power fixed, the 

drive level to the channel two high power amplifier was varied by 

changing the input attenuator setting in 2 dB steps from 40 dB below 

to 20 dB above the channel one attenuator setting. The IM power level 

was recorded on 'the strip chart recorder after each change in attenuator 

setting. The channel two power was then fixed while the channel one drive 

level was varied and IM powers were recorded in a similar manner. It 

should be noted that transmit power increments in the varied channel 

were probably slightly less than the 2 dB drive power increments as a 

result of amplifier nonlinearity. No compensating corrections were made, 

however, as this small discrepancy was not considered to be important 

to the overall characteristic being studied. Experiments were con-

ducted sequentially at three different fixed carrier power levels. 

The third order characteristics were measured and the test 

set retuned for fifth order measurements. It was not possible to 

complete the experiment at fifth order, however, as the diode was des-

troyed during measurements at the highest fixed carrier power setting 
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(=200 mW). The diode was removed from the test jig and a new shunted 

diode was soldered in its place. 

With the second diode, the higher order characteristics 

were measured first and care was taken to limit the time during which 

power was applied for each measurement to avoid overheating. Eleventh, 

thirteenth, fifteenth, and seventeenth order characteristics were 

measured.  •The test set was then retuned for low order measurements. 

The second diode was destroyed during measurements at third order. As 

time was limited, no further investigations of this characteristic were 

made. 

The third order characteristics measured with the first diode 

(diode #1) are plotted in Fig. 5.22. Data from the higher order 

measurements using diode #2 are plotted in Figures 5.23 to 5.26. Fig. 5.22 

shows the third order characteristic measured when the fixed carrier 

power was 2 mW, as saturation of the receiver low noise amplifier 

was observed over most of the measurement range in higher power tests. 

Figures 5.23 to 5.26 show characteristics measured with nominal fixed 

carrier power of 200 mW as saturation was not a problem. Lower power 

. characteristics are not reported for experiments at the higher order 

as IN signal powers were above the measurement system noise level 

over only a limited portion of the varied channel transmit power 

range used in the experiment. 

It is interesting to note for all orders, that in the region 

of positive carrier power ratios, the IM power decreases even though 

the total input power is continuously increased as the carrier ratios 

become larger. Attempts to realize this characteristic using the 

* IM signals generated by .different diodes vary by approximately ± 5 dB, 
but the slopes of their power response curves are identical. 
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analysis techniques of Section 5.3 have repeatedly failed, showing 

instead, a general trend toward increasing IM powers as total 

power is increased, regardless of the carrier power ratio. 

The third order characteristic of Fig. 5.22 shows clearly 

that  IN  powers decreases more rapidly when P 2 , the power of the 

transmit carrier closest in frequency to the IM frequency is the 

weakest. At higher orders, the curves become more symmetrical. These 

characteristics are also true of the computed curves in Section 5.3.3. 

The measured data also show maximum rm poer near unity transmit carrier 

power ratios as predicted by theory. 

Tests at different fixed transmit powers showed that the 

general characteristics reported in the above paragraphs were 

true at all input power levels. For higher total input powers (fixed 

carrier power = 2 w) it .was noted that the peaks in some of the higher 

order characteristics interchanged positions. At lower powers, the 

double peaks shown in Figures 5.23 to 5.26 were not observed. 

5.4 •4 	IN Power Sensitivity to Individual Transmit Carrier  

Power Increments  

The second diode was replaced by a third, diode #3, and 

the test jig inserted in the measurement circuit. With equal transmit 

carriers, the powers of the 3rd to llth order .  IN'signal  s displayed on 

the spectrum analyser were recorded. The drive‘level to the channel 

one amplifier was then increased by 3 dB and IM power measurements were 

. repeated. These.Measurements were- repeated.  'once morelaith the Channel 

one power retUrned to its.original 'value and the channel two drive - 



level increased by 3 dB. The difference between powers measured in 

equal and unequal carrier tests have been plotted against  IN  order 

in Fig. 5.27. 

Results show a greater IM power response to carrier power 

changes at f 2'  the frequency closest to the iM frequency. The algebrai-

cally predicted monotonic power dependence discussed in Section 5.3.4 

was, however, not observed. Instead, the difference in IM power changes 

caused by power increments at f
1 and f 2 varied for different orders 

with no apparent relationship between order and IM signal power changes. 

5.5 	Discussion  

The first sections of this chapter dealt with the development 

of a circuit model for a RF system containing a discrete IM signal 

generator, and the calculation of EM signal powers using two different 

methods. Although both calculation methods used the same technique for 

the manipulation of polynomial terms to compute IM amplitudes, results 

differed in some aspects. These differences were due in large part to 

the fact that the least squares approximation technique of method A 

contained both positive and negative coefficients, whereas all coef-

ficients derived from the Taylor series expansion of the Shockley Equa-

tion (method B) were positive. The negative coefficients resulted in IN  

power minima and localized slope changes at particular values of transmit 

power peculiar to  IN  signals of a specific order. Such minima were 

absent from the power curves computed using the polynomial with only 

positive coefficients. Another factor which influenced the results was 

the number of terms in the polynomials. Accuracy considerations limited 

the least squares polynomial to only 12 terms. The polynomial derived 

161. 
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from the Shockley Equation had 82 terms, and was limited to that 

number only by programming difficulties. The coefficients of the least 

squares approximation technique were therefore forced to be larger than 

the first 12 coefficients of the Taylor Series in order to reflect the 

same nonlinearity. This resulted in the calculation of consistently 

higher IM powers when method A was used. Apart from the numerical dif-

ferences, and the iinima exhibited in the data computed from the least 

squares coefficients, the general trends of the power curves computed by 

the two methods were similar for low transmit powers, and low IM produCt 

orders. The progressive linearization of the higher order IM signal 

characteristics computed using method A should be noted. This indicates 

that caution is required when making Nth order IM signal calculations 

using a polynomial containing only a few more than N terms. 

Results of Section 5.3 show thât purely algebraic analysis of 

IM signal characteristics using a limited number of terms in a truncated 

polynomial such as that in equation•5.3-1 omits two important factors 

from consideration. These are the magnitudes, and the signs of the 

polynomial coefficients. Changes in either can have a marked effect on 

computed characteristics. This is shown by the difference in IM power 

trends computed using methods A and B. 

Work reported in this chapter has revealed that computed IM 

characteristics are largely determin'ed by the manner in which the terms 

of the polynomial describing a particular nonlinearity contribute to 

the amplitude of each IM product. The influence of each term in the 

polynomial is determined by the size of its associated coefficient, and 

the amplitude of the signals applied to the nonlinearity. For this reason, 

it is not possible to specify general rules based on algebraic manipula- 
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dons  regarding the dependence of IM signal amplitudes on transmit signal 

parameters. Instead, each nonlinearity must be considered separately, 

and IM calculations must refer to a particular range of operation. 

Though general rules cannot be specified, consideration of 

theoretical and experimental results of this chapter lead to conclusions 

concerning algebraically determined trends which are often assumed to be 

the characteristics of all  IN  signals. 

(1) It is generally assumed that the power of an IN signal of order N. 

changes by N dB in response to each dB change in transmit power. Experi-

'mental and computed results loosely follow the N dB/dB trend. However, 

there are two reasons why deviations might be observed in any practical 

measurement situation. .First, local minima, or IN  power .nulls can occur 

at particular transmit powers. The measurement of IN power characteris-

tics over a limited range of transmit powers near those which correspond 

to IM nulls could indicate a wide variety of transmit.power/IM power 

relationships. Secondly, IM power response is very dependent upon the 

ratio of transmit carrier amplitudes. .Measurements'using unequal carriers 

or carriers with varying power ratios could yield results leading  to  

incorrect conclusions. 

(2) There is no fixed relationship between the amplitudes of IM 

product signals of different order. It is usually expected that higher . 

order IM signals have smaller amplitudes. Over the -range of transmit 

signal voltages for which IM powers were calculated, this. trend was found 

to exist. The measured characteristics,  however,  show  that higher order 

IN  signals can have amplitudes significantly greater than those of IN  

signals of much lower order. The relationshiP between the amplitudes  

of different order productS is dependent uPon.drive power. This 
is 
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important to consider when testing a system to determine if IN  

interference levels are below specified maximums. It is not sufficient 

to measure only low order signal levels, but the amplitudes of signals 

at all  IN  frequencies within the receive band must be measured. 

(3) 	The greater sensitivity of IM powers to transmit power 

changes at one input frequency than to similar power changes at the 

other frequency is a well known characteristic. Computed and measured 

results indicate that IM power response to changes in the amplitude of 

the carrier at the frequency closest to the IM frequency is the greatest. 

There is no indication, however, that the response is predictable or 

well behaved. The identification of IM signal orders by observation of 

IM level changes in response to individual transmit signal power changes 

is therefore not reliable. 

The wide range of IN  powers resulting from different transmit car-

rier amplitude ratios at a fixed total transmit power is not often reported. 

This characteristic might be used to advantage in reducing  IN  levels 

by purposely specifying the use of unequal signal powers in multifrequency 

communications systems. Loo [31] has suggested this technique for the 

minimization of IN noise generated in a TWT amplifier. 

Explanations cannot be offered for two of the characteristics 

reported. The nulls in the measured  IN power curves are similar to those 

in the curves plotted from data calculated using the least squares 

polynomial coefficients. Nulls in the computed curves result from large 

contributions to a particular IM product amplitude by polynomial terms 

associated with negative coefficients. This is analagous to the vector 

addition of out of phase signals in a RF circuit. Practically, however, 
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multiple signàls generated by different portions of the nonlinearity 

do not exist. Phase cancellation cannot therefore provide an adequate 

explanation for the nulls. An additional complication arises when one 

considers the larger number of nulls observed in the higher order 

characteristics. A possible explanation for this observation is the 

greater sensitivity of higher order IM signal powers to transmit carrier 

power ratios. During measurements, the carrier power ratio could have 

been different at different values of transmit power as a result of 

- high power amplifier nonlinearities. 	- 

The other unexplained characteristic is the decrease in 

measured IM signal powers for positive carrier ratios even though total 

transmit power increased as the ratio became larger. This appears to 

- be. a result of the same factors which cause variations in IN  signal 

• amplitudes -due to carrier power ratio changes when total input power is 

fixed. The inability to compute similàrlcharacteristics,- however, requires 

further consideration. 

À rough comparison  of the  slopes of the compUted and  measured 

1M .characteristics shows the closest similarity to exist between measured 

data and the ,  curves computed from the leaSt squares coefficients. This 

is •a surprising.reSult, as before experiments ,were conducted, thé least_ 

squares approximation_techtique.wasthought.to be Unacceptable:because -- 

 nulls, or decreases in IM power as transmit- power is increased were 

thought to be Unrealistic. 

The Value of the characteristiàs repOrted in this  chapter for 

the identification Of In,interference generated by semiconductor-type non- 
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linearities cannot be determined until similar studies of 1M signals 

generated by other nonlinear types have been completed. The reported 

characteristics would be useful only if distinct differences can be 

found in the power response of 1M signals generated by different non-

linearities exposed to the same range of transmit signal powers. 
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CHAPTER VI 

MULTIPACTOR BREAKDOWN 

6.1 	Introduction  

Multipactor breakdown was identified in Chapter II as a 

phenomenon that can result in the generation of very high levels of 

intermodulation interference in space satellite communication 

systems. In addition to generating very strong PIM signals [32], 

multipacting can lead to physical damage of RF system components. 

It is therefore imperative that this type of electrical breakdown be 

eliminated from space systems. This necessitates the understanding 

of the related physics, and a knowledge of the operating conditions 

under which multipactor can be expected. 

The first five sections of this chapter are devoted to a 

thorough review of available literature on multipactor breakdown. 

The basic breakdown mechanism is explained, different types of multi-

pactor are discussed, the effects of breakdown on RF circuitry are 

pointed out, and preventative measures are suggested. 

Section 6.6 describes experiments that were conducted as 

part of this investigation to determine the effect of metal surface 

finishés on the 'conditions.required  for bràakdoWn. 
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6.2 	The Multipactor Breakdown Mechanism 

6.2.1 	Basic Breakdown Theory  

In RF systems under conditions of high vacuum,[33,34,35,36,37] 

breakdown can take place between conducting or dielectric surfaces 

when certain relationships between the dimensions of the space between 

•the surfaces, and the frequency of an applied RF voltage are satisfied. 

Breakdown occurs if the rate of production of electrons in the gap ex-

ceeds the rate of electron loss through diffusion or recombination. 

In vacuum, the production of electrons by ionizing collisions 

is rare. This means E38] that the only mechanism by which free electrons 

can be produced in a gap between two surfaces is secondary emission due 

to electron impact at the gap walls if the mean free path for electrons 

is greater than the gap width. When a RF voltage is applied, a few 

electrons initially present are accelerated and collide with one wall, 

where secondary eiectrons are emitted on impact. The original impinging 

(primary) electrons are absorbed by the surface. The secondary electrons 

are then accelerated in the reverse direction during the next half 

RF cycle, and they too produce secondary electrons as they collide with 

the opposite gap wall. It is clear E38] that if the secondaries so produced 

are to be accelerated in a similar manner in the reverse direction 

before they recombine with the emitting surface, the transit time for 

an electron across the gap must equal one half cycle of the RF voltage. 

Also, if breakdown is to occur, the number of electrons in the gap must 

increase during each half cycle. An average of more than one secondary 

electron must then be produced upon impact of each of the accelerated 

electrons with the surfaces. That is, the secondary emission yield, or 
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secondary emission coefficient (6) of the gap walls must be greater 

than unity at the energy with which the primary electrons impinge upon 

their surfaces. 

The number of oscillating electrons in the gap can increase 

• very rapidly to the point at which electrical breakdown occurs. This 

multiplication of electrons caused by electron impact has been given 

the name multipaCting. The resulting electrical breakdown is thus 

called multipactor breakdown. 

From  the  above .description_of . Multipacting (rqP) ong might conr 

clude that, for a.given,geometry, MP can occur only for a-narrow.band 

of applied signal frequencies. The MP frequency band, howeyer- is 

quite broad [38] due to the fact that electrons cross the gap with widely 

varying transit times, depending upon the phase () of the applied 

electric  field  at the time they areemitted from the wall. The MP 

prOcesS also is preferential [38] to  certain ratios of initial to final 

(impact) velocity of the electrons:. This-ratio is commonly denoted 

K  in the literature; [39]  and  is used  as a constant in theoretical analysis. 

The most negative phase with which an electton can be emitted from a 

1 
surface .  and still cross the gap in 7  RF Cycle with thé required impact 

energy to produce secondary enission is a function of K. 

There exists a cutoff frequency £38] below which breakdown cannot 

occur, no matter how large a RF voltage is applied. This has been ex-

plained £38] by the fact that as frequency decreases, the phase with which 

an electron must start at one wall in order to make the transit in 
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1 -- cycle becomes increasingly more negative. At the cutoff frequency, 
2 

the phase is so negative with respect to the RF field that the electrons, 

in spite of their initial velocity, are driven back onto the wall by the 

field, and are lost. 

•  6.2.2 	Equations and Breakdown Prediction  

A semi-empirical method has been developed [33j for calculat- 

. 
ing the conditions determined by gap geometry, frequency, and applied 

voltage under which multipacting can occur. If experimental RF break-

down voltages are plotted versus the product of frequency (f) and gap 

width (d), two breakdown voltage boundaries are traced, between which MP 

can occur. These boundaries are determined by the maximum positive and 

negative phases with which electrons can be emitted at one wall, so that 

1 
they travel to,the opposite wall during 7  cycle of the applied field and 

produce secondary electrons on impact. These two phase boundaries can 

be joined at their lower and upper ends by curves corresponding to the 

minimum and maximum electron energies that are required to. produce a 

secondary electron yield greater than unity. The four curves form a 

closed region within which MP can be initiated and sustained,* and out-

side of which MP cannot occur. The maximum energy boundary has never 

been reported as experimentally having been attained. The upper boundary 

is therefore not usually plotted in the literature. A typical experi-

Mental plot has the shape shown in Fig. 6.1. 

Equations have been derived which can be fit to experimental 

data in order to determine the limiting phase and energy values. The 

Breakdown, once initiated, 	
1 

can be sustained at voltages less than — that 3 
required for initiation E38]. 
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x = qEsin(wt + cl)) , 
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theoretical development 133,35,40 ] is short, and can be reproduced here 

as follows. 

Assuming the absence of a space charge, [41] in the gap, and 

that the applied field is specially uniform, the equation describing 

electron motion is; 

• where, m is the mass of an electron 

q is the electron charge 

E is the peak value of the RF field 

x represents distance 

cl) 

 

is-  the secondary emission time phase angle 

,b and 	w is the radian frequency of the applied voltage. 

1 
If one integrates (6.2-1) over the — cycle transit time, the 2 

velocity of an electron on impact with a gap wall is found to be; 

dx 	 . 2qEcosl  — = 	= 
dt 	 m w 

(6.2-2) 

where, 
vf  = electron velocity on impact 

y 	initial electron velocity 

A second integration over the same period and a gap width d yields; 

vo n  
= d = 	

qE((2n-1)7rcosq5+2sincl)) 	(6.2-3) x 	— 
2 

MLO 
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K + 1  
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where 

breakdown voltage as 

V (6.2-4) 
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where n is the multipacting mode index to be discussed in the following 

section. 

Rearranging, and using V = IL (6.2-3) gives the multipactor 
. 	d 

L 

K = v /v 
fo 

The lowest RF voltages at which breakdown .will occur can be 

calculated by maximizing (I)
n 

with respect to 4). This gives the emission 

phase angle value 4,
L 

for the lower phase determined breakdown curve as; 

-1[1(  - 1  . 	2  
= tan K, + 1 	(2n - 1 

If one fits (6.2-4) to a lower breakdown curve plotted from 

experimental data, (1)n 
can be found.. Simultaneoils solution of (6.2-5) . 

 and - (6.26) can then .  be  used to calculate cf,
L

and K. 

- if I< is held constant and 4) - is..varied -.in (6.24) to  pl  ôt a 

family of breakdown curves,  the  value-of cib. which traces the upper experi- 

mentally determined curve is denoted 4) 	This - is . the maximum secondary 
• 

• emission  phase angle  permissible if Multipacting is to  occur. 

1 	,2 
Finally, the expression qWf  = imvf  for the impact energy of 

f 
an electron-can; be combined with 	6.2.;-2 with K = 	, and .(6.2-4) 

vo 
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to give; 
1 

(K - 1)(Dn  fd = 	Kcos (1) 	ika 

y 
• — 

[qTrIf . 
(6.2-7) 

Ili 
- The value of fd at each intersection of the experimentally 

determined minimum energycutoff boundary with a member of the family 	 IIJ 

of phase determined curves.can be used in (6.2-7) to determine Wft , 

- the minimum electron impact energy such that S = 1.. 

The parameters resulting from the curve fitting prOcedures 	 111- 

outlined above can be ascertained by testing various materials and • 

geometries for their susceptibility to multipacting. These parameters 

can then.be used in.the equations . for plotting theoretical Ireakdown 

•curves• for components or systems under development to enable the choice 

of designs such that multipactor breakdown is avoided.' 

• 

6.2.3 	Higher Order Modes  

At higher frequencies, or in geometries where the gap width 

is too great for electrons to travel from wall-to-wall in one half [40] 

cycle of the RF, the conditions for MP can be met if the time of 'passage 

is any odd number(n) of half cycles. 

If the appropriate mode index (n) is used in the equations of 

the previous  section,  along with the values of X, (I) 	(I) 	and Wf2, obtained L 
1 

for the — cycle mode, theoretical breakdown regions can be plotted for 2 
1 

the higher order modes. The assumption that — cycle mode values can be 2 

extended for use in higher order mode analysis is not completely warranted 

[40], but  can be used as a first approximation in predicting higher order 

breakdown regions. 
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From plotting the theoretical breakdown boundaries for the 

higher order modes, one finds that these boundaries overlap and that 

the extent of overlap increases with  mode index. 

Experimental data show irregularities in breakdown curves 

ut theoretically predicted points of cutoff for the higher order modes, 

although an experimentally completed breakdown curve for higher order 

modes has not yet been reported. The existence of higher order modes 

has been used to explain [40] the deviation at large values of fd of 

the lower phase determined boundary from a log-log slope of 2, as pre-

dicted by equation (6.2-5). 

6.2.4 	The Similarity Principle  

It has been shown [36] experimentally that under certain con-

ditions gaps with similar geometries exhibit identical breakdown char- 

' acteristics. 

•  Let V = RF voltage 

B = magnetic flux density 

f = frequency 	• • 

vf = electron velocity on impact 

and define 2, as the characteristic length for the system (any length that 

characterizes one of a family of configurations that differs only in 

scale). 
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Phase similar [41] solutions can be obtained to equations of motion for 

V 
the electrons in the gap  if y2  ---2 , 	, and vf /f9, are invariant for configur- 

ations  having different scales. Thus, if MP occurs for one such 

configuration, it will occur for all other configurations in the 

family. If "f9, is also invariant under scaling, the energy solutions 

to the describing equations are similar, and breakdown voltages are 

identical for similar configurations of different scales. 

This similarity principle is most useful when it is applied 

to geometries in which the electric field is nonuniform. For example, 

in the coaxial case the differential equations describing electron 

motion in the field are non-linear and solutions are very difficult. 

If calculations of electron trajectories are made for a particular con-

figuration in which MP is known to occur, similarity can be used to 

identify other sdaled configurations which are subject to MP, eliminat-

ing the need for detailed calculations for every design. 

It should be noted that in coaxial geometries where 

fd is variant [42], the MP region shifts to higher values of RF break-

down voltage for greater values of the inner/outer conductor 'diameter 

ratio. This is due to increased nonlinearities of the field, which 

make it more difficult for MT to occur. 

6.3 	Multipactor Types  

Multipactor breakdown can be classified according to the type 

and direction of the fields in the gap, and the number of electron 

emitting surfaces involved in the breakdown mechanism. 

ji  

ii 
1 1  
11 

13 

11 

1 



178. 

Classifications which have been made in the literature [43] 

are reported in this section. 

6.3.1 	Two Surface Multipactor  

A. RF Electric Field Only, In A Direction Normal To The Gap Walls: 

This is the type of MP that has been described in the previous 

sections. Typical characteristics are: 

(i) The mechanism is phase focusing* and only synchronous 

electrons will multiply. The electrons involved in the 

breakdown process are therefore tightly bunched in time. 

(ii) The discharge associated with breakdown has a relatively 

low,  impedance. 

(iii) The discharge builds up rapidly and is self sustaining. 

(iv) Nearly all the kl:netic energy gained by the electrons 

. from the RF field is given up in the form of heat at the 

gap surfaces upon impact. 

The two surfaces involved in this type of multipacting may be 

conductors or insulators. 

B. RF Electric Field and Static Magnetic Field - Both Fields 

Normal to The Gap Surfaces: 

When a static magnetic field is superimposed on the RF 

electric field, the transit times of the electrons can be adjusted to 

produce a shift in the boundaries of MP region. This could be used 

as a. means for avoiding MP in a gap of fixed dimensions. 

* Phase focusing is defined and discussed in reference45 and is beyond the 
scope of this report. 
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C. Crossed RF Electric and Static Magnetic Fields - Electric 

Field Normal To The Gap Surfaces: 

If a static magnetic field is applied in a direction parallel 

to the gap surfaces and the RF electric field is applied normal to the 

surfaces such that the fields are crossed, 'electron trajectories can 

be altered by varying the magnetic field strength. The perpendicular 

magnetic field produces a helical motion of the electrons along an axis 

orthogonal to the plane of the fields. Thus, application of a transverse 

field can also be used to shift the MP region for a given configuration. 

Care must be taken however in this case to avoid the following situa-

tions.' 

(à) If the applied [43] electric field is near the cyclotron 

eB 
frequency, f 	— the gyrating electrons in the gap c 2mn 

resonate with the electric field and gain energy very 

rapidly. This causes a reduction in the RF voltage re-

quired for breakdown. 

(b) If the frequency of the electric field is 
1 
 --the cyclotron 

2 

frequency electrons strike the gap surfaces at grazing 

incidence. This is a favourable condition for high 

secondary electron yields and aids in the MP process, 

again reducing the RF breakdown voltage. 

6.3.2 	Single Surface Multipactor  

A. RF and dc Electric Field in a Direction Normal to the Gap Walls: 

If a dc electric field is present in addition to the RF field, 
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one sided, or single surface multipacting can occur. 

Assuming initially that the RF opposes the dc field, an 

electron emitted from the positively biased side of the gap is pulled 

away from the emitting surface against the dc field during the first 

'half RF cycle. During the next half cycle..., the motion of the electron 

is reversed, such that it is accelerated towards the emitting wall. 

Under proper conditions of frequency and field intensity, electrons so 

accelerated can return to the emitting wall at the end of one RF cycle 

with sufficient energy to cause secondary emission. This leads to one 

sided MP breakdown. 

Plots of RF voltage versus dc bias voltage [34, 43] for one 

sided ET in a given geometry form a closed multipactor breakdown 

region which can be totally dissimilar to the region defined in the RF 

only case. 

This type of MP can occur in geometries where the gap surfaces 

are dielectric materials when no external dc field is applied. The 

necessary static field is provided if the dielectric is positively charged. 

Where the gap walls are metallic, an external field must be applied as 

no static surface .charge can exist. 

It should be noted that one sided MP can be initiated at lower 

RF voltages than the two sided mode and can develop into two sided MP. 

This in effect lowers the two sided MP breakdown voltage boundary. 

B. "Gliding" Single Surface Multipacting -RF Electric Field Only, 

Parallel to the Gap Surfaces: 

For this class of MP to occur, the gap walls must be dielectric, 



I? 

I/ 

ii 

181 	11  

as the electric field is tangential to their surfaces. 

Electrons are emitted at or near the times of zerb field 

and accelerated parallel to the emitting surface. Their initial 

velocity always has a normal component which will carry them away 

from the wall. To cause MP they must be returned to the surface at 

the correct time by a unidirectional electric or static_tagnetic 

field which acts as a restoring force. - 

Il 

ii 
This type of breakdown can be very powerful and destructive 

since all kinetic- energy derived from the electric field is transferred 

to the dielectric as heat. Also, since there is no requirement for a 

definite transit distance, MP can exist over a large range of electric 

field strengths, limited only by the upper and lower energy boundaries 

for 6=1. The breakdown in this case is not self-starting unless the 

restoring force is present but once initiated, it can be sustained due 

to a static field caused by the space charge of electrons. The initi-

ating force may result from a field due to an accumulation of positive 

charge on the dielectric surface. 

C. Electric and Static Magnetic Fields - Both Fields Parallel 

to the Gap Walls: 

This'is as described in section 3.2.2 above, but the restoring 

force is provided by a magnetic field acting in conjunction with the 

initial normal component of electron velocity. 

1  
The magnetic field strength may have values of 2n+1 

 (n is an 

integer) of the value of magnetic field intensity required for 

cyclotron resonance at the frequency of the applied voltage. 

1-2.?  

.;/ 
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6.4 	Effects of Eultipacting  

Multipacting is always accompanied by a power loss 

[35] which is an inherent characteristic of the secondary emission 

process. An example cited is as follows: 

In [35] a linear accelerator, typical input electron energy 

is approximately 200 eV (60-100 eV in a communications system). If 

8=2 the secondary emission energy of each electron has a value between 

5 and 10 eV. The RF power loss corresponding to the 180-190 eV 

difference is dissipated as heat at the gap surface and can be very 

destructive. In addition, power may be lost as MP electrons ionize 

any of the few gas molecules which may be present in the gap (due to 

• outgassing of the gap walls perhaps). 

Multipactor breakdown has a loading effect on a RF system 

that can be complex, or purely reactive. 

The resistive component of loading is clearly evidenced in 

the case of two-sided MP by the fact that energy is absorbed from the 

RF field. Typical electron emission angles which range between + 18°  

and -60
o 
with respect to the RF electric field suggest that there is 

also a reactive effect. 

Where one-sided [34] MP occurs under conditions of uniform field, 

electrons are always in flight during an even number of RF half cycles. 

Net energy cannot, therefore, be gained from the RF field. This type 

of multipactor breakdown thus appears as a purely reactive load. 

In a tuned circuit, the combination of loading [35] and de-

tuning can result in an attenuation of several dB. Heating and mis- 
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matches caused by EP in transmission line sections can also severely 

impair -a spacecraft communications system. 

Of major concern is the nonlinear characteristic of passive 

components in which EP occurs. Application of a multifrequency RF 

signal to such a component would result in the generation of inter-

modulation products. 

6.5 . 	Prevention of Multipactbr Breakdown  

MP can have seriouS effects on the operation of any RF system, 

and steps must be taken towards its elimination. Methods that are 

commonly used to suppress EP in microwave vacuum tubes and linear 

accelerators along withthe disadvantage in applying each method in spaCe-

borne communication systems or satellites are discussed below. 

6.5.1 	Biasing with a dc Electric Field  

As explained in section 6.3.2(A), application of a dc field 

can significantly modify the ML'  region and perhaps eliminate breakdown 

in a given set of circumstances. 

Disadvantages, [32] are the possible requirement for high dc 

voltages, the no doubt complicated biasing circuit that would be 

required, and the possibility of one-sided  MI.  

6.5.2 	Application of a Static Magnetic  Field 

Section 6.3.1(B) and 6.3.1(C) discuss the use of a static 

magnetic field to shift the MP region. 

The high voltage requirement might be eliminated [32] 

by the use of permanent magnets. This would introduce additional weight. 
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6.5.3 	"Conditioning" of the Gap Surfaces  

By outgassing [33,38,42] the metal surfaces of an offending gap,it 

is possible to reduce the secondary emission coefficient, thereby 

increasing the RF voltage required for breakdown. Disadvantages of 

this procedure are not immediately apparent, and this may be a viable 

means for reducing EP in a space application. The extent of outgassing 

required would depend upon how much the breakdown boundaries must be 

moved, and the composition of the surfaces. 

A possible result of burning could be an increased generation 

of intermodulation products, as scorched or burned surfaces [ 

good generators. 

6.5.4 	Coating the Gap Surfaces  

Coating the gap walls with a substance which has a low 

secondary emission coefficient has been used [43,45,46] effectively to 

reduce EP. Titanium, Tantalum carbide $ Paladium black and Teflon [47] 

(P.T.F.E.) have all been used for this purpose. It has been found 

[43] that a film of between 50 and 100 Angstroms in thickness gives 

satisfactory results, depending upon the energies of electrons incident 

on the surface. 

The drawback associated with the use of coatings is that they 

are generally more resistive than the covered surface, and therefore 

introduce increased attenuation. It should be noted that teflon 

coatings can be used to advantage also in reducing intermodulation [6] 

generation at metallic junctions where electrical continuity . 

is not required. The possibility of eliminating  PIN 

6] are very 
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from both MP and junction effects with one treatment has obvious 

advantages and is worth investigation; 

6.5.5 	Alteration of Gap Dimensions  

This is an obvious solution that can be effected by designing 

components having fd products clear of theoretically predicted MP regions. 

Gap dimensions should be increased rather than decreased [32], since a 

decrease in dimensions would still leave field lines of appropriate 

length. 

Prevention by design alteration fails in cases where existing 

or purchased equipment and components must be used. One must then resort 

to other means. 

6.5.6 	Subdivision of the Gap  

Thin metallic or insulating baffles [35] can be used to subdivide 

a gap suspected of ME'  into smaller gaps narrower than that for MP cutoff. 

A system of such  baffles ,  can be designed to be effective in MP reduction 

as well as electrically nonperturbing. Partial suppression has been 

obtained with different numbers of smooth baffles at various spacings. It 

is interesting to note that only one baffle having a rough etched surface 

was needed to completely eliminate MP. 

6.5.7 	Potting the Gap  

The potting of gaps [32] with silicon rubber or epoxy has been 

found effective in the elimination of MP. Care must be taken however, 

that thermal mismatches can be accommodated and electrical breakdown of 

air pockets in the potting material does not occur. Another disadvantage 

is the additional weight. 

ul 
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6.5.8 	Making Gap Surfaces.Irrégular  

Iii  accordance with theory thé electrons taking part in the MP 

prOcess must Move in a tightly bunched group and travel a definite 

fixed distance between the gap'surfaces during n/2 RI' cycles. If the 

gap surfaces were made irregular by an etching or knurling process, 

electron eMission and impact angles would be widely dispersed, and 

the required bunching may not be obtained. This might be used for MP 

elimination and promise of its effectiveness is shown by the complete 

elimination of MP through using an etched aluminum baffle as reported 

in section 6.5.6. There is also [42] a tendency for. rough surfaces 

to give low secondary electron yields. 

On the negative side [42], it should be noted that whep 

electrons are obliquely incident on the MP surfaces • increased secon-

dary emission yields can be obtained .. 'When the angle between the 

primary "beam" and the normal is 60
0  or greater.the secondary emission 

coefficient can be in:creased by More than 50%.• 

6.5.9 	Changing Surface Geometrz 

The geometry of gap surfaces may play an important role in 

determining susceptibility to MP. 

In the design of some microwave cavities [43],orifice sides 

are designed in cone shapes to maximize the radial electric field 

component and minimize the area of opposed(parallel gap surfaces. This 

has been found eff3ective in eliminating MP due to the strongly 

curved field which by centrifugal force, throws the electrons out-

ward causing them to lose synchronism with the field. 

1 
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6.6 	Multipactor Experiments  

Experiments were performed to test the hypothesis (Section 

6.5.8) that multipactor breakdown might be prevented by the use of 

rough finishes on the surfaces of conductors in vacuum spaced with 

the required dimensions for breakdown. 

Figure 6.2 shows the equipment layout used in the experiments. 

A single frequency transmit signal is fed from the signal  generator, 

through a directional coupler and into an adjustable gain wideband 

amplifier. The transmit frequency is monitored by a digital frequency 

meter connected at the branch arm of the directional coupler. From the 

wideband amplifier, the signal is applied through a circulator to the 

parallel  plate test  jig inside the vacuum chamber (bell jar). A 20 V 

dc bias is maintained on the fixed plate of the jig to attract electrons 

during multipactor. Breakdown is detected by monitoring the dc voltage 

drop across the 100kS2 resistor in the fixed plate electron collector 

circuit. 

At applied powers lower than that required for breakdown, the 

test jig is an open circuit and has an input reflection coefficient of 

unity. This permits the convenience of monitoring the transmit power 

through the circulator as shown in the figure. When multipactor current 

is detected in the collector circuit the power meter reading is 

immediately recorded as the breakdown threshold. 

ii 
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Fig. 6.2. Equipmen t.  layont for mùltipactor breakdown 

experiments. 
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Four identically sized interchangeable brass plates, each 

with a different surface finish, were tested consecutively to determine 

the effect of surface finish on the multipactor breakdown threshold. 

Table 6-1 gives a description of the finish on each plate. All testp 

were conducted using the same separation between fixed and interchangeable 

plates.* 

With each of the interchangeable test plates in the circuit, 

the transmit power required for breakdown was recorded at 5 MHz 

frequency intervals (different values of the fd product) within the 

100 to 300 megahertz band. After breakdown was detected the transmit 

power was quickly removed to avoid excessive burning or outgassing. 

It was therefore not considered necessary to clean the test plates 

between experiments with the same surface finish at different frequencies. 

The vacuum in the bell jar was broken only to interchange test plates 

after each set of threshold measurements. 

Only very small differences in breakdown threshold were 

observed for the four surfaces tested. These differences were attributed 

to measurement inaccuracies, indicating that surface finish has no influ- 

ence upon the transmit power required for breakdown. It is very difficult, 

however to draw conclusions from the limited experiments conducted during 

this study. A wider variety of experiments using test plates machined 

from a number of different metals are required to yield conclusive results. 

Time did not permit the additional investigations required. 

*Difficulties were encountered in adjusting the test plates to be parallel. 
For this reason there may have been small differences in plate separation on 
consecutive runs with test plates having different surface finishes.  •The 
difference in separation between opposite sides of the interchangeable plate 
was of the order of 40 thousands of an inch. 
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TABLE 6-1 

Brass Test Plates Used in the Multipactor 

Breakdown Experiments 

Plate # 	 Decription of 
Surface Finish 	• 

I 	 Polished surface - ::";:meleimum 
. 	 surface roughness of 2 p" 

2 	 Machined to 30 p" then lapped to 12 p" 

3 	 Machined to 30 p" 	. 

4 	 Hard polished to 30p" then etched to 
3p" for 1 minute in Chromic Sulphuric 
(a solution of chromic and sulphuric 
acids) 

s I 
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CHAPTER VII 

SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 

7.1 	Summary  

The objective of this investigation has been to gain suffi-

cient knowledge of passive intermodulation phenomena to enable the 

establishment of guidelines for the desigru'of MUSÂT communication system 

components such that  PIN  interference can be maintained below the speci-

fied maximum level of -120 dBm. 

The study began with a thorough review of available litera- 
., 

ture concerning known sources of  PIN and research performed by others 

attempting to minimize  IN  interference in similar communications systems. 

Based upon information gained from the literature review, loose or 

stressed metallic joints, semiconductor junctions formed at metal/metal-

oxide interfaces, electron tunneling through metal oxides, and multi-

pactor breakdown were determined to be the most probable potential 

sources of PIN in the planned MUSAT system. 

Next, a study of different techniques that can be used to calculate 

the amplitudes of spurious signals at the output from nonlinear circuit 

elements was conducted. Three methods of analysis were found to be appli-

cable. These included; trigonometric expansion of the terms in a poly-

nomial representation of the transfer characteristic of the IN source, 

Ii 
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a more manageable algebraic equivalent, and analysis using a Volterra 

Functional Series representation of the_generating nonlinearity. The 

difficulty in applying each of these techniques in PIN investigations 

was recognized to be the requirement for a precise knowledge of the IN 

producing nonlinearity. In most instances where  PIN  is encountered, 

this information is not available as nonlinearities in passive components 

are not easily detected, and several different phenomena may contribute 

to the total PIN  generated by any single circuit element. Research to 

develop an analysis technique that would eliminate the requirement for 

a knowledge of the transfer characteristics of PIN  generators was 

initiated. This resulted in the proposal of a technique based upon the 

decomposition and spectral analysis of the waveform at the output from 

a circuit element containing nonlinearities. Limitations of the technique 

in its present form were discussed and suggestions for additional develop-

ment work were made. 

To prepare for experimental work, a series of preliminary  PIN 

measurements was conducted. This enabled the observation of some of  the: 

characteristics noted from the literature review and provided insight into 

the extreme difficulties in making  PIN  measurements. The preliminary 

tests also revealed factors that can influence the level of PIN inter- 

ference. To determine if equipment malfunctions or laboratory environ-

mental conditions were responsible for difficultities encountered during 

the preliminary experiments, a complete measurement facility calibration 

was performed. Results from the calibration showed that the measurement 

problems were not equipment related. The observed instability and appar-

ently random variations of IN signal powers with time were therefore 

concluded to be typical  PIN characteristics.Repetitive measurements,.and 
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analysis of the results from  PIN  experiments on a statistical basis 

• was recommended. 

The investigation of analytical techniques showed that there 

are no accurate analytical methods that can be readily applied for 

calculating the amplitude of IN  signals generated in passive circuitry. 

At the same time, the preliminary experiments showed that it was not 

possible to make repeatable measurements of IN signal powers. It was 

obvious therefore that attempts to calculate the power of IN  signals 

generated in particular RF circuits and verify calculations with experi-

mental results would be futile. It seemed possible, however, that the 

general characteristics of PIN  signals generated by particular phenomena 

could be computed using available methods. It was also considered 

possible to measure the corresponding characteristics of isolated com-

mercially available, or laboratory prepared test samples. Attention was 

thus turned to the classification of isolated nonlinear phenomena through 

combined theoretical and experimental investigation of IN signal trends. 

It was postulated that these  IN  signal "signatures" could be used in the 

identification of PIN  generators in functioning RF systems. It was also 

considered that such investigations would lead to a better ability to 

anticipate which  IN  generating mechanisms would predominate in different 

device configurations or under different operating conditions. 

To begin the study of IN signal characteristics, a semicon-

ductor diode was chosen as an IN  generator. This choice was in keeping 

with the earlier identification of semiconductor junctions in metal 

oxides as a potential source of PIN in the MUSAT system. In addition, 

the well known nonlinear characteristics of diodes and the immediate 

availability of test samples made the study of diode-generated  PIN an 



( 

1 

TI 

LI  

il 
Hi 

I I 
 

194. 

LI 

attractive starting point. The reactive nonlinearities of the diode 

junction and the package parasitics were neglected in theoretical 

analysis for simplicity. This allowed direct application of Sea's 

method for calculating IM signal amplitudes (Section 3.3), and programs 

were written to compute IM response to changes in transmit (drive) power. 

A Schottky diode was mounted in a test jig for experiments. It was 

found, however, that because of the measurement circuit receiver sensi-

tivity threshold of -150 dBm and accuracy.  aimitations which prevented 

the use of higher transmit power values in theoretical analyses, experi-

mental and theoretical investigations corresponding to operation over 

the same range of transmit powers were not possible. Experiments were 

still considered worthwhile, and were conducted using the lowest 

transmit powers for which IM signals up to 17th order could be observed. 

Experimental data were used as a guideline to confirm that analytical 

results were realistic. Conclusions were drawn with regard to the pre-

diction of the behavior of IM signals using purely algebraic, rather 

than numerical analysis. The use of IM signatures for the identific-

ation of IM generators was also discussed. 

The problem of multipactor'breakdown was addressed in a some-

what separate study .from the PIM investigations. First, a literature 

review was conducted to gain information on the physics of multipactor 

breakdown, its effects on RF circuitry, and possible methods for its 

prevention. Since none  of the preventative maasures suggested in the 

literature appeared particularly well suited to the MUSAT application, 
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alternative solutions were sought. It was postulated that break-

down might be avoided if the surfaces of gaps having the required 

dimensions for multipacting were made irregular. Limited experiments 

were conducted with a planar gap configuration, and surfaces having a 

variety of finishes. All samples, regardless of surface finish were 

found to be susceptible to multipactor breakdown at approximately the 

same applied power levels. These results were considered inconclusive 

and it was noted that additional investigations are required. 

7.2 	Conclusions  

At the risk of repetition, conclusions from this study 

have been divided into five parts. The first fout parts contain informa-

tion compiled from a combination of laboratory experience, and knowledge 

gained from the literature review. Included are a discussion of factors 

which influence PIN  generation, comments concerning passive RF components, 

general guidelines for the minimization of PIN, and notes on laboratory 

and systems assembly procedures. References are given where recommenda-

tions are based upon results and conclusions reported by other investiga-

tors. Finally, conclusions from the theoretical investigations are pre-

sented. 

•  7.2.1 	Factors which Influence rm Generation 

(1) 	Current Density  

Reports [4,13] indicate that the power of IM signals generated 

at metal/metal-oxide interfaces and by ferromagnetic inclusions in con-

ductors is proportional to current density. Precautions should be taken 

to minimize current density where  PIN  generation is anticipated. Such 

precautions include the use of conductors with large cross-sectional areas, 

I ( 
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and the adjustment of VSWR and transmission line lengths so that standing 

wave current maximums are displaced from connectors, and other critical 

parts of the system. 

(2)Contaminants  

The influence of different conductor and contact surface con-

taminants (smoke, oil, perspiration, etc.) on PIM generation has not 

been fully established. It is certain that metal filings and oxidation 

at metal-metal contacts can enhance  IN  generation. Some cleaning agents 

are also suspected of aiding in the production of IN  interference. It 

is best to ensure that system components are kept in sealed containers 

and handling is kept to a minimum before installation. 

(3) Humidity  
f" 

The ingress of moisture through the jackets and at connectors 

in coaxial transmission lines can lead to higher IM signal levels [8], 

as corrosion is accelerated by the presence of moisture. Where there 

are high potentials, microdischarges between water molecules can also 

[1] generate  PIN. 

(4)Thermal variations 

Thermal variations can cause dimensional changes in conductors 

and dielectrics. One result is movement or increased stress at metallic 

contacts which could cause variations and a possible increase in IN  

levels. 

7.2.2 RF Corn  onents in which  IN  Generation is Probable  

(1) RF Connectors 

Since Metal/metal contacts are an inherent part Of RF connectors 
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there is a high probability that IM signals can be generated at each 

point where non-permanent circuit connections (e.g. at RF connectors) 

are made. All the factors which influence IM generation at metal/metal 

contacts (Section 2.2) are important to consider when choosing (or 

designing) RF connectors. These include: contact pressure, the 

composition of the contact materials, contact geometry and surface 

finish, and corrosion.• In addition, connectors for use in space must 

be designed so as to prevent multipactor breakdown. 

Considerations concerning some of these design parameters are 

as outlined below. 

• (a) Materials  

The use of hard metals at contacts permits the develop-

ment of more pressure [8] between mating surfaces before 

deformation occurs. This is advantageous for penetrating 

surface oxides, but may result in lower contact area than that 

which can be attained using softer metals. Smaller total . 

contact areas are forced to carry higher current densities 

leading to a possible increase in IM generation. 

Contact materials which readily oxidize (e.g. copper, 

aluminum) should be avoided. *  Gold, silver, rhodium, brass, 

and beryllium-copper have been found to be suitable materials 

for low-PIM contacts. [6,7,8]. The first three of these metals 

are very soft. To provide strength and resilience such metals 

Passivated materials have not been evaluated, but there is a chance 
that the passivation process could leave -metal surfaces such 
that PIM would be enhanced due to mechanisms other than conduction 
through oxides. 
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would have to be used as platings on harder base metal connector 

parts. Ferromagnetic materials should, of course, be excluded 

from connector designs. 

(b) Surface Geometry: 

Point contacts permit the development of more pressure 

between mating surfaces. The larger surface area of spherical, 

or flat contacts, however, allows for lower current densities. 

This could lead to correspondingly lower PIM levels, or could 

preclude the possibility of reducing IM levels by the breakdown 

of semiconductor junctions that can be brought about by higher 

current densities. 

• (c) Multipactor Breakdown  

Connectors must be designed so that when properly mated, 

multipactor breakdown cannot occur. This calls for care to 

avoid gaps of the required dimensions for breakdown between 

inner and outer conductors. 

Laboratory experience* has shown that crimped joints between 

connector pieces can lead to high and erratic PIM levels. It is sug-

gested that all connector parts should be soldered or welded together. 

Return to the previously used connector manufacturing technique of 

machining the outer conductor contact from one piece which includes 

the connector body has also been recommended by Young £541 

An experimental evaluation of commercially evailable connector types 
was initiated [49,50], but proposed experiments were deferred in 
preference of conducting other investigations within the time limits 

' .et  for thejroject. 
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Work with type N connectors has revealed that standard rather 

than precision types are preferable. This is a result of greater 

contact pressure exerted by the split (fingered) design of the outer 

conductor contact in standard male connectors. The outer conductor 

contact in precision male connectors is solid and allows no 

deformation, resulting in a poorer contact. 

(2) Coaxial Cable Transmission Lines  

To avoid the possibility of PIM generation by multiple inter-

braidwire contacts in flexible cables, it is preferable to use semi-

rigid coaxial cable for transmission lines. If, however, the operating 

environment is such that thermal cycling can occur due to variations 

in excitation* at high power or alternate periods of eclipse and direct 

exposure to solar radiation, serious probfems can be encountered with 

semi-rigid cables. Since the thermal coefficient of expansion for 

normally used space approved dielectrics is greater than that of solid 

metallic outer conductors, dielectric expansion and contraction with 

thermal variations can lead to increased stress or movement of the center 

conductor contact at RF connectors. This could result in greater  IN  

generation. In severe conditions, dielectric expansion can lead to total 

destruction of coaxial transmission lines by rupturing the outer conductor. 

These problems would not occur in flexible coaxial cables because of the 

elasticity afforded by the braided construction of the outer conductor. 

In vacuum appreciably greater temperature variations than would be 
expected in a non-vacuum environment can result from changes in 
RF excitation. 

f 

ir 

ui 
ui  

Ii  
uj 
11( 



200. 

Investigations aasociated with work for this contract have 

resulted in suggested remedies to the dielectric expansion problems in 

semi-rigid cables [51,52]. These suggestions are listed below with 

cautionary notes indicating that further investigation is required. 

(a) Aluminized teflon tape, white paint, or other surface 

finishes could be applied to the exterior of the outer conductor 

to alter its radiation (absorption) properties. The possibility 

of PIM generation by metallized taped or paints exposed to the 

antenna fields is a factor which could preclude such coverings 

as a solution. 	 -  

(b) Electronically controlled substitute heaters might be 

used to limit the range of temperature variations. The draw-

back is that material properties (resistivity, ferromagnetic 

content, thermal conductivity, etc.) of heater elements could 

lead to PIM generation as a result of exposure to the transmit 

antenna fields. The complexity of heater control circuitry 

must also be considered from a viewpoint of system reliability. 

(c) The insertion of expansion gaps and the design of con-

nectors to permit longitudinal dielectric expansion is also a 

•  possible solution. I  It must be ensured, however, that such gaps 

do not allow multipactor breakdown. Figure 7.1 shows one 

possible configuration.' 

If further investigations shows that the difficulties with 

semi-rigid cables cannot be overcome, braided cables may be a necessity. 

In this event, the following information from a report on an experimental 
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study by Amin and Benson [10] of braided coaxial cables at microwave 

frequencies should be considered. 

(a) The composition of braidwires is of major importance. 

Braids with aluminium, stainless steel, or nickel-plated copper 

wires generate strong IM signals. Plain copper wire braids 

with a good filling factor and adequate inter-braidwire tension 

result in lower IM levels. Tin-plated, silver-plated, or 

enamelled copper braids were found to be best for low PIM. 

(b) IN power levels increase as cable length increases. 

(c) The release of inter-braidwire contact pressure (by the 

removal of the cable jacket for example) enhances  IN  generation. 

(d) PIN  levels generated by braided cables are affected by 

temperature variations. This results from changes in the 

• volupe of the dielectric which cause variations in inter-

braidwire contact pressures. 

Although electrostriction in dielectrics is a PIM generating 

mechanism that is considered to be of lesser importance, it should be 

noted that [13] related  IN  generation varies in inverse proportion with 

the square of the bulk modulus of the dielectric. Teflon is 1  particularly 

bad in this respect, as it has a low bulk modulus. 

(3) Antennas  

The use of separate receive and transmit antennas for simultane-

ous two-way communications is preferable from PIM considerations. This 

mQde of operation does not completely eliminate the PIN  problem, but may 

202. 
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result in significantly lower IM levels than those generated in duplexed 

antenna configurations. There are two possibilities for IM generation 

when separate transmit and receive antennas are used. 

(a) Electromagnetic fields at the transmit frequency which 

are radiated from the transmit antenna can impinge on the 

receive antenna and IM signals can be generated by nonlinearities 

in the receive system. The transmit signals captured by the 

receive antenna will be attenuated not only by the free space 

loss between antennas, but additional signal reduction will 

result from the directivities of the antennas at the transmit 

frequencies. Isolations greater than 50 dB can be provided with 

typical spacecraft configurations. Since transmit power/IM power 

characteristics generally (except in the case of localized minima) 

• exhibit.dB/dB slopes greater than unity,  IN signal power deprps-

sion should be many times greater than the inter-antenna 

isolation. For instance, at third order,  IN signal depression 

with respect to the duplexed case might range between 100 dB and 

150 dB if 50 dB of isolation between antennas is provided at the 

transmit frequencies. 

(b)  IN  signals in the receive band can be generated by non-

linear mechanisms in the transmit system and radiated toward the 

receive antenna. In this case, the IM signal depression would 

be less than in case (a) for two reasons. First, the advantage 

of the transmit power/IM power slope is lost since the transmit 

signals could be near full power at the generating nonlinearity. 

11 



Secondly, there is no reason to expect that the transmit 

antenna would be excited properly by IM fields generated 

in the transmit system at receive band frequencies. The 

advantage of the transmit antenna directivity might there-

fore be obliterated, depending upon the location of the 

IM generator. In a similar situation, PIN  signals could be 

generated in or re-radiated from conducting structures 

(solar panels, feed supports, etc.) in the transmit antenna 

fields. IN  signal depression would be expected to be 

greater in this case because of the losses incurred during 

each of the two radiation processes involved. 

o  

As in any other multifrequency RF sections of a communication 

sytems the choice of antenna and support construction materials is of 

major importance. Ferromagnetic materials should be avoided. As well, 

where corrosion at metallic contacts is possible, preventative action 

should be taken. Considerations which are peculiar to antenna systems 

are as follows. 

(a) If wire meshes are used to form lightweight flexible 

portions of antenna reflectors, it may be necessary to 

solder each wire contact orto use punched sheet metal screens 

-. 	- 
as an alternative. 

(b) PIN  generation has been traced .  [2] to riveted panel 

sections in reflectors. The use of metallized tapes over 

panel junctions (in parallel with the metal junction) to 

'reduce current density at contact points is a possible 
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solution. Dielectric paints might also be used to capacitively 

shunt metal/metal contacts. 	• 

(c) Joints in deployment mechanisms could be problem areas.  

Nylon or or plastic coverings with plastic rivets through metal 	 " 

members are suggested where adequate strength can be attained. 	
1111 

 

(d)Rotating joints or moveable feedlines such as those which 	
-) 

might be required for mechanically steerable antennas or on 	 II) 

despun antenna platforms would almost certainly lead to greater 

IN  levels. Electronic phasing with fixed antennas is an 

alternative. 

(e)Precautions should be taken toavoid multipactor breakdown 
• 

in feed structures where high potentials can exist. 	 111-i 
(4) Solar Panels  

Reports [19,20] indicate that solar cells by themselves are 

not expected to generate strong  IN  interference as a result of exposure 

to radiated RF fields from transmit antennas. Solar panel support and 

attachment mechanisms are, however, a suspected IM source. In addition, 
Ir) 

associated electronic_devices (e.g. steering diodes) can generate strong 	11.1 

interference. RF screening and bypass capacitors for such devices are 

suggested preventative measures. 

II? 
(5) High Q Structures  

In high Q structures the threat of IM generation by 	
1? 

conductor heating is enhanced by the presence of high intensity fields. If 

cavities are filled with solid dielectrics, electrostriction and non- 	 II ?  
linear dielectric mechanisms couldalso become significantsources of PIN. 

11) 
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7.2.3 General Guidelines for the Minimization of Passive 
Intermodulation 

The following is a summary of guidelines for RF system and 

component design which would lead to the minimization of PIM. Trade-

offs with other system parameters may preclude the use of suggested 

remedies under particular operating conditions. These considerations, 

however, have been discussed in other parts of the report. These 

guidelines have therefore been made as general as possible within the 

limitations of practical utility. 

(1) Current densities should be kept low where IM generation is antici-

pated. Some suggestions are as follows. 

(a) High pressures should be maintained at metallic contacts 

. to ensure greater current-carrying contact area, and 

reduced current densities. Greater pressures at contacts 

also aid in the puncture of oxides in which nonlinear 

conduction can take place. 

(h) Conductors with large cross-sectional areas can be used to 

effect a reduction in current density when the presence of 

ferromagnetic inclusions is suspected. 

(c) Conducting metallic tapes can be applied over sheet metal 

seams (e.g. on antenna reflectors or the body of a space-

craft) to minimize the current flowing through inter- •  

metallic connection points. Dielectric coatings or non-

conducting paints can also eliminate metallic contacts or 

provide shunt paths for RF currents where dc continuity 

is not required. 



Cd) VSWR should be kept low and line lengths should be. 

adjusted to keep standing wave current maximums away 

from cable interconnections. 

•(2) In all stages of design, manufacture, and system assembly, extreme 

care should be taken to avoid the inclusion of ferromagnetic materials 

in multifrequency RF circuitry. 

• (a) System and circuit designs should exclude the use of 

components with ferromagnetic construction. Examples 

include many types of isolators, circulators, directional 

• couplers, terminations, hermetic seals, paints and epoxies, 

and structural members. Screws, rivets, hinges and 

fasteners in all parts of the system should also be - 

nonferromagne  tic.  

(h) Care should be exercised to avoid the inclusion of ferro-

magnetic materials in RF components during manufacture. 

This could necessitate the use of nonferromagnetic tools. 

All purchased components (e.g. transmission lines and RF 

• connectors) should be scanned for ferromagnetic content 

•before use. 

(c) Workbenches should be kept clean and free from metal 

• filings and magnetic dirt. Magnetic dust can be attracted 

toward regions of high field intensity and become lodged 

in RF components during system testing. 

207. 

(3) Metal joints in support structures should be welded or soldered 

if movement is not required. Where sufficient strength can be attained, 
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non-metallic (plastic, teflon, nylon, etc.) materials could be used at 

fixed as well as moveable joints. 

(4) The number.of non-permanent circuit connections should be minimized. 

PIN  generation is most probable at RF connectors. 

(5) Solid jacketed (semi-rigid) transmission lines are preferable. 

Thermal cycling, however, can lead to problems stemming from the move-

ment of dielectrics. These problems are accentuated when high powers 

are used in a space environment. 

(6) Transmission lines should be fastened in fixed positions and their 
Ç 
II outer conductors electrically insulated from conducting support structures. 

I Currents on the exterior of the outer conductor could lead to  PIN if 

L 
conducting contacts are permitted. 

(7) Precautions must be taken to guard against corrosion in all exposed 

parts of a communication system. This includes portions of the system 

where electrical conductivity is not required. This applies particularly 

to metal/metal junctions formed by metals which oxidize easily (e.g. copper, 

aluminum). 

(8) If diodes or . other.seMiconductor devicèà are-used for Sensing and-

contrOl '(temperaturé Sensors ;  seeting.diodes  on  solar  panels-[19,20], etc.) 

adequate RF shielding and bypass circuitry must be provided if exposure 

to RF fields is possible. 

(9) It is desirable to use separate rather than duplexed antenna 

configurations.. 
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(10) Multipactor breakdown must be prevented. Possible preventative 

measures are outlined below. 

(a) Biasing with a dc Electric Field: Application of a 

dc electric field can significantly modify conditions of 

geometry and power necessary for multipactor breakdown. 

Biasing could prevent breakdown where multipacting could 

normally take place. 

(b) Application of a Static Magnetic Fiéld:  The presence of 

a static magnetic field can also make fixed geometries less 

susceptible to breakdown. 

(c) Conditioning of the Gap Surfaces:  By outgassing the 

metal surfaces of a gap having the required dimensions for 

breakdown it is possible to reduce the secondary emission 

coefficient of the gap walls, thereby increasing the lower 

multipactor RF voltage breakdown threshold. 

(d) Coating Gap Surfaces:  Coating gap walls with a substance 

which has a low secondary emission coefficient can prevent 

multipacting. 

(e) Alteration of the Gap Dimensions: This is an obvious 

solution that can be effected by designing components such that 

inter-conductor spacings lead to fd products which are outside 

the multipactor breakdown region. 

(f) Subdivision of the Gap:  Thin metallic or inSulating 

12, 
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baffles can be used to subdivide gaps into smaller spaces 

where multipactor cannot take place. 

(g) Potting the Gap: The potting of gaps with silicon rubber 

or-epoxy can be effective in avoiding breakdown. Caution is 

required in the application of this remedy to ensure that 

thermal mismatches are accounted for, and tbat corona break- 
_ 

down cannot occur in voids within the potting material. 

(h) Alteration of Surface Geometries:  The shape of gap walls 

can be designed so that electrons emitted from their surfaces 

cannot maintain synchronism with the RF fields. Under such 

circumstances, multipactor breakdown could not occur. 

7.2.4 -  Laboratory and Assembly Procedures- 
a 

The following recommendations are considered to be good laboratory 

• practice and will result in the maximum use of ekperimental time, and aid 

in the reduction of PIM levels in systems under assembly. Several have 

been standard procedures in RF laboratories for considerable time, but 

are included for completeness. 

(1) Cleanliness is of major importance in ensuring low PIM. 

All cutting, filing and  manuf  acting  procesàes should be 

separated from assembly and testing areas. 

(2) The use of ferromagnetic tools (screwdrivers, wire 

cutters, etc.) should be avoided. 

(3) Solder joints should be of good quality and made in 



accordance with accepted soldering procedures for RF 

circuitry. 

(4) Several inches should be trimmed from the end of coaxial 

cables before use, as higher moisture content,-whigh could 

lead to accelerated corrosion is probable near cable ends. 

(5) Connector contacts should be cleaned after each time 

they are used. Immersion in liquid cleaning solutions is 

not recommended, as contaminants could be washed into 

inaccessible areas. 

(6) Connectors should be examined before use to.ensure that 

proper mating can take place. Bent, or mIsaligned, connector 

parts can result in very strong PIM. 

(7) The identification of spurious signals by observing power 

response is not reliable. Changing transmitter frequencies 

and the observation of resulting spurious signal frequency 

movements is preferable. 

(8) PIM generator locations can be traced by adding attenuation 

at various locations in a circuit. As a result of drive level 

IN power slopes which are normally greater than unity,  PIN  

levels will be affected most by attenuation added between the 

transmitter and the IN source. 

(9) PIN  signals generated by ferromagnetic sources can be 

identified by noting the influence of externally applied 

magnetic fields. IN  signals generated by other mechanisms 

should not be affected by magnetic fields. 

211. 
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7.2.5 Conclusions from Theoretical Investigations  

Theoretical work began with the trigonometric and algebraic 

manipulation of terms in an arbitrary polynomial with algebraic 

coefficients. This analysis showed that: 

(a) If the order (N) of an 114 product is even, only even- 

powered térms in the polynomial representation of the 
• 

generating nonlinearity contribute to the amplitude of the 

IM signal. Similarly, if N is odd, only odd-powered terms 

of the polynomial make contributions. 

• (b) If an 114 product is of order N, no contribution is 

•made to its amplitude from terms of a degree less than N. 

All even (or odd) terms of a degree greatr than N contribute 

if N is even (or odd). 

(c) When there are only two transmit frequencies, contribu-

tions to the amplitude of a particular IM product by all terms *  

in the describing polynomial with positive coefficients, have 

the same phase. The contribution from each term having a 

negative coefficient is exactly 180 degrees out of phase with 

the contributions from the positive terms. Direct subtraction 

is therefore the only type of phase cancellation that can take 

place. The phase angles of the transmit signais  can therefore 

*
This assumes only real coefficients are contained in the 

• polynomial. Polynomial representations with complex, 
coefficients were not considered (see Section 3.1). 
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be neglected in IN signal amplitude calculations. If there 

are more than two transmit frequencies, phase cancellation 

can arise from the vector addition of IM products of different 

order at the same frequency. Random phases should be assigned 

to transmit signals in all calculations (including the two 

frequency case) when only finite time intervals are considered 

such as in computer Fourier analysis. 

Point (h) above shows that the observation of harmonics from 
• 

a single frequency input to a circuit nonlinearity cannot be used to 

determine the coefficients for a polynomial representation of its - 

transfer characteric. 

Next, the method for the computation of IM signal amplitudes 

reported by Sea (Section 3.3) was used in numerical calculations. The 

objective was to compute the general characteristics of IM signals 

generated by a semiconductor diode using polynomial coefficients derived 

from approximations to the measured dc I-V transfer function for the 

diode. Results were shown to be realistic by comparison with experi-

mentally determined IM power trends. Conclusions drawn from an 

examination of the computed characteristics are as listed below. 

(a) IM characteristics are largely determined by the manner 

in which the terms of the polynomial describing the nonlinear 

mechanism contribute to the amplitude of each IM product. 

The influence of each term in the describing polynomial is 

determined by the magnitude of its associated coefficient 

and the applied transmit power. For this reason the response 
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• of IN signalSto drive level variations is often significantly 

• different from the response anticipated as a result of non-7 

numerical polynomial manipulations. For example, it is bften 

• anticipated that the power of third order IM signals should 

change by 3 dB in.response to each dB, change in transmit power. 

In practice, however, third order power curves can exhibit 

a wide variety of different slopes, depending upon the range 

of drive powers used in the measurements. 

(b) There is no fixed relationship between the power bf IN 

signals of consecutive order. The ratio of the power in IM 

signals of different order is dependent upon drive level. This 

is important to consider when a system is - being tested to 

determine if IM interference specifications have been met. 

It is not sufficient to measure only the lowest order IM signals 

(which are normally assumed to be the largest), but measurements 

should be made at all IM frequencies within the bandwidth of 

the system receivers. 

(c) IN  signal powers are very sensitive to the ratio of the 

transmit signal powers. When there are only two transmit 

frequencies, third order IM products are largest when the 

power ratio is 3 dB, the transmit signal at the frequency 

nearest.  the IN  frequency being the largest. As order•becômes 

larger  transmit : power ratios_corresponding to:the peak IM 

. power become closer , to .  unity..:For higher . orderS, - the greater . 

 sensitivitY to-variations in powerat - the , frequency.closest › 
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to the IM frequency disappears, and the characteristics become 

symmetrical about the unity power ratio point. 

(d) Experimental and theoretical investigations concerning 

the response of IM signals generated by a semiconductor!  diode 

have shown a very great dependence upon transmit power. This 

is a result of differences in the slope of the diode I-V 

characteristic in different regions of operation and indicates 

a definite possibility that IM signals generated by different 

mechanisms respond with different slopes. No definite con-

clusions regarding the use of PIM signatures for generator 

identification can be drawn, however, until further investiga-

tions with other discrete generating mechanisms have been 

completed. 

7.3 Topics for Further Investigation  

(1) 	Much more effort is required in the development of a PIM-free RF 

connector for use at UHF. Emphasis should be placed on the 

experimental evaluation of different contact designs and manufacturing 

techniques. 

(2) 	Additional theoretical and experimental work concerning the properties 

of different materials (dielectric and conducting) that lead to the 	- 

generation of IM signals is needed. 

An investigation of the effect of contact surface contaminants such 

as smoke, perspiration and corrosion preventatives should be conducted. 
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(4) The sensitivity of IN power to VSWR at UHF should be measured. 

For example, the slope of the IM Power/VSWR characteristic,for 

the case in which an RF connector is placed at the standing wave 

current maximum should bè determined. 

(5) Radiation experiments are needed to ascertain the PIN  generating 

potential of materials and surfaces that could be exposed to RF 

fields radiated from transmit antennas. The influence of surface 

structure with different orientations in the fields, surface 

roughness, and protective . coverings such as paint should be determined. 

PIN  generated by frequency selective surfaces as well as other 

stripline and microstrip structures shoul:d also be investigated. 

(6) A study of processes used for manufacturing system components could 

provide useful information. This might include a review of netal 

casting, joining, and forming techniques. 

(7) Further research is recommended with regard to the possibility of 

PIN  interference cancellation [13] by obtaining a sample of inter-

ference generated in a functioning system and adding it to the 

signal-plus-interference in receive channels with the phase and 

amplitude adjusted so as to cancel interference at the receiver 

input. The feasibility of such a scheme was demonstrated in the 

referenced report. Cancellation of PIN  by inserting a diode at a 

fixed point in the test circuit has been observed in experiments at 

CRC. 

(8) Experimental and theoretical work concerning the characteristics 

(signatures) of IN  signals generated by different nonlinear phenomena 

should continue. This should include a study of PIM generated by 
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• 	tunneling, space charge limited current flow, multipactor break- 

down and ferromagnetic nonlinearities. 

(9) 	Further development of analytical techniques for the prediction 

of IM signal levels is required. This effort should concentrate 

on the elimination of the requirement for a precise knowledge of 

the nonlinear, mechanisms contributing to the total power of IN 

• signals generated by RF components. In particular, the spectral 

analysis technique proposed in chapter 3 should be tested by 

experimentation and extended to the case of unequal transmit 

carriers. 

(10) Passive intermodulation in systems with more than two transmit 

frequencies requires further investigation. 

(11) The reduction of IM levels by the deliberate pre-setting of 

transmit power ratios should be studied. 

(12) More work is required to find means for the prevention of multi-

pactor breakdown. Experimentation with typical UHF system 

components is recommended. 
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APPENDIX A  

TRIGONOMETRIC EXPANSION OF THE COSINE TERMS 

IN THE POWER SERTES OF EOUATION3.2-2 

Equation (3.2-2) relates output current from a given non- 

linear circuit element resulting from an applied voltage V as 

1 
where, 

V = E1cos(w1
t +

1
) + E2  cos(w2 

 t + 4) . )  2 

Using the appropriate t:rigànometric expansionsi-f V, the spurious components 

generated by each term of (3.2-2) can be calculated to be as listed 

below. 

The  ao term results in only a d.c. •  cOtponant, "ao" 

II Components of the al  term are: 

a
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E1cos(w1t + 1) + a1E2cos(w2t +  4o2 ) 

III Components of the a 2  term are: 
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a4 3 E
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a4 3 +--E1  E cos[(3w2 + 1 )t + 34 2 + 1 2 	2 

VI Components of the a5  term are: 
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, DERIVATION OF A CLOSED FORM EXPRESSION FOR THE SUM OF 

TWO COSINUSOIDAL CARRIERS HAVING DIFFERENT AMTLTTUDES 

Let 

V = El  cosw1 
 t + E2  cosw2

t, E
1 

E
2 

(B-1) 

To obtain a single frequency time domain expression for (B-1), consider 

the representative phasor diagram shown in Fig. B.1. 

Let 

w
2 
= w

1 
 + Aw 

Then, 

E. =coswt + E càs(w +--Awt) El 	1 	2 	1 

. 	. 

ReCE 	+ E2e
Aw)t

} = Re{E. } 
1 

Jw1t  El 	
2 jAwt, 

= E e 	+ 	J 
1 	 E

l  

E 2 	
jw t .1 	1 

= E [1 +  -(,cos  Awt 	jsin Awt) je 
1 	E1  

E2 	 E2 	jwi t 
= E El + — cos Awt + 	sin Awt]e 

1 	El  	 El  

Splitting up the second exponential,  and division by El  gives 



Fig. B.1 Phasor diagram representing the 
sum of two cosine waves. 
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= 	t 	e ( t) 

where 	 E2  
sinàwt 

e = tan  - 

Then [ 
- 
El 

1 +=-' cosbet 
El  

pre 

R = RefR) 

( 	
E 2 1  

= E 11 + 	cos Lwt .  cos(w t + 8(0 ) 2 
1 	E1 	 E

l 
. 	1 

In phasor form 

â 	!RI eil-13- 

where, 

IRI = E 	+ 	cosàwr) 2  + (
E . 

sin àwt) 
E
2 _2_ , 	,2 

1 	E 	, 
1 

E
2 	• 

= E
1 + 2— cosAwt + ( a) E1 	

2 

• 	
E
1 

and 
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This équation represents a time dependent Wa‘iefOrm havinÈ 

amplitude modulation and phase jitter. 

If E
1 

= E
2 ' 

equation 13 2  becomes 

R = E1/2(1 + cos àwt) cos[wit + tan
-1 sin Awt  

[ 1 + cos àwt ]* 

Now, from mathematical  table, 

sin Awt 	 àwt = 
1 + cos 	

( 
Awt 	

2) 

(B-2) 

(B-3) 



= 2E cos 
- w1, jt cos . 2 
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ITT 

and 

v/1  + cos Awt 	Awt _ 
2 	 2 

Substitution of these identitigs in eqn. B-3 gives 

Awt 	 Awt 
R = 2E cos — cos(uJ1 

 t + —) 
2 	2 • 

and using Aw = w2  w1 
yields 

w +, w, 

E 4  2 41t  

for the sum of two cosine waves of equal amplitude, E. 
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APPENDIX C 

• MODIFICATIONS TO TYPE N MALE/MALE RF 
ADAPTORS AND TYPE N BULKHEAD CONNECTORS 
WHICH HAVE BEEN FOUND TO RESULT IN LOWER, 

MORE. STABLE PIN  LEVELS 

Figures C.1 and C.2 on the following pages show modifications 

that were made to standard commercially available RF connectors to reduce 

PIM powers and maintain better  PIN  stability. 

Figure C.1 shows a modification that was made to type N male 

connectors to reduce  PIN  levels. The silicon rubber washers were removed 

from the connectors and the underlying compression joint was soldered. 

It was thought best not to replace the rubber washer after the modification 

to permit easier connector cleaning. It was found, however, that the washer 

is necessary Lo prevent overtightening and deformation of the connector 

threads which results in higher PIM signal levels. 

Fig. C.2 shows how a standard female/female type N adapter was 

modified for use in place of the bulkhead connector on the test facility 

dummy load. This arrangement proved to result in a more stable "residual" 

test set PIN power level. 

• 

These modifications were proposed and prepared by Hahn at CRC. 



1.11 ■•••■•11.111W1 	11,0.  

et 	• 
„demo 4.4■Ar.r..r.e eememotemmmr., 

ç 

inr.dreiedledlreilltdrenr 7,., 

4  Nor, 
SN. 	1. 	 , 	 Nagmelebb. 

ei7Z2ZZZ:r2=2 

Fig. C.1 Modification to type N male/male 
RF adapter. 

WASHERS REMOVED 
BOTH ENDS 

COMPRESSION 
JOINT SOFT SOLDERED 
BOTH ENDS. . 
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RGI41 SEMI RIGID 
LOAD CABLE 

COPPER SPACER SOFT SOLDERED 
TO CABLE a CONNECTOR. 

Fig. C.2 ModIfied type N female/female adapter 
used to replace the bulkhead connector 
on the PIN test facility dummy load. 
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APPENDIX D 

ESTIMATION OF-THE MINIMUM VOLTAGE DEVELOPED 
ACROSSTHE . DIODE DURING PIM EXPERIMENTS 

In the experiments of Section 5.4, it was necessary to use 

sufficient transmit powers to generate IM signals that could be 

measured above the -150 dBm noise floor of the measurement system. 

To define a suitable minimum total transmit power for use 

in all experiments, a preliminary test was performed with the diode* 

in the test circuit. The transmitter drive levels were adjusted to 

produce two equal amplitude RF signals at the test port such that the 

displayed third order IM signal level was approximately 10 dB above 

the system noise level. The driver attenuator settings were recorded 

before turning the transmitters off. The diode was then removed from 

the circuit and replaced by a 30 dB directional coupler with the 

standard 50 ohm test facility load connected at the through port, and 

a power meter connected at the branch arm. With the transmitter drive 

levels that produced the IN  signal 10 dB above noise, the power (Pout ) 

at the test port was found to be 43 mW. Although it is recognized that 

a small change in power would result from mismatches with the diode 

connected in the circuit, this value was used to calculate the voltage 

applied to the diode at the defined minimum transmit power of 43 mW. 

- Calculations are as  follows. 

Reference to The Radio Engineering Handbook [481 shows that 

the inductance of a straight round copper wire at 300 MHz - 400 MHz 

This test was performed using diode #1. 



can be estimated using the equation 

L = 0.002 £ (2.303  log 	- 0.988) 
-L 

where 

L = inductance in pH 

£ = wire length in cm 

d = wire diameter in cm. 

For the 5mm length of #28 (d = 0.032 cm) copper wire used 

to shunt the diode, this equation gives L = 0.0032 gH. 

The reactance (XL) of the shunt is therefore 6 ohms at 

300 MHz (transmit band) or 8 ohms at 400 MHz (receive band). 

Now, if it is assumed that the diode current is low in 

comparison with that carried by the shunt at 43 mW of transmit power, 

the diode impedance can be omitted from voltage calculations. Under 

• these conditions the voltage applied across the diode (see Fig. 5.15) 

can be calculated from 

V
d 

=. 	 P 	x' 50 XL  I out . 

.(XL+50) 

x 	1. .47 

56 

242. 

157 mV. 
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From Table 5-1, the diode current corresponding to a 

voltage of 150 mV is 0.41.1.A.. For 157 mV across the 6 ohm wire 

shunt, the current is-26 mA. The initial assumption of low diode 

current in comparison with the shunt current has therefore been 

verified, and 157 mV is a reasonable estimatiém for the diode 

- voltage at 43mW of transmit power. 

For higher transmit powers the diode voltage is markedly 

non-sinusoidal,  and is  very diffiàult to calculate. . In this range 

of operation the diode current becomes the independent variable • 

and the voltage developed across the diode can be calculated from 

a known diode current using Bessel Function techniques [23]. 

Consideration of thefact that curve fitting techniques cannot be 

extended to accurately cover operation above 60 mV, however, shows 

that it would be futile to pursue reported  techniques for calculating 

diode voltages above the calculated minimum of 157 mV. 
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APPENDIX E 

•COMPUTER PROGRAMS "IMPWR" AND "IMAMP" 

E.1. 	Program IMPWR  

• Program IMPWR calculates the power of specified MM products 

•reàulting from a two frequency input to the 1M generating nonlinéarity 

•using the method derived by Sea (Section 3:3). The program is based 

upon an algorithm•reported by Seà and Vacroux [26]. 

E.1.1 Proram Inputs 

The following are the program inputs in the sequence in which 

they are requested. 

•(1) The number of coefficients in the polynomial representation; 

Y = a + aX + a 2
X2  + a

3
X
3 
 + 	 

l 0 	
+ a Xn (E.1.1) 

(2) The coefficients (a0 to an) the polynomial. 

LI 

The maximum number of coefficients permissible is 100. 

(3) Program Options:- 
. 	. 

• . 	(a) OPTION:- 

• i) If OPTION = "1 1t ;  the-power cf a.single specified 

IM product at the frequency (A2F2 - A1FA1) is 

'calculated, where.A1 and A2 are inputs to the 

• . 	program. 
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If OPTION = "2", the power of all odd order 

- TM products between a specified minimum 

(MINORD > 1 and odd) and a specified maximum 

(UXORD) are calculated. In this case 

• . frequencies are. fixed at  f 	(A2F2-A1F1), 

where . A2 is incremented in steps of "1".from 
• 

.12=(MINORD + 1)/2. The maximum value for 

MAXORD is dependent upon  the coefficients and 

the power of the transmit  signals. 

(h) PARTSUM: 

i) If PARTSUM = "1", the program outputs the 

• - 

	

	partial sums (Appendix A) associated with each 

coefficient in the describing polynomial. This 

•• permits determination of the relative influence 

of each ter£ on the computéd IM signal amplitudes. 

ii) IF PARTSUM = "2" the partial sums are not printed 

This is the normal mode of operation. 

(4) EN: 

EN may have the values: 

"1" if it is desired to calculate the dc component 

in the output from the nonlinearity. This must 

be used in conjunction with OPTION = 3, and 

Al = A2 = O. (See Eqn. 3.3-20-a). 

or 	" 9 " if it is desired to compute Di product amplitudes. 
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(5) The fifth set of input variables requested by the program is 

'dependent upon OPTION. 

(a) If canmr = "1" (for the power of a single IM product) 

, the program will request values for: 

ORDER - the IM order of interest 

Al 	- the f
1 multiplier 

A2 	- the f
2 multiplier 

El 	- the amplitude of the transmit signal 

(V or I) at fl . 

E2 	- the amplitude of the transmit signal at f 2 . 

(h) If OPTION = "2" (for the amplitudes of in products of 

consecutive odd orders between MINORD and MAXORD) the 

program will request values for: 

MAXORD -› the highest MM order of interest. 

MINORD - the lowest TM order of interest. 

El 	- the amplitude of the transmit signal at f l . 

E2 	- the amplitude of 'the transmit signal at f
2

. 

It should be noted that IMPWR is an interactive program and will 

request each input from the operator at the appropriate time after the 

"RUN IMPWR" command has been entered. Instructions and parameter 

definitions are given each time the program requests an input. 
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E.1.2 Program. Outputs  

The program outputs the polynomial coefficients  in  a list 

immediately after the last coefficient has been read in. This allows 

time to check for errors before proceeding. Thereafter, the form of the 

output from the program is dependent upon the options chosen. 

(a) If OPTION = "1"; the program outputs the following data 

in'sequence. 

ORDER.  

Al 

A2 

. 	El 

E2 .  

- the order of the . computed 1M product (IMO should 

equals ORDER) 

Mil'  - the absolute amplitude of the computed IM product 

PWR. - the relative amplitude of the computed EM Product 

(PWR = 10 log io  (AMP2)+30) 

(b) If OPTION = "2", the program outputs the following data in 

sequence. 

MAXORD 

MINORD 

El 

E2 

1M0 - the order ,  of the first  computed  IN  product 

ii • 

ii 

pi 
pi 

Ii 
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AMP - the absolute amplitude of the first  

computed IM product 

PR  - the relative amplitude of the first 

compute Mg product (PWR = 10 1og
10

(AMP
2
)4-30) 

IMO - the order of the second  computed IM product 

etc. 	(information repeated for each  IN  order) 

(c) 	If PARTSUM = "1" with OPTION = "1" or "2", the program 

will print the input data as in (a) and (b) above, then the 

partial  sums will be printed as follows. 

= the IMOth index of the coefficient A(J) 

Fi 	= (A(J)x.1!)/2j  

PHI(2,I) = (1)(2,I) 
see program explanation (Section E.1.3) 

F2 	=  Fi  x PHI(2,I) 

1I  
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is 
f 

ii 

ii  

J 	- the index of the (IMO + 1) th coefficient 

etc. 	(information.repeated-for each coefficient) 

• 

The program then outputs: 

1M0 

AMP 

PWR 

in the normal fashion. 

When the program is finished the operator is requested to enter 

"1" if another run is desired. This eliminates the necessity to enter 

the polynomial coefficients each time the input parameters are changed. 

E.1.3 Provam Explanation  (IMPUR)  

Program 1MPWR is based upon an algorithm reported by Sea and 
• 

Vacroux [26]. 

First, the magnitude Of the LK product wave represented by 

eqn. 3.3-20 is written for the case of two transmit signais in the 

form: 



il 

• 2q 

.where 	e(2,L) = E 	E 	R 
q1 qM p=1 (qp+lap 1)4D :  

+ +q
M  = L 1  

Ai J- 

(E.1 -2) 

(E.1 -3) 
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2 	1 	1 	' 
= c 	H 	Al aP I 	E 	a 	(N+2L): 

N 	p 	 N+2L 	e(2,L) 
1=1 	L=0 

2
N+1 

It àan be shown 126] that 
fi 

' 1.1 
Li 

Ii 
,[_! 

[.! 

LI  

(1,q) = 	A12q 

(q+I ctil)q! 

1)(2,.q) = 	E 	
•
A22q2  (1)(1,q-q 4 ) 	 (E.1,4) 

( ciela2 1 )Lci 

îllus [26] if it is desired to compUte YimN  by eqn. E.1-2 

truncated at L = Lo , it is necessary to compute e(2,L) for L = 0,1,...,L0 . 

Program IMPUR computes e(2,L) iteratively by first computing- '(1,q) for 

q = 0,1,...L0  using eqn. E.1-3, then computing e(2,q) for q 

using eqn. E.1-4. Values for YTm  are then computed by substitution in 
"1 "17 

eqn. E.1-2. 

* EN = 1 for dc calculations, or 2 for IM calculations (see eqn. 3.3-20) 

and, 



READ: 
ORDER,A1,A2,E1,E2 

READ: 
OPTION (10R2) 

& PARTSUM (10R2) 

OPTION = 
(1/1■IMMIIIM, YES 
A 

NO 

r»1111.•111.11, YES 

PRINT: 
ORDER,A1,A2,E1,E2 

NO 
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E.1.4. 	Program Flow Chart (IMPWR)  

READ COEF, the number of 
coefficients 

READ the 
COEFFICIENT VALUES 

PRINT the 
COEF 7ANTL 
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READ : 
MAXORD , MINORD , El ,E2 

PRINT : 
MAXORD ,MINORD , El ,E2 

	--.---'r ---."'  

LA:2 =  (MINORD + 1) / 2  

Al = (A2 - 1) 

• 



COMPUTE 61)(1,q) 

for q = 0,1,2,...Lo 

COMPUTE 

for q = o 1,2,...Lo 

.COMPUTE

•
AMP = YImm  

COMPUTE 
PWR 10 logid (AMP2 ) 

PRINT 
AMP,PWR, 
ORDER 

253. 
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23,000 
24.000 
25.000 
26.000 
27,000 
28+000 
29.000 
30+000 
31.000 
32.000• 
33+000 
34.000 
35.000 
36+000 
37+000 
38.000 
39.000 
40.000 

• * 
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E.1.5 Program Statement Listing (IMPWR)  

THIS PROGRAM COMPUTES IM AMPLITUDES 3RD-65TH ORDER 
INO=MAXORD=ORDER ( +A2 ) =ORDER 
El AND E2 ARE CARRIER AMPLITUDES 
INTEGER A2 
DIMENSION A(0:100) 
DO 200 1=09100 
A(I)=0 	 • 
WRITE(108,202) 
FORMAT(/'INPUT NUMBER OF COEFFICIENTS',/) 
INPUT COEF 
WRITE(1089700) 
FORMAT(/'INPUT THE COEFFICIENTS',/) 
DO 561 I=09COEF 
INPUT A(I) 
CONTINUE 
FORMAT(6X,E+4) 
DO 11 I=0,COEF 
OUTPUT A(I) 

19.000 C 
20.000 100 WRITE(108980) 

	

21.000 	80 FORMAT(/,'INPUT OPTION(10R2),PARTSUM(10R2)', 

	

22.000 	X'EN(10R2)',/, 

1.000 C 
2.000 C 
3.000 C 

• 4.000 
5.000  
6+000 
7.000 200 
0.000 
9.000 202 
10+000 
11.000 
12.000 700 
13+000 
14.000 
15+000 561 
16+000 	10 
17.000 
18.000 	11 

X'OPTION=1 FOR AMPLITUDE OF A SINGLE ORDER', 
X/,'PARTSUM=1 OUTPUTS. PARTIAL SUMS',/ 
Xy'EN=1 FOR DC COMPONENT 2 FOR IM PWRS/9/) 
INPUT OPT9PARTSUM,EN 
IF(OPT.EQ.2) GO TO 7 	' 
WRITE(10891) 

1  FORMAT(/ 'INPUT  ORDERrA1rA2rE1yE2',/ 
X,'FIM=(A2F2—A1F1)',/, 
X'E1&E2 ARE TRANSMIT SIGNAL AMPLITUDES') 

. INPUT MAXORD,A1,A2,E1,9E2 
OUTPUT MAXORD,A19A2,E1rE2 
WRITE(108,701) 

701 FORMAT(//) 
IMO=MAXORD 

7 CONTINUE 
INTEGER  CD  
COMMON 0 
COMMON NeI9C,J,D/L 

11 
11 
11 
11 

I .  

Ii  
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1 

'(11  

41.000 
42.000 
43+000 
44.000 
45.000 
46.000 
47.000 
48,000 
49.000 
50.000 703 
514000 C 
52.000 
53.000 
54,000 

56.000 C 
57.000 C 
58.000 C • 

59.000 C 
60.000 
61.000 
62.000 
63+000 
64.000 
65.000 
66.000 
67.000 
68400 
69.000 
70.000 
71.000 
72.000 
73+000 
74.000 
75.000 
76.000 
77.000 
78.000 
79.000 
80.000 

. S=(MAXORD+1)/2 
-A2=(MIN0RD+1)/2 

20 A1.:(A2-1) 
IM0=((2*A2)-1) 

13 L=IFIXMCOEF+2)-IMO)/2) 
DO 2 I=1,(L+1) 
PHI(1I)=0 - 
.PHI(2I)=0 

2 CONTINUE 
DO 3 I=1,, (L-1-1) 
K=2*(I-1) 

.C=A14-(I-1) 
3 .  PHI(1/I)=(E1**K)/(FACT(I-1)*FACT(C)) 

DO 4 I=1,(1-4.1) 
J=0 
TRM=0 

5 K=2*J 
D=A2+J 
E=(I-J) 
TRM1=PHI(1,E) 

• TRM2=(E2**10/(FACT(J)*FACT -(D)) ; 
TRM=TRM1*TRM2 
• HL(2,I)-=PHI(2.r.I)+TRM • 

J=J+1 
INJ.GT.(I-1))00 TO 4 

DIMENSION PHI(27100) 
IF(0P1.E0.1) GO TO 13 
WRITE(10SY6) 

6 FORMAT(/ 'INPUT MAXORD,MINORD,E1,E2//, 
X'MAXORD 	MINORD  ARE  MAX AND  -MIN -  ORDERS'r/e 
X'E1&E2  ARE TRANSMIT  SIGNAL AMPLITUDES') 
INPUT -MAXORD,MINORD YE1yE2 
OUTPUT MAXORD:MINORD,E1rE2 

- WRITE(108Y703)- 
FORMAT(//) 

GENERATE PHI(M,L) 
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81.000 	GO TO 5 

	

82,000 	4 CONTINUE 
83.000 C 

	

84.000 C 	CALCULATE:IMP AMPLITUDES . 
85.000 C 

	

86.000 	T=(E1**A1)-*(E2**A2) 

	

87.000 	-- F3=0 

	

88.000 	. 	DO 8 I=1,(0-1) 
89.000 

	

90.000 	J=(IM04.(2*N)) 	 • 

	

91.000 	F1=(A(J)*FACT(J))/(2**J) 

	

92.000 	- 	F2=F1*PHI(2,I) 

	

93.000 	IF(PARTSUM.EQ.2) GO. TO 8 

	

94.000 	- WRITE(108,45) 

	

95.000 	45 FORMAT(//) 

	

96.000 	OUTPUT J,F1YPHI.(2,I),F2 

	

97.000 	8 F3=F34e2 

	

98.000 	AMP=ABS(T*F3*EN) 

	

99.000 	PWR=10*(1-0010((AMP)**2))+30 

	

100.000 	WRITE(108,701) 
101.000 702 FORMAT(//) 

	

102.000 	OUTPUT IMOYAMPYPWR 

	

103.000 	. IF(OPT.E0.1)00 TO 25 

	

104.000 	• 	A2=(A24.1) 

	

105.000 	IF(A2.0T.S)G0 TO 25 

	

106.000 	GO TO 20 

	

107.000 	25 CONTINUE 

	

108.000 	WRITE(108,33) 

	

109.000 	33 FORMAT(/'INPUT (1) IF ANOTHER RUN DESIRED/Y/Y 

	

110.000 	X'(2) OTHERWISE') 

	

111.000 	INPUT AGN 

	

112.000 	IF(AGN.E0.1) GO TO 100 

	

113.000 	STOP 

	

114.000 	END 
115.000 C 

	

116.000 •C 	FACTORIAL GENERATION 
117+000 C 

	

118.000 	FUNCTION FACT(N) 

	

119.000 	L=0 

	

120.000 	FACT=1 
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121.000 	L=N 

	

122.000 	1 IF(L)24 
.123.000 . 	4 .FACT=FACT*L 

	

124.000 	L=L-1 

	

125.000 	 GO. TO 1 

	

126.000 	2 FACT=0 

	

127.000 	3 RETURN 

	

• 129.000 	 END 
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E.2 	program IMAMP  

• 	Program DUMP is identical to MMPWR except that the polynomial 

coefficients used in this program are computed from a Taylor Series 

expansion of the exponential term in the Shockley Equation for the I-V 

transfer characteristic of a semiconductor diode. 

E.2.1 Program Inputs: 

Program options 

(a) OPTION 

(h) PARTSUM 

as for 1MPWR 

(2) EN: 

as • for  IMPWR 

(3) The third set of inputs depend upon OPTION. 

(a) If OPTION = "1" inputs are as follows: 

IS - Reverse diode saturation current 

Q/KT - q/kT 

ORDER 

Al 

A2 	as for MMPWR 

V1 

V2 

(1) 
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I = I
s 	

+ (q/kT)V + (q/kT) 2V2  + 	+ (q/kT) TJ  
1 >2 	 n. 2 	 n. 

••••■•• 

• 

il 

il 

11  
L. 

(b) If OPTION = "2" inputs are as follows: 

IS 

Q/RT 

MAXORD 

MINORD 

V1 

V2 

E,.2:2 	Program Outputs  

Program outputs are the same as for IMPWR, except that no 

coefficient values are printed. 

E.2 0 3 Program Explanation  

DIMAMe calculates the power of IM . ISroducts using the same'algorithm 

as IMPUR.  

• The polynomial used in the 1M calculations is 

The coefficients used in DUMP are therefore computed from 

a. = (q/kT) i  

as for IMPWR 
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E.2.4 Program Statement Listing (IMAMP)  

1 

il 
1.000 C 
2.000 Ç 
3.000 C 
4.000 C 
,J.000 
6.000 C 
7.000 
8.000 
9.000 • 
10.000 
11.000 
12.000 
13.000 
14.000 
15.000 
16.000 
17.000 
18.000 
19.000 
20.000 
21.000 
22.000 
23.000 
24.000 
25.000 
26.000 C 
27.000 C 
28.000 
29.000 
30.000 
31.000 
32.000 
33.000 
34.000 
35.000 
36.000 
37.000. 
38.000 
39.000  

100 WRITE(108,80) 
80 FORMAT(/,'INPUT OPTION(10R2)YPARTSUM(10R2)/7 

X'YEN(10R2)/y/y 	• 
X'OPTION=1 FOR AMPLITUDE OF A SINGLE ORDER', 
X/Y/PARTSUM = 1 OUTPUTS PARTIAL SUMS/y/Y 
X/EN=1 FOR DC COMPONENT OR 2 FOR IM , PWRS/y/) 
INPUT OPTyPARTSUMYEN 
IF(OPT+EQ.2) GO TO 7 
WRITE(108,1) 

1  FORMAT(/, 'INPUT  ISKI/KTy'ORDERYAleA2YE1,E2/Y/ 
XY/IS=REVERSE SATURATION CURRENT/y/ 

, X,'FIM=(A2F2-A1F1)/Y/y 
. X'E1&E2 ARE TRANSMIT SIGNAL AMPLITUDES/Y/) 

, INPUT. SATGyM/MAXORD,A1PA2YElyE2 
WRITE(108,101) 

101 FORMAT(//) 
OUTPUT SATCYMYMAXORDyA1YA2YE1yE2 
IMO=MAXORD 

7 CONTINUE 

INTEGER  CD  
. 	COMMON 

- COMMON NylYCyJayMYL 
DIMENSION . PHI(2,1.00) 
IF(OPT.EQ.1) GO TO 13 
WRITE(108,6) 

6 FORMAT(/,'INPUT ISy0/KTYMAXORD,MINORDYE1,E2',/9 
X/IS=REVERSE SATURATION CURRENT/y/Y 
X/MXORD.& MNORD = MAX AND MIN ORDERS',/, 
X'El 	E2 ARE TRANSMIT SIGNAL AMPLITUDES') 
INPUT SATCyMyMAXORD,MINORDeE1YE2 
WRITE(108,102) 

THIS PROGRAM COMPUTES 3RD TO 65TH 
IM ORDERS PROVIDING U/KT<41 AND E14-E2<1 
M=0/KT,IMO=MAXORD=ORDER,(All-A2)=ORDER 
El AND E2 ARE CARRIER AMPLITUDES 
INTEGER A2 

40.000 102 FORMAT(//) 

It  
11) 

IF 
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41.000 	.OUTPUT SATCYM,MAXORD,MINORDY.E1,E2• 
42.000 C 
43.000 	S=(MAXORD-1-1)/2 
44.000 	A2=(MINORD+1)/2 
45,000 	20 A1=(A2-1) 
46.000 	• IMO=((2*A2)-1) 
47.000 C 
48.000 C 	GENERATE PHI(MPL) 
49.000 C 	L IS THE t OF TERMS AFTER A(MrIMO) 
50.000 C 	THE LOWEST ORDERS REQUIRE THE LARGEST VALUES OF L 
51.000 C 

• 52.000 C 
• • 53.000 	13 L=(81-IMO)/2 

.54.000 	DO 2 I=1,(L+1) 
PHI(1I)=0 

56.000 	PHI(2,.1)=0 
57.000 	2 CONTINUE 
58.000 	DO 3 I=1P(L+•) 
59.000 	. K=2*(I-1) 

• 60.000 	C=A14.(I-1) 	• 
61,000 	'3 PHI(1,I)=(E1**K)/(FACT(I-1)*FACT(C)) 
62.000 	DO A I=1,(L+1) 
63.000 	J=0 
64.000 	TRM=0 	 • 

• 65.000 	5 K=2*J 
66.000 	D=A24-J 	• 
67.000 	E=(I-J) 
68.000 	TRM1=PHI(1E) 
69.000 . 	.TRM2=(E2**K)/(FACT(J)*FACT(D)) 	• 	• 
70.000 	TRM=TRM1*TRM2 
71.000 	PHI(2,I)=PHI(2,I)+TRM 
72.000 . 	J=J+1 
73.000 	IF(J.GT,(I-1))00 .  TO 4 
74.000 	GO TO 5 
75.000 	4  CONTINUE  
76.000.0 
77,000 C 	.CALCULATE IMP AMPLITUDES 
78,000 C 
79.000 	T=(E1**A1)*(E2**A2) 
80.000 	F3=0 



81.000 
82.000 
83+000 
84:000 
85+000 
86.000 

. 87.000. 
88.000 
89.000 
90.000 
91.000 
92.000 
93.000 
94.000 1 

95.000 
96.000 
97.000 
98.000 
99.000 
100.000 . 
101.000 

	

102.000 	• 
103.000 
104.000 
105.000 
106.000 
107.000 
108.000 C 
109.000 C 
110.000 C 

	

111.000 	. 
112.000 
113.000 
114.000 
115+000 
116+000 
117.000 .  
118.000 
119.000 
120.000 

DO 8 I=1,(1-4-1) 
K=(I-1) 
J=(IM0.1.(2*K)) 
F1=(A(J,M)*SATC*FACT(J))/(2**J) 
F2=F1*PHI(2,I) 
IF(PARTSPM.EQ.2) GO TO 8 
WRITE(1089104) 

104 FORMAT(//) 
. OUTPUT J,F1YPHI(2,I),F2 

8 F3=F34.F2 
AMP=T*FUEN 
PWR=(10*LOG10(AMP**2)+30) 
WRITE(108,103) • 

03 FORMAT(//) 
OUTPUT IMOvAMP,PWR 
IF(OPT.EQ.1)00 TO 25 
A2=(A2+1). 
IF(A2.07.8)00 TO 25 
GO TO 20 

25 CONTINUE 
• WRITE(108,33) 

33 .FORMAT(/,'INPUT (1) IF ANOTHER RUN DESIRED',/, 
. 	 OTHERWISE') 
• . INPUT AGN 

IF(AGN.EQ.1) GO TO 100 
STOP 

• END 
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FACTORIAL GENERATION 

FUNCTION FACT(N) 
L=0 
FACT=1 
LN  

1 IF(L)23,4 
4 FACT=FACT*L 

L=L-1 
GO TO 1 

2 FACT=0 
3 RETURN 

•■ • 
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IIr:. 
1 
1 

ii 
ii 

LII  
ii 

( 

121.000 	.• END 	• 
122.000 C 	• 
123.000 C 	GENERATE COEFFICIENTS FOR THE DIODE EQN. 
124 ..000 C 	PROGRAM CAN COMPUTE 81 TERMS CORRECTLY IF 
125.000 C 	Q/KT=40 
126.000 C 	MAX=(IM04.54) IS MAX t OF TERMS 
127.000 C 
128.000 	FUNCTION A(NyM) 
129.000 	INTEGER Q 	- 
130 ,.000 C 	TEST FOR EVEN INTEGERS SO THAT FACTORTALS CAN 
131.000 . 0 	BE BROKEN UP TO AVOID OVERFLOW 
132.000 	• XF(N.QT.0) op TO 51. . 
133.000 	A=1 
134.000 	GO TO 5 
135:000 	51 S=N • 
136.000 	P=S/2 
137.000 • 	Q=IFIX(P) 
138.000 	•R(P-O) 	, • 
139.000 	IF(R.EQ.0) GO TO 2 
140.000 C 	BREAK  -UP MULTIPLICATION TO AVOID OVERFLOW 
141.000 	F6='(0+1) 
142•.000 	.TRMA=(M**F6) • 
143.000 	TRMB=TRMA/FACT(0) • 
144.000 	• 	TRMD=1 
145.000 	DO 10 I=1y(04.1) 
146.000 . 10 TRMD=TRMD*(N-(I-1)) • 
147.000 	TRMC=(M**0)/TRMD 
149.000 	A=TRMBeRMC 
149.000 	GO TO 5 	- 
150.000 	2 TRMA=(M**P) 
151.000 	TRMB=TRMA/FACT(Q) 
152.000 	TRMD=1 
153.000 	DO 11 1=1,0 
154.000 	11 TRMD=TRMD*(N-(I-1)) 
155.000 	1RMC=(M**P)/TRMD 	• 
156.000 	A=TRMB*TRMÇ'. 	• 
157.000 • 	5. CONTINUE • 	 • 
158.000 	RETURN 	. 
159.000 	, END 
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