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ABSTRACT.

This feport pfesenté_the_fesults of féseargh-wérk‘aimed at,ﬁhei
development-gnd“implementation of an intégratéd vﬁice/dafa commuﬁi—
catibns system over mobile - radio channeis. ‘Three prpblems are
investigated: (1) Analysis of thé'downiink iodp in a two'hop mébile
UHF tranqmission  system.vin which units COmmunité With‘ each other
thfough gvfixgd baéé.sﬁation,'(Z),'the:optiﬁizatioq of a,quaaraturg‘
cohepént mean sduare erfor ’détector_.gﬁd :its application: to"Tamed~

Frequency Modulation systems to achieve excellent spectral properties.

-and good bit error rate performance, and (3) - the design and imple-~

mentation of a speech detectorjcapable ofvdétecting3speech clausés in

mobile ‘radio - channels} + Computer simulation  and: laboratofy test

results are reported for the three problems under investigation.
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Introduction .

'Thé demgﬁd for channéis.iﬁ the ﬁHF'radid spégtrum,vﬁothv
" for data and for voiéé,-fequires”that the.limiféd-spéctrum
,avéilablg'be‘uséd as efficiently as poésibl@.- Oné ﬁay'ih
‘Whiéh thiS‘can:be done,ié fhé coﬁbinafion_of bothvdata and
voice on a Single_éhannel,~on a Qbiéé briofity'baéis. A
xseCond~mefhod is~tﬁeﬂdynaﬁic_sharing:6f_é group:of channels

~amongst a.larger group of ‘users.: When speech and data are

transmitted on the same channel as packets, advantage . can be

taken of - the bursty nature of each. of these "sources to

combine the'ﬁwo apprpaches.';Moreover, developments in VLSI

“have made the widespread use of digitally controlled radio
Vdispatgh syétems technically feasible and economically
attractive. Research carfied;:out under this contract. haé.

- focused on the design,‘ahalysis,'simulation, and prototYpé

deyelopmént of a packet mobilé;radio systemJtombi£ing data

and'voice.in"the’SOOwMHz\band.'

Summary of PhasezA-

The first stage of this reéeardh, reported by Riordan,

"Mahmoud and _Aidarous*, examined the. basic :structure of a

two-hop mobile transmission ‘system in which units communicate

J.8. Riordan, S.A. Mahmoud and S. Aidarous, "Design
Considerations in Packet Mobile Radio Data Networks",
Report No. SC81-1, Department of Systems and Computer
Engineering, Carleton University, March 1981, :




with each other through a fixed baseﬂstation;l'Analysisvint

hEhaSevA concentrated on the uplink model. User group members

are assumed 'to gain access to uplink.channels"by a variant of

" carrier SenSe‘multiple'access,',One of the essential parame—

tersaof:the"uplink model‘is'the size of channel‘group to

Which>apcaller‘iS'assignedﬂ :At'one extreﬁe,'the‘gfoup*of all

-channels could be‘regarded'as commonly_available to\each usef

on demand, so that all channels constitute a single group..

At the other extreme, a'specific channel could be allocated

toieachrof'n"usefs;.so that n groups are.formed. 1t was-

'~hyp0the81zed that soueiintermediate condition,'inhﬁhich*Néif
‘channels are aSSigned to each group,dmay be a more effeCtiye
'allocation-<of communications‘ resources;."vThe telationship.
dbetween‘grOup‘size; delay, blocking probability, and.traffic*

:intenSity was .examined. | It was shown_ that ,under dceftaini '
?circumstances that optimum size of Ng was quite low,.perhapsqﬁ

-:as Small“as,S*channels.~ These results were verified throughc:

sinulation. The -downlink hop, access’to‘which is controlled'

by the base station, was also conSidered briefly. :

Ay second. part ,of ?hase- A was an examination:»ofi_thef'
relationship between packet loss and speech intelligibility.
Subjective tests. indicate that the optimum packet length is a-
function of loss“rate. With transmission at 16 kilobits per

second ~best’ intelligibility was associated With<packets'of




200 bytes and greater in length}  It is!suépéctéd.thaf this

phenoﬁenon'may'be, in part, an artifactvassociAtéd with<fhé

particular codec chip.used for the'experiménts;ﬂhowevér.

Phasé Bf-'CurfentﬂResearchT

Research  in Phase B reflects a greater emphasis .on

. prototype design and development. Complémentary to Phase A,

analysis has concentrated on the downlink hop. . Two feasible

methods of shared channel access.ﬁave been identified, and

suitable protogois. ha#e 'beén’ SPecifiéd.w - The "use " of a-
éepératé7dbwﬁlink1sighalling~cﬁannel, foreShadowedgin.Phése

A, is considered in some detail, with énalysis.accbmpaﬁied.By

cor:esponding systems simulation.

“On the implementation side, two major problems havé.Been

addressed.  The first of these is the design of a  novel

modulation system.  Continuous Phase Modulétiop (CPM);-which‘

uses 'partial"response~ signalling,a'has-fthe ,adyantage of

excellent spectral properties and good error ﬁerformancé.; To

- achieve these results, research in Phase B focused on the
"optimization of 'a quadrature~coheréntndetector, in the mean

square error sense, for a wide class of CPM with modulation

index l1‘= 1/2. .THe application of.this defeqtor to Tamgd

’fFféquency Modulation (TFM) has been;investigated'in detail.

The second problem investigated in this reseérchiis the

design and implemeﬁtation of a speech detectot capablé of
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"detecting pauses in -conversations-'held on -mobile radio

channels so that . they can be allocated to the transmisslon ofy
short\data~packets. A'speech,detection_algorithm is‘proposed

and_implemented_in real time on a digital signal processor.

- The detectorvis.tested with yarious cOmbinations-of'speech\

“and moise samples.

. Report Outline

Chapter 2 of this report examines three downlink channel”

‘ models.-'One'of‘theSe,Awhile potentially eff1c1ent sis judged

to be somewhat unreliable, and so is not cons1dered further.~

Also. 'cons1dered in: Chapter 2 are th protocols associated
w1th the feasible downlink methods and an- analys1s of the-
delay associated ~with :the:-use- ofh a~'dedicated downlink_'

s1gnalling channel. . Simulationm 1n Chapter 2 1is ‘presented

:which verifies thehanalysis,:and'indicates that relatively

'small ~delay-'should :be' obServed._in channel accessploncithe"

downlink hop;

Chapter 3 of this"report'investigates'the’optimization

i

of a quadrature coherent detector, .in the ‘mean ‘square error

.,sense;gfor:a'widefclasszof~¢ontinuous‘Phase:Modulation (CPM)
‘Qschemes»withﬂmodulation index h = 1/2;; The application of
this"detector. to}'Tamed‘ Frequency - Modems _(TFM) is then

~invest1gated in detail.t‘ The system error-rateiperformance'

vas found to be very close to. optimum for relatively ‘low SNR

while the asymptotic degradation is less than O. 6 dB.l




Chapter 4 presents the;main"concepts and implementation

details.df a real time speech détector'forAthe mobile radid

environment.  Various aspects of performance evaluation are

‘QXamined:_J test .bed, sample. signals, subjective tests, -

'

' microcomputer-based statistics collector.

Chapter 5 presents a Summary 6f_-the>_result3» of the

reseafch completed in Phase B_and'prdvidesISUggéstions and

" . recommendations for further research.,

objective results - from ° the = “"activity ’moﬁitorf;:,and "a'



'Modellihg and Simulation of the Two Hop‘SYStem.

Introduction.
Following the de?glppment in_Phase~A of - the contract,

this>chaptér conéiders_the'dévelbpmenﬁ.of-an analytic ﬁo&eL

‘for traffic in the two hop system (see Fig. 2.1), and

simulation results related to that model. Complimenting the
emphasis ‘in Phase A on.the uplink channel, this éhapter\will
concentrate on the‘handling of downlink traffic.  Section 2.2

cbnsiders three hethods ~of sharing downlink channels

,Vcontfqlled4froﬁ the baée station.. Each method.réquires the

uSegof_special‘signallingwpackets in_addi;ion_toﬂthe:ybice

'paékgts; “the form.;of these Signallihg packets and the

associated protocols are -described in section 2.3. One of

the methods. involves "the use of a dedicated signalling

channel, and thefcapaCity Qf‘éuch a-channeL:is:analYZed in
section - 2.4. Séction; 2.5 presents a éimﬁlétibn,]of' the

o#erall model, ﬁﬁdfa}comparisbngdf'thé\performéncé,predicte&‘

through analysis and éimulaﬁion. is médeﬂ © Section 2.6

summarizes results. -

Downlink~channél models

Voice packets arriving from transmitters over the uplink

channel are buffered by the base station prior to‘reérans—"x

‘mission. ~ Temporary . storage: is necessary since, in" the

absenée-of dédicaﬁed'downlink_hhannels, dynamié.élIOCaion of

“-channels to receivers must be carried out. Three variations

~of the dowﬁlink aliocationApreceduré will be described.
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‘Dédicated-Signélling.Channél‘ModeiL

.fTheffbasic dynamic‘_éllocatidﬁ " scheme. is dedicated .

:sigﬂalling'chénnel mddel;'so'namedybégause a siﬁglé_dedicated

nsignalling*channelxis;used~to‘advise‘reCeivefs‘offé message
-‘at;thé base‘statiqq._.All.récaive:s‘inifhe~quiQSéent state

‘tune . to the signalliﬁg;channél.'fThe-baée:station’then‘noti-

fies receivers of an incoming talkspurt by the transmission

of a signalling packet which indicates both the addressee and

.thetchaﬁnel upoﬁ which the talkspurt will be transmitted.

The addresséE'_fecei#érijmust’ then . tune to .the -requisite

tchanﬁel énd rééeive-the’talkspurt.'mAt.thé-complétioﬁ‘of the‘

talkspurt, ~ the receiver returns again to 'listeni‘on7_the

signalling channel.

.‘Seasonal Migfation Model

3 The  need- for a. dedicated»’signalling.’éﬁannél“.c§n  be“

_avoided_by.tﬁé allocatioﬁ_6f‘two:receiﬁers,uééy Aiaﬁd‘B,‘to
f?aCh  ¢hénne1; 1t é“.mésségé7 appéarg for .A; peéei&ér B
"édﬁtipues ‘to' liéten';baésively;~ ‘ va é:‘mgséaggt appears . for
_receivéf‘B dhfiﬁg_EfaﬁsmisSidgwof,tﬁehtélkséﬁfttA;‘én-inéef—“
frﬁpt_-paqkét ‘is genéfated’Qdifgcting? fecéiv§r- B;jto anotﬁer
".chaqnel. ; Thé'latter‘mayibe:}a”qqiéécen;~Chénnel tq,ﬁhich.
.qthéf féceivéfs-are tunedh_qr iﬁjmayfbe‘pnefbf avp001_of
 .additi§nal overfibW  chanﬁelé; désigﬁated for; th;§‘ pﬁrpose.‘
' Upona.coﬁple£ioﬁ_of' thg talkspuré.i¥éééptioh,.cﬁanﬁei,B will
~égaiﬁ ‘tﬁne_Ato its 1designated- éhénnel. -  This 1£e;hﬁiqﬁe,;

VdéScfibed - briefly in' the initial‘ contract  report, maf be

?-‘8—




termed a seasonal migration model. . In effect, the receiver

migrat¢s to a different channel'if_its_hominal channel is

busy, but returns to it at thé'cbmpletion of each talképurt.~

Gypsy Model

A variant on this scheme "might . be termed . the gypsy.

model. In this scheme, regéiver B listens passively on the

channel upon which it last received a télkspurt;'other re-

‘ceivers, say A and G, >may also be -listening on the same

channel. If a~second.talkspurt arrives for receiver B and

'?tﬁe ¢hannél iS-ayailablé,,then it is tfansﬁittgd direcﬁly,'
If. the dhénnel is bus? 'With ai_talképﬁrtv tranémission to
either A or C; then an iﬁtérfupt p§ckét“is geﬁérated’aSginﬂ
the .preyibqé one, and receiveri B ;iS' direétéd  to. another:

channel. The differencé:bétwéen;thisHStratégy and the mi-

gration model .ié_ that receiver B would not return .to. the

channel to which it was directed, but would remain tuned to

the last channel upon which a talkspurt was received.

Evaluaﬁion

There is probably 1little. difference 'in ‘efficiency
“Between.the~gypsy modél‘énd:thé>migrafion model. Thé gypsy
‘mo&eliwould'be more effective in. the case in which the time

 between the' end of one ' talkspurt and .the beginﬁing of the

next (for a- particular receiver) was .less than-thé channel

tuning time of 7aboutf:30 ms . f‘tThe"gypsy ‘model has .the

disadvantage, howevér,‘that errors in the signalling packet



could cause the -base station to "lose". a receiver.  In other ..

'words,.e'receiver:might_be.iistehingzon‘onehchenuel-while;thef
base station expects~‘it“ to;:be-uoh ehother; ;_’Suhsequent
"downllnk messages could -not be trensmltted until the proper
_chennel hed been" located.:u The -effort of; locating thls"

chennel would probably nulllfy any;.other. edvantage‘ of_~the-'

gypsy method. Therefore,v it * is. assumed that ‘downlink

,trensmission will take place using either dynamic downlink

allocation with a dediceted signalling channel, or by means

of the seasonal migration model. .

_Downlihk Channels Protocoi'

'Packets may arrive.at random times to*the-base-Station.
Often they are not processed immediately because the messegep

processor"may be.occupled. : Thus they:are-buffered in'en

,iuput huffer‘poolvas shoﬁn;ianig.‘QQZ., Each packet Wlll ‘be

‘processed,'using itscheader,'andrdirected.tofthe approprlete'

output buffer before“ transmission - 'to “the_- appropriate'

receiver., The base station wxll monltor the status of both'

channels and-recelvers.,"

_Dedicated Signalling Channel ProtocolA

_1:5. Ident;fy recelver through the heeder included din

- the pecket;

>-2.,.1Ifh the receiver‘pis ‘silent,'(i.e.,‘ tuned to the. «

s1gnalllng chanﬁel),; search for the . eerliest
havelleble channel and send a s1gnalling pecket to .

dlrect the receiver to the deslgnated chennel,"

- 10 -
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“'Figﬁte 2.2 Buffering.énd‘Qqeﬁing in Base Statioh



" 3. If.the receiver is.busy:(i.e.,_receiViﬁg a talkspurt on a

.fspecific“channel);.EfansmiSsion will be delayed until the.
rgéeiver,retufns to its.silent state. ' A seérch3for.the_
earliest available channel is started and a signalling

packet will'be sent to'direct'the.reCeivers

Thé §rotocdl is depicted in Fig. 2.3. It must be noted that

there is a possibility of having a‘talkspurt‘arfived'ﬁdr‘a

receiver while it is receiving the previous one. This is due

" to both:search delays included in the CSMA technique used for

the uplink ' channels ~and3‘the< éeafch"technique~ used for

.downlink chéﬁnels.

{Seasohél Migration Protocol

1. "ideﬁtify receiverfthrough_thé:héadétrin Ehe»péckeéQ
2;: .Chgéky'if the  recei§er"is1 siieﬁf‘:(tuned'ffb_vits .
vdeéignaﬁedj chéﬁnéi) ér 1bu§y\:(i;é;;':réceiving;ia
stfing of paékeﬁg.on é épecifiéiéhénnél){
3. '”if the receiv§f ié*silent;_a checkAwili be made if
thérefié:a schéduled h&ld:gn.iﬁs”h;minéi chénﬁei;
A:IfA_tﬁere  i§. é.‘hold,,;seérch for the ‘earliest
]Vavéila51e 'ffeg ;haﬁﬁei, _h{sldi the channel, Vﬁnd-‘
SChedﬁIe tfaﬁsﬁissi§nJ: » |
If there is no hold, Hold its nominal chamnel and

schedule transmission.

b4, »if:the-receiver is busy{’@héck.if,there,is‘a hold

. on his désigna;ed channel.




(  sTAaRT )

. Receiver

“Receiver

Identify |

. Busy

Stay~

“Quiescent |

Search for .the

channel -

-earliest available:’

*WéitﬁuntilA
‘transmission
is completed .

r

Send a tuning
packet

 RETURN

' Fig. 2.3 = Dedicated Signalling Channel Protocol




'If'there;is,hd Hold,'send a "stay‘tuned"_ﬁacket,{hold 

‘the channel and schedule transmission.

If there-is a hold on the . chahnel;-Asegrch for the
earliest ‘gvéilablé~'free‘ channel, hold the " channel,
schédule~transmissioh,~and send a ﬁuning pédket.if:it is

not -its nominal channel.

N.B.:. Since there may be two talkspurts searching for
the same_ downlink. channel at  the samé1 QOent;.
thus a hold of this channel will be needed by

'éﬁly“one'of the two'talkSpurtsﬁ(see Fig. 2.4).

Evaluation

The use of a -dedicated Jsignailing channel will

facilitate messages and downlink channel allocation im. the

basé'._ .sf_.a'tion. . Hoy{ieye’f., .eff_i'CiEIlt.'use of the -addit‘i'on(al
signailing channel must be’investigéted, .The efficient:uée.

of downlink channels through the_séésbnal migr§tioﬁ prqtocol”

is associated with a complex processing in the base station.

InSpite 6f thleaqt that additionél proceésing~in'theﬁbase
stétion ﬁasg élight;:éffect ~on the:;delay,  thé» seasonal

migration protocol is - more valuable to higher delay

VarianCé;g:Oﬁ"the'othér’hand, fhe‘additioﬁal“tphing-delay

associated with ﬁhe  dedicated éignai;ing “channel pfotbcol

Will;increase the average delay of packeté.




No .

Identify
Receiver

Silent

Receiver
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_ Bﬁsy 

'Identify Current’
Listing Channel |

" 1s their
~a scheduled hold

on this channel?

send a o
"stay tuned"
message

‘Search for the
earliest available . -

channel

[
Schedule a hold
- on this channel

Is it the
K Recelver nominal
_ channel

_Send a. signalling
' message

Yes

Schedule Transmissionf%a———Q———;-j

- ‘Fig. 2.4  Seasonal Migration'Protocql'
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The gypsy protocol has not ‘been conSidered due to its

':unreliability since there is. no apriori knowledge,cavailableh

to the base station, in order to_monitor the receivers.

:Q.Signalling-channel capacity

A dedicated downlink: signalling :channel .is devoted"
entirely to commiunications ' overhead. = It “is, therefore,
important to-ascertain the number of active downlink channels

which can be supported byaoneksuch overhead channel,

Assume a dedicated downlink Signalling channel to whichi":

receivers tune in the quiescent state. A short packet'(see

" Fig. f2.5). is sent indicating the presence: ef 'a message

(talkspurt) for a- particular receiver, and :indicating"the

.channel Jupon . which- the3'message Wlll be._aent. . To- combath'
-fading,  the signalling:packetfisptransmitted ﬁWice; &ith'ath

.meogap-between_transmissions;

With a 16 kb/s Signalling rate, this 50 bit- packet is

3. 125 ms long. The typical talkspurt is about l 3 seconds in,
‘duration.: IE 'tw6.ASignalling ‘packets are -sent.;for each

talkspurt, ‘then the ratio of'their;channel usage_is:

ty=1.3 - - =208 .
t 6.25%x 103 -
p -
- 16..
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Fig. 2.5 _Signalling,Paékét Format
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‘For rapid signalling, the tﬁaffic intensity on. the. -
signailing channel should be}legs”than'that on the;message.
channels. The aboye fatio-’indicates._ﬁhét one -signaliiﬁg

- channel_could handle-aboﬁt~100 message,dhannels,Q

: ihié:aSQump;ion dan’be‘examiﬁéd mofe acbgfafely tﬁfough -
the ﬁ§e>.of a simple M/D/l. queuéi?g. mddei.. '"The;Aexéected:
delay; undert the asSﬁmptiqn"of Mardeian arrivals .and
déterministic service, is : | |

E(e) = 1 [l-p1 -
. uw(I-py 2

where = service rate = 1 = 1
' ' . mt 2 x 3.125 x 10-3.

B
i

number of packet repeats,~dhosen,as 2 here,

il

signéllingichannei,traffié;intéqéity_ 

~ As an'exdmpie;.seleCt.p = 0.4, a'fairly low traffic

* intensity. The delay iS?then' .

E (£) = 6.25 x 1073 (1-0.2) = 8.33 ms

which is only 33% greatef than‘the'Signalling'packet duratioﬁ.

itself.

‘; 18 -~
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This_deiay‘figure is to some extent misleading, because

of the 10 ms. .gap between répeéted signalling.packets, it

~would be more accurate to say that the: thfoughput of the
signalling. channel ﬁndéflthe'étated.load is

1 I -

-3 "= 120 packets/second

Because the signélling packets are short ‘relative to
talkspurt time, the signalling channel‘isicapablé of handling

a. large number of normal communications. channels. With . a

dﬁplitated signalliﬁg ‘packét."océhpying-»less than 10 ms,

inclusive of quéuing'timé, more:thah\lOO downlink channels

cbdld-be”acéommodated.with‘littlefdelay. ‘Itiis,‘thérefore,'

conéluded. that = for  heavyf Efafficgﬁ-thei.uSe_”bf Wdédiéated

signalling channel is. justified.-

Simulation of Performance

Simulation'of-the twd%hop;SyStemfiS‘COnsidered; ‘For the

. uplink channél model,{ﬁhe CSMA'protdﬁol-descriBed in Phase A

is uéed#} Uplink channels are'groupéd into 8'chénnels/12

transmitters. Talkspurts are generated with average length

J.S8.. Riordan, . S.A. Mahmoud, and S.E. Aidarous,
"Design Considerations in Packet Mobile Radio Date
Networks", Report No. SC81=1, Dept. of Systems and
Computer . Engineering, - Carleton . University,
- March 1981. ’ '




" of 1.3 sec. and silent gaps dverage length of 1.95 sec. both:

éxponéﬁtially distributed. . _iMaximum "nuﬁbér 'Of“ channels

searched is 8, and- the channel sensiﬂg delay‘is'BO m.s. The

_ oneAway:propggation_delay_is SO:u,.séé{

iVA:processing delay of SOO'QsteC.fis'éonsidefei‘infthé,_f
basé station. -'This_ déléy ‘ACCbuﬁts_ for: checking - and..
claésificatioﬁ'of differeﬁt backets received and aildcating
them  §0‘.the éppropriate Bufferé"for. retransmission to ..

receivers. - It includes also overhead needed to. generate the’

.asédciated_signalling,packets. aBuffering,fclaésificationJandf\

Quéuing_in the base station is shown in Figure 2.2.

Performance of Dedicated Signdlling Channel Model -

- Dynamic 'allodation cof  downlink zchanngis< usingi a

dedicated signalling . channel fwillQ'be conSidefed..Tr_THé;

:'pfdtoéolk'déScribed in Section. 2.3.1° isv.uSed. ‘ Fox,>thé

downlihk mddel,.648‘channels/12 réceivefs'afe»used; .in most

- runs, 7 downlink channels/l2 receivers were used since no

additional capacity ‘is required, as in' the case of the uplink 

chénnelé, for .retransmission -and the CSMA strategy. A

Signaiiiﬁg'packeﬁ.length.0f53a125jm;s{'is considered._

Figure.f2}6 ‘éhow§- the: simulation  mbdél:'uS§d~ and’

simulation ~results  are shown in Table 2.1 for different

‘numbers of tfansmitters; -Figure 2.7 shows the &ownlink,delay

drops beiow the 10 m.s. level - for groups of traﬁémitter

-20. =



greater than 36. However; the Signélling channelmdélay is

~kept below-3.2 m.s. It must be noticed that an éddifional 30

 m.$. has to be added to the downlink delay to accbunt for the

receiver tuning delay.




0.003125 | SIGNAL

—G SIGNAL
Uplink . '

D: p@m(S) SIGGHNL DELAY| |

ATRIB(3) | DLINK

~ ~“,@T(5) J——— R

SIGNAL .

| oo |

' Fig. 2.6  Dedicated Signalling Channel Model o
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Table 2.1

DedicateduSignalling ChahnelgModelvPerfotmance 

No. of
{Channels
Transmitters

(Receivers)

No. of.
Uplink .
‘Channels

No.'bf
Down—-1link
-Channels

HA‘Signalling Channel

Downlink Channel -

av.idélay
(m.s.)

_traffic

“av. delay
(m.s.)

traffic

12vv‘

18
24
30
36
42

48

12

16
20
 54:

32

SN

10

ERT

17
21
24

28

3.141
3.141.

30141 |

_3.141 |
3.151
3.155
3,155 
3.185

3191

0.0103

0.0108 .|
0.0108

C0.0166

0.0221

0.0276

©.0.0328 |

0.0387

0.0437

31.76
109.0
392.6° -

68.05

11.04

6. bbb

.0.5831

0.5831

10.5831
©0.70391
0.6675
0.6782
0.6592 |
'0.6741_"'

0.65106|
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Performance of Seasonal MigrationVModel

In this'modei, two receivers will be allocated to one
downlink channel. In other words, in the .case of 7 downlink

channels/l2 receivers, six pairs will be éssigne@( to six

channels unléss'a signalling paéket‘difect them to -another

channel,  The other non—assigned channel will serve as

additional overflow channel.

The seasonal migration model is shown in Fig. 2.8 and

the 'delay is shown in ‘Table " 2.2 for different«vvalueS'.of

additional pool channels. It is nbﬁiéed:that>a‘remarkable

reduction of delay'is associated with the increase of the

'additidnal pool channels. This results from the fact that

the tuning'delay (30 m.s.), which represents a:high‘percent'

of the total delay, is noﬁ added to all paékets_és the case

of thejdedi¢ated‘signalling”channel:model.

Table 2.2 Seasonal Migration Modél:Delay¢(24 Receivers)

Number df
Additional Pool T : S :
Channels = -0 : 1 S 2 -3 o 4
|Average Delay 69.21. 45.7 32.07 21.15 12.1
' SMeS. SR B} T
- 25 -
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1

Evaluation

“Comparing the results of the above two 'cases, we can
clearly notice the_difference»in the delay characteristics of -

the tWQ proposed models. The dedicated sigﬁalling-qhannél is

‘characterized by -a relativély high éverage delay and low

variance, while the séasonal'migration model is characterized
by.a relatively low delay andvhigh.vafiance (see'Fig;.2.9).
ﬁowever, considering the  voice iﬁtelligibility  teéts
performed in Phase A of this work, the delay va?iance ih the

seasgﬁal migratioﬁ~'modelA can: ﬁe vfemarkably. reduced by

discarding higﬁ delay packété‘iﬁ fhe base sﬁation. ~From ﬁhe
delay gharacteristics-éhowﬁ_in Fig;-2.9;:the numbef.of ﬁhese»
packets is very small and is within the intélligibiiity

limits specified by the experimental work in Phase A.
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Snmmary

Both the ~dedicated, signalling Vchannelﬁ model and the

seasonal migration model:appear to be suitable as downlink

channel allocation procedures. Analysis and simulation indi-

cate that the delays associated with downlink  transmission

will be caused'by'queuinghwithin-the base station. buffers and
by receiver channei‘switching.time. the signalling‘time, to
alert the»receiver-to~the presence of.a talkspurt, is -typi-

cally “less than 10 milliseconds. Thus, the choice between

the'Adedicated signallingv'channel model"and._thg seasonal

"migrationimodel;shonldybe made‘on.grounds other. than delay.,

The former method'has‘the advantage of reiative simplicity,
but does require an additional‘channel« The  latter makes

more efficient use of downlink channeéls, but requires a some-

"What‘more>complex protocol.. -DedicatedﬂdOWnlink signalling-

would be justified when a large number of channeis; say‘fifty o

or more, is .involved.

:It is recommended that,further work be carried out to

'specify more precisely procedures for handling packets in the

base station,buffer,‘and‘to analyze‘the resultant delays.

Operationally, tests. of the two downlink protocols: should be -

made. Consideration should be given to the p0331bility of a

hybrid protocol which is capable of operating in either the

vseasonal migration mode or the dedicated signalling channel

'mode, as conditions dictate.
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3.0 -

~ Optimal Design of a Quadratute Coherent Detector for a Tamed:

'FréQuency Modem

Introduction -

'~ It has recently béen_dempnstratéd~that a wide class of

~ modulation methods in the CEM‘ fémily possess :exééllent

spectral propertiés. .~ This is achié#edv.by \using "partial

- response signalling, and keeping the signal phase continuous
at the data switching instants. Some schemes have been shown
. ‘to.combine excellent spectral properties and good error per—.

.'fbfménce‘5y_compafisbn;fo-QPSK.[l],?[21,.([3]; [4] and [5]).

The. optiﬁﬁm réceivef, fof méSt §f‘thésé schemes, is  a
Maximum Likelihoéd Estimator (MLE),:[4];'[6]; 'fhe ﬁLE éon—~
siéfs;bééicéily.of a-bank of matched fiiteféifollowed_by a
Vitérbi érdg;sspr;~ [4].:: Thé“nuﬁber of thosgA filtefs in%

creases rapidly'with the receiver obéervation interval, LT,

7as_wg11-as the order of the partial=response_syStemgpélyf

nomial. ~ In practice, the impLémeﬁtétiOn~of such a receiver

“could be a heavy bﬁrdén, especially for relatively high épeed

data systems.

It is also knOWﬁ-that'[2,7;8],CPM'systems,'with modu~

“lation index h=1/2, Abeaf~‘some simiiaritiés- to MSK; i.e.,

'under:ceftain'conditions, the“phase of.the-CPM:éignal could

be.decompoéed into a -component identical‘to:the MSK's plus an

- 30 -




"intersymbol interference” compqneﬁt.which-is strictly less

. than T/2 in absolute valde; 'InAthese-cases; the CPM_signai

will show an open eyetwhich.is very similar to the MSK”s.

v'Thereere,ﬁthe demodulation strategy suggested by de Buda [1]

could be used if two arm filters are included to reduce the
effect of the ~deliberateiy introduced intersymbol inter-

ference (ISI) component;

The objective of this research is the optimization of

the receiver  predetection filters. This problem has been

approachéd in [2] and [7]. for the'éaée of TFM. . The phi-

los&ph& in [2] and.[7jlis épprokiméting’the TFM syéteﬁ by ‘an
"eqqivalent" baseband's&stem,.in drdér to make'ﬁse of:the
lingar theory in {9]'fof-deriving the optimum arﬁ filtefs.
Tﬁé performéndé of éomé éelectéd fiiters;’empiéyed‘in'the fe_

ceivers of several CPM(h=l[2)_sjsfems;'was?inves:igated in

[8]. It was found that- some_;Seiected filters pérfbrmed.'
‘better with some CPM schemes than others. In this secfion,
we:approach the problem in some_éeneralityrl This approach

lead to a'genefal form of:a suboptimum filter, which‘coﬁld be

" useful for a wide class of_CPM'with'h=I/2;

Thedry and Main Concepts .

‘A block diagram of . a:-CPM.-modulatOr is ~shown in

‘Figure 3.1. The input:daté'bit,oﬁ,'is binary and rébfesénted

by éﬁ-impulse S (t-1iT), where. 1/T is the ‘input déta'faté.




where,

The input bit o is first passed through a premodulation
filter with impulse réstnse g(t),t g(t) 1is essumedfto'be

symmetric around~thevdata'impulse; and extends over .a time

interval MT.

The total change 'in the modulated signal phaSe,ga(b , due. to

one bit of information is restricted to;Lguv‘Therefere, g(t)

“has to satisfy;

/ 9(7) dT ~=f!/z___"-" 3.1

L -

Due. - to .the OVerlappiﬁg nature of the premodulation filter

'Qﬁtbut pulses, the total change in?ﬂﬂ durlng one signalllng

’intetvel,T is affected by M adJacent bits - Thls_could be

writteneas;‘ -_'f
| . ﬂ-/? _ o o
Gl - BT T Z Gy s,

M=l

/=~_~.

and, N M-/
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It could- be easily shown that the signal abSolute,phasé at

time t=nT is given by;

= - 0B =l J=l
i P (MT) + R (nT) |
MSK 3.4

‘where qé (”77 ié the phase,;atﬂt=nT,_of_an MSK signal,using

the same input data as the CPM signal. gét is due to the
introduced intersymbol interference. = In order for the CPM

signal to haVé an open éye,Q%lh77jmuSt be less than F/z in

'absolute value. -This:leads toAthe following‘COnstraint.on

{al

BiEeEa o
33




© . Equation 3.5 is satisfied for seVefdl CPM systems.iﬁcluding

TFM[Z]; DdubinarykMSK[éj, Gaussian MSK[10] and. Raised Cosine’

CPM with h=1/2" [4]. Therefqre,>the receiver,stfuctufe shown

. in Figure 3.2 could be used for theéevsystemé, as well as any
'CPM>system satisfying the COnstraints given by~equatidné 3.1

and 3.5.

_Prediction Filter Optimization

A schematic_diagram for the receivér‘under éonsideration_

;is.given in Figure 3.2. Perfect sYnchronization is assumed

for ‘the carrier and Bit timing. The channel is . assumed

'additiﬁe white Gaussian with spectral density Ng. Using»thé‘

same mnotation as in [4], the input-éignal to the receiver is

.given~by,

Ft) = S(tga’) .,.L.n(t)...'... o ‘ | 36

where

: E (ti'z. = ]2__762 C05[¢( b x)+wt]




4 T(t,a) Coswt - Q(t,) Sin i

3.7(a)
where _ .
I(‘t () = V,z__f:_B CGS ¢(t)2()
- ’ = T .
| R - 3.7(b)
L E. Sin @ (t, =
Q(t,=) =YL= ¢ )
and
n) =0 () Cos wt = ng (D) Sinwt s

where  Eg is the»'signal energy per bit, the data rate 1is

1/T, is the information—carrying‘phase, and w is the carrier

radian frequency.

The input signal to the arm filters in Figure 3.2, after

‘droppihg the components centered around 2w, is given by;

1

Gt = R T )+

| 'é'(jt, ) 1Q( f;:éf) ++ (1)




Therefore, the signal presented to the I—channél saﬁplér'ét

timé“t=hT is giﬁen'by;
D(nT) = /"‘CI(('V'T;'?‘)J?S)‘* N (T - T) "D fJT 310

where h(t) is the impulSef response of the. predetectioh

filter. In thé:absencé of noise, and thé deliberately intro-

’duced ISI D(nT) is glven by,.

D(nT) = (nT) y C"s MSK(nT_) 3.11

Let us define the error functionm e(nt) as,

_-e (WT) = DA(nT) = MSK (”T)

‘and, therefore, the mean square error becomes;

‘ :[é?mﬁf:f{[{f[r(m.r),«) + 1, (nT-?)ACT)c/T ‘ '3.12

}/_ C’as¢ (nT)] }

Assuming that n.(t) and I('t,g_‘) are -vstatlstlcally 1r_1de~— ‘

pendent, equation 3.12 could be rewritten as,

E{em)] Ea + 3 f/[?(? 7Z)+7<’ (% )]Arr)/,(r)ara

)/" /[E[I(nr -2, d)ICas 9:(:?03 ' ‘_.3’134

D Z‘[((nr- ), z) | Cos ¢cnr)<0}] /»cz*)df
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R-( T ) and Rn (T ) the autocorrelation functions of I(4%

and n (t) respectively.

¢

Minimizing the mean square -error fuhctiqn as - given by

equation 3.13 could lead. to 1mprov1ng the ,systeﬁ error

performance wunder  the conditlon that the eye diagram,

following the arm filter, is not cpmpletely:closed~fqr an&

permutation of the data vector, < . ‘ Therefore, we will
constrain .the expectatlon of ‘the. eye opening assoc1ated with

the data vector ﬁ' to a constant, 1 e.,

j [E{I{nT-"l‘) /9) ’Cos ¢(n'r) >0}

- IE{I(nT-'P £) | Cos Ps (nr)<0}.7 h(‘t‘)dz*_/’ 314

where*ﬁ "is the set of data.vectors which determine the inner

" boundary of the eye . . diagram in the time interval

(nfl)Tsi:i(n+l)T, and f is. a constant.

The minimization of équation,SJlB,.under'the constraint

qu equation 3.14 is a'sfandard'problem in the calculus of

variationé. Following the proéedﬁre' outlined in [11], we

arrive at  the following 'résﬁlt for . the  frequency

: .characteristic~of-thé premodulatiqn filtef,

) Ted + VLD jwnT o :
H(w) = Z(w ik GJ i ) 8 3-15:'
Few) + N(w) o o
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F

under low SNR conditions,.equation 3.15 is 31mplif1ed to

where, ' ) '
R = FLRCT]
K FoR, (7]

ZVI(w)- F[E{I(nr—‘z’, )jcosgs (n7)>0 "E-{I(.WT-'T&)‘G;S'CZ) (rm<o}]

, I (w)‘GJ[E{I(hT-T,ﬁ)‘CaS¢ (nT))O} E{ (ﬂT—T)P)'CosgﬁM (nr)<o}j

anT ’

H(w) A [I(w) + A Icw)J e

and,' therefore, h(t) is approximated by;

ﬁft) 5 f.ff) * A ;"’M

1where

/}am}i‘) ~E{I(hT-T,g<)‘Cas gm(’t) >o} - £ Z(hrirj"g‘) l Cos _¢m£nr)<°}
| | | o | 3y

b, (8 = E{I(nT-T,f)AlQS ;é'sét))o}*f {'I.(nr _ f_) \CS ?MSF( Tko}

hmyﬁ) is recognized as the 1mpulse response of .an Average

g Matched Filter (AMF) A»h(t) as deflned equatlon 3. 16 by is
‘matched to a weighted average of the baseband signal -_Hence;

_the arm‘filter is a Weighted;Average‘Matched'(WAMF); ih(t)

denotes the Fourier transform, A is a Lagrange multlplier



'is, strictly Speaking, nonreaiiiabié.“: However, a digital

implementation-becomes possiblé'if h(t) is restricted to a
time interval, LT, and deléyed by LT/2. We define h (t) as

follows

t< LT

IA

r h(t—LT/Zj_‘ n_ )

. hL(t)=

~ ) o otherwise

We shall denote a filter with impulse response hy(t) by

WAMFL.

The Lagrangian multiplier,.Aiﬁ- equation (16),V‘Will' be

,assigned the value of"Agz Aqt‘ which minimizes the system

symbol error rate as- given by equation 3.22.




where

,_PérformanceVAnélysis and Application to TFM

.Ihe sighal presente& to the I—éhénnel'sampier; at time-
t=nT, is given. by eqUation $.10,;wi£h‘h(t) given'By gduation
3.18 fof 'aﬁ obserﬁafion 'iﬁterval LT. = FéfA a>_given. data
s'equen‘ce ‘ ‘?_( = 9_<L_ » D(nt). could be Split. into a'.j signal

component;

LT o ~ o
D.(nT) _[YE Cos @ (NT=T M[)A(TIJT
nT) = g (os -7, %
s N ’ ‘A 3.19
éﬁd a zero.mean Gaussian noise component with variance,
oo o :
2 y 2 ' - '
o = ...’L_/e. _/AI. (‘T)_o"Z‘. , ' - 3,20

o

Therefofe, the conditional probability of symbol error is

giﬁen by,
f}(EI'es") =_Q(ro4-%;) SRR - 321
Lr" '

J . [d'/COS?(("T‘T');%’«L)/:LC?}a/T] ‘

Pt T | LT ;
L /_‘/vf_(‘ll‘)d’.f

s

3.22(4

1— 40>—- 




dy is referred to as fhe'squafed’Euclidean diétance [8]. The

average probability of symbol error is,
L

2
=) QUYd; E
g(€) = 2o P QU4

3.22(h)
and the:azerage Prﬁbability of bit error would be,
2 ) . s ' - |
) = = P(=) [EE (') - (Elx))+ G (E]2)-5(E|x)]
LY ‘ - ‘
3.23
w 2 (&)

For a given system, and for a small observation interval, one

could write fg(f) in terms of ) ', and - proceed to minimize

5 (&) "with respect to A . This should lead to the optimum
ZAR R ~ -

value of A= XOVT' However, the problem was found diffiéult
to be dealt ﬁith analytically. Therefore, an exhaustive
search for A is preférred, and could be easily done on a

digital computér{

-Applicatibn to TFM

Tamed Frequency Modulation is known as one of the most

efficient modulation techrniques in the CPM family. It has

been shown that TFM, if optimally detected, is'only'ldB worse
than the optimally detected QPSK [12]. The.impulse response -

. 0of the TFM premodulation filter is given by [2];

9 - @’"’{am}.f




~where

wT/Z
Sin (@ T/2) ER = - 3.24

L Gw = Cest(T)

.g(t) is basically infinite, and ,ﬁﬁst be truncated for

practical realizations; it . is truncated ,fo~ 5T for our

application, and Figure 3.6(a) shows the cofrespohding eye

» diagram.

A data vector 15-bits lohg "was found practically
sufficient for the computation of lhm¢00‘ and émhr(t)'

[eﬁuﬁ} 3.16]; The syhbol.errof rate,‘as a function of EB/NO"’

was'computed,accordiﬁg to Equation 3:22 for différent values -

of LT, with k as a parameter...

The values of Aw 0.225, 0.125, 0.115, 0.113 yielded

~minimal error rates for the‘observétion‘intervals LT=4T,. 6T,

ST and 10T respectively. The resulting impulse responses and

theﬂéorresponding'frequéncy responses-are given in Figure 3.3

and Figure 3.4 feépectively.v The AMF is also shown for

~ comparison. The symbol-errof rate curves, obtained by the-

iﬁpulse:responsés of Figufe 3.3, éréﬂgiven in Figure 3.5(a)
for low SNRs, and Figure 3.5(b) for high SNRs. The error

rate obtained by a MSK filter is also shown.
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It can be seen that WAMF6 and WAMF8 yielded almost

- identical error.performance. This could be explained by the

fact that hype(t) and hmiﬁ(t) (eqdation'3;16) are practically

limited to 6T. Therefore;~ increasing the . observation

‘interval beyond 8T is not expected to yield aﬁy improvement

in the system error perforﬁance. The system-perfofmance with
a WAMF6 is gbout 1dB wérse than QPSK for SNR = 10dB, while
the agymptotic degradatidh:is ‘SAl.GdB;.i;e}; the WAMF6 TFM
receiver performance is very close to optimum (MLE) for low

SNR, and the asymptotic 'degradation, compared . to a MLE

receiver, 1is approximateiy 0.6dB. The performance of the

' WAMF4 is about 0.06dB worse than that of the WAMF6 for all

SNRs, while the MSK filter is.about 1dB worse. It can also

be seen. that although the pefformance of the AMF is good for

very low SNRs, it is not acceptable for the practical range

Aof SNRs.

The minimum Squared Euclidean Distance (as defined in

[8])Agiven by equation. 3.21(a), is hdwn'in Table (I) for

different predetection filters. The SPAM filter [8] is also

shown for comparison.

The eye diagrams, generated by the'impulsé respbnses_of

.Figure 3.3 are shown in Figufe 3.6. - It.can be seen ﬁhatvthe~

eye patterns, associated with WAMF8-WAMF4, have essentially




tﬁe sameylevgi at the'saﬁpling.momént t=nf; -However, thé
Zero crossings.in ;heJéaée of the WAMFQ-are less jittérf; a
fact which could be impértant in systems Whefe<theusymboi
ti@ing.is extracted fréﬁ:thé'i aﬁd'Q channel signal’s zero

crossings.
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" Summary

We have seen that de Buda“s. FFSK demodulator could be

used for a wide class of CPM with h=1/2. The optimization of

" this receiver, in the mean square error sense, has been shown

to be realizable. A general formula for a suboptimum
prédetéction filter has Tbeen p;eééﬁtedw' The filter 1is

@atéhed to a weighted:average‘of'the baseband signal, and is

‘easy to compute and design.

The theoretical results ‘haﬁe_:been appliédj to a TFM

receiver, and the system eéerror performance was found very’

close to that of ‘an MLE receiver for lOW‘ZSNR-'(lESS' than
'IOdB). The assyﬁptotic degradation is i‘0.6dB,‘com§éred to

" the optimum (MLE) réceiVer,i ,It"Was« also found that, by

restrictihg the impulse response of the arm filters to 4T, a

near—-optimum performance‘is still~poésible. This could be an

important _cdnsideratidﬁ in  the design of _relafivély ”highv

speed data systems,(whenéVer\a digital implementation of the

ARM filters is required.




PN

CMLE

| SPAM.

MSKF . -

AMF

WAMF4

WAMF6

WAMFS |

1.57

0.95°

0.96

lo.784

1.251

1.279

1.31 |
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| _ Different TFM Receivers
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Mobile Speech Detéctor

Introduction

In normal conversations.  held over a duplex circuit, it

has bcen found that more than half of the  channel capacity

-each way 1s wasted as silence perlods because the talker is

either listening or simply pausing [l1]. This unused capacity

has long been exploited in  TASI systems to dynamically

concentrate 1ncom1ng voice channels onto transm1551on trunks

w1th less than half of the total incoming available bandw1dth

[2]. 1t has been proposed that pauses in conversations held

on.mobile radio channels be similarly salvadaged -and allocated

. to the transmission of short data packets [3]. This requires

a speech ‘detector with the ability to measure and track the

background noise level so as to pfovide an adaptabie

threshold above the backgroun& inoise level. This is

particularly important in' the mobile radio environment, where

the background noise from the'vehicle, other traffic, general
urban sounds, etc.,, varies with time. A speech detcction_alf
gorithm has been proposed, implemented in real time on a

digital signal processor, and - tested with various. combi-

nations of speech and noise samples.

Section 4.2 reviews some properties - of . speech,

‘ ptesents assumptions behind our design, and. reveals the-

algorithm. proper. Section 4.3 documents the 2920-centered

hardware and the software - to run on - the processor.



Section 4.4 concerns . various_ aspects of . performance
evaluation: test bed; sample signals; subjéctiVe tests; and
,objective results from ‘the - "Activity Monitor", a

midrocbmputer—based statistics - collector.  In the ‘last:

section of this Chapter, we offer some comments about the
design, suggestions for possible improvements,  and

possibilities for fﬁrther research.

"Main Concepts

Premises of the Design amidst existing Speech Detectors

The premiées governing the design of the speech détéctor

havée been elucidated in a previous report [4].,1However, they

are re—iterated in the following discussion on the general

design philosophy.

The —mobile  environment is ~ highly variable. and " its

acoustical backgound has not been well characterized.

"Noise" to the‘speech’detectof is anYthinguother than the.

desired talker's speech. This qbuld be in “the most

unfortunate case a third person's speech. or speech from a car

radio. A passive device, the detector can do nothing about
this; so  the ‘design of  the audio 'equipment__of a mobile

-~ transceiver playsv an extremely  vital . role  on the.

effectiveness of the speech detector. - The folloWing_featureé

.are_definitely desirable: =

(a) The microphone should be insensitive to mechanical vi-

bration. - Impulses generated from a migrophbne~in sudden
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(b)

(e)

(d)

motion are easily mistaken for speech. Furthermore,

precautionary measures must- be taken against symﬁathetic

vibration both for the microphoné's tranéduction element

and the mechanical 'support fdr it Any push-to—-talk

~switch should be decoupled from the  audio circuit. An

exampie of a mechanically rugged microphone is of the

"dynamic" or "moving coil" Qariety used in the AMPS
control unit [5].

Close=-talk noise—éancellihg microphone with. good di-

réctivity is highly desirable. . Unfortunately, neither

the ubiquitous carbon-microphone on most telephones nor

the dynamic microphones on AMPS control units. belong to

the category of "pressdre—gradient"'or “velocity" micro-

"phones [6] that offer 'such noise rejection‘capability.

Adoustic feedback 6n speaker—~phones (much like echos in

-telephony;tfansmission) is considered more a problem of

audio system deéign.5and .out of the context of. out
present 'eﬁdéavor.~- Speaker: phones " are not common in
mobile radio anyway. |

Proper shielding aqd-grbunding-is neceSsafy:to>prevent
RFI from being‘"demodqla;ed".intO'fhe audio-éhannei fed

to the speech detector by, various non-linear circuit

»elements‘such"as'thembasefemittér junction of a tran-

sistor.

Whereas in our probleﬁ the noise background‘is highly
unpredictable, much that is known about speech in general is

not particularly sensitive to application specifics. It is
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speech as a random series.of~fhigh"'and

_standard‘telephony speech, which has;a passband‘from about

known that conversation patterns are. functions of the purpose

‘for which it is held and of the conversation environment in

which it.is_held.‘.For instance,. talkers in a noisy setting
tend to raise'their voices and to be more articulative [7].
Also, it would be expected that in sitnations that demand
attention (such as driving), the talkers will speak less and
only do so when communication.is.really essential [28]. |Not
withstanding -all these -variants, speech after all must
maintain " certain characteristics in order to be

intelligible. For the speech detector, it suffices to treat

" "

low" level segments

“of length comparable ‘to..a syllabic ‘interval (typ1cally

150-350. msec.). This. random sequence of high and low level

utterances gives speech its - characteristically_‘ high

short—term;dynamic-range.

Moreover, even though tones that are "buried” in noise
could sometimes be audible [9], contextual speech must in the

main be above the background. noise . in - order to be

'1nte111g1ble [7] So one can'assume that verytlittle is‘lost

if speech too heav1ly corrupted . by noise to. be comprehended,e'

is cut off by the speech detector. Of course,.1n the  case -
where =~ the detector ‘requires_ more _-power’f~than" the

intelligibility—threshold—above-noise; degradation:results.

The signal bandw1dth has -a bearing on. the>selectlon of

detection mechanisms._ In our Work, We conflned our scope to

.-
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200 Hz to 3300 Hz. This implies that . a significant amount of

spectral energy for unvoiced and whispered'sﬁéech is cut off.

- Prior to presenting the detection algorithm, it would be
of interest for the readers ‘to note that references [10]
through [20] cover previous work on speech detection, mainly

in the fairly quiet non-mobile environment.

The Algorithm

The Qpeech detector declares speech to be present when

the magnitudés of two successive speech samples exceed'the

cur:eht detector threshold which is denoted CT. Following
any such threshold exceedéncé,_active speech 1is declared for
a minimum of 200 msec., the "hangover". period, so as to

bridge momentary gaps or very low-level portions of an utter-

‘ance. The . current threshold CT is ﬁpdated-so:as to be suf-

ficiently above the current noise level estimate CNLE. CNLE;

in turn, is updatedv‘by” identifying .intervals when. the

incoming signal is "almost surely noise” (ASN),.and measuring

the lOng'term signal‘power'durihg sucﬁ-intervals.'

Specifiec behaviour -eof low—bit—rate. voice coderé have

‘been éxploited to. detect the preéence of'spéech [10, 1l1].

Detectors of this kind published fequiré hardware in addition

_to that of the coder; ‘therefore coding—-specific detectors are

feasiblé only if the speech-éoding scheme is ~fixed. For

generality, we decided not to tie our detection scheme to a



(a)

(b)

- (Eftz;‘Figure 4.1) to reach the_"possibly noise" (PN)‘staté B

particular low-bit-rate coding technique. Our detect6r,w9uld

simply'work.on PCM samples. Another diéadvéntagé.ofgcoding-

Spécific-detection algorithms is that they'bannOt be easily

transported to systems with other coding schemes.

In our speech detéctidn.algorithm, a signal>5ample is

processed by . a =series. of three _siﬁgle-pole, uﬁity gain,

low—-pass filters to obtain thfee‘measures: Pg(n), Py(n), and

dev(n) which we called .respectively _"short-term power",

"long-term power", and "deviation", as shown in Figure 4.1.

If Pl(n) has been dropping mondtoﬁically for 22 msec. it is

reset. to Ps(n), a "valley seeking” mechanism. This serves.

two purposes:

P1(n) risesvwhen there is speech, albeit with’a.large‘time

constant. If the detector should ever make the mistake of

declaring ASN within an utteranée,the threéhold,»being pro-

portidnalﬁto P1(n) will be set‘With a high‘valuegfclippiqg

will subsequently follow! .fValley seeking” effectively pulls

down P (n) in intérsyliabid gaps, e.g., duringzunaccéntuated\

sibilanté; .

Without the mechanism, ‘it would take on the order of 1 second

(described’below) at the end of a spurt,iieséening the chance

of updating the threshold between spufté.
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Fig. 4.1 - Derivation of Ps(n), P1(n), and dev(n)




.D(ﬁ)g dev (n) has been found to. be a_véry éffective‘measure of

Pi(n)" short-term signal variabiliﬁy. It is the éveraged'

- magnitude of Ps(ﬁ)—Pl(n),'normalized by Py(n).

. Depending on its #alue, the signal is qualified as follows:

(n)
A . .
15—~ Almost Surely Speech (ASS)
= | . >

1 A
Unqualified Region

.5 | |
hysterisis

: - Noise High (PNH)
7;15_“_1

hystersis.

. Note: "Possibly Noise" PN = PNH + PNL

.Noisé Low (PNL) .

Also, we have;"Almosf surely. Noise".
ASN = (PN) and (Pg(n) CNLE)

Where CNLE is "Current Noise Level Estimate™, -

As'shéwn~in Figure 4;2; when ASN is.true, CNLE:ié.loaded-with
the current value of Pl(n) and_g is loadediwith a fraction;‘b
T or Pl(n)- If ASN is false, CNLE'is.incremented by § . The

‘rationale behind  this mechanism is to test the?slope of Pg(n)
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.-at a gap-spurt tfansitiqn. 'in_faCt, we c0uld-dispense'with.

this mechanism were it not for the long attack.time of D(n).

This mechanism is 'sufficiently fast in taking'theAdetector

out of the ASN state at the onset of speech to ensure. that

the threshold.is»oﬁly a functioﬁ of Pl<n)‘without speech.
When CNLE eventually *cafches‘up“ witthS(n),>PN should-ﬁo

longer_.be true. Siﬁce CNLE rises indefinitely, P,(n) is
unlikeiy to exceed it; therefore the next declaratién-of ASN

relies solely on D(n).

ThefCﬁrrent Threshold settihg; CT, can assume ‘a nulmber of -

. values, depending on the state of D(n) wheﬁ_the threshold is

loaded. Before considering their derivétion,,let'us define
several auXiliary functions. Whenever "almost'surely'spéech“
(ASS) is true, a blénking interval of 1 second is setup as

shown in Figure 4;3,‘during which a variable.B‘is truéf

When B is true. CT can only assume a value Thine " Now define.

the following logic equationér

“Set High" SH = (ASN)(B) (PNH)
"Set Low" . SL = (ASN)(B) (PNL)
“Forced Low"  FL = ASS |

- Now define a counter to timeout a period (Td) in which CT,

previously set . to- Ty (to be defined in _Fig.‘ 4,5), is

'decremented until reaching Th as shown in Figure 4.4.




S

Finally, CT 1is defivedeas shown in:Figure 4.5, At every

clock cycle, 5 things can happen to CT:

1) set CT to Ty 2 Ay P; if ASN, D(n) large, and

the blanking clock in Figure 4.3 is not ON (B not

true).

2)  Set CT to Ty # Ay P; if ASN, D(n) small, and

.blanking clock is not ON.

3) Leaks towards Ty ==.Ai Py if fhe down-counter in
Figure 4.4 is stili runningL

4)  Torced to Thin =‘Amin,(n=latest ASN instant) if

'ASS.

5) Not affected if none of (1), (2), (3), (4) is true,

i.e., (K‘é‘ﬁ)-(m).

Lastly, the speech detector enters . the ON state whenever
Ix(n)‘> "CT for N consecutive samples . as shown in

Figure 4.6 200 msec. for the hangover is believed enough

to cover unvoiced . consonants, sibilants, and other

low=level phonemes.

It was dinitially thought  that with 'severely limited

bandwidth at the high end, zere—croseing countiﬁg would not

be effective enough to detect low—level unvoiced speech that.
~is most likely to be missed by the theshold but is likely to

‘be covered by the hangover period;- The idea of zero-crossing

counting is to classify the incoming signal as speech if the

speech samples alternate in sign for a number of samples.
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greétef tﬁan‘or.equai to X. As pointed out b§~Farieii§ [127,
duei_to .the complex’ inferactigﬁl between sampling  and a
Stocﬁastic bandpass signgl;.this X 1s virtually én eiperiF
méntal numBer,_ We.found that X is lower bounded by the

maximum tolerable false-alarm rate when the input is Gaussian

random noise from a noise generator. X would be lower if it

were optimized for the recorded mobile ppise;.however, for

worse' case désign, we .elected the generator noise to

determine X.

- The speéch détectoffnormally opgrates‘with X=10. "When
this value is attained, the,conditionvASS_ié asseftéd; the
blanking-clock-depicted invFiguré 4,3 'is set to run ‘for a
quarter of é second; CT is set.ﬁndér the condition FL; and

the haﬁgover counter in Figure 4.6 is adtiVatéd.:'Under two

different situations . X=7 is ‘used: . (l)-'PNH;  (2) the

blanking-élock is running. The actions following detection
under the former condition are the same as when X=10 above.
However, wunder the latter condition, only the hangover

counter is affected on.detection} This is to avoid positive

' feedback_.in which X=10 ‘is first exceeded, turning' on the

.blanking-élock and hangover couﬁter'and lbwering.x to 7, with

the entire operation repeated- indefinitely now that X is

smaller.




-

Parameter Values

In this section, we attempt to explain the rationale

behind the parameter values of the speech detectors, even
. when these values were emprirically derived. Some feel for

‘these parameters is essential if they are to be modified.

The time constant of LPFy, is comparable to the longest

- pitech period; - thus this filter smoothes out the fine

structure of quasi~periodic voiced speech. The time constant
for LPFy is a compromise  between the contradictory

requifements to. track the rapidly’varying noise level and to

maintain the noise-only - level in the middle of. a speech

spurt, a failsafe measure against'ciipping when the threshold

is inadvertently set. Since English speech is composed of

conspnaht—vowglfconsonant (CVC) segments, LPFg's task is

“méinly to hold the noise only ‘level over a syllabic interval

until the valley seeking mechanism cdmes into pléy. The 22

msec. setup time for the valley seeker need not be very

precise, but- it should be_longef fhén~the longést poséible

pitch period so  that  the decéying ~ envelop of the

vocal-tract's impulse response would not be mistaken .as a

“transition to a_gap or low=-level utterance. One last pbint

from Figure 4.1 is that LPF3's time‘cpnstant'ié of the order

of a syllabic interval; thus D(n) does measure dynamic range

‘at a syllabic rate.




The CNLE mechahism*(ﬁig. 4,2).has been discussed in the

last section. The parameter b controls the  frequency at

which the threshoid is.modified. Ideally, b should be such
that.CNLE rises no fastef than the smallést rate of change of

short—term speech level at the onset of a spprt,"ln the

[

present implementation b 1/255_c6rresponds to .28 dB/msec.,
which is slightly.smaller'than the smallest value_f3dB/msec.'

quoted in reference [20].

The various classification boundaries for D(n) are given
purely*expérimental values. These decision regions determine

the manner by which the thréshbld is sgt:rathér than the

v ON/OFE state of the detector.

The blanking pulse.(Figure 4.3) dictates the amount of

time éfter the latest declaration of  ASS>‘that ‘the~ lowest

‘threshold level must. be used. It has several effects:

(1) ‘Low level phonemeé Within.a.spdrt.wiil likeLY”be de-

tected.

" (2) It has a hangover extension effect.

‘ (3)1-Effecté (1) and- (2) combined together to smooth  out

short gaps"(greater than a _hangover peribd) in a
“continuous” speech segmént. ‘The speech detector acts
as if it is looking.fér phrases .rather than individual

energy:péckets..~



(4) Inlnoisy épeeéh, Spﬁrtslare lengthéned”by‘possibly as.’
| much és the residue Blanking time after‘fhe‘end_of a
spurt. Likewise, false acfi&ation could_last loﬁger;if
a'false aiarm sets;both the hangover counter ;nd the

blanking clock.

With reference to Figure 4-4 and 4.5, both Tq and A, can
be adjusted to obtain the'desire& leakage time T4 and steady
state threshold Ty. Ty can  be made "to be equal to Tp,
whiéh appears. to ‘be the bottom 1line >for Th'. This
arrangement: can be x“likéned -to minimum vjﬁeﬁnfsqﬁared
estimation for a ﬁarkoy'prOCesé in whichvfhe future estimate
glven a present sample pf,thé procgss*leaks éxponentially
toward the lmeaﬁ. .In' fact, Markovian models for speech

patterns have' been reported [21—22],

The hangover .period' ~grants passage to low-level
phoneﬁes.: Most non-vowel soﬁnds are - usﬁall?i of shorter
dﬁfatioﬁ than vﬁwel sounds;-sé the ﬁangover does n§£ have ﬁé
bevso.long as to cover the léngest‘syilabeé in speech.‘ 200
msec. seems to- be quite'adequate'~xmbst existihé-deteétdré

use smaller hangovers [20].

" The sample—ahové—threshold couhtingftechnique.can be re-

placed by comparing.the-threshold with the output of a‘LPF

that has very small time constant (less than 1 msec.) but the
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counting technique appears simpler.. In general, there is a:

tradeoff between the threshold level and the number of con-

secutive samples (or number of samples in a frame) required

to exceed the threshold in order to actuate the detectors.

The 2 samples used in our detector seems quite marginal

intuitively; however, we found that noticeable clipping

begins at & samples. Thus, wunless the threshoids are

lowered, no more than 3 samples should be used.

The  parameters associated  with the zero—crossing

detection  mechanism have been described in thé previous

section. As this mechanism was introduced into the detector
rather belétedly, we now believe that a plausible improvement

is to count the number of zero crossings in a frame of

samples. This method doesAnot_actﬁally”require samples to be

stored in frames and it has the.virtﬁe ofAdispensing with the

consecutivity requirement, which relies on ~'some obscure:

relationship between sampling and the frequency content of

‘the_incoming sighai. The detegtor will be upgraded with this

later on.
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Circuit Details

The majority of custom circuitry in our speech detection

test bed, described more fully in Section 4.4, is for moni-

toring purposes; we shall not -describe it here. The amount
of hérdware devoted to the detector per se is qdite minimal

and a large part of it is just the "application side" of a

‘SDK2920’devélopment kit. Fig. 4.7 shows a block diagram of

the detector hardware. Fig. 4.8 is a circuit diagram for the

. pbrtion of Fig. 4.7 that belongs to a SDK board; the relevant

circuitry is delineated in the diagram.

The input signal to the detectdr'swings beﬁween‘+ and =
one.volt.‘ This sighal‘fi:st pésses fhrough the~2912; an
anti-aliasing filter that conforms. a telephony sténdard for
PCMfcédec filter resppﬁse.“A sampled analog filtér, the.2912.

requires a clock of a few hundred kHz F:precise frequency 1is

~not important - which is supplied by the 74LS674 oscillator.

The output of the filter is fed to chénne1 0 (pinl0) of the

2920. The 2920 requires a‘capacitor'for'its sampie~and—hbld
(034); its A)D cbpvertor_requires a stable'voltage referéﬁce
(R41 pot). Ité clock is derived frém a 6.6? MH =z crys;#l 
(1/2), with which the insﬁfuction ﬁime}amouﬁts>to 6QO ns and

the  full-program sampling  -time_ amounts = to 115.1424

‘micro-sec. The detection algorithm outputs a control signal

via output channel 'l to the voiée switch (Fig. 4.9), which is

nothing more than a buffered 4066 analog switch, The buffer
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isolates tﬁe switch froﬁ‘the audio input to_the 2912 and‘ié
absdlutely indispensibie in ‘preventing feedbéck of ° the
switching pulses into the speech .detéctof. Thé switched
audio'signél can be optionally picked up from putput cﬁannel
Q, which is connectéd' to a 2912 reconstfuctién filﬁer
.(Fig;~i4.8). . This signal is corrupted by the A/D and D/A
conversion processes, thus the " analog-switched signal is
"cleaner”. All the -other output channels of the 2920 except
channel 7 are.used to monitor intefﬁal variables, which are

either inherent to the algorithm or are created for the

monitoring the detector.-VChannel 7 1is wastedlgs a "crbss—
talk purging phanﬁom vchaﬁnél"——ffefefence Intel's "bug
‘noteé". The output channels ére n§t only offset from the
‘inpuﬁs, but they are also séaled down————=—=—= an internal_gero_

does not correspond to zero volt and an internal 1 does not
yield 1 wvolt. So. to facilitate,.referencihg ﬁhe--butput'
channels with respect to the inputs, the offset is nulled and

scale is readjusted by the circuit shown. in Fig. 4.10,

Fig. 4,11 summarizes ~ some features of detector's
© 2920 - code. Note that slightly less than ﬁwofthirdé_pf the .
ROM is used ﬁo impleﬁent*the'detector.' The'remaining space
is fillea_ up with digital cémﬁuﬁatioﬁ and _anaiogi output-
instructions for monitoring. _ That the ROM is~ ndt fully .
‘utilized is due to thetsimplicity of the filters. If theyA

had been upgraded to Biquad $ections; the ROM occupany would

L e e e —




ROM

Program Size:

192 instructions (Full ROM)

Speech Detector Code: 120 instructiouns _
Remaining ROM space: output internal variables

RAM

27 Out.of 40 locations used

INO:
0UTO:
QUT1:

- 0UT2:
OUT3:
OUT4:
QUTS5:
OUTG6:

Timing

Signal Input

Switched Signal Sample

Voice Switch Control Slgnal

D(n) = dev(n)/Py(n)

Blanking clock '

ASN

Current Threshold-gain in effect
Length of contiguous alternating- 51gn
sequence detected :

All filters and counters assume a 6.67. MHz clock or a sample
perlod of 115.1424 micro-sec.: ~

4,11 A Summary of Detector Code
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at "least have surged up by 40 instructions. Thus the chip

currently supports = 1 input _dhannel . and = 7 5output

channels-—;-——analog operations determine the size of the

program. Also note that only 27 RAM locations out of 40 are

~consumed. In fact, this figure can be drastically reduced if

more of the temporary variables are"reused at various parts

of the program.




Performance Evaluation

- Test Bed

" The speech detector algorithm was developed and tested

" with a programmable digital Signal.processing'deviCe;‘the‘

INTEL 2920. It takes analog inputs and outputs and has on-
board A/D'converter, D/A converter, RAM, EPROM and a capa-
bility £for arithmetic oberations performed under ‘prOgram

control. Thus, it provides a flexible vehicle for imple-

. menting, testing and quifyiﬁg speech detector algorithms.

Because of its capability for dinput and output on  several

‘analog channels,signals present at several points' in the

system can be monitored.

Development and testing of prdgréms‘ for the 2920f is
facilitated by the SDK 2920 system development kit. In a

typical development cycle, a program for the 2920 1signal

processor is created and edited on ~an MDS development

system. The program is assembled to generate machine codes
which are subsequently downloaded onto the  development
section of the SDK 2920 board. The program can then be

loaded into the 2920's EPROM (Figure 4.12).

'To execute a program, the chip is. transferred to the

application section of the SDK 2920, which 1is connected to

"signal sources and monitoring equipment as- depicted  in
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Figure. 4.13. It can be seen that theuinput to the detector

is‘fed to a bidirectional bipolar analog switch controlled by
an ON/OFF logic signal from the detector.. A stereo headphone
driven by the input and output of the switch, separately to

the left and right earpieces respectively, enables constant

monitoring. ON/OFF effects of the switch can be heightened

by carefully adjusting the gains feeding the earpieces.

Selected variables in the speech detector algorithm can be

examined on the remaining output ehannels.of the 2920, The

outputs are monitored with peak detectors and storage scopes.

Desired Sample Signals

Presumably located at the output of the audio front end

(microphone, pre-amplifier, and possibly gain control) of a

mobile transceiver, the speech  detector sees only the

electrical transcription of an almost ‘purely_Aacoustical

signal. ~ With proper circult‘ des1gn and shielding, the

presence of a RF stage and all of its manifestations such as

pRFI are irrelevant to the detector. Furthermore, the input

signal contains only the mobile talker's‘monologue, be the

channel half-~duplex or full duplex————a speech detector is

'qulte likely of dubious.value to a push to talk half- duplex

channel,' Echos, an- 1mpa1rment prevalent in long haul W1red

»telephony, are deemed non—existent as long as speaker-phone*'

like devices are used for reception----they are, in fact, not

used in full-duplex systems for fear of acoustic feedback.




.In essence then, the input tovatspeech detector is the mono-—

. logue of the near-end talker engaging in a conversation over

a full-duplex mobile channel; such monologuevis corruptéd by

the surrounding acoustical noise.

'Acquisition of a Sample

We first attempted to record such a monologue at DOC's

monitoring station on Albert Street in Ottawa. But we could

ii)

iii)

.iv)

)

‘not obtain realistic samples because:

i)A

Channel-noise overwhelmed -and masked the acoustical

background noise component of the input signal.

On simplex paging channels, double tones preceded every -

short message.

On half-duplex channels, (e.g., taxi dispatch éervice),

two monologues are carried over a frequency channel.

Moreover, many of their conversations were ‘extremely

short.

On full-duplex telephone channels, répeater outputs:
carried both monologues (the 'mobile talker get a

sidetone this way) as well as fingihg tones. On the

other hand, the repeater'input‘éould be heavily faded.

Impairments due to a local squelch circuit:  its effect
was minimized by injecting a local carrier but this made

tuning unﬁeldy and impaired reception (the . incoming

signal must be stronger than the local carrier Which; in

turn, must stay above the squelch circuit's threshold).
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. ‘More = realistic samples -of_ mobile ‘radio speech were

obtained with the help of a voluntary ‘amateur-radio operator

whom we drove.arouﬁd'the City,vrecotding the output of his

push—ﬁq—talk micrdphone;ﬁ, In the OFF Vpositionl ~the micro-
phohe's push-to-talk switch only~su§presséd.the cafriér buf
did not cut off the -aduio ;inbut. A }The operatdr had. an
earphone  for reception, so that the far—end'falkef}s signal
was ﬁot recorded. . Of course, the  operator's .taik pattern
Woﬁld have been different if'hg had been givén a full;duplex
cﬁannel. .Initially, we recorded é taﬁe impaired by the AGC
of.a cheap cassette recorder.. In'a subéequent trial, we used
a recpfder with a manuél level‘éohtrol."Tﬁe only.impéirments

in this final version were impulses caused by the push-to-

talk button and jerky motions of the operator's hand.

Test Signals

"We have a number of signal samples on cassette:tapes.
These samples are listed below and are numbered for later

reference:

(1) The amateur-radio operator's monologué.in éiconversation

;ﬁat we referred to‘in"Sectiéh'4.4.3.[:The‘opefator was
jdriven arOundtthg Ottaﬁa ﬁity‘area>inja sub—qoﬁbact car
with Windowé parﬁially opeﬁed; Thé timé was anweekday
éftefnoon.. VA-.recorder Wifh' maﬁual lével‘ control. Waé

‘Wired to_the~microphone output.




(2) The same -operator (a male) was driven around the City of"

Ottawa. one -weekday afternqon “under rainy Weathef
conditions in a coﬁpaet“car. This 1is ﬁhe AGC-impaired
recerding_ we .meﬁtioned in. the 1last eectioe; . The
eperator held two microbhonee;» one connected to the
transceiver and the other to . the cheab. casseﬁte
recorder.

(3) The recording from DOC's monitoring station---see last

section.

_(4). A tape of pure mobile noise recorded in a manualfshifted

Datseﬁ one weekday morning. The recorder sehsitivity
was adjusted to a. very high level. This~tape is treiy
noisy. , »

(5)' A tape of good quality. speech teped mainly from CKOe
radio's -news broadcast. This is a fecerding of

"continuous” speech.

In a sense, none of theSe»samples a:e "perfect” in that
tﬁey all eeneaiﬁ some impairments that are probabiy good ﬁer
stress tests but undesirable for elgorithm development. For
ipstance; the operator. had " a habit -~ of clickihg the
pueh—to-talk bueton even if he was not integding.to talke
This -caused a lot of false alarms registered'as very ehort
sburts in the Actifity Monitor's feselts,f(Seee.Sectioﬁ‘
b.4.7). In- another instaece,.the noise-tape 4 is sprinkled

with a lot of impulses because the microphone we used is very
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sensitive to any motion, much more so than the radio

operator's transceiver microphone. All  in  all, these

impairments bias and sometimes dominate the results of the

ActiVity Monitor.

In addition to the taped samples{ we also exercized the

detector with Gaussian noise from a noise generatbr. We

A(compareduthe recorded mobile noise with the'geﬁerator'S'White

noise and concluded that white noise is not charaéteristic‘of

a mobile acoustic environment, at least not for our samples.
This comparison. was .performed by’ obsérving ‘the._shoft-time

Fourier spectrum of the mobile noise samples on a fast all-

digital spectrum analyzer. We found that, in general, the

mobile noise spectrum tapers off for frequenciesxabove-ZOO -

300 Hz at at least 10dB/decade. "0f course, omne cannot

 categorically.argué~for this difference-because the mobile
environment is so precarious that any noise is. . possible; that .

is why we did not discard white Gaussian noise in our tests.

‘One last note. It ‘is possible in our test Dbed

(Section 4.4.1) to mix in. directly~:spokenA speech. - This-
'pffers>.more flexibility‘ when investigating the detector's
response to a particulaf_utterance,-dr'class of utterances.

- The talker dan heighten'vor lengtheﬁ certain' syilébles to

magnify“subtie effecté;
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Performance Evaluation

The performance of. the speecH_detector méy be character-

‘ized in a subjective and/or objective manner.. .In order to

compare the results, the test signals must also be character-

ized. Both kinds of characterization must be -meaningful,

readily accomplished, and reproducible.:

v

-Subjective'speech quality measurement can be subdivided

into 2 categories: . analytical and utilitarian [23].

“Analytical . approaches aim-‘at 'finding‘.the‘ péycholdgical

aftributes of sﬁeech, eitherrutﬁered éingly §f in.a"conver*:
sational context. Utilitarian tests are more common. They
ignore the psycho-acoustical factbfs ;n épeech.produCtion;
percgption; and interdction AinA;conveféatiqns .énd  instéad
dwell oh the.utility aspects of‘thé_test.éigﬁéi. ;Thgy‘évaluf

ate speech quality in many differeht criteria; those relevant

. to our case are: intelligibility, aéceptability, annoyénce,

rand transparancy. Recognition tests are usually conducted to

measure. intelligibility. The utterances could be nonsense

artificial syllables . called logatpms, isolated but unfelated

-~ words, and contextual speech such as reading from a book or-
newscast [23-25]. In acceptancé~tests, subjects assign the’
_-per¢eived material to a category of judgment wunder the

" condition that the subjects are aware of the material's

infended usage. Anhoyéncé may not be the exact opposite of

acceptance .when their underlying " causes are taken into
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consideration. One aspect in a stimulus may give rise to ‘the

subject's acceptance while another aspect of it annoys the

.subject, not necessarily . to the = extent of rejection.
~Transparency is -concerned with whether the subjects could

-perceive the presence or abSence of effects produced by‘the

system under test and whether communication is impaired in

any way due to this awareness.

Speech detectors degrade speech in 3 ways:

(1) Clipping of speech. It was~vérified_that clippings less

than 12 msec. arelnotlhoticeablé‘and those less than 40

msec. do not seriously affect_intelligibility:[ZO];

. (2) False activation due to noise. Perception of its effect

~depends on- the amount of energy let through by " the
detector. Our detector does not have a Vafiable hang?

over, - so falsé activation 'invariably let through at

.least 200 msec. of noise, - which could - be  fairly

‘objectionable. Some detectors use a hangover pro-

portional to the time the signal stays above a certain.

threshold to ameliorate this effect [14].

(3) "Modulation™ of: the speech signal by the. detector

switch.. This "modulation” is noticed as sudden silence

when the‘vbice~switch goes;Off; The effect is partiéu—.

larly annoying when the detéctor cuts‘off inter-syllabic

. within‘what appears to the listener as continuous utter-—

ances. -Annoyance 1s proportional to the quieting éffect
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or in other words, to the level'>of -ﬁhe backgroﬁnd~
ﬁgise. PerceptiVel&, thé."mddulétion" manifests‘itéelf
as a sorf of clipping eved.thouéh spéecﬁ may not have
been. clipped. This fo;m of degradation can‘bé.leséened
‘somewhat by addiﬁg a localljlgeneratéd noise source at
the receive end. | The »noise . source can be running
continuously or it can be  swif§hed in when no voice

transmission is arriving.

It can easily be. seen that all these degradations have -
theif im§li¢ations on the subjective éﬁaiitiés'méntioned. We
have»élected ﬁo measure these qﬁalities’infdrmaliy, withqgt_
-the‘assembly of subjects, a 1list .of phonetically'balanéed
phrases ;ér logatoms, aﬁd all Ithe‘.other compliqa;ions“ in—'
volvéd, The task of conducting theée formal_testé is lef; to‘
tﬁe‘timé‘when specific target applicétionfand~ﬁsefé wiii be
better identified. However,. established progg@ures_and teét
mageriaIVWill have to be modified soAas to be moré‘repre—
sentative of the requiréments on:mobile radio as oPPQSed.t§

the general context of telephoning systems.

.Objeétiﬁe evalua?ionvin the céntext of.spéech deteétion
centeféd around the ‘méasuremeﬁt of signal levels. aﬁd~Atime
"Stfucﬁu:es, usually as corfelateé to‘eaéh.ofhgr{ fWhile they
Ho: not - .answer the pafamount. question of \ac;éﬁtability,

objective measures are one step closer to reveal the internal




workings of the speech detector. Attack time as a function

of the starting syllable detérmines_whefher a Buffer'to‘delay(
the signal samples is nécéssary to avoid excessive clipping.

'The dynamic range of the detector muét_atcommodate that de-

signed into the audio system. The minimum signal-to-noise
ratio (SNR) required to detect .speech signals governs the
sensitivity adjustment that precedes to the detector's A/D

convertér.‘ In this way, the minimum. required SNR consumes

.part Qf the full dynamic range_offefed by the A/D converter,

as will be elaborated on later.

In adaition ﬁo'these single¥value'operationaI paramé—
&ers, the Oﬁ/OFF. statistics of tHe Vbice—switch iéollected
from a large sample of monoldgues iﬁ ébnversations hé1d in
the~(possib1y simulated) target syétem providés information

on potential data througﬁput rate. These statistics are the

gap and spurt distributions and the activity factor, defined

as the ratio of the voice-switch's total active time to the

_tbtal. 'In Section 4.4.7, we will‘fdrnish'samples of these

statistics measured with our Activity Monitor.
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Subjeétive Results

Overall 'performance of the speeéh detéctor' has been

judged to be acceptable. The few technical persons who had

listened to the detector's output concurred on this verdict.

Clippings. do occur occaéionally,'but not to the degree of
impairing intelligibility, and sometimes are noticeable only

to alert and trained listeners. It is not always easy for

the appraisers to distinguish clipping due to the inter-

syllabic quieting effect from actual clipping, but the former

has become more rare since the addition of the blanking clock
‘mechanism. . However, the‘,ﬁechanism‘s' hangover extension

~effect becomes very noticeable when the background is very

noisy; the voice-switch reacts more like a squelch circuit

(settling time to cutoff time 1-2 sec.) instead of a dynamic

speech detector. To operate satisfactorily, the minimum

signal excursion must be at .least +-50mV, or in - terms of

level, 13 mV@_ Taking the peak-to-rms ratio for speech as

18 dB, the excursion range translates'ipto a minimum signal-

to-quantization-noise ratio of about 12 dB. . Another
measurement 'showed that With;féspéct to white Gaussian noise,

the minimum SNNR (Signal—plus*noise to noise ratio) is ‘about

"6 dB. This value is not constant over the detéctor's dynamic

fange; it drops of f - tb~.abodt "4 dB at high noise level,

‘possibly an dindication of the diminished significance of

quantization noise at this level. In the following.



discussion of resul#slf;om subjective. evaluation, we shall
priﬁarily address the intelligibilify issué,> in:’all;'éases
assuming that  all of'_tHe:laBovef léfél ~thresholds are
saﬁisfiéd. The subjéctsfof-accéptability'aﬁd'annoyance will
be ignored, apart fr&m stating the source ofV annoyance.”

Alsd, there is no need to say more regarding transparency

- ‘than that any unimpaired ear can .detect the switching action

as long as the background sound is audible.

In develéping the'speeéh detgctbf,.there-was~a.tendeﬁcy_
to allow it ‘to err more o.n"f.al:s‘ev activities than lfniss:'yné
speéch spurts. As such, inteliigibility impairmenﬁ\due to
missing -a significant ﬁoftion of an. utterance. was rarely
observed. »Cccasional clipping . of unvoiced . low-lével
éyllébles at thé.beginning or'in-thg‘ﬁiddle of utterances did
not seem to be as signifiéanﬁ as 'the quieﬁing:effecﬁfin the

degradation of intelligibility. In the listening tests that

led to this cbnclusion, the designer tried to concentrate on

the presence and absence of speech in betwéen-the two ear
pieces of the headphone (Fig. 4.14)faﬁd,not-éo'much on the

already painfully familiar‘cbntent. This is crucial because

dullness can cause the listener to believe that he has heard

the complete utterances. However, the same conclusion could

be drawn even when the detector was fed live newscast.




There were a noticéable number of false alarms due to
clicks when testing tape“ #1. -Spurioué sounds from .the .

amateur radio operator 1like <coughing ot clearing of ' the

- throat could be detected as speech. 'Thus, the detector is
‘very sensitive to. impulse noise. It might be argued that .

“this sensitivity can be reduced by_increasing the'counting

threshold for the number ~of samples above the level

threshold or by smoothing the input signal with some filter

comparable to LPF. Eiﬁher method would not vbév effectiVe
bec#use impulses of mechanical_ origin ‘have ‘a long time
épah---—at ieast a few milligebonds. Another repefcuséion 6f
reduced senéitivity is thét the attack.time sufférs. When
the oﬁerator.turned,to talk to qfher paSSEngers in-the‘car,
his speech _was> sometimes détected, but Aclipped due to

diminished intensity.

. The detector's reaction to breathing sounds was not

.apparent when it was testedAwithfmobile speech. . .So we fed

what was believed to be a heavy~breathing person's sizzling

sound (as opposed to snoring) into 'the -test bed's micro-

-phone. Under noiseless background, the voice-switched was

turned 6n when air was blown diréctly into the microphone.
Therefore, breathing sounds can  be conSequeﬁtial if they are

intense enough‘ (6 dB above noise),' or if. air is blown

directly into a microphone. However; we were convinced by .

.the experiment that with a  "normal"” amount of background

noise, the detector is immune to breathing noise.
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Objective Results

‘While subjective tests reveal the satisfaction of the
voice users, some statistical measurement is necessary to

determine the potential data transmissiqn capacity in terms

" of percentage of total time being pauses (called gap activity

factor) and the distribution for the durations of these

pauses. The distribution of talkspurts or gaps is just the

probability that a given talkspurt.qr gap, respectively, will-

be less than a certain time interval. - These distributions
enable: the modelling of interleaved data and Voice

transmission and therefrom data throughput rate can be

computed [3]; such throughput rate will be more realistic
than the gap activity factor.f The gap distribution alone

indicates how much data at a given rate can be transmitted-

without being garbled by the next falképurt at a given level
of prébabilify. The talképurt distribution deﬁermines‘thé
average waiting tiwme aﬁd VhenCe _the.Vdata buffér size.
However, these. distributioﬁs and_activity'faéfops are vefy
applicatipﬁ—dependent;~distributions shown:heré are intended

to illustrate the general trend and should not be taken as

anything representative of ény‘mobile application because of

the Small'sample size used; The distributions presented here

"can be compared with Bfadj's work dn' telephonj speech

[26-271.
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A piece of -sof£Ware, called fhé "Activity Monitora.
(Fig. 4.14), that runs on a‘ SBC8020‘ mic?odompute: board,
samples the voice-switch control signal evefy 4 msec. 6ver a
given period of time to 'produce_"h»i.stoglrams'3 for the talk-
spurts and pauses. The Moﬁitor keépé two tables of fbins#

(counters), one for the gaps and oné'for the pauses. A bin

~is bumped up by one if the length of a pause or talkspurt is

less than or eQual to the upper limit represented by that bin
but greafer than the limit of the.previous bin. -The scale on
which these bins are arréﬁged is not linear: the distance
between consecutive bin limits_become'progreésively higher;
Markérs for the bins are stored in.a table so that the time
axis of the hisfogram is easily modified. The Monitor also

keeps counters to tally spurt and gép.activities.

Fig. 4.15 and 4,16 depicté the gap and. spurt distri-

butions for the three combinations of tape 5 (Radio Newscast)

and white Gaussian noise: noise only; SPeech only; and
speech plus noise. The activity factors are also shown.
False—alarm - activity without speech is only 3.22, a

"reasonable"” figure. .Ohe expects the speech actiyiﬁy‘fgcfbf
to increase with noisé level. ‘Howéver; thié isnft‘the.éase.
The factor drops from,93.52 fér "noiseless” sﬁeech'to'Sé.l%
for néisy speech. ThusAthé only'effect dué to.théAédded

noise is to raise the threshold. Obviously there was so much
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speech that false alarms were all "buried"”. It ié‘inter—

esting to note:tﬁat the gap distribution fbr pure-speeéh is.
not Significaﬁtly altered by ﬁhe"addition of‘noise, but the
spurt distribution-completely shifté to the Left;'indicating
that spurts are shortened. - Thé shapes of the gap‘distri-
butions for pure an& noiéy speech - and of_ the talkspurt

distribution for pure speech resemble Brady's distributions

[27].

One must bear in mind when interpeting the distributions -
that the wunit of the vertical axis 1s the fraction of the
total number of gaps or spurts, not the fraction of the total .

activity. time. For instance, even though 40% of all gaps in

the noiseless newscast are less than .l sec.. long, the

fraction of gaps with that length as a percentégé of total
gaptime_hafdly exceeds 1lZ. This 1is dépicted'in“Figﬁre 17,\_

which shows the time—Wéighted "distributioh"'ovaigure 4,15.

Fig. 4.18 and 4.19 show the distributions for two

segments .of . tape 1 and 2. These distributions are rather

"kinky" because mobile radio talk patterns are not as regular

as that from newcast and also because 'the test interval is

smaller than the last case. The segments tested were chosen
as they were relatively active. ~ The activity factors

recofded and shown are typical of those quoted for teiephone

"circuits (40% active) though our figures are a bit on the.




high'end. Not many-general and concrete conclusions can be
drawn from these graphs because -of the short test time.
However, it can be seen that there is a greater dispersion

for our distributions than that presented by Brady. This

need not always be the case. For example, messages exchanged

in taxiFdispatch systems are generally very short. It can
also_be seen that almost.half Qf the.gaps.ére'less.than 2
sec. This will definitely destroy many data packets in the
process of transmission. At the time. of writing, effort. is
qnder way to reduce the fraction of sﬁch-short gapé either»by
cutting short. . the hangover or eliminating‘ the hangover

extension effect.
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Summary

If TASI and DSI work well for telephony to economize on

transmission'-bandwidth, there ' is  no reason.  why similar

benefits cannot be introduced into mobile tadio, " The speech

detector presented in this chapter is. a step forward in the

achievement of that goal  in: that it enables a non-active

voice channel to be used’by others in a pool of data and/or“

voice users. Unavbidably; soﬁe‘defails have been omitted.

For a more in—depth'study‘of sﬁeech detection, details on the

"final version" of the speech detéctor, more objective test

résults, and the like, the. readers can refer to an upéoming

report in the form of a thesis fbr the Department of Systems

Engineering at Carleton University.

The present detection algorithm performs satisfactorily

with - "normal” conversational "speech. It is also simple

enough to be_’realized'~either' on .a _programmable signal
processing chip or in a custom LSI chip. However, more work
has to be done before the.detecﬁor can be -installed into the

harsh environmen; of a mobBile. This is particulafly'sd with

_respect to the detéction qf non—conversaﬁibnél spgéch sounds
‘and - for ;he con&enience\of impaired~talkers.' Régaraing_the
 former;  the speeéh’ déﬁectof' hés.vbéen 'designed- £§ regard
anything' less variéble than "norﬁal" Aspéeéh as"ﬁoise;

Whether a sound is monotonic or chromatic, as long as. it .is
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held steady for a long enough time span, it‘can_potentially

be_.clipped. Candldates from such a category include

whistling, singing, music‘or_simply'tones from such devices

as alarms. This problem can be solved by incorporating into

the speech detector a manual or automatic override feature or

'by‘augmenting the detector with extra intelligence to detect

. unusual sounds. By manual override, we mean that a talker

instructa the transceiver to bypass the detector after re-
celving aone-cue'(e.g.,_a_detector—State LED or feedhack from
the far-end talker) that hie/her speech‘is-being_clipped. An
automotive override can .bet'implemented as a_]fixed ceiling
(preset at.manufacturing or.installation‘time) imposed on the
variable theshold-soAthat any signal above the ceilingvis
pasaedAthrough regardless»of the'signaiis origin.,  In our
context, the 2920_proceasor can be programmed\to réad. the
uoltage of a potentiometer through one of its input channels

and set a ceiling accordingly.

Detection of special‘sounds using analyticaliyjderined
computational_algorithm is a feasible approachtonly‘if'imple—

mentation cost 1is insensitivesto complexity. ‘This is not

luntenable con31der1ng that a mass produced VLSI chip is not
much more'costly than a mass produced LSI chip.:_The~sa1d".

'complexity_can be illustrated_by.noting that detectionvof'

tones of unspecified frequency . always entails.Somegform of

frequency scanning (and in our casexin “real—time”).
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The all pervasive impaifment———impulse noise---finds its

way into speech detection as well., The present detector is

_Sensitive to impulse. noise. . The: prob1emv can possibly be

solved by median filtering [8]. However, this requires not

only more computational power, but also more memories to-

accdmmodate,frame—by—frame processing.

Any future work wpuld’definitely be benefited by live

recordings on a‘largef scale. ‘The live recordings wused in

our tests cannot be. said tQ' be universally representative

because the amateur radio -operator was conversing leisurely

with friends or other‘operators on halfeduplek channeis.' A

large sample of recordings from a number of mobile systems in

operation would>enable'£he differentiation of téik pattérnsv

among different classes of users based on measuréd.distri;
butions. Potential - déta’“thrdughput',rate éduld. ﬁhefeby be
computed. More recordings would also be helpful for ‘the.

characterization of the'noisé;backgrouhd [28].
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Summary and Further Research -

'Suﬁmarz

Phase A of this research*, compieted in March 1981,

examined the basic structure of a th hop mobile UHF trans-—

mission system in which units communicate with each other

through a fixed base station. Analysis 'of this'initial phase

‘concentrated on the uplink model. A,secohd“part ofvphase A

was an examination of the relationship between packet loss

and speech intelligibility. _Experimental transmission at

16 kbs was used to conduct subjective tests to examine this

"relationship.

The study reported here contains the results of-bhése‘B

and represents a. continuation of phase A. . Analysié'_wés

‘concentrated on the downlink loop, andftwo feasiblé-methods

of shared channel accécess were identified. ‘Simulation was

used to verify these results. However, the main emphasis in

phase B was on prototype design and'development,_where two

major problems were addressed{_:Ihe,first of these is the

design of a mnovel modulation VSYStem. Cohtinuoﬁs- phase

modulation (CPM), which uses partial response"éignalling; has .

* J.s. "Riordan, S.A. Mahmoud, - S.E. Aidardus,  "Design
Considerations: in Packet Mobile Radio Data Networks”,
Report No. SC81-1, Dept., of 'Systems and . Computer

Engineering, Carleton University, Ottawa,fMarch 1981.




‘.the advantage of excellent spectral properties and good error

perfofmance. ‘In an effort to achieve thesezxproperties,

research in phase B focussed on the Optimization-bf a quadra-

 ture'coherent mean square error’detector. The appllcation of

thlsvdetector to tamed’ frequency modulatlon was 1nvestigated
in detail. The eecond problem 1nvest1gated in phase B ‘was
the design end‘implementation of a speeeh.detector capable of -
detecting clauses in conversation;un mobile radio channels.
A speech detection algorithm has been'proposed and iﬁple4

mented in real time on a digital signal processor.

Further Research

As extenslons of the work being carried out at. the

present time, We:propose.the following research items

‘ (i) The .deuelepment' of an overall model for the

.ttanSmissiun efficiency of packetized data taken

into account the synchronization time and packet

retransmiSSion probability.

(il) . Research will be taken up to evaluate a nonco-

"'herent‘ modulatlon scheme' for TFM modulated

'signals with the aim of ‘developing effic1ent

modems that‘ meet. the stringent requirements

" dictated by short data packet transmission over

varlable channel conditions. The advantage .of

noucohereut scheme - is = the near-instantaneous

‘demodulation . action which avoids- large

synchronization delays.




(1115

(iv)

(v)

The bit error rate;performancevof the cohereht

and fnoncoherent TFM‘ modéms‘ will be studied
experimeﬁtally.

A protocol will be developed in greater detail

-for handling .packets in the Dbase station

buffer. An-’ acpompanying' ahalysis will Dbe

carried out to analyse resultant delays.

The analysis in item (iv) " will be verified

through simulation, so that .an overall picture

of the two hop delay can be deveioped.“
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