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1. INTRODUCTION

1.1 ‘General

This study'concerns the perfornance evaluation df ﬁariods digifai
.modulations in satellite communications systems. The-sateilite channel
' con31sts of the cascade combinatlon of up-llnk fllters, an ampllfylng
transponder and down—link filters. Also there is add1t1ve thermal n01se
on both the up—llnk and down—llnk. At high b1t-rates both the up-l1nk
and down—11nk fllters. as well as pulse shaping fllters (PSF) in the -
.transmltter-and receiver cause time spreading of the signal resultlng in
intersymnol interference (ISI) which causes‘a corresponding degnadation
in system performance. In addition, the transmitter dutput high-power
amplifier (HPA), and the satellite transponden,.which in most cases are -
-travelling—wave tube (TWT) amplifiers, are ndnlineari devices causing
both amplltude compression or limiting . of signals, and 1ncldenta1 phaSe
modulation as a. function of the input amplltude (AM/PM conver31on) 4
‘These nonlinear effects can lead to signlficant signal dlstortlon and a
correSpondlng degradatlon in-system performance. |

Further causes of system impairment are"different sources  of
inﬁenference. In addition nto the intersymbol - interference (IS1),
mentioned above. cochannel interferenee (CCI) and adjacent - channel
.interference (ACI) effects cause >degradations in system performance.
Inaccuracies in carrieryphase.and_symbol timing recovery for coherent
_ modulation systems are fnrther sources of performance degradation.

The objective of this stndy'is to anaiyZe by’means of‘simnlaﬁion
the performance_pf &anions mddulation systems taking.into accduntvas

many of thé above effects aS'possible; In particular, the following
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effects are included: x , ' : . o

(a).Intersymcoi interference (ISI) due to time—spreading"of filﬁef
responses, | | |
(b) Additive thermal noise.
(e) Nonlinear%effects (amplitude‘compression and AM/PM cchversion) of':
(1) the fWT tranSpOnder in satellite,
(2) the transmltter output HPA, |
(d) Effects of the pulse shaping filters (PSF) each cchSistidg'of a
cascade comblnatlon of: '
(1) Nyqu1st c051ne rolloff fllter,
/(é) x/51n (x) aperture equallzer, anc |
(35 group delay equallzer.
(e)‘Ccchannel interference (CCI) ' oo ‘ v
(f) Adjacent channel‘interference (ACT)

(g) Carrier recovery and symbol timing inaccuracies.

The effects of (a), (b) and (e1) have been analyzed in previous'
work [1-3] by:theyauthors. The present study consists.essentially*of
the exteﬁsicnjbf this work!.which includes more detaiied analysis of
these and the remaining effects on satellite channel performance,

}In .recenc years, considerable' effort has :been _devbﬁed to -
analytically evaluating the combined effects of Gauseian noise and
interference on digitally modulated signals [4-6]. 1In most of these
~cases, however, this analytical wcrk has beeen confined to the case . ' o
where the transmiésicn channel may be represented as a combinaticn of o
linear filters, and no.atteﬁpt.has been made to,consider'any noalineaf

effects in the channel.,




Because of the mathematical difficulties encountered in analyziné ’
nonlinear channels, little analytical Work has been done, and'what has
been done has considered only simple limiter—type channels (7, 8] which .

do not take into account:AM/PM conversion effects.~ Because .of this, the

study of satellite channels and  their effects 'has ‘been by means of
computer simulation [9-141.. Most.of these simulations have<beenflimited
in ‘scope in that they have considered either a small number of
'modulation types, or have dealt mith only a limited number of  the above
mentioned effects. | | | |

The subject of the present study is to develop a.general‘purpose
computer simulation program for evaluating the performance of a wide
range of digital modulation systems on satellite channels. The prerious
ASimulation package [1] is to be extended to include as many effects as
possible in order to proVide a useful tool for assess1ng and predicting
the expected performance of digital modulations on satellite and radlo

¢hannels. -

1.2 Overall Description of the System Being Simulated

In the study described in -this report, we have employed digital

- computer. simulation -to evaluate system performance degradation ‘due to

pulse shaping with Nyquist . cosine rolloff filter with all-pass delay

equalizer, nonlinear effects of HPA characteriStics, cochannel - (CCI) and

adjacent channel (ACI) interferences, and inaccuracies in'carrier_and

symbol timing recovery. The evaluation is performed for the digital
modulation schemes listed below:
(1) coherent 2-phase PSK (2-CPSK)

(2) coherent U-phase PSK (4-CPSK)



'(3) coherent 8-phase. PSK. (8-CPSK)
(%) ﬁcoherent 2-phase PSK, diffeérentially. encoded

“(5) coherent,uephase,PSK. differentially encoded»v

| (6 coherent 8~phase PSK, differentially encoded .
(7) differential 2-phase PSK (2-DPSK) S
(8) offset PSK (OPSK) |

(9) fast FSK (FFSK)

"In this study a unified aoproach has been taken which facilitates

performance comparisons of different modulation types‘under a wide class
of operating conditions.
High frequency s1gnals can,' in all ”cases of1 interest; be

1nvest1gated using pre-envelope fuhctions of the form

S dege o et
s(t) = u(t}e = [x(t) + jy(e)le (1.1)

The actual transmitted signal is then just the real part of s(t): - ..
Re{s(t)} = X(t)COSmct - y(t)sinmct _ (112)

where W, is..the angular carrier frequency.,. The information' to be

transmitted .is entirely contained in the real baseband s1gnals x(t) and

y(t), and thus, with no loss of generality, the modulation systems. under

study may be 1nvest1gated by means of the complex baseband signals x(t)

+ jy(t), This is a basic phllosophy beh1nd our s1mulat10n which is
carried out entirely in complex basebanduform., . The baseband signals
x(t) 'and .y(£) are _referred to as in-phase. and' quadrature signals,
respectively. |

A general block.diagram of the systen being'simulated is'shown'in




Figure 1.1, The main portions of the signal path are modelled in

. compiex baseband.form. They 1nc1ude transmitter PSF, nonlinear HPA,

transmit . (including uplink) filter, :nonllnear ,satellltet transponderA

- (TWT); receive (including downlink) filter, and receiver. PSF. These -

portions of the simulation program are written as a self-contained set
- . .

of subroutines, and are used in simulating all of the various modulation:

schemes,

In order to simulate digital data sources, long repetitive

- pseudo-noise (PN) sequences of length 2047 were used. “In order.to study

the effects of.ISI,-all possible patterns of_consecutive transmitted

digits should be present with equal frequency. In practice, of course,

this requirement- depends directly on the groﬁp—delay characteristies of

the filters in the channel. We found it sufficient to ensure only equal
representation of all possibie singlet, doublet,vand triplet patterns of

digits. -

The s1gna1 generation portion of .the program converts the input PN ‘

Sequences into the quadrature baseband s1gnals ¥(t) and y(t) accordlng

to the desired modulatlon.lawf Fast Fburier transform techniques are

used to convert the complex baseband signal x(t) + jy(t) o the

 frequency domain %orm X(f) + jY(f). Filtering is performed by
multiplying X(f) + JY(f) by the complex baseband transfer function of
the transmltter PSF. ThlS t1me—frequency~t1me conversmon is performed
mhenever‘a filter is encountered in the signal path.

The time-domain output of the‘PSF is processed by the nonlinear

HPA, which may be represented ~as the combination of two nonlinear

effects, namely,
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Fig. 1.1 Basic block diagram of system simulation.
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(a) an amplitude compression or soft-limiting effect often referred to

as AM/AM conversion.

- (b) a nonlinear amplitude-dependent phase-shift often referred to as

AM/PM conversion.

For Simulation. the HPA is modelled‘invquadrature form, oombinimg AM/AM
and AM/PM.} d The outputv siéna} ié' then obtained“by‘ pieoeWise; ourve‘
fittinéq | | o | |

After processing. by the HPA, the signal is transformed to_ the
frequency doma1n -and passed through the transmlt f11ter. The

t1me—doma1n output of this fllter is processed by a nonllnear satellite

‘TWT transponder in a 51m11ar manner to that desorlbed above for the HPA.

Receiver filtering and PSF is then performed as dlsoussed above, and the

time-domain version o% the signal is passed through the reoeiver;

The receiver portion of the simulation is modulation-dependent and
the separate option is provided for each type of modulation. - The
quadrature components of the received signal are demodulated ahd thei
energy 6: each received symbol is evaluated. ‘

- Rather than actually simulating the downlink additive noise, we may
accoumt forAits effect-byioomputing the noise power.at the output of the
receiver PSF, wherelin this case we assume white additive Gaussian_noise
at the input of theidOWnlink filter. The calculated noise power is then
used in conjunction with thetreceived.symbol energy to caloulate.the
probability of error for each symbol. The uplink noise cannot be
handled in this way since it is passing through the nonlinear
transponder. Simulating of uplink noise samples is not'performed in
this study_beeause-of limitations on'oomputer time. The_average of . .

calculated probabilities of error ovér the entire transmitted symbol




sequence then forms our estimate of errou probability_ for the given
simulated system.

This probability of error .is the basic measure of performance'which'l
"We use iu comparing tﬁe Various modulation schemes. Other measuresAof
peuformance, namely the signal power spectra and eye dlagrams may also
be used and are partlcularly useful 1n maklng comparlsons of different
systems. | |

Incluslon of the effects of pulse shaping- fllters,.cochenuel end
adjacent channel interferences, as well as synchronlzatlon errors 1is
optionel, so that eacﬁ of these‘effects can be included either
separately or .in conjunetion Wish auy other effeet.' Sucu' a Apuoguam,
)configuration‘ is highlju.versatiie, ”enabling .uarious medest ef system

analysis.




2. REVIEW OF VARIOUS MODULATION SCHEMES
We now present a brief review of the modulation schemes analyzéd in
‘this study. A much more detailed review can be found in some classical

texts, e.g. [15-171.

2.1 Coherent Phase-Shift Keying (CPSK)

At high transmission rates phase-shift keying (PSK) techniques are
‘the most widely used of all digital modulation methods. This is so

because they are efficient from thé point of view of

| "(é) conservation of bandwidth
(b)-.the possibilities of using very simple techniques for transmission

‘and reception.:

As a result, thg.uge of PSK.techniques hés been widely studied. We
»begin Sy fevigwing CfSK for the additive ﬂ;ise.channel [15-ﬁ7]. Thése
results, which-iﬁ many‘cases-can be expréésed in clésed form sérQe as
bounds on PSK performaﬁce over more complex chanﬁeis.

,Fof the additive noise channel there is no interferencé between
signals in adjacent bauds and we may consider recepfion in a single baud
interval without reference to any other. For an M-ary PSK system, where
M=2L, L=1,2,..., ﬁhe transmitted signal in any baud, say the zeroth, may
be written in. the form

J[2E, 4 ’ L
—— g(t) cos(w t + $,)y 0t LT .

T ' ¢ : T T i=1,2 M
Co ) le9Syp oy (2.1)

s, (8) =< .
1 o 0, "elsewhere

E124-1.4 -
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E is phg signal energy

g(t) is_a unit energy pulse, which 'in the additive noise case may
be conveniently taken to be rectangular,

w is the carrier frequency which is aSSuméd to be a fixed

multiple of éj/T where T~! is the baud rate,

is the transmitted phase and has one of the values 2ri/M,

‘i=1,2,-on9M-

. Assuﬁing the i-th symbol or phase has been transmitted, the received

sighal may be written as
x(t) = s(t) + n(k), i=1,2,...,M L (2.2)

whefe n(t).is narrowband additive white,Gaussian noise which .may. be
written as

n(t) f n1(t)003mct + nz(ﬁ)slnmct | | | (2.3)
and

2 2 2 '
.Efn (£)} = Efnj(£)} = E{n, ()} = N,

E{n1(t) ﬁ n2(t)} f 0. | | | o (2.%)

’Thé received signal may then be written as

!2E - - . ”
x(t) = —Té g(t)gos(mct + ¢i) + n1(t)qosget + nz(t)sinmct,v -

: (2.5)
i=1,2,...,M. '

Assuming as usual thab,¢i is equallyllikely to have any one of the M
possible values 2wvi/M, i=1,2,...,M, demodulation is readily accomplished

by forming the quantities:
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”2 T :
X = T J x(t) cosw t dt
¢
o
(2.6)
5 T
Y = v—-f'x(t) sinw t dt
o _~T _ c

o

which are then sampled and passed at time T to a decision device or
siicer which makes a decision on which value of o5 has been transmitted.
A block diagram of this receiver is shown in Fig. 2.1.

The decision variables X and Y may readily be written as

= /Eg cospy + g,
| : i=1,2,...M, 2.7
Y = f/E; Sin¢i + My LT
where .
. LT
n1 :/—2——T.<l; n1(t) dt

(2.8)
S N .
My = o= ony(h) dt |
2 2T o 2
X and Y may be shown to be uncorrelated and Gaussian with means /E;cos¢i
and /E;sin¢i, respectively, and common variance No/2° Their joint
probability density function may be written as

: (X—/Ercos¢_)2 (Y-/E'sin¢.)2 S
1 s i s i
p(X,Y) = o expl- - - ] _ (2.9)

o No No o

and, by makiné the transformations

X = r/W_ coso, Y = e sing (2.10)

‘it may be written in polar form as




>§
51
.0
H
=
2 e
//; cos wct a
x(t) ’ o Local
e @simmed  Ogcillator A
: (@] Data
= out -
0
-
]
U -
x 51
. 2 o
. R B o ‘ 1
' —d [ dt e
. T {0 DT I
= —VES cos¢i+ n,
Fig. 2.1 Block diagram of basic CPSK receéiver.
\J.
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. =L ~[ro- V_E —5.) + =511
~{pﬁr,9) = 1'T‘lexp,{_[r.;_,zr N, cos(e ¢i) + NOJ} '

i('»:.‘]"é’.l..f"“.. ' (2-11)
~ Now the probability of symbol error P_(M) for an M-ary CPSK system.

+ may be seen to be 1 minus the prQbability that the received signal point

with coordinates (X,Y) or (r,8) lies in the region

0K r<dw
Sl m g B, O @aw)
MOTM S Mt '

.For equelly likely symnolsfthis probability is independent of i and may

be.written‘as .

S ) .'n/M N L @ -,T./M Lok U : ‘ ~
PM) =1~ s ple)de=1-s s plr,e)dedr. - (2.13)

Coem/M . o ~-n/M
Using (2.11), Eq. (2.13)‘ean_be written as

P ‘2 utan(a/M) = 2

P(M) =1 -2 e e™ dvldu (2.14)

) ’ o

where p=/Ex/NO. In the case of binary symbols (M=2) this reduces to the

. well known result

' 1 .0 Es' 1 By -
Pe(?) =l§f[1 - erf(- ﬁ;)] = §>erfc(> ﬁ;) | (2.15)

where erfe(x) = 1~erf(x5‘is‘the complementary error function, and for

quaternary symbols (Mz4), we obtain the result
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B E . ‘ E
31 ws 1 2Vs
Pe(u)—-E = —2— erf'( ﬁ;) - 'E erf ( _No) . (2.16)

For hiéher*valueé of M, it is not possible ﬁo évaluate Eq. (2.}4) in
cloéed forﬁ. : - . ‘. o o o

The’ aBové rather simple results for CPSK systems unforthnétely
represent the situation only when the channel is ‘the ideélized”adaiﬁive
noise éhaﬁnel bf Figé‘2.1.. Ih any Feal system, however, interference
due ﬁo filter effécts and to the presence of other signals is likely to
be the major source of berformance degradation. The interference dué,to
filter effects is known as intersymbol interférence, that due to other
.signals falling into the samé frequency band as the desiféd;signél is
known as cochannel interference, and that'due to partial dVeFiabping bf
the neighbouring channels frequency bands is ‘known as adjacent channel
interferenée; . |

Ih oéder'to evaluate these interféreﬁce effects numerous analyses
have been carried out. '~ The problem'of evaiuating'sy;tém pefformance in
- a combinatioﬁ of ISI and additive Gaussian noiée has been considered in
[5,18-26]. In [5,18,19] bounds arejderived on the probability of.error.
In [201, Shimbo et al., carry out one exact analysis, which although'
complicated, gives excellent results.

The effects of a combination of ISI, CCI and additive noise on
system performance have been analyzed in [4,6]. Also, the works
presented in [6,10] dealt to .some extent with tﬁe ACI effects. In_thié:
report we presént rsome 'qomputer simulation ‘résﬁlts on the combihed
effécts of’ISi,VCCI, ACI andAanitive noise, | |

Coherent phaséeshiftekeyed systems-can be implemented by éncoding

input data either coherently or differentially. We shall now briefly
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outline a genefal detection prbcedure for both types of moduiations.

2.1.1 Coherently Encoded CPSK

Consider the DECISION DEVICE block in Fig. 2.1. .Its inpﬁts in_thé
1-th transmitted baud are X and Y. The estimate § of the transmitted

phase is first computed as

'

and then subtracted from each of the possible phases ¢; = 2wi/M

i=1,2!...,M. Thé-absolute values of the . differences are then cohpared

~and the decision is méde'that the particular @ilwés4£ransmittéd for .

which |¢,-§| is minimum. The block diagram of the decision devise for

" coherently encoded M-ary CPSK is given in Fig. 2.2(a). Probability of

- error is computed by using formulas (2.14) to (2.16).

2.1.2 Differentially Encoded CPSK

When the signal.is differentia1ly encoded at the transmitter, it is

the _phése .difference be#ween the adjacent symbols that contains the

'desired'information._ Coherent detection of such a signai is presented

in Fig. 2.2(b). The eétﬁﬁéte %, of the phase of'the.zfth>transmitted'
baud is processed in the same way as in 2.2(3); until_the.estimate ¢i is
obtained. This estimate 1is then subtracted modulo 2r from the
corﬁesponding estimate obtained from the previous, (%-1)th, baﬁd and the
difference $i is taken as an estimate'of the<transnitted %#th baud.

For this type of M-ary CPSK, the probability of error can be

readily shown to be [15]
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P = 2p! - p1° (2.18)
e e e

where Pé is the corresponding probability of error for the coherently

encoded CPSK.

The case of differentially coherent detéctionf of differentially -
encoded CPSK' (usually referred to as Differéntial‘Phasé~Shift-Keyihg or

DPSK)-is_reviewéd in the next section,

2.2 Différential Phése;Shift-Keying (DPSK)

One way to avoid the necessity of providing a-pﬁase4cohérent 1qcél
oscillator at the CPSK receiver is to perform a differentially coherent
detéction of differentially encoded CPSK. A block diagram of the‘
detector of such a DPSK system is shown in Fig.‘ 2.3. The phase
difference ié estimated direqtly rather than by estiﬁating previous and
cqrrént absolgte;phases. A decision procedure is then applied:to'obtain‘
the corréct transmitted phasé; This way,'fhe ﬁéssible.ambiguity in the
transnitted absolute phase is eliminated. | |

The berformance analysis of DP3SK system is.in general considerably
more complex than that of CPSK system. This occurs because we must
evaluéte the statistics Qf the ﬁhase changes across two baud intervals.

A fairly detailed analysis is presented in the previous report [1]
and references quoted therein, and we will not repeated it here. We
only give the result for the probability of error which is used in the
actual simulation.

If ¥ is the displacement (due to ISI) of the phase differential
AB = 6. - 0, _ : : (2.19)

obtained by:taking the. difference between two éuCcessive symbol phases
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R

91 and 92. the correct declélon reglon boundaries w1ll be -ﬁ -y and-— -

M
Y. The probabillty of error will then be given by '
- : %—W » K T
. Py = 1 = _J P(A8) d(as) , (2.20)
. .-%—"i’:.

4
&4

where P(A08) is the ,pfbbability density  function of the phasé

differential, and is given by

T exp(—p1) /E]

plag) = s [ ST T cose exp(—p1sin29) erfc(-/ﬁ?cose)]x
-7
o (2.21)

i exp(-pz) /35 > 4 :
x[— ot cos(9+A0) exp(-pzsin (o+48) erfC(—faécos(e+Ae)]}ide.
whéfé | | -

04 =_A§/202 n

4 (2.22)

0 = h5/20°

and oenis noise ppwer.while A1 énd A2 are the amplitudes of the adjacent

received symbols S 4 and Sy

In our Simulatlon we are primarily interested in the performance
analysis of 2-phase DPSK, élthbugh the program provides the optionAfoF

the analysis of l-phase DPSK as well.

2.3 Offset Phase-Shift Keying (OPSK)

In the OPSK a binary sequence is split into two parts. By féeding
alternate.(eﬁen and odd) bifs into the I and'Q'éhannéls respeciively,
o§e~ob£ainsithe OPSK siénal.' The OPSK signal is similar to a H-phase
CPSK signal but, bhasé ﬁréhsitions of 180°% are eliminated. This tends
to reduce ‘the signal Spectrum spread and ISI., A pair ofhPN sequencés is

generated by a Shlft reglster array to represent the signal 1nformatlon,
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in exactly the same manner as for U-phase CPSK. The Q-channel sequénce

is then shifted by half a symbol (16 complex .samples) to the left to

form an offset-PSK sequence.‘. This way there is no simul taneous
transition in both éhanhels, and no phase transitions greatek then 90°
" will result in the modulated signal. The resulting I and Q signals have

’
[

: - T . 1 . )
- their bit transitions staggered in time Dby 5 a symbol period or baud.

2.4 Fast Frequency-Shift Keying (FFSK)

Normally, FSK systems are different from PSK systems -and their

simulation cannot be carried out in the same manner. However, the FF3K,
having a frequency deviation index h =l0.5,“is_a‘5pééia1 case. It
émploys coherent phése detection, Excebt for the.aCtuél pul se shape,
thé basebénd_signal‘is very similar to that of‘ﬁﬁévOPSK.

It was shown in [1] that the I and Q: components of the CFFSK

baseband signal can be writted as

x(t) = A cos(+ %‘T’—) 0<t<T (2.23)
y(t) = A sin(+ I% 0<t<T (2.24)
. ror) A | ‘

where T is the symbol duration, and signs’are chosen according to the

values of dibits or pairs of data bits..

As can be seen, the I and Q components of the baseband signal, x(%)

and y(t) are of'half.cosine (sine) shape as opposed to the rectangular -

shapes of the M-ary CPSK waves. -As in the OPSK case,. there are no phase

transitions greater thén-90°._'In fact, for FFSK it can be shown that

90° phase transitions occur linearly in time over the duration of a bit,

) <
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3. CHANNEL CHARACTERISTICS

The channel consists of both transmit and receive filters as well
as any nonlinear devices bnesent in the signal path; It is simulated in

identical manner in all cases. For convenience of presentation we

‘include in this section the treatment of the ground station or transmit

HPA nonlinearity, transmiter and receiver PSFYS, CCI and ACI. Again,

the simulation of all these effects (except for the ACI) are identical

, forAéll modulation schemes,

Due to channel nonlinearities, signals passing througﬁ them must be
simulated in baseband time-domain. Filtering of sighals; however, is
performéd‘in the baseband frequency-domain using‘the»diserete Fourier

transform (DFT). The filter transfer functions must be sampled in the

 frequency-domain. We present below a brief review of'fhe_DFT.

3.1 Discrete Fourier Transform (DFT)

If a continuous time function g(t) is sampled at intervals nAT,
n=0,1,...,N=1, over a finite .time interval T = NAT, the discrete Fourier

transform of the sampled data function g(naT) is defined by

N-1
G(kaf) = z g(naT)e

-j2mk/N
1}
n=0 - -

k=0,1,...N=1 -~ (3.1)

and the inverse transform (IDFT) is defined by

-1
L G(KAF
k=0

N

2| =

g(nAT) = )ej2ﬂnk/N’

n=0,1,...,N-1 (3.2)

In the above equations Af is the frequency sampling interval, related to

"E124-1.5
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the time sampling interval At by

Neateaf = 1, , (3.3)

and the frequency band occupied by one period of G(kaAf) is

£z NAF = +— . S BENCHD

The quantity f is térmed the “s1mulat10n bandw1dth" in the preceding i

work [1], and the crlterla for. determlnlng 1t, are described there. In
the present 31mu1at10n, thls and related parameters are SpeCIfled 1n a
sllghtly dlfferent manner, so that the comparatlve analy51s 1s somewhat

’

more general than in the prev1ous case. ThlS was enabled by the use of

a computer w1th much larger memory than 1n the case of the orlglnal

simulation presented in [13

In our s1mulat10n the number of'complex samples per symbol 1s
fixed to a value of LSAMPL = 32 wh;ch is sufficient for an accurate
detection in all wmodulation schemes. The nunber of time/frequency
complex samples for the use in the dlscrete Fburler transformatlon is
selected to be N = M096 (N is des1gnated NH 1n. the S1mulat10n
program;) | W1th the values of LSAMPL and N thus spe01f1ed the
simulation bandw1dth exceeds the filters' 3dB bandw1dths by at least ten
times in all.cases considered. - o |

Another advantage of a wide simulation bandwidth is that it is

possible to specify a BT—product w1thout expllcltly specifying its

"components", i.e. the fllter bandw1dth and ‘symbol rate. Thus by
selecting the BT to be, say, 1.2 we 1mply that the filter 3dB bandwidth
in Hertz is 20 percent larger than the symbol rate in symbols/second.

. In this way, the comparlson of different modulation systems can be made

s
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© more general.

3.2 Equivalent Baseband Representation

. Consider a'modulatea signal
s(t) = A(t) coslu b + ¢(t)] - . (3.5)

where w, is the angular carrier frequency, and A(t) and/or ¢(t) contain

the modulating information. Equation (3.5) can be expanded to give

s(t)'= x(t)cosmct - y(t)sinmct.' ; .. o “(3.6)--
whefe- o . ‘ L . S

x(t) = A(t) cose(t) _ . - (3.7a)

y(£) = A(t) sing(t) | - (3.70)

Next, consider the pre-envelope function

s'(t) = u(t)e (3.8)
where u(t) is the complex baseband function

ult) = x(t) + jy(t) - (3.9)

and x(t) and y(t) are low-pass functions defined as in Eq. (3.7). 1Itis

~clear from Eqs. (3.6) to (3.9) that

s(8) = Rels' (91, R (3.10)

It is -well known that the analysis or simulation of bandpass
communications systems can be cafried>out in equivalent baseband. Thué,
in the simulation of the wmodulated signals, the complex baseband

function u(t) is ‘actually simulated, and all bandpass filter
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characteristics are translated to baseband in the same manner and are
represented by equivalent complex- low-pass filters centered at zero

frequency The product of the DFT of the complex baseband 51gnal u(t)

and the filter transfer function w1ll give the filter output in the

’ frequency—domain. In- order to pass signals through a nonlinear device,

the output of edch- filter is inverse transformed back to the

time-~domain,

3.3 Channel Nonlinearities

Amplification of signals in satellite channels is performed using

nonlinear, active microwave devices, usually travelling-wave tubes

(TWT). They are characterized by two. types of distortion of signals
passing through them. First we have.amplitude:compression, terned the

AM/AM conversion and second there is amplitude dependent phase shift,

usually referred to as AM/PM conversion. Both output AM/AM and AM/PM

conversion characteristics‘of any particular TWT»are provided by the
manufacturer. For example, the AM/AM and AM[PM characteristics of the
lNTELSAT IV TWT Hughes 261-H is shown in Figure 3.%a.

To;inoorporate the TWT oharacteristics,into a baseband simulation
model we need to convert them into quadrature output characteristics
“which preserve the quadrature _components .of the . signal after it is
passed through the TWT nonlinearity. If we denote the AM/AM. and AM/PM
characteristics in Fig. 3.1a as R(v) and o(v), respectively, the.output

in-phase, p'(v), and quadrature, q'(v), characteristics are given by

p'(v) = R(v) cosfo(v)] . o (3.11)

q' (v)

RGO sinfo(nl. (3.12)
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They are shown in Fig; 3.1b as functions of the input voltage v.

Let the inputléiéna;,to_amTWT be represented by (Eq. 3.5) .- ..

| S Tt -

vi(t) = A(t) cos(mct + ¢(t)) = Rellx(t) + jy(t)le | (3.13)
where A(t) and ¢(t) are the envelope and phase fuﬁétions,'reSpectively,
and x(t) and y(t) are the real and imaginary parts,.respéctively, of the
cdmplex‘baseband'function u(t), as given by Eq. (3.7). Since the TWT is
. a'noniinear device, the Oﬁtput signal'contaiﬁ harmonics of the
fundamental frequency. However, the bandpaés characteristics of the TWT
and the filters follqﬁihg it will remove these bigher frequency
components from the output, Therefoﬁe, ohly the component of the TWT
output signal centered at the carrier frequency w, needs to be
considered.

.Thé'output,signa1~of the TWT, afterfband;passAfiitering,'may be
represented by:v

vi(t) = RIACE)] coslu bt + [ACE)] + ‘o(t)} (3.14)

‘where R[+] -and el +] are the AM/AM énd'AM/PM'chafécﬁeriStics of the TWT.

Since the simulation‘is performed at baseband we need a compleX baseband

equivalent of Eq. (3.14).. Expanding (3.14).we obtain
vé(t) = {R(A)cos[0(A)Icose — R(A)sinf 6(A)Ising} cos w,t
- {R(A)sin[6(A)Tcosy + R(A)cos[e(A)Ising} sin u_t (3.15)

where the dependence on time has been omittéd for.simplicity. From Eq.

. (3.15) the complex baseband output signal isifeadily identified as

-
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v (8) = {R(B)eos 8(A)Icoss — R(A)sinl OCA)1sine}
+ j{R(A)sinl6(A)Jeoss + R(A)cos 6(A)Isine} ' (3.16)

Multiplying Eq. (3.13) by A(t) and dividing by A(t), the output.eomplex

baseband signal of the TWT can be written in normalized form as

Vo(t) = Ip(8)x(t) - q(t)y()] + JlalEIx(t) + p(t)y(£)] BNERT

‘where p(t) and q(t) are normalized quantities‘p'(tf and q’(t)_of_Eqs.

_(3.11) andA(3;12):ahd are given by

p'(t) _ RIA(t)eos{olA(t)]} .
AE) ° A® -

'ip(f)‘=

_q'(t) . RIA(K)Isin{olA(E)1Y . .. .
() ==pey = E) , | (3:16)

and, from Eq. (3.7)

a2() = x2(8) + y3(8) 3T

" One way . to compute the Qutput"of the TWT for a given input is to

" use a quadratﬁre_model of the nonlinearity as developed by Erid f211].

“This model was usedlin‘a previous study. Howevgr,‘in this study;:we use.

a éimple interpolation of data boiﬁts on the-tréﬁéfer characteristics.
This method is'sﬁmewhatAmohé_géneral, since the ;n-phase and quadrature
nonlinearities in Fig..3,1b can be obtained directly from available TWT
characteristics as in Fig. 3.1a.. On the other hand, to obtain a
polynomial repreéentation of the nonlineariﬁies aé requiréd for -the

method presented in [21], an additional computation is required..
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3.3.1 Travelling-Wave Satellite Transponder (TWT)

In our simulatien, ‘'we used the/ same parametérs for the TWT
transponder es in the original reportl[1]. The tube dsed is an INTELSAT
IV ﬁughes'261¥H TWT.' The tfansfer'charactepistics,'showh in Fig. 3.1
are segmehted into 7 partsz ahd the interpolation' between points is
performed by a,pieceWise cubic fit. Values tetweeh 0 and 1‘are‘0btained
‘by a quedratic fit}' if:some other tube'is considered, then all that is

needed is te replace the particular tube parameters in the progrem.

3.3.2 ngh—Power Output Ampllfler (HPA)

The simulation of the. high-power transnltter output ampllfler is
'hperformed in exactly the same way as that of the satelllte transponder.
The only dlfference is the type of TWT used. "It is Varian helix~TWT-VTC
6660 C2 Ser. 106 HPA whose characteristics are shown 1n Flg 3. 2 Since
. thls tube's AM/PM:ChaPaCteFlSth varles}more with 1nput voltage than the
lHughes 261-H's does, we segmented the trensfer eharacteristics into 13
parts. of - course, this can also be ea51ly éhanged ‘if de31red

In our analy31s we refer to the satellite transponder as the TWT
although bqth transponder and the .hlgh—power~ amplifiers  are
travelling-wave tubes; This is done 'to keep the notation :of the
original study as much‘the same as possible. CohseqUentiy, we chose to

refer to the transmit amplifier tube 'as the HPA.

3.4 Pulse Shaping Filter (PSK)
In the original work [1], all filtering operations are lumped  into
one uplink and one downlink filter. A Chebyshev filter of order four

was used as an approximation to. a cascade of the transmitter pulse

ipm
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shaping filter and the transponder bénd-pass filter before thé

nonlinearity. . The same filter was used in the downlink path.

With the inclusion of "an HPA thlinearity;" however, filtering

actions in transmitter and transponder have to be separated. A fourth

order Chebyshev filter is still used in the uplink (and downlink) path,

between' thé"HPA. aﬁd the TWT.-transponder, while tﬁe tfansmitter (and
receiver) 'pulse shaping filters were selected 'to' be of the Nyquist
'oosine rolloff type. This filter has been exténéively used in both
' hérdware and compuﬁer simulations [13,22] of the satellite channel.
Since a Nyquist filter‘is noﬁ physicallygfealizable,.we have approxif
mated it by a fourth order Butterwdfth cﬁa?aeteristio. At fréquencies
where ﬁﬁe attenuations'of tﬁ;vtwo filterg are ‘less than 30 dB, the
res_f;nses dif‘f‘er‘ by lerss than 1 dB | .Th_e, det’a‘il_s of ‘the approximation are
given in4§eotioh 3.4.1. o

To bompenSate fqr the Sin-(x)/x Spectrél Shape of the rectangular
transnitted puises,'ahIX/sin (x) type combensation is cascaded with the
pulse shaping filter.. .After some analysis, it was found that this
aperture equalizer characteristic is well-approximated by a two-pole
resonant circuit,

Large variations of the gerp delay of the above described filters

" within the passband are combensated or equalized by an all-pass network.

Since the inclusion of the_x/sin (x)- aperture equalizer in .the

simulation ié optional, indepeﬁdent all-pass networks were designed for
- the casé where the Butterworth filter only is used, and for the case
when the 1attef is cascaded‘with an equalizer.

In what follows, we bresent the design of the pulse shaping filter

components.,

1 u
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3.&.1 Nyquist Cosine Rolloff Filter

A Nyquist filter is an optimal pulse shaping filter in the presence
of intersymbol interference (ISI), as demonstrated in [23]. The family

of transfer functions, parameterized by a cosine rolloff factor o is

given by.
T, . 0 < w<g(1-a)
SO & S T1ea) < o < X
HN(m) _-4 5 1 - 51n( )]. VT§1"“?.S w < 7(1+0) (3.18)
o 0" . el sewhere
.\.-A‘ . ’

whene'i is the symbol'interval. The cosine rolloff facton has value
between 0 and 1. ('For a=0 we have an ideal low—pess filter with one
sided bandW1dth équal to 7/T. At the other limit, =1, the transfer
funct;on extendS'to;uFZn/T;, Trénsfenwfunctions of ‘the Nyquist filter
for osd; 0.5, and 1 are shown in Fié.t3§3.ns -

fine normaiizedvtransfer‘function~exﬁnessed‘inld8 is4gi0en by

(o)

ORI = - N n -
R . HN(wn? [dB] = 20 log T ni
' . (0’ ) . -%Swni -7
. wn . .o ‘ i
= 4 -6 + 20log(1-sing=), -7 < o < w (3.19)
\_w " : el sewhere .
where . .
o = ﬂliﬁ ~ (3.20)

. Figure 3.4 éhows H (o ) in'the range /20 < wy £ . Since«the.slope in

the stopband is not constant, we determine the slope of the approx1ma-‘
ting Butterw0rth f11ter 80 'as to flt the slope of the Nyquist filter at

a sufficiently high value of attenuation, for example, the frequency
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where the transfer function of the Nyquist fiiter is down to, say, 20 dB
below the pa§sband.1e§e1. At that point (mnc = 7#/10) the slope of the
Nyquist characteristics is about. 27.5 dB/octévé as can be seen in Fig.
3;4. We:thus sélect the Bﬁtterworth filtef of foﬁrth order (&ielding
the slope of 6n = 24 dB/octave) to best fit the Nyquist filter. The out
of band slope of the Butterworth filter will be larger than that of the

Nyqgist filter for all 0, < Yo

Once the order of the fitting Butterworth filter is determined we
need to specify its absolute freduency scaling so that it can be
. simulated.. The 3 dB frequency W3hy will be chosen so as to match the

normalized 3 dB frequency of the cosine rolloff'filter w , Which is

3rn
given by ’

. . 4w . } ) . )
S0 -sin 2 | - (3.21)

Solving Eq. (3.21) for w, ., we get

3rn

gy = 2 5inT (1 = /D) = - 0,854 = -0.272 1 (3.22)

Using Egs. (3.20) and (3.22) we find the unnormalized 3 dB fréquency of

the cosine rolloff filter as

m3r'= (1 - 0.272 a)7/T _' . ' o (3.23)

By equating b3, with the value given by Eq. (3.23) we normalize the
scaling of the ‘fitting. Butterworth filter"ih a way that its 3 dB
frequency always matches the 3 dB frequency of the cosine rolloff factor

for any chosen value of rolloff factor a.

b
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3.4.2 The x/sin (x) Equalizer

The Nyquist filters described in the foregoing are designed  to
provide optimal per formance for data trénsnission under’ the assumption'
that ﬁheir iﬁput signalé consist of a weighteq train of impdlse55 'The
purpose then of the x/sin (x) aperture equalizer is to compensate with

the filter passband for the rectangular: pulsé shapes of the actual

-transmitted -signals, in such a way as to make them appear as impul se

' inputs to the shaping filters. In practice, this equalizer is easily

realized as a second order resonant circuit with its resonant frequency
chosen to be approximately ibcated at the first zero of the transmitted
signal spectrum.

| The amplitude response add pole-zero pattern are shown in Fig. 3;5a

and b, The poles are given by

P, 1,2 = =P cos 0 + Jp sin. e . : (3.A24)

. The transfer function is given by

, " " ,
H (s) = - = : (3.25)
© (s=p)(s-py) = 2, 52000850 + o2

We select K:p2 80 that He(0)=1. The sqhared magnitude response at s=juw

is given by

T b
p - 0

2 2
|—a2 + Juw2p cosg + p2| (pz—me) + umzpzcosze

. 2
IHe(Jm) | ‘

p” .o I -
- s ——— = — ‘ (3.26)
' mu +'2m2p2COs(26)‘+ pu D(mz) ‘ o ~

the resonant frequency, me,'is'that at which |He(jm)|2 is maximum, or

equivélgntly, where 'D(mz) is  minimum, Thus, we have the extremity
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(a)

(b)

v
=

Fig. 3.5 Two-pole resonant circuit;
(a) amplitude response,
(b) pole-zero pattern.
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-condition

'9219—1 = 2w§'+ 2p§cos(2ee) =0 B (3.27)
d(w ) »
which yields o . o . S .
o g =‘—pe QQS(Eee) » . S . (3.28).
or I ) » o . - A o Co
.we = pe,./—COS(Ee.e) . (3.29)

In order for w, to be real, we. have that cos(26.) < 0 which, together
with the stability condition (ell_poles in the left half-plane) gi?es
the allowable range for ee,‘45° < ee < 90o

. R ' . 2
Inserting Eq. (3.28) into (3.26) we have for the peak value,: A

max
of the squared magnitude response _ : R
2 .- 2
Amax = IHe(Jme)l

. 4
- -' pe .

Ton 2 . b 2.5,y - U

-Pécos (2eé) - 2peeos (2ee) *0g

5 5 R
1 - cos (26e) sin (26e)

- Thus, from Egs. (3.29) and (3.30) we can find-pe~andAee;fon given values

of Amax and Wg as
6 = +sin (/8 ) T <X (3.31)
e~ 2 max Ly = Ye =~ 2 ’
) - ' . Ye : ‘ i
a P = T T—— . (3~32)
- e "°_°SF§. DIV 1/A§l o

For the purposes of our 31mu1atlon we ehose Wy to be exactly at the

first zero p031t10n of the ideal low-pass fllter, Qeii 1 andAAma# to be
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2 dB cver the zero frequency,value; Amax = 1,259, Of course,vif any
other values are desired, a 51mp1e change in program parameters is
necessary. With these values, we find from Eqs. (3.31) and (3.32) that_
0, = 63 7° and pe = 1.283.

The two—pole resonant elrcult described above, is cascaded with the
Butterworth'filter in both the transmitterland the receiver, The group
delay characteristic cf the’caScade is highly nonlinear which causes the

phase ‘of £ﬁe trausmitted signai to deviate signficantly. EVen‘ the
‘Butterwcrth filter alone has' au unacceptably‘.nonlinear groub delay
‘characteristic. Therefore, we‘need'to compensate for the nonlinearity

by:adding an all-pass network with its'group delay characteristic being

nearly inverse to that of the PSF.

.. 3.4 3 Group Dela& Compensation with an All-Pass Filter

. De51gn of an all—pass network with prespeclfled group delay
characterlstlcs.ls generally a very dlfflcult problem [24]. However,
' there is a simplified procedure for de51gn1ng a second-order all-pass
hepwcrk which'utiiizes a double series expanSion of £he group delay
characteristics, uhich is very accurate for up to 95 uercent of the-
fdlten passband [é5]. We note tﬁat, in principle,‘higher_crder networks
can /aiso be ,designed "using this method, but ‘the underlying

transcendental equations become impractically cumbersome.

. 3 M 3 1 Serles Method for Group Delay Equallzatlon

The de51gn procedure is based on a power serles expan51on for the
phase. shift and group delay caused by.a conjugate pair of poles (or

zeros) . A pair of poles_p,l/2 =dgcose,i Jpsing coniributes to a phase
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shift by an amount given by. o

| '_ T 2% oos 6 - |
o(w) = ;tan_1_§—£§9~99§—9-= -tanr1'—41—————§" . .~ (3.33)
B @ | -

We first expand tan”! x in the series

. © k=1 _2k-1 :
tan. x = I (=1 X . o (3.34)
k=1 k=1 - ,

and then expand each of. the terms'[jf(w/p)zl_(?5_1? into'the binomial
series .

2 =(2k=1) - =(2k=1)

. w 2
[1 - CB) ] (1 - wn)

.+ (3.35)

(2k=1)2k 4  (2k=1)2k(2k+1) 6
_._—.__2! wnv— — 3! 3 wn + .

1»- (2k—1)w§ +

where w, o= w/ p. ‘Aftep-this is done, like powers of wn‘of:pbevdouble
expansion are colleéted, and the first few terms are found to be'of_phe_
form

o) = -2(w, cose - T+ 5 = eed) . . (3.36)

The general k-th term in Eq. (3.36) is given by

2(-15"" ,2Teos(26-1) 0 o N
- 2k—1 .v . C (3.37)

and the proof is given in,[25];v DifferentiatingAEq..(3.36)‘wi£hune§pecp

to w_we'obtain the group delay as
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__delw) _ _ 1 dolw)
Tg(m) =~ e =" 3 dw
n
} 3
=2 5 w251 005 (2k-1)0. (3.38)
- k=1 - h

For a‘siﬁgle réal pole pJ'='-01,the.above pro9édure'iS simp1ified
in that thé‘eXpansion given by Eq. (3.34) Suffices,‘sincé x:ﬁ in this
case, | |

For a network of arbitrary complexity, £he»bohtribu£ions of the
_ reai poles aﬁd zeros and ﬁhe conjugate pairs of’complexvpoles and zerés'
to the total phase shift or group delay simply.aad up, so that the total
group delay, for example, is the summation of the'serieS'of tﬁe type

given by Eq. (3.38).

3.4,.3.2 PSF Delay Compensation

.We can use ‘thé"eXpansioﬁ lbf qu. (3:385 to 'desigﬁ an ail;pass
néﬁwofk'ﬁhich proViaeé véry‘good equaliéétion within tﬁé pé#éband of the
fiiter. Compenéation is'performed in the foilowing_wéy: an all-pass
network of predetermined order-_is cascaded 'with the network to Dbe
compénsated. Total group delay is obtained in the form oflEq} (3.38) as

Tgt(m) =T, + T1mi + T2mi + T3mg + o C(3.39)

Now, the all—pass network pérameters are chosen such that as many

coefficiénts Ti (i=1,2,...) as possible.aré;set tovzero.' We see that

this procédgre approximates the design of a maximally flét group delay
“network, . |

The number of céeffiéients T; that .éaﬁ 'bé cancelled obviously

depends on the number of degrees of freedom (i.e. poles) of the all-pass.
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network. So, with one conjugate pair of complex poles (and accompénying

zeros) we can cancel T1 and T2, with 3 poles we can also eet T3 to iero,

and so on., For our purposes it suffices to cancel Ti and T2, since the

resulting.group delay is then constant within U4 percent over 95 percent

" of the filter paseband;_ae.will be shownvlater.. Besidee, the resulting

equations{for the orders higher than tno are”very difficult to solve,
even numerically.

We now apply the above technique to compensate the group delay of:

(a) a four—pole Butterworth filter (puise\shaping in the receiver) and
(b) a four-pole Butterworth f11ter oaseaded w1th a two-pole resonant

J'olrcu1t (approx1mat1ng an x/31n(x) equallzer in the transnltter)

The overall pole—zero pattern for the f11ters and’ oompensatlng network

is shown 1n Fig. 3.6. Subsorlpts to the pole and Zero 1ooatlons

~ correspond £o _the.type of filter: B-Butterworth, E-(aperture)

equalizer, and A-all-pass filter.

(a) The overall transfer function of the Butterworth and all-pass is

given by an expression of the'form

: 2
1 a - a;8 + s

2 3 y » 2
1 + b1s + bzs + bBS + bus ao + a1s + 8

HBA(S) = HB(s)HA(s) =

L , . 4 o -(3.40)
In terms of pole-zero 1ocations, the trgnsfer function, evaluated

on the ju-axis is given by
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o (1 - m2 - j2wcose_,) (1 -.'m2 - j2wecose_.)
H,,(juw) = s B1 > - ; 22
. : cos 931][(1-m )2 + Uy cos”e

[(1-0")% + do ]

B1

2 2 . 2
(pA ...m — JZpAmCOSeA)P

X . - (3.41)
2 2.2 W 2 2 2 :
(pA - ? + ApAm cos.eA :

where 65, = /8, g, = 31/8, and we have used the fact that‘pB = 1.
The -other parameters are indicated in Fig. 3.6.
Using the power series expansion for group delay given by

'Eq. (3.38) we have

TBA(m) = Té(m) + TA(m).
. y(Cos(n/8) _ cos(3w/8) 2 _ cos(5w/8) K _ cos(Tu/8) 6 ,
- L2 V2 ° N ter
o 4»coseA coS(3eA? 2 cos(SGA).u | cos(79A) 6 L
© o { - = . =T - 0 B > ™ . T i w""" -'uo}
. Py 3. 5 : 7
Y SO Y o
' o o ' o (3.42)

For maximally-flét group delay ‘the coefficients of the ‘second and

fourth powers of w should be zero ﬁhich gives the conditions

(c0330,)/p3 = cos(3n/8)/v2 (3.43)
and . é~ o | | o
(COSSGA)/pA = cos(5w/8)/v2", Ce o (3.44)
or4ngnerically,'
o 3 T
cos30, = 0.2706 py . ST e (3.85)
cos5e, = 0.2706 pi . _ - o o _(3}46)

The set of equationsw(3.45) and'(3.46) can be solved

_iteratively by first;éxpressing%pA“from (3.46) as



(b).

uYy

. 5/—00559 ,
= s (3.47)
Pp ¥ T0.2706 .
and substituting into (3.45). The itefétive formula for e§n+1) is
e§n+1) = %—‘08;1[0.5928 5%—0033e§n)], : (3.48)

From the conditions 6, ¢ [0,90°1 and p, > 0 we find from. Egs.

A

(3.45) ‘and (3.46) that 18° < 6, < 54°, and the initial condition,

eiO), for the iteration of‘Eq. (3.48) has to be chosen from this

 interval. The solution is

oy = 1.095 and 0, = 23.05° .- ~ (3.19)
which gives the pole locations
Ppqsp = ~1.00021 + 30.UUET9 O (3.50)

Cascading this network wiﬁh the.4~polé'Buttefworth filter gives

rise ‘to a,total group delay which for 950.9 is not more than 5

:percent higﬁer than ‘at w=0,

The x/sin(x) épettﬁre équaiizer is gpproximated by a 2-pole
resonant with the résonaﬁt frequency ‘w, chosen to be 1. The
amplitude response at w=0 is unity and is 2 dB higher'at'unme.
With this characteristic, we find that ~the pole locations are
ydetermined by ' ‘

pé =1.2830 and oy = 63779_ - (3.51)
or o o

Pgq/p = -0-56839 + 3 1.15024 | (3.52)

The total group 'delay is. now .given by‘Eq.'(3.42)'p1us4the
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series 'cdrresﬁoﬁdiﬁg‘ to the delayi introduced by the aperture
equalizer.“.After some:algebraic manipulations we obtain the set of
equatidéns N
oo§3eA ='0.5029lpg l »'dz ' » (3.53)
_cos5e, = 0.3783 o2 . L (3.54)
The solutions for Egs. (3.53) and (3.5&) areliu
by = 0.95172 .and 6, = 21.44° | - (3.55)
" with the corresponding pole locations
Ppqyp = =0.88588 + j0.3u782. . (3.56)

Again‘1g£(0.9)/tgt(0) < 0.05 Tgt(O) as:in the case of compensating
the Butterworth filter alone, In the simulation both options (a)

and (b)_are'provided.

3.5 CocnannelIInterference (CCI)

Unwanted signals emanating from the same or a'lnearby satellite
transnitter are usually ‘termed as cochannel interference (CCI) There

has been an effort to model the CCI and to obtain analytical results on'

its effect on channel performance [6,11 26—30] In these references,

CCI is modeled as' one or more sinusoids at various frequences, various
amplitudes, and randomupnases uniformly distributed between 0 and 2#.

To obtain tne analytical results on the receiver performance in the
preSence‘of ccf. cnaraoteristic iunctions of'its oomoonents:were used
f6 11,26 28] In some cases lower [11]. and upper [11 29] error bounds

were developed for the cases of K interfering sinusoids. '
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For our simulatioh pUrpdses, we generate up to 10 sinusoids with

random phases and ‘add them to the 51gna1 at the approprlate points in

the channel Two options are provided as 1llustrated in Flg 1.1:‘ (1)

»;addlng them to the signal at’ the 1nput of transmlt or upllnk (Chebyshev)

aAflltep, and (2) addlng them,to the s;gnal-at the output of,the,recelver

or downlink filter. The number of CCI signals, as well as their

. positions in the passband are prespecified by the user. Positiqns are

| specified injtermsyef'the fraction of the signal energy in the freQuenqyr

band, so that they are independent of the"absolute value of the

~ passband. In other words, phe speeified position F1=0.2 for the’fifst

CCI signal means that iﬁ is positioned at the frequency f‘1 specified by
A;I{X(‘ff).lz-:df,? 0.2 ,Ex . A ‘ v(_3-5'>7)

where Ex ;s tﬁe total sigﬁal,eqefgy,
Because of ;@e‘wayjﬁﬁeipci sinusoids'and_their freqaencies are
specified, the aﬁdiﬁien to the userl _sigpa1> is"performeq:'in the
frequency domain,- i.e., when it is Fouaier"transfdamee for
multipliéation with Lhe gplink‘fglter tfadsfer‘function (or{ for the
other option, whehzuit 'ie ‘muIQip}ied with ‘dpwaiink &fiiter‘ ﬁfaneferA
func;ion); _ A _ o |
The ,strengtfl' of the CCI signal is 'p_r/‘e_s'pecif'ie‘,d_ in terms of the

parameter SCCIR which is the ratio df the'signal power to the total CCI

. power, be_ﬁhe K‘CCIS; each has the same power equal to 1/K of the'

totalvpower. In this way. the,number,of_lnput parameters, spe01fy1ng

hhe CCI field is kept to a mlnlmum. ThlS makes 1t very simple to

modlfy the program to prov1de for the speclflcatlon of the power for
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each‘CCI component; ifvdesiredvby.the usert:

3.6 Adjacent cnahnei'iﬁéérfeééhdé'(Abi> D ..'.;

In modern - satellite commun1cat1ons systems there 1s a‘ growlng
demand for passlng more and more channels throughltheAsame transponder.
.The separat1on between channels becomes smaller and a lot of effort has
‘ been expanded recently on develop1ng bandw1dth—eff1c1ent modulat1on
schemes (e.g., [311). \ |
| lf; for any reaSon " the carrier frequency of one channel dr1fts
from 1ts nom1nal vlue, a portlon of the s1gnal Spectrum wlll leak 1nto a
, ne1ghbour1ng channel thus cauS1ng an adJacent‘,channel -1nterference
(ACI) The ACI can also oceur because of spectral Spread due to channe1
'nonl1near1t1es, and‘because of~f1n1te trans1tlon-reg1on‘lnwfrequency
responses of nelghbourlng channel fllters.\ The occurrence of the ACI
w1ll cause the degradatlon of the system performance partlcularly»when
the channel nonlinearities are not negllglble. ) - 4 | A

The usual way to model the ACI is to assume that both\the adJacent
channels on each s1de of the wanted channel employ the same type of
modulat1on as the main one L6, 12 27 30] We can assume any separat1on'
between the carrier frequencies. In order to enable‘a general
compar1Son for d1fferent modulatlon schemes we dec1ded to spec1fy‘a
normal1zed channel separat1on as a fractlon <)f the totalr S1mulat1on.
bandw1dth wh1ch 1s constant 1ndependent of the modulatlon type,:as
expla1ned in sect1on 3 1 Another s1mulatlon parameter 'is the ratlo of
the total ACI power to the s1gnal power.'kThe;parameter is’recomputed'in

the progran after the ACI has passed through the maln channel fllters,

and given as an output parameter. ’ An 1ndependent BT product is
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specified 1n the s1mu1atlon (BTINT) and can be chosen to be e1ther the
'nsame or. not the same as the main channel BT product Agaln, as in the
ZCCI case, options are proV1ded for addlng the ACI s1gna1s 1n e1ther

up11nk and down11nk path, as shown 1n Flg. 1.1.

Generatlon of the ACT, and 1ts processlng up to the m1x1ng polnt

1n the channel 1s the same as for. the ma1n channel,_except that the
random sequence (PN) generator is shlfted by a half of- 1ts 1ength s0 as
to avoid slgnlflcant correlation with the main channel slgnal.
mnpirlcal 1nvest1gatlons have shown that the _use of a different PN
sequence generator for the ACI does not s1gn1f1cantly change the

corre1atedness between two symbol streams so the same generator 1s used

for computatlonal s1mp11c1ty. In the s1mulatlon program the ACI 1sd

flrst generated processed up to the m1x1ng polnt and stored in the
freduencyvdomain; The main slgnal is then generated, processed the ACI
is added %o 1t, and the sumnatlon 1s then further processed up to the
probab111ty of error ca1cu1ator. J

Flgure 3 T 111ustrates how the ACI spectrun is rearranged before it
is added to ‘the main s1gna1 spectrum The dotted curves in dlagrams
(a), (b) and (c) represent the real part of the main slgnal amp11tude

spectrun in the way it appears- in the FFT (real) array.' The absc1ssa is

1abe1ed in indices of this array and it is 4096 polnts 1ong for a11

modu1atlon types ~ The 'SOlld 11ne in .dlagram (a) is ‘a prescrlbed-

pos1tion of the nelghbourlng channel's spectra where the channel
separation 1sAchosen to be;CHSEPA= 1408 frequency samples (which amounts

to 11/16—ths of the,simulation bandwidth) . As‘mentioned above, the ACI

!

spectrun is generated.so.thatyit occupies the same_frequency/region as

the main spectrum. We now shift the "lower" half of the ACI spectrum

6
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into the right on the frequency axis to obtain two sections‘of the ACI
spectrum, shown by solid lines in Fig. 3.7(b). Similarly, we then shift
the‘"upper" half of the spectrum toward the left and thus obtain -the
: solid line sections.in‘Fié“ 3 7(c) The total ACI spectrum 1n the FFT
array is obtained by summiné the solid segments in Figs 3. 7(b) and (c)
The result_is the 'solid Spect'r‘um in Fig: 3.7(a).

If we'transpose the upper half of thewspectrum into the neéative
frequency. domain we obtain lthe baseband \representation of ‘the mmain

s1gna1 spectrum and both’ adJacent channel spectra, i.e., the portions of

these spectra which appear in. the s1mulation bandw1dth as shown in Fig.

3. 7(d) After the channel filtering, only the parts of ACI spectra
which' overlap w1th the ma1n signal spectrum, affect the channel
performance. ‘

'iWhat;is ‘said about the”rearrangement of'the”real partyof’the?ACI
Spectrum obv1ously holds for the 1mag1mary part too,’since~the
process1ng 111ustrated in Fig. 3 7 is, in fact performed for real and
1mag1nary parts of. thé spectrum 31multaneously. |

The allowable rahge for the parameter CHSEP is one half of the

s1mulatlon bandw1dth “that lS, CHSEP = 2048, while the 1ower 11m1t is

N

1, thereby permitting total overlap of the main and’ ACI spectra. Wefadd‘

i’ .

that in the s1mu1ation, the actual value of the prescribed parameter 1s

in the normalized range [O 1] where the value of 1 corresponds to . 20“8

<

frequency samples. ‘;;__. . Lo T _>‘”w
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‘ B 4. RECEIVER STRUCTURES -

4.1 Demodulation

At the input of the receiver, the modulated signal is'représented

as

s.(t) = A(t)eoslu t + ¢(t)] 4 BN CTI D
where
A(t) = signal amplitude
w, = angular carrier frequency
$(t) = the received phase,
Thé first function of the‘dequulator is to separate the carrier
L : from the information. This may be done by coherent‘udetection or 

.

differential detection depending on how the information is encoded. In
.coherent detection, the iﬁcoming Signéli givén by-Eq. (4.1) is
multiplied by a local oscillator signal which is assumed to be ideally.
synchronized in frequenéy and ﬁhase to thé received carrier, 'The.effect 
‘of imperfect synchronization will be qiscuésedjlatéf:ih“this'éhabﬁeﬁ.
‘The signal is,mpltiplied.by the local oscillator ‘signal and its 90°
shifﬁed_version to obtain in;phése and quadrature components, as

s;(t?cosmcﬁ = ;) {c08[2mQF tq¢€t?] +Lgoé¢(t?} | | .~ (gﬁ2)
and ACE) ' ,
R ~ sr(t)sinmct = =5~ {sinl2u,t + ¢(£)] + sing(t)} (4.3)

After low-pass filtering, the in—phase:and quadrature channel baSeband

Coeam wde s oLt

signals are obtained as

E124-1.6 .
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x(t) :A(Z)COS(;)(t) i ‘ - | 4.4
and R L S
S Cyiey = 28 gangcn I ©(4.5)

In differential deétection a delayed (by one symboljzreplica of the
viﬁcbhing signdl is multiplied by the incoming signal to obtain
[ACt)cos(u,t + ¢m)][A(t-T)cOs(mép + o)1
ACE)ALL=T) . . . , , , P
= S [cos(2y t + ¢, + ¢m;1) + co$§¢m = bpq)] . (4.6)

snd o T - :
[A)00slugt + 4, TIACE=T)SinCuyt + b, 4)]
= AOD fincaugt + 6, + 6, ) + siale, = b,

DT o (4.7)

“Aftér low=pass filtering; bhe in-phasé . and :quadratUre»_chaﬁnel
baseband signals are obtained ag,

ALLIALED costey - 650 - (h.8)

%(t)

A(t)A(taTj

;Y(t) 3 sinCoy = 6 ¢)- | ‘(9f9)

. The ‘simulation does not ihéludé:the‘éa?riér aﬁ any point.. The
/GOmpiex basebgﬁd/éignal is pfdcéééed'th?ough'ﬁhé-CAahhel with equivalent
baseband filter characteristics.  The signal ‘at the input. of the
receiver is the signal after the carrier has been separated from the
information, that is in.ﬁhe form of thé,ﬁﬁs? Kﬂ;u), (4.5) or (4.8),
(4.9). - :

4,2 The Sihulatioﬁ of Noise

. There are two possible approaches to the simulation of noise in a

communications system, namely,
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1 - Simulated noise,

2 - Computed noise. '

-In-the simulated noise case; Gaussian hoise is generated in both

the in-phase and quadrature channels, for eVery”semple'of the signal.
The variance of the‘noise~is»inVersely proportiohal:to the specified
signal-to-noise ratio (SNR). The noise and the signal are added sample

by sample, and passed through the simulated receiver. - The output is

demodulated and compared ‘to the input signal. Symbols in error are

oounted,»aﬁd the ratio of the number of received symbols in error to the
total number_of symbols simulated is the required average probability of
error- for the particular modulatlon system being simulated at the glven
SNR and b1t rate.

wvith .computed no‘ise, the ‘noise -is- moved to - the output.‘of‘v the
receliver filter. The equivalent nolse ‘power at the output of the. filter
is computed accordlng to theory. The 51gnal is 51mulated in the. absence
of nolse,p"The probablllty.of‘ error for each sighal symbol may be

oomputedAprovided the symbol energy is known and the nominal SNR is

speoified. This is done for only a limited number of symbols whioh"

'

. approximates the true distribution of signal symbols. The - overall

probability'of error is an- average over the signal distribution.  The

‘longer the signal sequence is, the better the approximation to the true.

error rate will be.

Due to a prohlbltlve amount - of - computer time needed for the

simulated noise computatlon. it 1s concluded that computed noise be used
.in the 51mulation. Slnce theories on n01se through nonllnear channels
. are difficult to',apply,< only the doWnllnkj-nolse “is :treated=<ln the

simulation.
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4;3 The Receiver

The receitved moduléted'signal is passed through a bandpass filter
and is cénvé?teé'.to ,béseband, by Ibeatihg' it. with:.éuvlécéi sinusoidal
signal gn Synchfohizationlﬁith a carrier wave. vInlthe'DPSK-qase,lthe
indOming Sigﬁabfis delayed by_oﬁe baud. ,The;éignai and its @elayeq ‘:
'néplica afe then multipliéd to obtain_the'basébénd signal. ‘:In the.
simulation, only the baseband signal .exists; it is assumed that the
removal of cafrier wave has been. achieved. In ordef to determine. which
éymbol has been sent in the presence of_ﬁoise and ISI, the demodulator
generall§ includes some sort of matched filter to maximize the SNR. . For
a regtangﬁlar signal puls'e',’rthe optimum détectén is: an integraté-arid-._
dump~filte?-(IDF). . However:, whén the éignal isvsubjecfe& to‘avPSFAwith
gfoup delay eqqalizer, it was found that the peak value detector (PVD)
yields soﬁeﬁhat better perfbrmaﬁcé than thé IDE;4 We shall, therefore,

use both detectors in the simulation.

4.3.1 Integrate—and-Dump Filter (IDF)
Figure 4,1 depicts the feceiver with'the'ID?~in block diagrah form,
The signal alone'is‘simulated,.ﬁnd the noise soufce is éonsidetedito be
~at the Qutput of the IDF, as indicatéd in Fig. 4.2. |
The effective‘noise power at. the output of the IDF is .computed -
ac¢ording to theory. ‘Thé'simﬁlated-signal is integréted over one .symbol
interval. A sample is taken at the end of each symbol interval. The
average éymbol enéfgy'is eétiﬁated_from the output of the IDF. -witﬁ_the
nominal SNR specified,'the~ac£ual bit enengyztovnoise'fatio EB/No éan'be
computed. The probability of error for'this.valﬁe c;h,then be computed

according to theory. This is done for the entire string of symbols in
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‘the sequence and the average over all symbols processed is the
representatlve probab111ty of error curve of the system be1ng simulated.
' The downlink . noise 1s assumed to be Gau551an w1tb zero mean and variance

02 where 02 1s'the n01se'power. “The noise is assumed "to be whlte w1th

two-51ded spectral den51ty N /2 in the frequency band of 1nterest as .

shown in<F1g._4;3. The symbol probab111ty of error is related to the
SNR.

The definition of SNR may be stated as

CSNR = 535 =4ﬁE§§f - ;9 . gr log M (4.10)
20 0 o T :
where(
22/2 1is the pover of the RF signal
02 ' is‘the’nolse power' -
ES.' is the symbol energy
T is the symbol duration

‘Eb . 'is the bit energy

N, is the 1-sided noise power spectral density
B-  is the signal 3 dB bandwidth

M is the number of possible symbols in signal space.

In Chapter 6, we shall present all results in terms of the bit energy to
noise ratio Eb/N .
' . O - .
“Now let us calculate the effective noise~powervafter it has passed
" through the receive filter, the PSF, and- the IDF.

Let the transfer functlon of the receive fllter be denoted by

Hr(f)’ the transfer function of the PSF be denoted by Hp(f), and that of

"the IDF by Hi(f)'as indicated in Fig. 4.4. - The input-output
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relationship of an IDF is given by.

x(Wdu; 0 <t < T

oG et

1
©T

Syle) = L . . : R (4,12)
0; otherwise.

- Then, in the system being simulated the noise power at the output of the

IDF is given by

- : 2 2 2.
= O @ o e W

- If the PSF is not included, the term IHp(f)l_2 is ‘simply dropped from.Eq..

(4.13). This equation is readily implemented in-discretleorm,l5:

4,.3,2 Peak Value Detector (PVD)

As already mentioned,:the IDF may not . be theioptimumjdetector‘when
" the signal'is subjected;to»the PSF., We may then use the peak‘value
>detector (PVD) which 51mply seeks for the relatlve peak in- each received
symbol, The 31gns of the peak value in both I and Q channels determine
which symbol was transmltted. | .

\ _Treafment of the downlink noise and; accordingly, the_computation
of’the SNR at the output of the PVD:is -exactly the same as in ﬁhe’case
of the‘IDF, explained in the previous section. .The IDFs in Figs. 4.1
and 4.2 need only be replaced b&' a;eineuit which discriminates the
largest relative value of the symbol eample. In the equivalent noise
power calculation, illustrated in. Flg. 4, 4, and presented by Eq. (4. 13)
the H () should only be replaced by unlty. : |

To make the comparlson of both detectlon methods p0531ble we
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provide both IDF and PVD options in the simulation by simply giving theq
gdfrésponding va1u¢ to the input parameter ISYNC. .Wheh ISYNC =0, the
"dé#ection is providéd by an IDF ihile ISYNG = 1 causes the symbol
detection by a PUD. This way the choice is independent of the presence

or the absence of the PSF.

4.4 Probability of Error Computation

The calculéﬁidn of probability of errof_fOr received symbols in the
preSehce'of Gédséién n6iSe differs from one modulation to énother. ‘For
the case of the ideal recéiver syhcﬁfoniZation; they will be described
below in séparate Subsections. The case where synchronization errors

exist will be treated ih thé nekt section.

4.4,1 M-ary CPSK
4.4.1.1 General M-ary CPSK

It ‘can be showi [23] that Gaussian random noise -in narrow band
channels can be représénted by I and Q channel'componénts as
n(t) = nk(t)cosgct * ny(t)sin@ct y - (4.14)
where nx(t) and ny(t),:are independent and’ Gaussian. . The statistics
governing n_(t) and ny(t) are identical namely,
2,2
-(px(%o )

B

p(nx.) v e (4.15)

S 1 e )
P = mge T e
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“where 02 is the variance of the random variables nx and ny and equals

the noise power..

When a narrcwpband signal is received by the receiver, I and Q*-
components of the signal will result after it.is coherentlky\detected‘°
The s;gna; ccmpouents are corrupted by the I and Q'ncise.components,

Thus, the resulting signal and noise has the form'
s(t) = [sx(t) + nx(t)]ccsmct - [sy(t) ¥ ny(t)]s1nmct 417

Figure 4.5 depicts a ppasor diagram of the signal and noise, The
resultant vector representing the sigual plus noise in the phasor plane
‘will have a certain probability ofvhaving,its tip in a particular region
in. the phasor plane, |

For M-ary. PSK slgnals the phasor plane is. divided into M equal
sectors. each of whlch represents a reglon for correct detectlon of a
symbol The probablllty of a recelved symbol being - 1n error is simply
the probablllty that the resultant 51gnal plus noise vector liés outside
the given region, o ‘ ” |

The I and Q components of the signal plus noise ma& be considered

as a random process. Define the random variables X(t) and Y(t) by

X(t) = s, (£) +n (t) (4.18)

Y(E) = 5,(6) + ny(b). ) | L (1.19)

The joint density function of X and Y, for independent noisé components

and fixed signal components is
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5 ("" R
correcht
decision

region

n_ received
z;ﬁjTSYmbol,+
=" 7l noise

Fig. 4.5 'General phasor represehtationﬂof»sighal,
and noise. :
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PUXLY) = p(X)p(Y).-

SLes )2 (-s0%1/20° |
= e . R T 20y

The required phase den51ty function is found by transformlng Eq

(B 20) into polar coordlnates p(X Y) > p(R e), where

R&):»&Qt)+Y%t) | | (4.21)

6(t) = tan”'TY(H)/X(E)1. S (22

We may then rewrite Eq._(H.ZO),in the form -

R —[R%+A°-2RAcos(6-9)1/20°

 p(R,8) = e T TR o we3)

2m0.

where signai components are expressed as Sy = A cos ¢ and sy = A sin ¢.
' The probability density function p(8) of the random variable 6.is

.obtained by integratﬁng Eq. (4.23) from R=0 to R== to get

o ‘ -
ple) = 5;— + v-_cos(e-¢)erfc[—/“'eos(e ¢)] (4.2%)

where erfc(e+) is the complementary error function

2
-Uu

erfc(z) =;%% e = du, V (4,25)

N 8

and .
=vEB/N-o.

Due to intersymbol interference (ISI), the received symbol in the

absence’ of noise w1ll not 11e exactly in the center of the correct

reglon. but rather w111 be dlsplaced by a certaln dlstance from the
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cénter, as eiplained in the previous work [1]. It was also illustrated
“in [1] that in the case of severe ISI, 56Me received symbols may be“in
lerror even in the absence of Gaussian random noise. 1In this case the’
probability of error is

1 - Prob (the noise will swing the received symbol

» . W, 26)
back to the correct region)

4.4,1.2 The Special Case of 2- and 4—phase CPSK

Thé easee of 2’ahd MAphaseqcPSK have some unique feafuree which
makes théieohputatioh of prObability of error mueh‘simpler;'”itwalée
applies in the eases of.CPSK'and FFSK., They are'diseuseedlin the next -
‘subsection. The case of 2-phasé CPSK is treated, and the extension to
the 4 phase ¢ase is stralghtforward.

In the 2-phase case; the Areceived,‘symboi ‘can assume nOﬂlY_»tWO
Values. An error is committed if the noise haslvsuvfficient’.energy to
swing the received symbol in the 6pposite diréction so that the received
 symbol has a sign opposite ‘tb. that of the transmitted symbol. The
probability of error ‘f‘or' Vthé; Q-fihase VCPS,K_-is.giv‘en by a well known

results (231

P, = 4 erfe(vF) R G2

|-

The pﬁobability of’error for the U-phase CPSK case is readily obtained

from the 2-phase result [23].

by, 1 .3 The OPSK and FFSK .

The calculatlon of probablllty of error for OPSK and FFSK 1s

1dentlca1 to the coherent UY-phase case, Once the symbol energy 1s
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‘estimated,”the probability of érror can-be computed from Eq. (4.27).

In the OPSK case, the I and Q channel ‘Signals areiobtained‘after
cohergnt‘detection;i An IDF is used ln‘each*channel‘to‘integfaté‘the,
received I and Q signals for ‘one symbol‘lnterVal. ‘At the'end‘ofievery
symbol interval, a sample is taken and its sign is used' to determine. the .
sign of the transmitted symbel.

In the FFSK.case, a sinilar‘proeedure is applied, exeept'that‘the

symbols are weighted-by a'half sine'beforefan«IDF"ls applied. '

4.4,1.4 Differentially Encoded CPSK

‘As shown in subsection 2.1.2 the Differentially Encoded CPSK yields
approximately twice the- value»,of‘,the?'probability:“ofx error: :of -the

corresponding coherently encoded modulation, - In fact,,the‘probability_

of error is given by Eq. (2.18).

' 2
= r
Pe = 2Pe Pé

(4.28)
where P' is the .probability of error for- the correspondlng CPSK. For
very small P', Py a 2P L and for larger value of PL it is somewhat.less
1
than 2Pe,
;

hob.2 Differential PSK

The dlfferentlal decodlng requires the multlpllcatlon of the‘
incoming signal by 1ts delayed (by one symbol) repllca.‘ Hence, when.
cons1der1ng probablllty of error, noise samples at two tlme 1nstants are
involved. The retrieval of 1nformat10n from DPSK s1gnals may be
considered 'as the process of evaluatlng the dlfference of the phase‘

angles represented by two suecess1ve symbols.( In-the analysis of CPSK,
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1t was noted that the veetor representing the signal plus noise has a 'A
probability den31ty glven by, Eq. (4,24). . The tlp\‘of bhe‘ vector:
representlng thezfirstfswnboylplusunqise has.é probabiiiby that:ip wil1
iie‘gnywhefe,qn the phasenplaﬁe..'The same . is true for the tip bfnthe’
Veétor representing',the.ﬂéeéond.,SymBol.. . Thefefore, the difference
.betﬁeen'thése £w0 vegtoréﬁwill.havg a definiteLprdbaBility of lying
anywﬁeré'on £he phase plane;- This probability is described by'é‘density
function obtained by the convolution,éf the twovphase density functions
assoolated with ‘the two symbols | Flgure 4,6 depicts the two 51gna1'
symbols plus noise in the phase plane.-

Fon.theNtwo,successive»signal symbols, s1r(de1ayed symbol) and 8,
Tﬁiﬁh'amplitudes A1'apd Aa,'the ptobability density fqncbion‘fof”the'

phase.differentiéi
20 = 6, = 0, B (4.29)

ié:given by,the'chvbluﬁion integral [1]

P(ae) = s [ 5+ i/;~ cosge | erfe(-/p cos6)]
T T O o

6_02 5, ~p,sin (6+Ae) .
o[ s v cos(9+A8)e erfe(- /“'cos(e+Ae)]de (4.30)
where 2
2,2 L
py = Aj/207 ,  i=1,2
2
e =

noise power. -

The probability of error, is then given by [11
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phase differential
A6 with noise C

1-st received

2-hd received .
gymbol + noise

symbol + noise

'1¥st received
symbol

2-nd receiVed

symbol

- Fig., 4.6 DPSK signal space ox phaéor“representation

showing the effect of additive noise.
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1~ sP(a8)d(as) o (4.31)
] , ,
.

where I is the correct decision region.

4.5 Synchronization Considératioﬁs;

| The'analysis of the coherentlyténcoded CPSKs and EFSK; presented
in the'Section ﬁ.u, assuned an ideally’synchronized redei?er. When this
assumption‘ is not ‘justifiéd, i.e., when the garrier/symbol"
‘synchronization ié not perfect,,additional degradation of the receiver
pérformance oceurs. In our analysis we shali tfeat' carrier

synchronization and symbol synchronization sebarateiy.

- 4.5.1 Carrier Recovery

Carrier recovery circuits”fpn’thevcohgrent médulations consist of
either the M-th ;50'wér "'"cii_rt;'cu'it or - the ,COSt;;o, loop. .Fot a binary CPSK,
M=2, which yields a squaring cireuit while for‘M:ﬁ the filteted iﬁcoming
signal is taken to the fourth power. The intégrél part of any carrier
recbvery'circuit'is a phase;locked 6scillator gPLO). An example of the
carrier‘recovery‘éircuit for the 2-phase CPSK with square—;aw technique,
is shown in biock diagram form in Fig. ﬁ.? [301. The incoming signal
embedded in a white Gaussian noise is bandpass filtered and squared and
passed through the .PLO (bounded by a dashed,réétangle in the figure).
The PLO output is.mﬁitipliéd t& thé inputléignai; and the product is
passed through a matched filter, after which the decision about the
transmitted phase ¢n is made. |

The‘squgringAOperatioﬁ effectively removes the modulation +A énd

creétes a line component in the spectrum at double carrier frequency
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2@0. The squared output for an input r(t) can be represented as

2r2(t) 2{A(t)sinwot ¥hNa(t)sin[90t +,¢n(t)l}2”,“

1

-A (t)coszwot - 2A(t)Na(F)ggsF?wot +.¢n(§)] - : (4132)

N2(t)cosl2u b + 20, ()] + AZ(t) # N(6) + ACEIN,(£)cosd (£)

where Na(t) is the amplitude,.énd ¢n(t) phase of;the'bandpass filtered
input noise component. The first ﬁerm on the,righb‘hand sidé of Eq.
(4.2) is the line.component of the épectrwm at_2wo and the other térms
are noise and DC biased termél _The PLO actsvas a narrowband filter
centered about carrier frequency W . It,aﬁtempts to track the input
phase#n represehtingAthe pure carriervcomponent at the output of thé'
second (or fourth) poWef ‘multiplier ‘in the carrier jrecovery 1oop.'
During the traqking'procedure, the estimate $ﬁ of .phase ¢6 will be in

el"l"Ol""
cho -9 T (.33)

Depending on various factors, e.g., PLO loop filte%Aorder{ PLO noise
loop 5§ndwidth; Bny'and others [30], the amount of errof € will remain
even after the tracking isperfor;med° The principle influence on the
amount of € is due to the finite loop noise bandwidth B, . In fact, we
can find theoretical degradation of performance caused by impérféct
carrier synchroniiation,.by épeéifying Bn and by knowing'the probabilit&
distribution of the érrqr €, “

The steady-state_pfobability density function for the phase error

for a PLO is given by the Tikhonov density function [30] as

pe) = (%% 2mr (09 . (4.31)
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ﬁhete Io(') is the modified Bessel function of zero order, and o is the

‘parameter related to the normalized output-noise bandwidth factor § by

- | o .35)

and § is given by

. 1 _ - B :
6 = - . . . . . ()4036)
BnT('l + BTNO/Eb) o ' .

' In Eq. (4.36) B is the noise loop bandwidth, B is the channel signal

3 dB bandwidth, T is symbol duration, and E/N_ is the bit energy to

" noise ratio., It is clear that the smaller the noise loop bandwidth Bn

is, the larger the noise bandwidth factor & becomes. Ideally, as Bn*O,
§+o  and &+0. This would require, however, infinitely‘long tracking
time,

For the 2-phase CPSK, the output-error probability is obtained by

averaging the error probability for a given phase error e over all |e|<w

- [30]

m acose ' 2Ry e S
P 2y = f _TFIT— er'fc( N cos 5) de, : (4.37)
Y R .

- In the simulation, we specify the value 8§ which we want to use in

~ the particular calculatiOn.and the probability of error is calculated by

using Eq. (4.37) where all other quantities are already known.
For the l-phase CPSK case, similar argumeﬁts yield the following
expression for the probability of error [301.
T eacose ' 2B, Tt 2E, e
Pe(u) f BT I “tay ferfe[ —;f cos(—E~)] + erfel ﬁ;_ eos(———)}}d

_ (4.38)
where, in this case _
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(4,39)

z| -.:m
o

o

and B is a quantity dependent on the E /N the BT product and the
bandwidthA ratio B/Bn' [30]} Again, we speclfy z as our simulation
,paﬁametern |

Since the OPSK and‘FFSK are generated_in ﬁhe same way és ﬁ—phése
CPSK, their error rate performanceslare computed in the same,way,'i,e.,

by using Eq. (4.38),

4,5,2 Symbol Synchronization

'Powernefficient digital receivers generallyuréquire the existence'

of é digital clock synghronized to the receive?,symbo}_stregm,to control
the integraﬁe—and—dump‘detection filters and/or to controlyotherwisg thg
timing .of the o.u,tput'; symbol s’g_,vrfevam, |
We shallwbriefly mention.hére four different_classes bf symbol/bit
syhchronizers ~ They are a11 self—synchronlzlng techniques applied to

non—return—to—zero (NRZ) symbol streams [30]

(1) Nonlinear-filter synchronizer [341.
This 6pén loop}typé of-synchronizer functions'by linearly filtering
- the received symbol stream to reduce thé-noise and to magnify the
observability of the symbol transitions,‘,The filter output is then

passed through a memoryless even-law nonllnearlty to produce a

»spectral line at the .symbol rate. - Thls synchronizer is commonly.

used in hlgh b1t rate links and links whlch normally operate at
high SNR,

(2) Inphase/Midbhase (IP/MP) synchronizer (also termed the data

transition. tracking synchronizer)[35].

ot
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This synchronizer operates in a closed loop ‘and combines the
operatidns "of symbol deﬁection and symbol synchronizatibn. The
symbol detector determines whiqh symbols represent a changeﬁfrom
the previous symbol and whether a (10) or a (01) transition has
occurred. This transition information is thenvutilizéd-to provide
the correct. s}gn to -a :tracking ébhqr channel. The TIP/MP
‘synohronizef can be employed even at low SNR and medium data rates.
Tt also.operatés well even>in the presence of felatively long timés
hetween transitions.

(3) Early-late bit synchronizer [361].

This type of bit synchronizer is similar to the IP/MP technique. -

It too involves a closed loop system but has a somewhat different

method of obtaining the bit—timing error estimate.
(4) Optimum (maximﬁm—likelihood) synchronizer [341].
This tybe 6f syncﬁronizer uses an optimal‘means‘for'Searching for
‘ fhe correét ‘synchronizétién time cell';dUring- acquisition.  This
synchronizef'is an open-loop system fatheh than a tracking
teqhnidué.. This apprdach is generaliy not practical; neverthéléss

it does represent a bound on obtainable performance.

We see that a variety of symbol/bit synchronizing techniques exisﬁ

in digital communications systems, .The above mentioned techniques are

only a few, and they are restricted to a particular signalling type. It

is impractical to examine the different synchronization schemes in the

simulation. It is more practical to analytically.examine the influence

of the bit synchronization error on the bit error réte; the same

approach;we adopted for carrier synchronization. This way the

“comparative analysis of .vgrious modulation schemes is possible, and
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performance prediction is obtainable.
The pnobability density function of the clock timing error,
normalized to the symbol duration, en=e/T is given by the . Tikhonov

density furiction [15] as -

cds(2ﬁeh)/<2ﬂoe)2

ple,) = & o ‘. (4. 40)

10[1/(2ﬂqe)2]

The bit error probability for a given clock timing error € is [15]
E ] Rs(an) + Rs(1-en)'}
RS(O) _

b

Pe(en) = % erfel

R.(e) -R_(1-e ) e
1 ., .8 n 8 n

3] =
o . QO

where Rs(en) is the autocorrelation function of the input waveform. For

random NRZ input we have

Ry(en) =3 | | S ()

10 : le

By substituting Eq. i(M.MZ) into (b.41) we obtain for the bit error

n
Ple) = %-erfc( vc%g) +‘% erfel V%% (1-2]e, |)] (4.43)

The expected bit error probability is obtained by averagidg Pe(en) over

probability for a given e

€ to obtain
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Py .= _% Pe(én) ple,) de, ’ (4.4

where pe(en).is given byiﬁq. (4.40) .,
in the simulation, we specify the normalized standard deviatibn~dé
in Eq. (4.40) as‘an input parameter, and with this vaiﬁe, wé.compute Eqi.
(4. 44) by numerioalli_t‘itegr'a'qion° All other quéntities in&olved in Egs.
(H;MO),.(H{43) and (4.44) are known or previously computed. That way we

directly obtain the bit error rate will specified clock timing errors.




TU

5. IMPLEMENTATION OF THE SIMULATION PACKAGE

5.1 Introduction

The simulation package consists of the main program and the

subroutine modules .which perform . the simulation of signal at various

-points,along the channel. The genéral block diagram is given in Fige'

1.1,
A more detailed flow diagram is shown in Fig. 5.1. . The méin'part
of the simulation program is composed of three~groups of subroutines,

namely

(a) signal generating subroutines
(b) filtering and nonlinear amplifying subroutines

(e¢) signal decoding and probability of error computation subroutines.,

There are also other supplementary subroutines necessary for the

simulation; They are

(d) intégration subroutines
(e) function subroutines o

(f) parameter computation subroutines.

5.2 Operation of the Simulation Package

The simulation paékage is organized to operate with'the set of in-
put parameters stored in input file. The whole simulation can be
repeated NLOOP times within one program run. Accordingly, NLOOP is the
fifst parameter in the input file, followed by NLOOP sets of. other
'parameters. ‘ 4

It is possible to bypass certain portions of the program at will.

E124-1.7

ru
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Fig. 5.1 Detailed flow - dlagram of the satellite channel.
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This can be done by assigning correspondingivalues to "JUMP" parameters,
As. can be seer in Fig. 5.1 there are five of thesepparameters, The role

of these,parameters'and their particular va1ues’are described in Table

5.1. With such ‘an organization of the program, it is easy to analyze

the influence of the particular channel impairments either separately or,

in any desired combination, thereby providing a very flexible simuiation
program. |

.The main output resulta of the program are the probability of bit
error and the probability of symbol error, both as a function‘of the
receiver fllter output bit energy to noise energy ratlo (E /N Y. " The
array of Spe01f1ed E /N values is given 1n_terms of 1n1t1a1 Eb/NO,
denoted SNR1,-the SNR increment DSNR, and NSNR, the number of points for
'whlch the probablllty of error is to be computed |

Other input parameters are TWIDB and HPIDB the input 0perating
points of the TWT tranSponder and high-power output'amplifier,
respectively. They are specified in decibela of input backoff. The

value of 0 dB (saturating point) corresponds to 4.3 mV input voltage for

the 261-H TWT transponder and to 10 mV for the Varian Helix TWT-VTC 6660

C2 HPA.

The particular modulation‘scheme is selected‘by‘a‘partiCular value
for the parameéter ITYPE. Correspondence between the value of ITYPEVand
the modulation scheme is given in Table 5.2. Although types 4 and 5
(16-phase CPSK and Y-phase DPSK) were not 1ncluded in the proposal, they
are retalned from the original 31mu1atlon package [1] and can be used
if need arlses. An important parameter in the simulation is the product
of the filter 3 dB bandw1dth and the symbol duration, BT. It alleviates

the need' to specify both 3 dB bandw1dth and- the  channel symbol rate

vu
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Table 5.1 Values of JUMP Parameters

 FUNCTION

PARTICULAR FUNCTION

PARAMETER |VALUE
PULSE 0 | BYPASS P.S.F.
SHAPING
JUMPA FILTER 1 | NYQUIST + G. DELAY EQUALIZER
SWITCH -
2 | NYQU. + x/sin(x) + G. DEL. EQUAL.
o HPA 0 | BYPASS HPA
JUMP2
o  SWITCH
1 | HPA PROCESSING
ccr. 0 |.BYPASS CCI
JUMP3 SWITCH T T .
1 CCI AT INPUT OF UPLINK FILTER
2 | CCI AT OUTPUT OF DOWNLINK FILTER
ACI 0 BYPASS ACI
JUMPY SWITCH
1 | ACI AT INPUT OF UPLINK FILTER
2 | ACI AT OUTPUT OF DOWNLINK FILTER
SYNCH. 0 | NO SYNCHRONIZATION ERROR -
JUMP5 SWITCH _
1 | CARRIER SYNCHRONIZATION
SYMBOL SYNCHRONIZATION




separately, and makes ‘the" comparative analysis more general Presently,

only one value of BT is specified for all the filters in the satellite

link, So as to minimize the number of input parameters. Howeverffit i

a simple matter.t04Spepify sSeparate BT products; if.it becomes'necesary;

ITYPE, 1| 2| 3 y 5 6 7. | 8 1| 12 | 13 | 18
Mod. | 2-6| U4=o| 8-0| 16-0| U4-o| 2-p| offset 2-¢ | 4-¢ | 8-0 | FFSK.
Schem : ,

CPSK|CPSK [CPSK |CPSK |DPSK |DPSK |PSK  [FFSK | differential encoding

As mentioned in Sectien 4.3, two types ofvdetectors are used. It

was mentioned that the IDF is the optimUm f11ter whenh -the PSF is not

present, and that the PVD yield somewhat better performanee when the PSF.

is included. ‘To allow any combination of" filters and detectors, a

separate input‘parameter is included, which gives thevoption'betneenvtwo
types of detectors; When ISYNC :10, the IDF is selected nhile the value
of 1 seleCts'the'rVD;'independent of the value of JUMP1. Also, when the
PSF is'_included in the link,_ the . presence of the non-minumum phase
all-pass. network eauses time advance of the-signai. It is therefore
necessary to introduceﬁ:an intentional delay to compensate for this
advance,_and it can be‘donezby giviné a number of delayed symbols as a
‘value for the'input'parameter'IDELAY The’value‘of Mxor 6 will suffice
for any value of the PSF rolloff factors ALPHT (for transmitter PSF) and

ALPHR (for receiver PSF)

Rolloff factors ALPHT and ALPHR are USed.only when the optibn with.

PSF is chosen (JUMP1 = 1 or 2). ‘They should be specified (as dummies),
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however, even where this is not the case, so that the input file is
correctly read by the program., This is also true for the other optional
pafameters. such as HPIDB mentioned before, and for the pafameters of
the>CCI and ACI signals, and synchronization parameters. For the CCI,
~'ﬁe specify.the input signal-to-CCI-ratio in dB, SCCIR, numbeg(of1CCI
"~ tones, KCC (up to 10) and the array FCC(KCC) whigh specify the p&sitions
of the tones on-the~frequengy—scale in terms of.pévéentage power of the
psefql éignal. The prbgfam -computes thesé"positioﬂs in'terms;of;FﬁT
Aarray indices and outputs these indices.. When the ACI is inCIuded in
“the simuiation.'AATNDB 13 the signal-to-ACI-power ratio in dB before the
‘ACI. is filtered through the main channel filters. The cofresponding
ratio, after filtering is performed, is the programs output result.. We-
also specify the separation; CHSEP, between the carriers, as 'indicated
in Fig. 3.7. The maximum value for CHSEP (=2,0) corresponds to the
- Separation equal to the total FFT length, i.e., to 4096~-comp1ex
-frequency Sampleé. The' actual value for CHSEP is given in fractions of
.this 1éngth} An opti6n_is‘a1sQ provided for-the.separaté BT product for
the aajacent éhénnel,filters, and is specified by the parameter BTINT.

Finally,‘two parameters determine the phase—locked—ioop (PLL)
_bandWIdths, for the calculation of synchronization erros. When the -
carrier synchronization is treated (JUMP5 = 1, BTLé is the~ PLL
bandwidﬁh factor for the BPSK, and BTLY is the cbrresponding factor for
the QPSK. As notéd before, both BTL2 andiBTLH are used'fqr.the;offSet
PSK and FFSK. 1In the symﬁql‘synchronization.caée (JUMP5 = 2) BTL2 is
thé standarq deviéﬁibn fér the symbol synch error normalized with
respect to ﬁhé s&ﬁbéi duration, and BTLY is a dummy.‘

Since the plotting of the.simulation4reéu1ts_is'dependent on the
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- actual computer: system, being used, it was decided that plotting:not be :
includedein the main,simulation program, “ Instead, the arraps to be
plotted are,ﬁnitten-in binary format-on-the'seperate output'fiies,iso
that the separate programs read these arrays, process them, and‘plot
themﬂ ‘It 1is partlcularly convenient %o do 50 onvthe HP 1060'
minicomputer, because, 1ts plottlng software requires a 51gn1f1cant
amount of'storage and oapnot’be incorporated in thevsimolation package
which, by itself, is memory donsuning.

Besioes the errays of probability of error veréus E /N ’ program
also stores for plottlng the 51gnal spectra at various points in the
channel. These spectra aré identified by a value of the parameter IDENT
which .is - also> written on the output: file,” thus enabling’ the
identification of the written spectra ‘when they are read off by the
plotting program. Chapter six'WilI provide-exampleS'of:the VarioUS
types of results which can. be obtained from %the program.,_f

. Note: Thé user's’ package for plottlng 31gna1 power -spectra should
provide the following two,parameters:
NPOINT: number of complex spectral p01nts for draw1ng (max1mum 4096) .
This way, only the desired portlon of spectrum will be plotted .instead
of the,whole spectrum,.enabllng the user to truncate small sidelobes
toward the end points, and to empha51ze the main lobe and the first few
sidelobes. | |
NSMOOT = number of spectral points averaged. If, for example, NSMOOT=9,
then the.k-th plotted -spectr‘al‘value“ is the average of 9 mneighbouring
values, k—H,’k-B,‘;.ﬂ,vk;:r.. k+3,. k+li, ‘Thistway, Spectrallplote.become

less peaky.
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6. SIMULATION RESULTS -

‘6}1; General

In this chép’ter_.we shall discuss the results of the simulation of
digital modulation: schemes for co’munica’ti'oni over satellite channels
using tﬁe.progrém described in the preceding chapters;

| Unlesé otherwise specified, all simulations were performed using

fdur—polé 1/2 dB ripple Cheb&shev filtersj*in both the uplink!-and
downlink channels. As an approximatién to Nyquist cosine rolloff
filters, Butterworth filteré of order four are used ih'both transmitter
ahd receiver aS'pulse—shaping‘filters (PSF) cbmbinedeith second—order
~ all-pass delay equalizers., Inclusion of an x/sin(x) amplitude équalizer
ié'optional. The satellite TWT transponder was modelled as aRHughes
261-H tube, and a Varian Helix TWT-VTC 6660 _c'z'se_r. 106 was used as a
t}ansmitter earth station  high-power amplifier,(HPA). lFor most of the
simulgtions,lthe pulsé—shaping rolloff factor was Set to a = 0.3 in both
'trénsnitter _ahd ‘receiver pulse-shaping filteré, while the operating
points of the TWT-and HPA were set to O dB and 6 dB of input Backoff,
respectively. |

When the PSF's are not included in the simulation, detection is
performed by using an intégrateQ and- dump filter-(IDF).'Wheréas when
they were included, a peak value detector (PVD) was qsed. With the
PSF-s present in the simulation, the signal stream must bé delayed by
- IDELAY symbols in order to compensate for the advance inﬁroduced by an
all%pass network., >USually. a delay of 2—3~§ymbols.is sufficient, and a
vélué of ﬁ-is chosén‘fof‘all'simulations;:sovas to cdmpepsate fér all

possible cases. #Any value-larger than that and smaller than LSKIP (=20)

E124-1.10
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y1e1ds 1dent1ca1 s1mu1atlon ‘results.
When the simulation 1ncludes only the Chebyshev filters and the

transponder TWT 'nonllneanlty, the case encompassed in the previous

simulation'reported in f1],’we refer‘to it .as the basic channel case.

The "JUMP" parameters, described in the previous chapters, .are all equal

to zero in that case

The effects of various channel improvements on the 'system .

performance are illustrated for the coherent QPSK Inodulation ’scheme.

since 1t is the most frequently used in- satellite communlcatlons The

other modulatlon types are simulated: for some .selected channel

parameters;.and comparlsons are -made with the QPSK‘case. " Performance

evaluations wene-fwimarily made,using probability of bit error, P

versus bitgenergy—to-noise ratio,/E'/Né; _Another form of evaluation.

b

used is the presentation of the signal spectra at“various:points in the

channel. In the Pbe Vs, Eg/N0 diagrams, Eb/Nofwas varied from 0 dB to

20 dB .in 0.5 dB steps. The minimum P__ is limited to 10’6‘in.these

be

‘diagrams, althougn smaller.values are displayed.infthe output printed
results., For: convenience, the power spectral den31t1es are plotted
versus the: normallzed frequency, (f—fc)T,_whlch ranges fnomn—2.0 to
+2.0, Magnitudes ofethe spectra ane plotted.inadB; normalized to the

peak value

“be

e
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6.2 Cbherent'uephase.CPSK

6.2.1 Basic Channel
Slmulatlon runs were performed for various BT produots. Figure 6,1

shows the probabillty of b1t error .versus bit energy—to—n01se ratio,

Eb/No, for the basic channel, when the TWT transponder is in saturation.-

Per formance degradatidn increases steadily with deereasing BT.' Sinilar;
behaviour is noticed from the curves in Fig. 6.2 where the probability"-
of bit error is plotted for the case where the TWT transponder enerates
at 1u:>dB input backoff, and is essentially in- the linear - region.
However,'as the BT product approaches.unity, the perforhancefof the -
sy'stem.- at saturat‘ion_when E,/N, is high is seen to be "slightly'.bett_er
than the performance_of the System in the linear region. " One reasen is.’

that at saturatlon, the 1n01denta1 modulatlon phase due to amplltude:

: varlatlon is not as severe as when the TWT is operatlng llnearly.

_6.2.2 Pulse Shaping Filters and HPA Nonlinearity

Figures 6.3 and 6.4 show the transmitted power spectral densities
(PSD), and the PSD's at the receive filter outputs for 0 dB and 1u dB
TWT input backoff, respectlvely. We see that the saturated system tends
to regenerate higher sidelobes‘than the system operating in the linear
region, |

The effects of the PSF on the system performance is iliustrated”in.
Fig‘ 6;5'wnere BT=1, and ‘the TWT transponder is Operating in tne linear
region, The solid curve (A)'shows the performance of the basic channel
for eomparison. When the PSF only is 1neluded in transnitterA and -
receiver, the performance improves by about 1 dB (B). By adding an HPA

nonlinearity in the channel, the performance degrades only by a fraction
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Fig 6.5 P versus E,/N_ for 4-phase CPSK, BT=1., TWIDB
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(B) PSF, no 'x/sin (x), PVD;
6 dB) + PSF, no x/sin(x), PVD;

= 14 dB.

- 6 dB) + PSF, with x/sin(x), PVD;
6 dB) + PSF, with x/sin(x), IDF.
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of a dB (0C). Cascading of the x/sin(x) amplitude equalizer to a PSF
slightly worsens the performance at high values of E /N KD)', One
reason .is' that the .peak of the: x/sin(x) equalizZer emphasises the
spectral content in the vicinity of the carrier frequency. Finally,‘we
included the probability of error curve (E) for the'case when the IDF is
used for~symbol detection instead of the PVD'~ The comparison of curves
(D) and (E) shows that the 1atter one is sllghtly 1ess than 0.5 dB worse
than the former, when E /N is hlgh

: ’I‘he~ transmitted (T) and the received (R) \speotra for the» above
cases are shown in-Fié. 6;63"We see that;“when!theﬂPSFs,are inciuded in -
the channel, the received spectra are practically independentdof the

presence of the x/sin(x) equallzer and the HPA non11near1ty, curves

(B, C,D and E) for the receiver overlap almost completely.

The :influence of the HPA operating p01nt is presented 1n Flgs. 6 7
and 6. 8 Flgure 6. 7 shows the probablllty of b1t error for the channel
w1th PSF and HPA w1th 14 dB 1nput backoff (solid curve) and 0 dB 1nput »
backoff (dotted curve) The’ oorrespondlng PSDs are shown in Fig, 6.8.
We -see that the performance of the system - w1th a saturated HPA 1is
practically the same as that of the system with linear operating point,

Figure 6.9 shows the. probability of'bitverror Vs, Eh/No with HPA
and PSF for various values of the rolloff factor a; The vamue of 0.3
for the rolloff factor in both transmitter. and receiver PSFs gives
sOmewhat better performance than the other values. However, the total
change:in the performance degradation, for the examined range of ¢, does
not exceed 1 dB. The transmitted signal PSD (dotted‘ourve) and the
received signal'PDSs for the values of o used in Fig. 6.9 ‘are shownfdn

Fig. 6.10.  Gradual decreasing of spectral width with‘inoreasing o is

»
!
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apparent,

6.2. 3 Cochannel and Adjacent Channel Interferences

Cochannel Interference (CCI) is modeled by one or more sfnusoldal
tones added to the channel signal. The number of ccI tones is spe01f1ed
by the parameter KCC (maximum 105 and the overall signal—to—CéI ratio is
specified by SCCIR. The power of each CCI tone is then 1/KCC:times the
total interference power. The input arnay FCC contains the positions of
the CCI tones, normalized to the fraction of the total siénal power;

For example, the value of FCC(1) = 0.15 places the first CCI tone at

that- frequency f1 of the signal spectrnm Wthh has the property that

 the energy containeéd .in thevregion betWeen carrier frequency'f and the

frequencp f + f1 is 15 percent of the total signal energy.

- The effect of one CCT tone positioned at FCC = O, 25 W1th varlous
strengths relatlve to the transmltted S1gnal. '1ncorporated in the -
channel with the PSFs and HPA, is given in Fig. 6.11. We see tnat the

performance degredes rapidly when the CCI tone is less than 10 dB below

the Signal When the  SCCIR is 0 dB the probablllty of. error is

determlned solely by ‘the 1ntersymbol 1nterference Flgure 6. 12 shows the

‘received spectra for the same CCI conditions, ,With the value.of SCCIR =

d dB the CCI\tone is easily distinguishabie."fne finite width of theA
CCI Spectrai line in Fig. 6.12 is due to the 9 point averaging used in
the PSD plotting. | |

.Figure o.13lsh0ws the system penformance‘in the presence of_several
ccI tones; In each case, the total SCCIR isqequal_jo'dB, so that with
the increasing KCC, the individual CCI tone powers decrease. We observe

that the worst performance is obtained when the number of CCI tones is
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somewhere in the middle of the »tested:~range " i.e., when AKCC = 5,
'Varlatlons in the receiver output PSDs are. not 51gn1f1cant in this case,
_as can be seenwln Fig. 6. 14,

Addition of adjacent channel 1nterference (ACI) further degrades
the channel performance. Slmulatlons are run with both CCI and ACI
present, the oniy CCI tone. being positioned at 25% of the-total«signal
energy with SCCIR=15 dB. Separation betueen the:useful and'interfering
channel is held at 0.1, and the attenuation of the ACI with respect to
the signal is uaried. Curve (A) in Fig. 6.15 (solid‘curve)\Shows the
performance.uith the CCI tone only. The remalnlng curves show the
performance degradatlon when the ACI is attenuated by 6 dB (A) 3 dB (C)
'anq 0 dB' (D). The overall degradatlon 1s not s1gniflcant‘due to the
efficient fiitering of the ACI, The 51gnal— o~ACI ratlos at the
réceiver filter output for the cases (B), (C). and (D) 1n Flg 6 15 are
V34 7, 28.9 dB, and 22.9 dB, respect1Vely.b L r;““? »

The solid curve in Fig. 6.16 shoWS‘the’shape‘of fhe tails of the
ACI PSD with respect to the main channeli(dotted curve). Sihce each
curve is 1nd1v1dually normalized to its maximum value the two curves
are not on the same. scale.. Figure 6517 shows the PSDs of the
transmitted signal (A) and ACI.(B) together'with the~PSD of the signal'
at the rece1ver f11ter output (C) and the comblned 51gnal plus ACTI PSD

at the output of the- downllnk Chebyshev fllter (D)

6.2.4 Carrier and Symbol Synchronization

The effect of carrier synchronization error is illustrated in Fig.
6.18, where the solid curve shows the channel performance without phase

error for comparison. The remaining curves are obtained by varying
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parameter BTLM (E iﬁ.ﬁq. (4;395).H‘A; ;;ﬁdge“séeﬂgiﬁ.fié.'6.1é; the
higher the bandﬁidth’ratio B/Bn' the 1érger thé pérfqrmance_degradation.

ﬁy varyipg'the notmaliied standard deviation PTLZ (en in ed. 4.46);
we obtaiﬁ the set of curves in .Fig, 6.19, Theée_éurvéslshow.thefeffebt
of symbol timing error on system pgrformanéé;".Itzis_apparent from the
results that, whéﬁ € incrgasés to more thén,ﬁo bé%cént‘of the symboi
" duration, the‘perfbfmance is drastically_degraded. In fact, we found
that the probability §f error is govérhed by ihtérsymboi interefeféndé

only.

6.3 Other Modulation Schemes

All the'results presented so far, illustrate  performance for tﬁé
quadrature (4-phase) shift keying type of modulation. This type is the :
most frequeﬁtly usedjin actﬁalvsatellite_commuhicationé éhahnels and;
consequently-, the m‘_aj‘ority' of the results published in the Vl'.ite.réture,
refefs‘to bh?s type. Inithis.subsectionAwe~present some il;ustrative
examples using.other‘types 6f modulation which are aiso available in the
simulation package.

Figure 6.2015hows‘the channel performance when the 2-phase CPSK is
used; The dotted curve represents Pe versus Eb/No,ifor the channel
which includes pulse-shaping filters with x/sin(x) compensations in both

:transmitter and receiver; - The ”soliqi'cdrvé in Fig. .6.20 shows - the
channéi. perfqrméﬁce wihh_ u;bhase CPSK ‘undef the same cénditions as
* 2-phase CPSK, for-coﬁpariéon.

_It'can-be‘séen“thﬁtffdr*ﬁhe’véer of 1.15 for BT. the performance
of the 2-phase CPSK is about 1 dB better than that of the U-phase CPSK

5

at P, = 10"°. The dashed curve shows the performance for the 2-phase
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CPSK'where 5§th:CCi andAACf are added. Thére is one CCI‘téne‘at the
ffequency at whfcﬁ 25.pe?cent of the Signél.energy isvcontaihed, with
VSCCIR = 15 dB. ihe normalized separatioh of the adjacent cﬁannel is 0.1
and'its energy is 3 dB smaller than the signaivenergy (before filﬁer-
:ing). Degradation does not exceed d.S'dB in the caée shown.

Figures 6.21 and 6.22 show the .effects of carrier and symbol
synéhronizétion errors on the 2;phase CPSK,'respectiveiy. ‘The solid
curve in Fig. 6.2{ shows the channél perforﬁahce in ﬁhé.absence of
carrier Synch efror'for co@périson. The remaihihé cﬁr&es are obtained ‘
" by varying péraméter BTL2 (BAin eqs. (4.35) and (4.36)). As in the
4-phase CPSK casé'(Fig; 6.18), the higher the PLL bandwidth, thg largef.
the pérfbnnance degradafion.v o V o

ﬁy varying the normalized stqnﬁard‘deviation BTLZA(en in Eq. 4.40);4
we obtain the set of curves in_Fig..6.22, which éhow the effect of
symbol timing error On«systemfberformance. It is apparent from the
reéults that, ithen € increages over 10 percent of the symbol duration,
" the pérformance is drastically.degraded, since the probabilitj of error
.ié‘goveﬁned by‘intersymﬁol interference oniy.  o B

| Chanﬁél;perfqrmaﬁcé.witﬁ the 8-phase -CPSK is illustrated with the
same set of paraﬁéée?ssés fqr'2—phase_CPSK.f  FigureA6.23'shows the
results. The solid curve is for the M-bhase CPSK case (for comparison) .
The dotted éufve is for ﬁhe 8-CPSK witﬁ bulsé-shaping‘f;lters,:and £he
dashed ‘curve is for the case where both CCI and ACI are added. 11
running parameters aré identical with those for the 2-phase CPSK case,
presented in Fig.76520. _System_performancelis governed by the
intersymbol interferencé since 1.15 is .too  small BT product for the

" 8-phase CPSK (here, T refers to a symbol duration) .
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The néxé three figures show thé simulation rééults for CPSK
mbdulafions with differential encoding emblo?ed. Figure 6.24 shows four
durves for the 2-phdse CPSK. The curve (A) illustrates the basic.
channel, the curve (B) is the result Whén the PSFs are included in both
transmitter and recéiver, the curve (C) (with shorter dé_sheé) ‘show;s' the
‘case -when ohe CCI tone is added, ahd.thé curve (D) (with long dashes)
.shohs the perfbrménéé Qheh fhéjACI is added. The simﬁlation barameters
are the same .as those used in Figs. 6.21 énd“6.23. We note that the
overall dégfédation in performance from curve (A) tpicurve (D) is 1less
than 1 dﬁ. | | ' .

Figures 6.25 and 6;26 present the results .for Y-phase CPSK and
8-phase‘CPSK, késpéééi&éiy; both With differential encoding. ‘Cﬁfv;SM(A? ;
to (D) in these fiéuéés dorrespond to the curves in Fig. 6.24, and tﬁ_é_ :
similation paraneters are thé ‘same. - As in the case of coherent
ehéoding; adding of ohg“CCI tqgejﬁd 4-phése PSK, degrades thé,channel
per formance by_ébbut 2 dB, -Whereas adding ACI does not inéreaée Py
singifiéaﬁﬁly..‘ié thé §-phase case, the Qélué of BT = 1.15 isyagain too
small as in the- coherent, 'erico‘d.ii'iig case:

Figure 6.27 shows the perfdriiance of the satellite channel uhen
Z-bhase diffeféntial.phasé shift keying (DPSK) is used.v'Thé solid curve
is for the éhénnél Wifh both tranémittér and receiver PSFs included, and
the détfed curve shows the probability of error when CCI and ACI are
.added.4 The simUlaﬁioh parameters dre the same as in previous figures.
Tﬁe number 6f'Eb/N6 values for Whicﬁ the Pe was calculated is reduced in
this case becausé of 1ohg_computatioh time needed for each point én a
diagram. The curve for the basic channel was not drawn for the same

_reason, We see that, in the presénce of thé PSFs, channel:performance
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de'grades, and is leveled off""'f'or" higher "values of SNR due to ‘large
intersymbol 1ntereference; :The addition of the éCI and ACT does not
degrade the performance 51gn1f1cantly. “The two curves in Fig. 6.27
almost overlap. ' .

The last set of diagrams shows the channel performances when the
offset-PSK and FFSK modulations are employed.

Figure 6.28 contains 4 curves. The solid curve (A) is the case.of
B.phase CPSK in the basic channel case shown for'comparfson. curve (Bs'
is .for the offset CPSK case, again for the basic channel, curve (C)~

1shows the performance when the PSFs and the HPA are 1ncluded whlle the..

curve (D) depicts the performance when both CCI and ACI are added 1n the

\{ '?"

upllnk path. Performance degrades 51gnif1cantly with the addltlon of
the PSFs and- the. HPA while CCI and ACI further increase the probability
of error. - \

The set of dlagrams for the FFSK case. is shown in Fig. 6. 29 - i
the curves in thls flgure have exactly the same set of parameters as
those in Fig. 6.28. Again, as in the offset CPSK case, the performance
degrades rapidly with PSFs, HPA, and interfering signals.

Figures 6.30 and 6.31 show the effects of carrier synch error
.(curye (B)) and symbol synch error (curve (C)) for the offeet CPSK and
FFSK, respectively. ‘Curve (A) in tnese figures is the‘ performance
without synchroni?ation]errors, with.the eame set of simulation

parameters.
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7. SUMMARY'AND CONCLUSIONS

The primary purpose of the inVestiQatioh réported here was ¢to
deVelopAénd demonstrate a sophisticated computer simulation package_fpr
'lpredictiﬁg phg performance. of digital satelliﬁe'transmissiqn systemsf

It pfoVides a useful tool for the design and-optimizatiénzof satellite
communicaﬁions systems and their compénents.

In a'prefious étudy, alcomputer simulation package was developed
which inclﬁde& the frimary sources of Eystgm performahce.degradation;
namely intersymbol interference and nonlinear distortion due to the
satellite transpohdér;- Howéver, a number of other ‘effects were not:
includeduv These effects ’téhd to1 Bé” secondafy Qheh'”éssessiné ftheh
relative pérformance of different~m6dulatiqns. but become Very importanﬁx
when atﬁemptihé to predict ‘thé' actual performance level of a giveﬂ.

~modulation on a sateilite chénnel; |

A numbéf of'the§g §ec6ndafy effectﬁ were. inciuded in the study
pﬁesented in'this repért. These are:

(i) The effect of cascadéd nonlinearities, when ﬁhe transmit earth
stétion's high=-power amplifier‘is included, . |

(2) The effect of pulse—shaping filters in both transmitter and
receiver, Eachl such filter here consists of a Nyquist cosine
rolloff filter (approximated byva fourth—brder Butterwqrth)
cascaded with an x/sini*)‘ ampliﬁude équalizef and an all-pass
network for groqp—delay‘compensatioﬂ.

(3) The effects of cochannel interference, in either the uplink ‘or

| , dowﬁlink,path, are repfesented'by a ﬁuhbgr of sinusoidal tones (up '

to-10) distributed over the frequency band of interest.

E124-1. 11
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(4). The éffect of édjaéént dhannel interfefencewin either‘thg uplink or
doﬁn}ink path,‘represented.by signals havigg-the same properties as
ﬁhe useful signal, and separated in frequency end by a spécifiéd
amount . |

(5) The effect of errors in carrier and clock recovery aigorithms,
Inclusion of the above effects makes it possible té eValuate the

“performanqe of the satellite communication channel with greatér

flexibility than by using the original simulationlpaékage.

Somé: of ;the_ modul ation sbhemes ‘had~ provéd; earlier -to be quite
inadgquate féf satellite pransmissidn systemg, notably amplitude-phase-
shift kgying‘[ﬂn They“ape;.therefpre; exglhded fromCthi$“study. Oﬁ
the_otﬁer hand, some additibhalvmodulation typeé3Were‘included;ssuch7as
differentially encoded 2, 4 and 8-phase coherent”phase-éhift keying.
Furthermore, the offset phase-shift keying'and.the fést frequéncy—shift
keying were redesigned so as to be- consistent .with .the modern approach
which treats them as a special case.of the U-phase PSK;~ratheFMthan the

"binary PSK,

Simulation . results . presented in -thié report, confirm the
conclusions'ﬁhaf,'ih general, the~é'and ﬂ-phase PSKs.aé'well as the
offset PSK and: FFSK are. more robust "modulation types under the
conditions of the basic channel- than the 8-phase PSK and the DPSK.
Under éhé conditions of added.nonlinearities and pulse shaping'filters,
the 2 ana 4-phase PSKs remain more tobusﬂ than‘ﬁhe offset'PSK,and FFSK
modulations.. The latter two, Aﬁowever, ére..still useful under the
nominal satéllite_chahﬁel“conditioné; “'On-- the other hand; the
sensitivity of the 8~phase -PSK and:DPSK‘ththe~ohanne1'nonlinearity is

even more emphasized when an additional cas¢aded nonlinearity is

E124-1, 11
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_present, and they appear _to be ‘generally dinappropriate for wuse in
satellite - communications if the HPA and  TWT -are oﬁerated in the

nonlinear region, .

The simulation results presented in this report are only a

representative sample of what it is possible to obtain. Many different

combinations of channel parameters can be used and their effects on any

one of the various modulation types can be evaluated. Because of the
detailed nature of thé”includéd effécts, the simulation package should
be useful as a system désign tool, and we envisage some future work in

this area,

In particular, we feel that it should be a most useful tool for -

developing optimal filtéring» strategies for both present and future

generations of communications satellites. As an increasing  percentage

of the communications traffic in  satellite systems becomes digital.

modulations, it will be necessary to develop: improved filtering systems,
-For eXamble, digitally mOdulated-signals are much more sensitive to
nonlineaf groupfdéiay‘characteristics than their analog'predecessors,
and if therefofevbeQQmes hécesSary to design filtervsystems which are
carefully group deia&‘ equalized. . Another area which - warrants
pohsideréble work is-fhat.of the transhit and receive.pulse shaping
filters_A(PSFfsj. In the vcurrentl study, we haQe used fourth order
Butterworth'filters to approximate Nyquist raised cosine rolloff
filters, .which are optima14 for linear jchannels. However, in .the
nonlinear satellite channel there is no guarantee that such filters are

optimum, and it would?be‘worthwhile to investigate the effects of using
‘ , . .

other filter types for pulée shaping. - Computer simulétion is possibly

the only viable means for doing. this. We, therefore, .see that

E124-1, 11
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considerable work is poSsible{on;the‘developnent of filtering systems
and which have been optimized for a digital signalling environment,
rather than for the'analogfenylronmentﬂfor which all present‘satellite
_systems have .been designed. . . |

The other major area into which the present work should be.entended
is to con51der the effects of upllnk noise. These effects have not been
1nc1uded in the present work because to date the only proven method of
dolng .80 1s by means of Monte Carlo s1mulatlon.( Such 31mulatlons are
. inherently very tlme-consumlng and expen31ve. In most satelllte systems
1n use todau, upllnk noise effects are of - secondaryhlmportance because
transmlt earth statlons have large hlgh galn antennas and hlgh power
outputs. -However, the trend today, partlcularly in the 11 14 GHz band
is toward much smaller . earth statlons u31ng 1ower galn antennas and
snaller power ampllflers. Systems u51ng them can qulte concelvably be
uplink noise limitedi and 1t is therefore of cons1derable 1mportance to
deuelop means for ‘handllng upllnk ‘ noise effects. lhe S1mulatlon
package 1n the present work uses so—called analytlc S1mulatlon
technlques 1n whlch s1gnal ‘and determ1n1st1c 1nterference effects are
S1mulated and downllnk noise effects are calculated | It is highly
des1rable that sunllar technlques be developed for handllng uplink
noise, ‘The problem here is caused by the‘ satelllte transponder
nonlinearity which.causes the uplink noiSevto‘become non-Gaussian,. and

also causes interactions between signal -and noise.,.

E124-1.11
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