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INTRODUCTION

This report is a summary of the work carried out to enhance
and validate the existing teletext simulation system. The
existing simulation system provided an end to end channel
simulation of a Telidon channel including a coding analysis
of the output data‘stream. This simulation was developed
under a previous contract by MCS using the CRC Honeywell

CP-6 computer.

The present work was broken down into five tasks, and these
five tasks provide a general outline of the report. The
first task was the transfer of the existing software from
the CRC CP-6 computer to the MCS VAX-11/750 computer. This
was accomplished and the program was further enhanced by
coding computationally demanding parts to use the MCS
FPS-5105 array processor. The VAX/array processor
combination provided a factor of approximately fifteén
improvement in execution time over the original CP-6
version.

The second task was a validation of the coding analysis.
The proposed coding technique for the Telidon signal format
was developed at the Department of Mathematics and
Statistics of Carleton University. This task included a
subcontract with Dr. Brian Mortimer to verify‘that>the
proposed coding techniques had been correctly implemented
in ‘software. A comparison of predicted performance with
simulation results over ideal channels provided proof that

the software implementation was correct.

The third task was the development and simulation of a
suitable adaptive slicing level algorithm. Such an
adaptive slicer was developed but the instances in which a

noticeable improvement in performance is obtained are



limited. The reason being that the instances where the
slicing level is affected form only a subset of the
possible multipath channels. It is only on this subset
that performance can be improved by this method.

The fourth task was the development and simulation of.an
improved symbol synchfonization scheme. An near optimal
bit timing recovery scheme was suggested and implemented in
software.  This technique was shown to have better
performance than existing techniques and a possible

hardware implementation was suggested.

The fifth task was the‘incorporation of measured
characteristics of various c0mpohents of the teletext
system in the simulation and to validate the simulation
based on these measurements. This task was limited because

of the limited amount and quality of the data provided and
although there are some differences between simulation and

measured results, there are also quite reasonable
explanations for these differences.

In general, the software simulation was shown to be valid,
and the incorporation of a new bit timing recovery scheme
and slicing algorithm have illustrated some ways in which

the existing teletext system can be improved.




SOFTWARE TRANSFER AND MODIFICATIONS

The software simulation of the Telidon system was.
originally written for use on a Honeywell CP-6 computer
sited at CRC Ottawa. The source code of this software, as
well as some data files containing filter specifications

and simulation results, were transferred in January.

The facilities available at MCS include a DEC VAX/750
serving as host to a FPS-5105 Array Processor. Once minor
changes to the existing software had been made to
accommodate the different I/O conventions of the DEC
equipment and the differences in the FORTRAN compilers used
(see Section 2.1 below), a modified version of the software
was produced which used the Array Processor to perform the
most time-consuming of the simulation calculations.

This modified version of the simulation software was on the
order of sixty times faster than the VAX version of the
same software, and 15 times faster than the CP-6. This
saving in execution time made it possible to perform a much
larger number of simulations than could otherwise have been
contemplated. The deliverable software will include both
this AP version of-the software and a VAX-only version.

Changes to the Host Program

Most of the changes made to the version of the simulation
utilizing the host alone were necessitated by the different

I/0 conventions and file-naming conventions of the
Honeywell and DEC equipment. The most important of these
is that Version 3.7 of VMS allows file names to have at
most 13 characters (nine characters, followed by '.',
followed by a three-character extension), while the CP-6
operating system allowed much longer file names, and
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allowed non-alphanumeric characters to be used in these
names. Additionally, the FORTRAN-77 compiler used on the
VAX required several parameters to be présent in OPEN
statement (such as file type), which the CP-6 compiler did
not demand. These changes, as well as some minor changes
to READ and WRITE statements, and changes in values used as
logical I/0O unit numbers, were made easily, and did not
affect the operational characteristics of the simulation.

Array Processor Utilization

The Array Processor greatly increases the speed of
repetitive computations performed upon large vectors of
values. For example, replacing the usual method of
multiplying corresponding elements of matrices throﬁgh use
of a DO-loop construct with a call to the VMUL subroutine
supplied in the AP math library typically cuts computation
time by an order of magnitude or more. The execution time
improvements associated with more complex operations, such

as Fast Fourier Transforms, are even more dramatic.

The two disadvantages of the AP when compared to the VAX
are (1) its inability to do disk I/0 directly, and (2) the
somewhat more primitive nature of the operations available
on it, The first is a minor consideration; values can be
transferred to and from the VAX host for output to disk, or
for printing, with a minimum of difficulty. To kéep
execution times to a minimum, however, minimiiing the
number of such transfers performed is desirable. In aid of
this, intermediate values calculated during the execution
of the program which need be output are left in £he AP
during program execution. This practice makes debugging
the AP version of the program somewhat more difficult, but

the increase in software development time was more than




compensated for by the improved execution times noted

above.

The second point ftorced a slight change in programming
style.' Vector values in the AP are referred to by the
Advanced Math Library routines supplied by FPS by their
base address and increment values. -Throughout the AP
version of the simulation these base addresses are given
symbolic names (i.e. LSIGNAL refers to the location in AP
memory of the base address of the SIGNAL vector). A brief
summary of the Advanced Math Library routines primarily
used in this simulation is provided in Table 2.1.

Summary of New Features

Three major functional changes, and several minor ones,
have been made to the simulation. The first, and most
important, is the implementation of a new decodingrséheme.
A new bit-timing recovery scheme, and a new slicing level
determination scheme, are included in this. The
correlation method of bit-timing recovery has also been
implemented 1in the new simulation, as has an adaptive

slicing level determination.

Among the less important alterations, a third filter file
format has been included. Setting the filter file format
specifier to 2 causes the filter values corresponding to
each frequency to be read from the file as complex notation
(i.e. the three real numbers in each record of the filter
file are read as frequency in MHz and real and imaginary
components ot the complex gain at that trequency). Also, a
separation of random number generation seeds in the main
program body has been effected, so that the data sequence
generated for a given random seed is unique, and unaffected

by the selection of bit-timing recovery method. This




TABLE 2.1 3
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ADVANCED MATH LIBRAKY SUBEKROUTINES USED

RESULT

Gets a vector from tine AP memory locations specitied

which pase in AF memory subsequency operations
2rfermed on

Puts a vector into the AP memory locatioms specified
Timing routine reaquired to ensure synchroniszation of
processinq between host and AF

tioves 3 vector from orne page of memory to arnothner

Pertorme forward or 1nverse EET on tine complex vector
specitied

Ferforms scalina on 3 complex vector -after FET
oparationy .

A3ds tite two complex vectors specified

Muttipliee the two compleir vectors epecified

Converts the -omplex vector walues specified to
r2ctanaular form

F1lls tihe vector specitied with zern values
Converts the real vector specified to inteaer
Converts %tne inteaer array specified to real values
Zlips 3 vector to specified upper and laower bounds

Ferforms the natural icgaritinm operation om the vector
specified

foves 3 vector from one laocation within 3 page to
anotner location im thne same paae

tigltiplizs the two re23al vectors specified
Neaztes the vector specified

Gengrates 3 vector of randam rumbers uniformly
diseributed on [0.,1.1

Exttr3c%s real parts of 3 complex vector

hultiolilizs vector elementve by one scalar znd adds a3
secorr]d scalar to 2acn valuwe (lirnear transtaormation).

mMultiplies vector . elements by a scalar

orms tihe saquars root op2ration an the vector

Fart
co2c1ficn

Zubtracts aone r23l vecter from snotner




change was made to allow direct comparison of simulation
runs performed with different bit-timing receovery

schemes.

Support Programs

Several independent programs were converted or created to
aid in simulation and in the analysis of simulation

results.
SUPERPLOT

A sophisticated plotting utility, intended for use with a
HP7470A plotter, was implemented. This program runs '
interactively, communicating with the user through a series
of screen panels, and was used to plot such things as error

rate curves and Telidon line signals.
CODING

This program is equivalent to the MCODING program created
for the previous contract.

COMPRESS

This program, converted from the version written for the
previous contract, takes error sequences generated by the
TELSIM program and places them in a compressed format for

use with the CODING program.
TAPEREAD
This program was written to convert the error data supplied

by CRC from field tests into the compressed format required

for the CODING program.



SUPPLY

This program takes a measured impulse response
characteristic stored in a disk file, as well as a pulse
shaping characteristic also stored ina disk file, and
factors the former out of the latter to create an output
disk file which can then be used by TELSIM as an input
filter file desicription.

MC

This program separates the effects of word synéhronization
loss on the error rate expressed by a TELSIM error listing
file. The program also averages error results from
different simulation runs performed with the same data
sequence to create 95% confidence intervals for the actual

error rates.
EYETEL

This is a modified version of the TELSIM program, used to
create eye diagrams. A single noiseless signal is produced
in accordance with the parameters contained in a user-
specified parameter file, and this burst used to construct
a data file which is subsequently read by MAKEYE.

MAKEYE ~

This program plots an eye diagram based upon the values
stored in the file created by EYETEL.




CODING

The validation of the coding analysis program has been
separated into the following subtasks:

(a)

(b)

(c)

(a)

Review of the coding analysis program by Dr. B.C.

Mortimer;

comparison of simulation results to theoretical

results;

evaluation of the performance of the proposed codes

for computer simulated and field measured error
sequences;

possible explanation of the coding performance
trends (this will include a rough characterization
of the simulation runs).

Dr. Mortimer's contributions to the report may be found in
Appendix A. The theoretical results of this appendix are
used in the validation results that follow. Appendix B

contains a pseudo~code description of the decoding
algorithm implemented for the Code C and Bundle decoder.

Code Description and Terminology

The Codes

The coding analysis program evaluates the performance of 5

codes,

1)
2)

viz:

Byte Parity
Product Code
Carleton l-byte Code



4) Code C _
5) Bundle code (encoded with Code C)

Betore describing the codes, a brief description of the

packet structure will be given
(1) Packet Structure

A Line ot Telidon intormation is shown in Figure 3.l. The
tirst three bytes are for synchronization purposes,
therefore, this portion of the line is pertinent only to
the 'Telidon channel', not the 'Telidon decoder'. At the
beginning of each line, there are line prefix bytes and a
variable number of header bytes. All of these prefix and
header bytes have been specified to be Hamming (8, 4)
encoded [6], thus enabling single bit/byte error correction
and detection of 2 and possibly moré bit errors in a byte.
The pretix identifies the packet by way of a three byte
address. It also indicates the structure of the remaining
packet; for instance, the number of suffix bytes to be used

is indicated in the prefix.

All bytes following the prefix, including the optional
suffix bytes and encoded header bytes, form the data block.
Thlis block consists ot 25 to 28 bytes. The last one, two
Or three bytes are oOptionally taken up as suffix bYtes,

used for error detection and correction.

The codes under investigation operate on the data block.
The effect of the double encoding on the header bytes is
not considered. For notational purposes we shall denote
1 through 85 and the data bytes, B6
The suffix bytes will be treated as data

the prefix bytes, B
through 833.
bytes, in that an error in the suffix bytes will count as

an error in the data.
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The codes proposed for the data block will now be

described.

a)

b)

Byte Parity

A requirement under BS-14 [6] is that all of the
bytes in the data block must have odd parity. The
parity check bits allow For the detection of any
error pattern that introduces an odd number of
errors into a data byte. Byte parity alone has no
error correction capabilities and it represents the

minimum amount of coding allowed.
Product Code

The Product code is simply a row column parity
check. It is capable of correcting one bit error in
the 28 byte data block, and detecting any odd number
of errors/byte or any error pattern confined to one
byte.

The suffix byte, B
defined as:

337 for the product code is

The suffix byte is used to check column parity,
while the row parity check is handled by the odd
byte parity. The Product code was proposed for the
Telidon system by Sablatash & Storey and is clearly
described in [7].




(c)

(d)

Carleton l-byte code

The Carleton l-byte code has the same correction
capabilities as the Product code, however, it has
greater error detection capabilities. The suffix

byte, B33, is given by
32
B,
117 i
B33 = a Z Bia
i=6

where a° is an element in a Galois field specified

by the generator polynomial
x8 + x7 + x* +x3+x+1=0

and the elements

af 00000001
al 00000010
a2 00000100
ol 00001000
ot 00010000
as 00100000
a® 01000000
o’ 10000000

A detailed description of the code is given in [8].
Code C
The Code C 1s a combination ot the Carleton one byte

code and the Product code. It is capable of

correcting any single byte error and any 2 byte




erasures (parity errors).
such that B meets the Product code requirements

(1), and B

The packet is encoded

33
is choosen such that B also meets the

32 33

A detaliled description of the code 1is

[o]-

- Carleton l-byte codes requirements. This is
accomplished as follows:
31
Let P, = ) By
i=6
32
B
117 i
PC =a Z Bia * ’
i=6
then we wish 532 and B33 such that:
o o 117 o f0%nea 127 _ |
e T @ 32 ¢ 33
Pp * B3y = By
Solving ftor B3z gives
_ 14
B32 = q (Pc + Pp)

provided in




(e) Bundle Code

A number of possible bundle strategies have been
suggested for Telidon [9]. The approach considered
here is that recommended by Mortimer and Moore [9].
A bundle of the Bundle code consists of 14 data
blocks (packets). Thirteen of these are identical .
to packets encoded with the Carleton 2-byte code.
The 14th packet contains 2 byte suffixes for packets
formed by intérleaving the bytes of the previous 13
data blocks. (See Figure 3.2). Suffix bytes in the
1l4th block are calculated on the basis of the 1l4th
block alone. The choice of 14 lines (13 data lines
and one line of vertical suffixes) allows the
vertical codewords to be Code C codewords. The

details of the Bundle code structure are given in

[9].

The Terminology

Packet - A line of teletext data composed of 33
bytes

Prefix Bytes - The tirst b bytes in a packet. These
bytes are encoded with a Hamming [8, 4]
code.

- Data Bytes - The last 28 bytes in a packet. These
bytes include both the data and any
bytes used for coding purposes.

Prefix Code - Hamming [8, 4] code applied to the
prefix bytes.
Data Code - A generic term used to indicate the code

applied to the data bytes.
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Decoding Error
(DE)

Decoding Failure
(DF)

Correct Decoding

(CD)

Rejection Rate

Rejection

Corruption

Smeared Packet

Output Bit Error
Rate

P(x)
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An error condition in which the decoder
either incorrectly decodes a packet or
perceives an erroneous packet as error

free.

A detectable but not correctable error

condition.

An error condition (including the error-
free condition) that results in an

error-free packet after decoding.

The probability of a decoding failure,
P(DF).

A term used to indicate that a decoding

failure has occured.

A term ised to indicate that a decoding

error has occurred.

A packet where greater than 30% of the
bits are in error. This usally results.
when word-sync is lost in the decoder.

The total number of bit errors in the
packets not rejected by the data and
prefix codes, divided by the total

number of bits in those packets.

The probability of the event x.




Validation Against Theory

In this section a comparison is made between the
performance of the Product code, Code C and the Bundle code
calculated by the coding evaluation program and the
performance predicted by theory. To make a comparison, a

program was written which geherated independent errors at a

desired probability of error. These error sequences were
then used as input to the coding analysis program and the
results were compared to theory.

For theoretical purposes, the most common measures of a

codes performance are:

P(DF) - Probability of a decoding failure (Also known as
the Rejection Rate)

P(DE) - Probability of a decoding error
P(CD) - Probability of correct decoding.

Note that for any coding scheme these three event form the

set of all possible outcomes of decoding, hence,
P(DF) + P(DE) + P(CD) = 1. (3=1)

The coding analysis program evaluates the probability of a
decoding falure and the Output Bit Error Rate (among other
parameters). The Output Bit Error Rate (OBER) may be
related to the above indices, by the following equation:

# of Bits/Codeword
! P, (DE)
=] % i .
-1 -~ P(DF) # of Bits/Cordword

1

OBER = (3-2)




- 19 -

where Pi(DE) denotes the probability of a decoding error
which results in i bit errors.

A summary of the results of this comparison follows.
(a) Product Code

The Product code is a single error correction code.

The probability of correct decoding is given by
P(CD) = q" + n*p*q(n-l) : (3-3)

where n is the number of bits in a codeword

(n = 224 for the Telidon system). To determine the
probability of a decoding error, the weight
distribution of the code may be used. The weight
distribution of the Product code was calculated in
[8] and is reproduced below

A A : | A

6

By -
1,100,736 | 0 ]

|
10,584 |

Ay |
O |

Product Code % g

where A, denotes a codeword of weight i.
In [10] an expression for the probability of a

decoding error, for a single error correcting code,

is given as follows:

n+l
P(DE) = J ((k + 1A, + A + (n =%k + 1)A__)p°q® K
k+1 t B ]
k=2
(3-4)
rewriting
n+l n+1l n+l
-k k n-k k n-=k
P(DE) = 2 (k+l)Ak+lqun + E Akp (o] + E (n-k-i-l)Ak_lP qn
k=2 k=2 .
(3-5)
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The first summation in equation (3-5) is due to
errors of weight k, where all.k errors are
coincident with the non-zero elements in a codeword
of weight k+l1l. After Decoding the error sequence
will be mapped into an error sequence of weight
k+1.

The second summation in equation (3-5) corresponds

to an error pattern of weight k that is also a

codeword of weight k. In this case the decoder does

not even detect the existence of the error. After
decoding there will be k errors.

The final term in this equation corresponds to an
error pattern of weight k, where k-1 of the errors
are coincident with the non-zero elements in a

codeword of weight k-1. The decoder will correct

one of the k errors, resulting in k~1 errors after

decoding.

Making note of the above, the probability of a

decoding error which results in i bit errors after

decoding is given by
i n-i

i-1 n-i+l i+l n-i-1
d ' q

+ (n - i)Aip
' (3-6)

and the probability of a decoding failure may be

determined using equations (3<1), (3-3) and (3-6).

Using the above equalities, the performance of the
product code was calculated. A comparison of the
performance of the different performance indices

predicted by the above parameters, and the results




(b)
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obtained using the evaluation program may be found
in Figures 3.3 and 3.4. From these figures it is
clear that the evaluation program is functioning
correctly for the produét code.

Code C

In the Appendix A, the required probabilities are
detemined by considering the contribution of error
patterns of increasing weights until the
contribution becomes negligible. This process is
carried out for the decoding error and decoding
failure conditions. The probability of correct
decoding is then determine from these values. For
the benchmark in this section, the calculation has
been slightly altered. The alteration is simply
that P(CD) is calculated explicitly

8,2 28 8,27 28 8,26 _2
p(cp) = (g% + (%)) %p, + 3°)(a°) %P2
(3-7)
8
where p, = 1l -qg,
2 8, 5 3.5 8, 7
p, = Fla’p + )P’ + ©)’p” + (Hip'q

and using the P(DE) from the Appendix.A, the P(DF)
is determined. The reason for this alteration is
that the bound on the probability of the decoding
failure is not that tight until a great number of
error patterns have been considered. 1In effect all
that has been done is to tighten the bound of the
P(DF).
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The results of the comparison for the performance
indices described above, may be found in Figures 3.5

and 3.6. The points evaluated by the evaluation

program have very small standard deviations (and the

bounds determined are quite tight in this range) and
as a result, extremely closé agreemeﬁt between the
theory and the program is £o be expected - and was
obtained - indicating the algorithm is operating

correctly.
Bundle Code

The bounds for the bundle code are much more
difficult to determine. To simplify the calculation
a slight modification of the decoding algorithm was
made. The modification to the algorithm is as

follows:

Previous - If more than two packet were rejected by

Bundle the Code C, then undeéoded errors are

Strategy insertd into the bundle. If only one
packet is rejected by the Code C, then a
line of erasures is inserted into the
bundle.

Moditied - A line of erasures is inserted into the

Strategy bundle any time there is a Code C
rejection.

The modified algorithm is expected to perform worse
than the unmodified algorithm, however, validation
of the modified algorithm effectively validates the
other algorithm.
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In Appendix A, the probability of a decoding failure
for the bundle code has been theoretiqally
estimated. The difficulty in performing this task
makes the bound not as tight as that determined for
Code C. The resﬁlts of  the comparison of the
evaluation program to the theoretical calculatibn is
given in Figure 3.7. The close agreement indicates

that the algorithm is operating correctly.

Performance on Simulation Error Seguences

This section examines the performance of the various codes
6n the error sequences generated by the Telidon simulation
program. The comparison will be based on the Rejection
Rate of the codes as this is the limiting parameter with
regard to the performance thresholds. evaluated in [1]. It
is important to note that the Rejection Rate given in this
section takes into account smeared packets as well the
Rejections of the Prefix code. The Input Bit'Error Rate
given in this section is the error rate excluding the
contribution of the smeared packets (this enables the
results here to be used in conjunction with the performance
curves in other sections of the report, where the error

rate is similarly defined).

The codes are evaluated for three receiver configurations,

viz:
Case 1 - Peak Detector slicer / Zero-crossing BTR

Case 2 - Averaging slicer / Modified Zero-crossing BTR

Case 3 - Averaging slicer / Correlator BTR.
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Relative Performance of Receiver Configurations

Figure 3.8 shows the Rejection Rate of the Product code for

the three receiver configurations. Also included on this

figure is the Rejection Rate for the case of Independent

errors (note ~ the Prefix rejections are not factored into

the Independent error case). The first thing to notice

from this figure is
improves (Case 2 is
etc.) the Rejectioh
errors, Figure 3.9
and the Bundle code

can be made is that

that as the receiver configuration
considered an improvement over Case 1,
Rate approaéhes the case of Independent
and 3.10 show the same trend for Code C
respectively. Another observation that

as the coding technique increases in

terms of strength (error correction ability) the

degradation with respect to the Independent error curve

increases. This effect is particularly apparent for the

Case 1 receiver configuration. BAn explanation for these

trends will be given in section 3.5.

Relative Performance of the Codes

Figures 3.11, 3.12 and 3.13 show the performance with each

of the Cése 1, Case
of the Product code,

2, and Case 3 receiver configurations
Code C, and Bundle code. Also

included on these figures is the 'Telidon threshold' which

indicates the acceptable rejection rate - see [1]. From

Figure 3.11 it can be seen that there is very little

difference in the performance of the various codes in the

vicinity of the threshold for the Case 1 receiver

configuration. With each step of improvement in receiver,

however, the performance of the codes separates and the

more powerful codes

become more attractive. For the Case 3

receiver configuration an input bit error rate of 0.003

will still yield acceptable performance (assuming the

threshold is accurate). The implications of this
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phenomenon are two-fold. First, the improved receiver
configuration will result in a reduced input bit error rate
to the decoder for a fixed TV signal to noise ratio.
Secondly, a larger coding gain may be.expected with the
improved receiver configuration. From this it is clear
that improving the receiver performance results in a
substantial improvement in the overall performance of the

system.

Performance on CRC Measurement Data

This section examines the performance of the various codes
on the error sequences measured in CRC field trials. In
many cases the evaluation could not be performed as the
error sequence files contained no errors or an insufficient
number of errors to generate a reasonable statistic. Again

the performance measure will be the rejection rate of the
various codes as a function of the input bit error rate.

Figures 3.14, 3.15 and 3.16 show the performance of the
Product code, Code C, and Bundle code for the CRC
measurement data. The degradation relative to the
Independent error case is similar to that experienced by
the Case 1 receiver configuration. This is reasonable as
the Case l‘receiver is a model of the field equipment used
to collect the measurement data. The explanation for the
degradation relative to the ideal case is handled in the
following section.

Explanation and Conclusions

The results of the cbding analysis may be summarized as
follows. The theoretical analysis of the proposed coding
techniques provided in Appendix A is matched closely by the
software implementation in an ideal channel at the BERs of
interest.
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A comparison of the coding performance of the simulated
Telidon error sequence data and field measurement data
indicated that packet-wise correiation of errors results in
strong coding degradation. These correlations are
primarily due to bit timing and slicing level errors. One
of the early receiver (Case 1) exhibits the WQrst'bit'
timing and slicing level performance of those simulated,
and this poor performance is verified by field measurement
data. A receiver with near optimum bit timing recovery and
slicing level techniques was shown to result in little

degradation of performance.

fhe poor performance of the Case 1 receiver with respect to
coding noted in sections 3.3.1 and 3.4 is due to the fact
that this implementation causes a significant error
correlation within packets because of the poor slicing
lével and bit timing receovery technique. This would
obviously degrade the performance of a code designed for

independent errors.

In summary, performance can be enhanced in two
distinguishable ways when bit timing and slidingvlevel
performance are improvéd. The first is a reduced error
rate into the decoder for a specific SNR. Secondly, the
reduced correlation among errors results in a larger coding
gain with the decoder.




SLICING LEVEL ALGORITHMS

The objective of this task of the contract was the
development of suitable slicing level algorithms for the
Telidon signal format. In particular an adaptive slicing
level algorithm was to be developed and compared to
existing and other proposed techniques. In review, the
objective of the slicer is to estimate the average d.c.

level of the data in the Telidon signal format.

The performance of the Telidon decoder is as much dependent
on the bit timing recovery algorithm as it is on the
slicing algorithm, thus to compare slicing algorithm
performance one must fix the BTR algorithm. However as"
discﬁssed in the following chapter, there are a number 6f
BTR algorithms. As a result this chapter will contain a
number of forward references to the BTR algorithms of the

next chapter.

The structure of this chapter is the following. The first
section reviews the existing techniques of determining the
slicing level and their drawbacks. The second section
discusses the design of a modified version of an existing
technique, the third section introduces an adaptive slicer.
The fourth section compares the simulated performance for
all these slicing techniques with various bit timing
recovery techniques, and under non-multipath and multipath

conditions.

Existing Techniques

In the previous Telidon study [l], two techniques were
investigated for estimating the proper slicing level for a
Telidon signal. They were the peak detector approach and

the averaging approach.
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Peak Detector Slicing Algorithm

This peak'detector algorithm has been used in conjunction
with the zero crossing bit timing recovery scheme in an
actual hardware decoder which uses the two byte clock sync
in the Telidon signal format to estimate both the slicing
level and the clock phase serially as opposed to in
parallel. It begins by estimating the slicing level, using
two peak detection circuits (one for the "overshoots" and
one for the "undershoots") both of which have a short rise
time and a long decay time. The slicing level is taken to
be the midpoint between the two peak values. Once the
élicing level has been determined, the decoder uses a
single zero crossing to choose one of five pbssible clock
phases. There are several severe weaknesses in the method
that result in the decoder's performance falling far short
of optimal. Several of the problems with this slicing
level determination technique are the following.

- The peak detectors are very sensitive to impulse noise.
In fact simulations have shown that a loss of
approximately 3 4B can be attributed to this slicing
level and c¢lock phase circuitry even under fairly ideal
conditions (i.e. no multipath propagation and ideal

carrier recovery) [2].

- Even relatively modest multipath propagation can cause a
substantial error in the estimated slicing level. This
is because the signal level immediately preceding the
clock sync signal is at 0 IRE where as the average level
during the clock sync signal (i.e. the slicing level to
be determined) is 35 IRE. Thus any multipath propagation
will result in an apparent shift of level, for a duration
that is proportional to the multipath differential delay.
Note that if the delay spread is large enough that a
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delayed version of the colour burst or sync pulse gets
superimposed on the clock sync signal, then the situation

gets even worse.

~ The optimﬁm slicing level may be time vafying due to a
time-varying phase offset in the recovered carrier.
Thus any technique that attempts to determine the slicing
level during the first two bytes and then freeze it for
the remainder of the time, will yieid inferior

performance unless the carrier recovery is very good.
Averaging Slicer Algorithm

In an effort to improve upon the performance of the peak
detector slicing algorithm a simple numerical averaging
technique was introduced into the simulation. This
approach eliminated the problem of sensitivity to impulse
noise and as illustrated in [1] resulted in a significant

improvement in performance.

Modified Averaging Slicer

This modified version of the averaging slicer was included
to simulate a hardware implementation. The circuit
implementation which was simulated is shown in Figure 4.1.
This circuit should be followed by a amplifier with a gain
of 2 to provide a unity d.c. gain. In software this
lowpass filter was emulated by using a discrete time
infinite impulse response (IIR) approximation which was
impulse response invariant at the sample points [3]. The

details of this implementation are given in Appendix C.

The major benefit of using a lowpass filter to estimate the

slicing level is the reduction in sensitivity of the
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slicing level estimate to iﬁpulse noise. In designing this
filter it is desirable to have a filter with a narrow
bandwidth in order to minimize the effect of noise, to
suppress the 2.863636 MHz clock sync signal, and possibly
to suppress the 3.58 MHz colour burst signal; On the other
hand the filter sﬁep response should settle fairly gquickly
so that the level change (i.e. from O IRE to 35 IRE) does
not affect the filter output for too long. Aiso, the order
of the filter 5hould be low so that it can be economically
realized.

The output of this filter is "frozen" at the end of the
clock sync signal and ﬁsed as the slicing level for the
rest of the Telidon line (in the nQn-adaptive version).
This prevents the slicing level from tracking the d.c.
level variations due to the data modulation. The
performance of this slicer on a noiseless signal is shown
in Figufe 4.2, From this figure and further invesﬁigation
we, noted that if the signal fed to the averaging slicer is
a windowed version of the Telidén line then the window
should open signficantly before the start of the clock sync
signal to reduce the overshoots on acquiring the élicing

level.

To analyze the performance of the averaging slicer several
simplifying approximations must be made. The first
assumption is to assume the channel is a wideband white and
Gaussian and that there is no ISI causing one bit to affect
its neighbours. Obviously this is not true in practice but
it allows us to obtain an upper bound on performance. The
second assumption is that the noise on the slicing level is
independent of the noise on the data bits. This assumption
is quite reasonable as the slicing level is determined from
the clock run-in sequence which has a significant
separation in time from the data bits.. The third
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assumption is that of perfect clock synchronization. The
effects of imperfect clock synchronization will ‘be

discussed later.

With these assumptions the noise process can be modelled as
in Figure 4.3. With this model the probability of error
given the slicing level is

- ) +
Plerror|s) = 3 o(22) + 2 o(BE2

)

if the "0" and "1" bits are assumed to be equally likely.
However the slicing level, S, also has a Gaussian
distribution. To see this observe that the input to
slicing filter is essentially an out of band tone plus
Gaussian noise, thus the output pr0céss will be
approximately Gaussian. Thus the overall probability of

error is

® S2

P(error) = | P(error|s) e YT ds

mv

where v? is the variance of the slicing level. This
expression can be evaluated in closed form but the result
can more easily be obtained from physical considerations of
Figure 4.3. Since the decision is based on the difference
between the data sample and the slicing level, the
independent noise processes on both can be combined into a
single noise process with variance equal to the sum of the
individual variances. Thus

P(error) = Q(——é——-)

v’cz+v2
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Figure 4.3. Noise Distribution with Offset Siicing Level.
Assuming i) s is independent of data
ii) wideband Gaussian channel
iii) perfect clock recovery.




For the filter of Figure 4.1, the output fioise power
vZ = 0.1 g2

one tenth of the input power, which is the noise in the
video bandwidth. This increase in noise will cause a 0.4
dB degradation of performance from ideal. Decréasing the
filter bandwidth would decrease fhe noise power but at the
expense of increasing the filter response time. That is,
the filter bandwidth can only be decreased to the point '
that it can still reach steady state during the clock sync
period. Since the clock sync is only 16 bit periods long
and a filters bandwidth is inversely proportional to its
response time, this implies that the minimum filter
bandwidth is in the neighbourhood of 300 kHz, as is the

specified filter.

What was not considered in this analysis was the fact that
the slicing level is frozen for the length of the packet.
This implies that the slicing level is correlated between
bits within the same packet, but uncorrelated between
packets. This means that over a small number of packets
one may expect considerable variance from the above
prediction, but as the number of packets becomes large and
one gets a true Gaussian distribution of slicing levels,
then the gross bit error rate will approach that

predicted (under the stated assumptions).

In practice both the presence of a narrowband channel,
imperfect synchronization and other distortions will cause
a greéter loss in performance than the 0.4 dB suggested
above. However, it does indicate that in the absence of
these distortions, the modified averaging slicer is

definitely a good approach.
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Adaptive Slicer Design

If time-varying slicing levels, due to phase errors on the
recovered carrier or due to wide muitipath spreads are to
be tracked then adaptive slicing level circuitry is

required. The objective of an adaptive slicer is to track
a slowly varying "d.c." level. The impairments which must
be reduced are the effects of the data modulation and the

noise.’

Obviously, since we are estimating a pseudo "d.c." level
the adaptive slicer will contain a lowpass filter.

However, a lowpass filter by itself is insufficient because
a long string of bits of the same polarity would cause the
filter output (slicing level estimate) to track toward that
extreme. ‘

To remove the effects of data modulation, one must form

a control variable which is independent of the data.
Intuitively, one would choose the slicing’level to be the
middle of the data "envelope". This would imply estimating
(averaging) the most recent "l1" levels and the most recent
"0" levels and choosing the slicing level as the average of
the two. '

The simplest way of implementing this strategy, is to
average the single most recent "1" and "0" levels (rather
than a series of each). A circuit which implements this
strategy is shown in Figure 4.4. This circuit attempts to
estimate the logic "0" level and the logic "1" level in a

decision directed manner.

At the beginning of the Telidon line, the switch in Figure
4.4 is in the upward position allowing the video to pass

directly to the low pass filter, which performs the same
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function as in the modified averaging slicer to obtain a
first estimate of the slicing level. At an instant shortly
after the bit clock phase is chosen (see the next chapter
for details) and the sample and holds (S/H) have been
initialized, the switch is thrown to éngage the adaptive
circuitry. The transient effects of switching are
minimized by the lowpass filter. The adaptive circuitry

'samples and holds the most recent logic "1" and "0" wvalues.

The sum of these two levels is used to control the slicing

level since the slicing level should be half of the sum.

Before analyzing the adaptive slicer, several points should
be noted about adaptive slicers in general. Although they
may be expected to perform better in the presence of
multipath or recovered carrier phase errors, there are some
tradeoffs. The major tradeoff is between adaptibility and
noise performance. For a slicer to adapt quickly it must .
have a wide bandwidth, but this results in a deteriorated

noise performance, and vice versa.

On a higher level, there is still another tradeoff between
non-adaptive and more expensive adaptive slicers. That is,
on what portion of the channels does one actually get a

performance improvement using an adaptive slicer.

Analysis in a Gaussian Channel

The following development gives an approximate analysis of
the adaptive slicer in a Gaussian channel with perfect bit
synchronization. The performance of the adaptive slicer in

multipath is discussed in the next section.

Several simplifying assumptions are made in the analysis of
the adaptive slicer. The first of which is that when

making a bit decision, the noise on the sample of the
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received waveform is independent of the noise on the
slicing level. This is a reasonable assumption because the
slicing level is only affected by noise samples which are
one bit period or more, previous to the present decision.
(That is, noise samples one bit period or more apart are
assumed to be independent.) Secondly, the analysis is done
in the digital domain to represent the sample and hold
operations.

Using the results of Section 4.2, we know we can estimate
the performance of the adaptive slicer if we know its
output noise variance, thus the analysis of the adaptive
slicer is really a determination of the properties of this
noise process. This analysis is broken down into two steps
corresponding to the two blocks of Figure 4.5. (The
analysis will not include the behaviour during the data
preamble which is the same as discussed in Section 4.2).

The input noise to the adaptive slicer is assumed to be
white and Gaussian with variance o¢2. The output of the
sample and average is

s(n) = %(t(n0)+ t(nl))

where t(n) are the bit decision samples of the Telidon
signal; ng and n, are the indices of the most recent "0O"
and "1" decisions, respectively. This can be approximated

as
s(n) = soi+ % [v(no) + v(nl)]

where s, is the nominal slicing level and v(n) are samples

0
of white Gaussian noise. Let us consider the properties of

the noise term
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e(n) % [v(no) + v(nl)]

Assuming the input noise is of zero mean then e(n) is also
Gaussian and of zero mean. Using the property that

E(v(i)v(§] = {,

we can determine the second order statistics of e(n),
defined by the correlation,'¢e(n).

¢e(n) = E[ e(m) e(m~n) ]
= = E(v(n®) + v(n™))(v(aF ®) + v(nl™ ™))
T4 R ving 0 1
= % E[v(ng)v(n N o+ v(ng )v(nm "]
since the properties of v(i) imply that E(v(n Yv(n )) =0 for
all i and j. Also note that E(v(n )v(n%)]#O only lf né 8
and similarly for v(nl) There are three cases to
consgider
. 0'2
(1) n = 0 then ¢e(0) =~

(ii) n = 1 then one of the samples v(n,) or v(nl) gill
have been updated and therefore ¢e(l)=gZ
(iii) n » 2 On each increment of n, one of the noise

samples is updated. There will be non-zero
contribution to the correlation at lag n, only

if one of the samples is the same as at lag
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n=0. This occurs only if all (n-l1) bits
following the first are the same. If the bits
are independent and the probability of a bit

transition is (l-p). Then the probability of
n-1
. : . o2
the magnitude of that contribution is -z

a non-zero contribution at lag n is » and

Summarizing these case we can describe the general
correlative properties of e(n) (combining cases (ii) and
(iii)),

{-—2- n=20

pn-l %i lnl>0

¢o(n) =

Thus we have defined the properties of the noise process at
the input to the lowpass filter of Figure 4.5. The power
spectral density of this error process can be obtained by

evaluating the z-transform of ¢e(n)

° (2) = ] ¢.(n) 27"
n=-—w
at z = e, which gives
_ a2 cos w_ = p
@e(w) = 7= [l +> ].

1 + p2 = Zp cos w
The noise power after sampling and averaging is

m
N, = 5% J ¢ (w) du

-7




which reduces to

2
= 9
Ne— 2.
Thus the total noise power after sampling and averaging is
one half the input noise power, but it no longer has a

constant spectral distribution.

To model the effects of the lowpass filter, we will assume
that it is a one-pole filter and model it by a one step

.difference equation.
y(n+l) = a y(n) + b e(n)

where y(n) is the filter output. The z-transtorm of this
filter is

bz-!

H(z) = T-5z=T

If the filter is to pass d.c. with unity gain, then
obviously b = l-a. . The z-transform of the autocorrelation
of the noise process at the filter output is given by

¢ (2) = H(z) H(z"l) ¢ (z)

The output noise spectrum is

E(1+

b2 [02 cos w - 0]
1 + a2 - 2a cos w 1+p2-2p cos w

¢Y(m) =

and the output noise power is

™
_ 1
NY = 5 f oy(m) dw
-
22
=G__k?____ 1+T——a—]
2(1l-a%) ap
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Note that this expression for the noise power on the
adaptive slicing level contains two terms, the first is
directly proportional to filtered white noise, and a second
term which may be considered the adaptive portion.

To determine the degradation in performance caused by the
noise on the slicing level, we shall use the results of the
previous section where it was shown that in a ideal channel

the expected bit error rate performance is

Pe=Q(____p:_
YN_+N_
vy

)

where Nv is the noise power on the video signal. 1In the
two sided digital domain N = oszT where B is the two
sided video bandwidth (after demodulation). T is the
sampling period. Therefore the performance ratio is
proportional to Ny/Nv.

If in the analog domain the lowpass filter has a bandwidth
-0 T

w,s then in the digital domain a = e © and for unity d.c.
gain b = l-a. It was shown in the discussion of
averaging slicers that a minimum filter bandwidth of
approximately 300 kHz was required to accurately estimate
the slicing level during the clock sync signal. If we .use
the same bandwidth in the adaptive slicer and assume that
the probability of a bit transition, (l-p), is one half
then
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This corresponds to a 0.5 dB degradation of performance
from ideal, and very little difference with that of the

averaging slicer, in an ideal channel. However Figure 4.6
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illustrates the behaviour of the adaptive slicer in a
Telidon channel with no noise or multipath. As one can see
the level of the adaptive slicer wanders up and down '
noticeably. This wandering is due to the intersymbol
interference noise on the sample points, which effectively
adds more noise to the slicing level, which degrades the
performance more than expected. As a result, an A
alternative topology for the adaptive slicer was decided
upon and this is shown in Figure 4.7. This more complex
implementation requires two filters, the first to obtain an
initial slicing level for word sync and initial data
decisions, the second is the adaptive. filter which tracks

the average d.c. level throughout the line.

The bandwidth chosen for the narrower adaptive slicing
filter was 90 kHz and it was implemented as a two pole
Butterworth lowpass filter. The performance of this
adaptive slicer in a Telidon channel is shown in Figure
4.8. The behaviour is much closer to the desired but one
should note that with this narrower filter, the delay and
therefore the response time to d.c. offsets produced by
multipath is longer. (Rise time to a step respdnse is on

the order of 30 bit periods).
Analysis in a Multipath Channel

The objective of using an adaptive slicer is to track
slowly varying "d.c." levels. These level variations are
due to wide multipath spreads, that is, delayed and
attenuated (using a complex coefficient) versions of the
Telidon line are added to the original line. Since the
sync pulse, the colour burst and the data stream are all at
different d.c. levels, delayed versions will cause

variations in the average d.c. level.
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As an example consider the multipath channel of PDUR=14 dB
discussed in [1]. This is a particularly bad channel and
the three dominant components of the multipath are shown in
Table 4.1. By discussing this case in particular, one can
obtain a general idea 6f when an adaptive slicer will

provide some improvement.

The first component of the multipath in Table 4.l is
delayed only a fraction of a bit period. This type of
close-in echo will not cause the d.c. level of the Telidon
line to vary. It will cause an offset from the nominal
level but this offset will be constant throughout the line
and the initial averaging filter should be able to estimate
it very well. 1In this case, the adaptive slicer would
offer no advantage in offsetting the degradation in

performance caused by the multipath.

The second component of the multipath in Table 4.1 is
delayed two and half bit periods. This type of close-in
echo will cause a slight jump in the d.c. level just after
the beginning of the clock sync signal but has no affect on
the level for the rest of the line. An appropriate
averaging slicing filter would cbrrect‘for this offset
during the clock run-in and thus an adaptive slicer would
offer no advantage in this case either. A strong echo of
this delay will cause the most degradation of the Telidon

system performance.

‘The third component of the multipath in Table 4.1 is
delayed twenty-five bit periods. This means the colour
burst of the delayéd signal will bé superimposed on the
clock sync of the original, and the clock sync of the
delayed will be superimposed on the data sequence of the
original, etc. The resulting Telidon signal should show a
d.c. shift shortly after the end of the data preamble.
That is, shortly after an averaging slicer would have its
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Delay
(nsec) (bit periods) Attenuation
42 .25 .08
411 2.5 .33
4125 25 .10
Table 4.1: Dominant Multipath Components in

MTP1050E.14 Channel (PDUR=14 dB)
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.level frozen. It is in this case that an adaptive slicer
offers an advantage, because it can track the change in
d.c. level after the averaging filter has provided a first

estimate. )

From this discussion, we immediately see that only in -the
case of isolated long multipath delays is the adaptive
slicer expected to be of advantage. Close~-in echoes can
not be handled by the adaptive slicer and will probably
negate any advantage obtained at long echoes if both are

present.

Simulation Results

The initial effort of the slicer simulation was to
determine the improvement possible using the modified
averaging slicer. Note that the receiver performance is
also a function of the symbol synchronization technique
used, thus when making comparisons one should take this
into account. The first set of results are given in Figure
4{9 where the bit error rate performance is shown as a
function of weighted video signal to noise ratio.

The lower curve in Figure 4.9 is the optimum BER curve.

The curve labeled (MA-MZ) refers to the decoder with a
modified averaging slicer and the modified zéro—crossing
BTR (as discussed in the next chapter). The curve labeled
(PK~ZC) refers to the ofiginal peak detector slicer and
zero—~crossing BTR which was simulated in the previous
report [l]. Both of these decoders are approximations to
actual hardware implementations. The fourth curve in the
figure, (PK-MZ), refers to the peak detector, modified zero

crossing combination.

In comparing the two approximations of hardware decoders,
(MA-MZ) and (PK-ZC) one notes the almost 3 dB improvement
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Figure 4.9 A comparison of performance of the different slicing techniques.




of the former over the latter. However, to determine how
much of this is actually attributable to the slicing
technique, one must coﬁpare the two curves with the same
bit timing recovery technique, (MA-MZ) and (PK-MZ). In
this comparison, we note that only about one half of the
improvement can be attributed to the improvement in slicing
technique. Still the improvement is considerable, and more

in line with expected receiver performance.

In Figure 4.10, we have used the same notation except that
we have introduced two new elements; the near optimum
symbol synchronization technique (COR) developed in the
ﬁext chapter and the wide bandwidth adaptive slicer (WAD)
discussed in Section 4.3. Comparing the (WAD-COR) to the
(MAV-COR) curve we see that the degradation in performance
due to the wide bandwidth adaptive slicer is approximately
0.5 dB and decreasing at higher signal to noise ratios. As
indicated before, this relative degradation of the wide
bandwidth adaptive slicer is due mainly to the effects of
ISI on the input samples.

Comparing the curve (MAV-COR) to the ideal curve, we note
that is Jjust slightly more than the 0.4 dB predicted in
Section 4.2. This difference increases slightly at higher
SNR, but as Chapter 5 will show this can be attributed to
the non-ideal symbol synchronization. This corraboration
of simulation with theory indicates that we have a good
model of the behaviour of the modified averaging slicer.
It also indicates that 1f implemented correctly, the
modified averaging slicer should be near optimum for a

white noise channel.

The narrower adaptive slicer (NAD) was first simulated in
an ideal channel to insure that it did not provide a
significant degradation from the modified averaging slicer,
under these conditions. Figure 4.11 shows the bit error
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rate performance of the two slicing techniques versus the
weighted video signal to noise ratio. To reduce the
dependence of the receiver performance on the bit timing
recovery techniques, all tests were done using the
correlator BTR, which is described in the next chapter as
being a near-optimal symbpl-synchronization strategy.

As can be seen in Figure 4.l11, the adaptive slicer performs
slightly better than the modified averaging slicer in a
Gaussian white noise channel. This can be explained as
follows. Both types of slicers start off with the same
initial estimate of the slicing level, but for the
éveraging slicer the level is frozen and the expected
variance of the level is proportional to the slicing filter
bandwidth (300 kHz). In the adaptive slicer the slicing
filter is changed to a 90 kHz filter, resulting in an
improved estimate of the slicing level and an improvement

in performance.

The performance of the two slicing techniques in a-
multipath channel are shown in Figure 4.12. The
performance shown is the result of a number of simulation
runs. There is very little difference between the two
slicers. The close-in echoes in the multipath channel
dominate performance so much that the choice of slicer,
adaptive or otherwise makes little difference. This
supports the discussion of section 4.3.2, and it indicates
that thosé'multipath cases in which the adaptive slicef

provides an advantage are extremely limited.

Summary of Performance of Various Slicers

There were two slicers of interest discussed. The first
was the modified averaging slicer which is an approximation

to a hardware slicer. This slicing technique was shown to
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be near optimal on a white noise channel. On a large
portion of multipath channels, its performance was no worse
than other proposed techniques.

The second slicer discussed was adaptive. It was pointed
out that the adaptive slicer will be of limited use on
multipath channels. Those channels where it does provide
an advantage are the ones with long multipath delays.
However, as multipath delays become longer, the
interference caused by the multipath is expected to become
weaker. This means there is less expected degradation of
?he channel and the adaptive slicer provides less

advantage.

Channels with long multipath delays are the most
objectional from a viewer's standpoint because of the
ghosting effect. Thus the adaptive slicer may only provide
an advantage on those channels which are unacceptable for a

video signal, which may make their use very questionable.
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SYMBOL SYNCHRONIZATION ALGORITHMS .

The objective of this task of the contract was the
implementation of a suitable improved bit timing recovery

(BTR) technique. The performance improvement that can be
achieved is quantified by simulation and comparing the ’

results with other technigues.

As mentioned in the previous chapter, the bit error rate
(BER) performance is dependent on both the slicing level
algorithm and symbol synchronization. Thus one must Dbe
careful to keep the slicing'level constant when comparing

between the different techniques.

This chapter is organized into five sections. The first
section reviews existing BTR algorithms, sections two and

three discuss an existing hardware technique and a new

technique, a modified version of the zero-crossing BTR and
a BTR scheme based on a correlator. The fourth and fifth
sections compare the analytical and simulation performance

of the different techniques.

Existing Techniques

In the existing Telidon simulation program, there were two
techniques of clock synchronization. One was ideal which

provided a upper bound on performance, but obviously is not

typical of a realistic circuit. The second BTR technique
was based on a Telidon receiver in which the slicing level
determination and bit timing recovery were coupled
together.

In this receiver, the slicing level was first estimated and

then a zero crossing detector was used to choose the one

out of five clock phases which was closest to the zero
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crossing. The performance of this technique is discussed
in [1] but there are two serious problems with this

technique.

~ An error in the slicing level will result in an error in

the clock phase.

- The clock phase'ié estimated from a single zero crossing.
Thus only a small fraction of the signal energy in the
two byte clock sync signal is being used to estimate the
clock phase. The estimated clock phase tends to be very

. sensitive to noise and other forms of interference.

The techniques explained in the following two sections are

an attempt to overcome these problems.

Modified Zero Crossing BTR

The first point to be noted about the existing BTR scheme,
is that there is no need for the slicing level estimation
and the clock phase estimation to be so dependent upon each
other. During the clock sync signal, the slicing level
circuitry is attempting to estimate the d.c. level of the
signal, while the clock phase circuitry is attempting to
estimate the phase of the 2.863636 MHz clock signal.

The obvious improvement that can easily be made is to
bandpass filter the received signal before estimating the
clock phase. The specific technique of this decoder is to
bandpass the received signal and then choose the clock
phase which is closest to the sixth negative going zero
crossing of the filtered signal. ‘The phase is chosen as

one of ten possible discrete clock phases.
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A block diagram of the BTR scheme is given in Figure 5.1.
The bandpass filter simulated is shown in Figure 5.2. This
filter is simpler, than the actual hardware implementation
but the transfer characteristic and performance should be
similar. It has the added advantage that with proper
choice of components it introduces no delay of the 2.863636
MHz clock sync signal.

With the parameters chosen as shown in Figdre 5.2, this
filter has a low Q (on the order of 1) and thus does not
remove a large portion of the noise, its most beneficial
effect would seem to be the removal of the low frequency
noise as well as the d.c. Although this filter has a very
different circuit implementation than the circuit which
does the same duty in the correspbnding hardware decoder,
the amplitude response would seem to be very similar over
the 4 MHz video bandwidth.

Although this approach does proVide a solution to problem
of minimizing the dependence of the BTR performance on the
slicing level, it leaves the fact that the clock phase is
determined from a single zero crossing. However one would
expect some reduction in the effects of noise and
interference on the estimate because of the bandpass

filtering.

Correlator BTR

In an attempt to overcome the limitations of using a single
zero crossing to estimate the clock phase, a bit timing
recovery scheme was developed based on correlating the
received preamble clock with the different phases of the
receiver clock. The correlation process is shown in Figure
5.3. It includes a bandpass filter and limiter the same as

in the modified zero crossing method of Section 5.2. The
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limiter is then fed to a bank of correlators, consisting of
multipliers followed by averaging lowpass filters. The
multipliers would be implemented digitally as exclusive NOR
gates. ‘

For maximum correlation, the receive correlation clock
should be at the same frequency as the clock preamble
(2.863636 MHz), half of the bit rate. It had been
originally .suggested that the output of the averaging be
compared to a threshold, and to choose the clock phase
which is the first to cause the threshold to be exceeded.
However, it may be more prudent because of the potential
effects of multipath and noise to choose the actual maximum
of the correlator outputs after a £ixed length of time.

An example of the action of multipliers, and a plot of the
ideal correlation output as a function of clock phase is
shown . in Figure 5.4. The linear relationship indicates
that the clock phases should be uniformly spaced to
minimize the potential error. The number of clock phases
was chosen to be five, to be consistent with a previous
circuit as well as to provide a circuit which can be
implemented with a relatively low component count. A
hardware block diagram of how the decision making portion
of this correlator based bit timing recovery scheme might
be implemented is shown in Figure 5.5.

Performance Analysis

This section does an approximate analysis of the effects of
three different bit timing recovery schemes, zero-
crossing, modified zero-crossing and correlator, on the bit

error rate performance of the Telidon system.
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The objective of the bit timing recovery circuitry is to
estimate the phase of the clock in the clock sync portion
of the preamble sequence, this allows the appropriate
sampling of the received data sequence. Since the object
of interest is the clock phase, the main degradation in its
estimation is due to phase noise on the clock sync signal.

If we consider the clock sync portion of the data line in
isolation (and a.c. coupled) then it can be considered as a
bandpass signal centred around the clock sync fregquency of
2.863636 MHz, with additive white noise. This is
illustrated in Figure 5.6a. In a bandpass system, the
phase noise caused by additive white noise is mainly due to
the guadrature component of the noise [4]. In fact the

phase noise is approximately

n (t)
9.(t) =

where nq(t) is the quadrature component of the noise, and A
is the received signal amplitude. Note that if E né(t)=o2

then the variance of the phase noise is

which is approximately

thd
o3

2 - -1 . (.2
O'e— (SNRO) = (r;

o

where SNR, is the digital signal to noise ratio as defined
in [2] and L. is ‘a weighting factor dependent on the pulse

shaping. (Lm = 1.04 for 100% raised cosine pulse shape).
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The objective of the different BTR schemes is to reduce éé
as much as possible. The zero crossing scheme simply uses
the television receiver filtéring to reduce noise as shown
in Figure 5.6b. Since this filtering is also applied to
the noise on the data, this provides the baseline case
with

2 . =1
oy = (SNRO)

The modified zero-crossing technique inserts a narrower
bandpass filter around the clock sync signal to provide a
noise advantage as illustrated in Figure 5.6c. The
advantage is proportional to the bandwidth advantage of the
bandpass filter. The noise advantage where the video

bandwidth B, (assuming white noise) for this filter is

B
N, = g v = 1.66 dB
v .
f ,T(w)l2 duw
0

The correlator based BTR technique can be considered as

convolving the received signal with the impulse response

sin wct 0 < t < Tc

h(e) = {, t > T,

‘which has the amplitude response

j(wo-w)Tc/2 sin(w-mO)Tc/é

(wo-w)

H(£f)=-7Je )

"y -j(wo+w)Tc/2(sin(w+w°)Tc/2
Je (m+w°)
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which is a narrow bandpass’ filter centred on the clock sync
frequency as shown in Figure 5.6d. The bandwidth of this
filter is approximately 2/Tc, where T, is the duration of
the correlation process (approximately 14 bit periods) so
that the bandwidth advantage of this case over the base

line is

_ Bv S 4.0 MHZ
a (2/Tc) - (2+5.72 MHz/14)

6.9 4B

The expected BER performance of an ideal channel is a
function of oe/T illustrated in Figure 5.7. The
corresponding oe/T values for the three techniques
discussed are shown in Table 5.1, Note that o, is in

radians and that n radians corresponds to a bit period (T)
since the clock sync signal runs at half the bit rate.

The performance curves for these three diffe;ent BTR
techniques are penciled in on Figure 5.7. As upper curve
indicates the original zero-crossing BTR could cause a 2 dB
degradation of performance at low Eb/No. The modified zero
crossing approach should improve performance by between 0.5
and 0.75 dB, while the correlation BTR will add an
additional improvement of approximately the same amount.
Note that higher Eb/No all three BTR curves approach the
optimum.

The curves shown in Figure 5.7 are for continuous clock
phase distributions. In the Telidon system, the clock
phase is chosen from among a number of discrete clock
phases. This implies that there is an additional factor to
consider in the variance of clock phases. The receiver

clock is not synchronized with respect to the data,
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Zero-Crossing Modified Zero-Crossing| Correlator
B, | 7e | et o | oewr e f ey
(dB)
6 .36 .115 .297 .095 .163 .052
7 .322 .102 .265 .085 145 | .046
8 .287 .09 .237 .075 .130 .041
9 .256 .08 211 .067 .166 .037
10 .228 .07 .188 . 060 .103 032
1L .203 .06 168 .053 .092 .029
g -l
(uses relationship oé = (Ei ﬁg) , 1.04)

Table 5.1:

Normalized Phase Deviations for Different BTR Schemes.




initially, so that given a zero crossing, ¢, the closest
clock phase from the set of discrete clock phases should be
unifo:mly distributed about this point, that is, if ¢ is

the phase of the clock chosen then

w m
b 2= < ¢ < 6, + B
p(¢l¢z)={ z 2N A 2N

o Al

otherwise

where 7 radians corresponds to T seconds and N is the
number of clock phases. One could assume that the zero
crossings were Gaussian distributed, so that tﬁe zero
crossing distribution is .

—d2 2
¢z/2oe

1.
e

/2noe

ple,) =

and then using Bayes theorem, the clock phase distribution
is ‘

-]

[ p(e,:8,) de,

p(d)

[ e(e]e,) ple,) do,

and we are interested in the variance of the resulting

clock phase distribution

E¢2 = [ ¢2p(¢) d¢.

-l
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However by noting that the error on the resulting clock

phase is
$ =0, * 9,

where ¢, is the error introduced by the noise on the zero
crossing and 9o is the error introduced by the discrete
clock phase, and that these are independent, so

E¢2 = E¢2 + E 42

and that if ¢ _ has a uniform distribution over [-n/2N,
7 /2N] then

1 2

2 - 2 - 42 —
9 = E¢® = 9z * 13 (N)

where © is the bit period and N is the number of clock
phases. Evaluating the phase deviation introduced by the
discrete clock phases for N=5 and N=10 we obtain

2
N E¢c(rad) Ge/ﬂ
5 .032 .058
10 . 008 .029

Note that the phase variance introduced by the discrete
clock phases is fixed and does not decrease with increasing
Eb/No' This implies that this 1is a constant degradation of
performance, and for the case N=5 (ce/n corresonds to ce/T
in Figure 5.7) the resulting phase variance will cause a

degradation of 1.5 dB in performance at higher Eb/NoS‘
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The results of this section should be interpreted more in a
qualitative manner rather than quantitatively. The
analysis includes a number of assumptions about the channel
and data detector, and the performance curves of Figure 5.7
contain some hidden assumptions about the distribution of
phase errors. However, it should reflect the relative
performance gains expected from the varioﬁé techniques and

their limitations.

Performance Simulation

One difference between the practical situation described in

Section 4.4 and that which was simulated was that in the
simulation the discrete clock phases were only allowed to

vary randomly by an integer number of samples with respect
to the signal. As a result only discrete phase errors can
occur. This still allows a reasonable representation of
the effects of phase noise on the sampling times (the
continuous representation is replaced by a discrete
distribution, i.e., a histogram with intervals centred on
the sample points.) but the effects of discrete clock phase
are somewhat distorted. Fortunately the former effects
dominate the later over most of the range of Eb/No
considered, however o6ne may still expect a shift in the

performance from that predicted in the previous section.
BER Performance

The bit error rate (BER) performance of the different BTR
schemes is a strong function of the slicing level algorithm
so any performance comparisons must be done with a fixed

slicing level algorithm.
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The following Figure 5.8 shows the performance of the three
BTR algorithms with the modified averaging slicer in a
Gaussian noise channel. From this figure one notes that as
one progresses from the zero crossing to the modified zero
crossing to the correlator there is about a one half dB
improvement at each stage. The 90% confidence limits on
these curves are approximately *10% of the BER value. This
half dB improvement with each improvement on the BTR scheme
is consistent with that predicted by analysis. The best of
the techniques is the one based on the correlator and it is
about one half dB from'oPtimum over this range of Eb/No”
very close to what was predicted from analysis. The
confirmation of the analytical results by the simulation,
would indicate that for an ideal channel the modified
averaging slicer is very nearly optimum. This is because
the differences of the curves in Figure 5.8 from the ideal
curve can be mainly attributed to the bit timing recovery
errors. Note that at higher video signal to noise ratios,
the differences with ideal become larger; as discussed in
Section 5.4, this can be attributed to the effects of _
discrete clock phases beginning to dominate the effects of
noise.

In Figure 5.9, the performance of two BTR techniques with
the peak detector based slicer are shown. The first thing
one notes is the deterioration in performance due to the
much poorer slicing technique. Secondly, the combination
of the peak detector slicer and zero crossing BTR, degrades
performance even more than might be expected, this is
because of the coupling of the two processes in one version
of the receiver hardware. However the other technique does
seem to have the relative difference predicted by

analysis.
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5. 5.2

Coding Performance

In addition to gross BER performance, of particular
interest in the Telidon channel is the coding performance.
In particular, a correlation in the bit errors may degrade
the performance gain expected from the coding algorithm.
Inherent in the Telidon channel, one may expect some
correlation among errors due to the fact that the slicing
level and clock phase are frozen for the length of a
packet. Over the long term, these effects will average out
and the gross BER performance should approach that of
independent errors. However, there is still the

possibility of short term correlation of errors in packets.
This can cause a degradation in the coding performance

because the coding algorithm works on a packet basis.

To exhibit the dependence of the "C" coding algorithm on
the BTR scheme, Figure 5.10 shows the fraction of packets
lost as a function of the input BER to the decoder. Also
shown on the graph is the theoretical perfofmance of the
decoding algorithm in a white Gaussian channel with
independent errors. '

There are several interesting things to note about the
curves in Figure 5.10. The fraction of packets lost as a
function of BER (not Eb/No) is very similar for both the
zero crossing and modified zero crossing BTR schemes, at
high BER rates. 1In fact they both cross the ideal curve at
BERs greater than 4 x 10~3 and provide better performance
in terms of fewer packets rejected at high BER. This type
of behaviour would tend to indicate that bit errors are
bursty or correlated and are more likely to appear in the-
same packet. This can be explained by the fact that both

of these methods use a single zero-crossing to estimate a
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clock phase which is used for the whole packet. A packet

- with a bad estimate of the clock phase is liable to have a

number of errors. This also explains the much poorer
performance of these two techniques at lower BERs.
Although errors and bad clock phases are 1e53‘1ikely at
lower bit error rates, when a bad clock phase estimate does
occur, it is liable to introduce a number of errors into a
packet, more errors than the decoder can correct and so the

packet must be rejected.

The results using the correlator BTR scheme follow nearly
exactly the theoretical curve until low BER. At low BERs,
éhe effects of discrete clock phase is causing the
degradation from theoretical. The fact that this scheme
follows the theoretical curve so well confirms the
explanation of the behaviour of the other two schemes

described above.

The threshold shown on Figure 5.10 refers to the maximum
acceptable fraction of packets which can be rejected. Note
that BERs where the zero crossing schemes perform better
than "theoretical" are above this limit and therefore do
not deserve much consideration. Below this threshold there
is a significant degradation of performance using the
zero-crossing schemes. At BER of 5x107%, ten times more
packets are rejected when these schemes are used than in
the theoretical case. This is a very significant loss in
performance and would seem to wipe out a large portion of

the coding advantage.

To achieve the coding gain which was expecﬁed using the C
code, these curves would seem to indicate that one has to
use a more complex BTR scheme such as the correlator, in
order to provide a reasonably white error process. The

alternative to this is to vertically encode the sequence,
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that is, to code across packets as in the bundle code

rather than along the packet. If the codeword consists of
one bit or possibly one byte from each packet for a number
of packets, then the error process (sinCe_the clock phase

errors are random) is likely to be more white,

However vertical encoding alone will upset the present
format of the Telidon signal. If the bundle code is
chosen, which performs C coding of packets both
horizontally and vertically, then the above discussion
would suggest doing the vertical decoding first where- the
errors should be reésonably white and one can take full
advantage of the code. Followed by horizontal decoding
where the remaining error sequence may be more white.

BER Performance in a Multipath Channel

The performance of the three BTR schemes with the modified
averaging slicer is shown in Figure 5.11. This multipath
channel has a PDUR of 14 dB and is described in detail in
[1]. This multipath channel is particularly bad from the
Telidon viewpoint in that it has two strong close-in
echoes. These echoes should cause little degradation of
the TV picture, but as Figure 5.11 illustrates there is
little hope of using it as a Telidon channel at these

signal to noilse ratios.

One notes from this figure that there is little difference
between the different BTR schemes in this channel, although
the correlator has about one dB better performance than the
zero crossing based BTR, this makes little difference in
the BER. In this case, any degradations due to the
receiver hardware are dominated by the channel
degradations. A simulation of an RF propagtion model in
[2] produced distributions of VHF multipath channels that




-2

. 10 ?

0 )

L

o

Ly

u-

O

o]

8 i
-3 0

R ) - Ut

1

-4 .
10 T Ll 1} ¥
24 25 26 27 28 ' 29
TVSNR in dB
13-MAR-85 . MA Slicer
Various BTR schemes
ZC MZ . .

Figure 5.11 A comparison of the different BTR techniques in a multipath channel.



one might expect in urban and rural environments, and
produced this channel as one example. While all multipath
channels are not as bad as this one, it does point out that
some chénnels will be of no use for Telidon unless some

- type of channel equalizer is in place.

Summary of Performance of Various BTR Schemes

Three bit timing recovery schemes have been described and
compared in terms of performance. The first two schemes
which base estimates of the proper clock phase on a- single
zero crossing, are similar to two hardware decoders that
ﬂave been developed. The third method is closer to optimum
and in practice would require more complex circuitry.
However simulation results do indicate that it would
provide a half dB improvement in gross BER performance over
the best of the two other techniéues. Simulation has also
shown that the performance of the coding algorithm would be
much enhanced with this technique. In terms of channel
distortions, it appears that improved bit synchronization
will not pfovide much relief for the problems of severe

multipath channels.
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. VALIDATION OF THE DATA CHANNEL SIMULATION PROGRAM

In this section, validation of the data channel simulation
program is discussed. To develop an appreciation for the
difficulty of this task, we begin with an examination of an
ideal validation scenario. 1Ideally, one would like to use
real measurement data and perform a comparison of simulated
and measured performance. To set up corresponding
simulation runs one requires an accurate indication of the
channel and noise characteristics for the measurement
scenario, as well as an accurate simulation model of the
teletext decoder used in the measurement program, and an
exact match between the parameters of the simulation model
(circuit time cohstants and filter bandwidths) and the
hardware decoder used for the measurements. In addition to
the above, one must also ensure that decoder hardware
problems, such as sampling clock offsets and stability, do
not colour the measurement results. If one is able to
satisfy all the above prerequisites, one should obtain a
reasonable match between simulated and measured
performance. It is apparent from the above discussion that
a precise validation would be ditticult to achieve, given
the amount and accuracy of the prerequisite data reguired.

Validation of the data channel simulation program has
involved incorporating CRC field and lab measurement data
into the simulation program,'as'well as DOC and EIA data on
transmitter and receiver characteristics. The impulse
responses extracted during the field measurement program
were end-to-end inphase (real) impulse responses [11].

Ideally, one would like to extract complex baseband end-to-
end impulse responses to characterize the vestigial
sideband nature of the channél.. Complex baseband impulse
rsponses are essential for factoring out the multipath
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channel characteristics from the measured end to end
channel responses and examining the nature of the overall
channel in the Nyquist slope region of the receiver. They
are essential for isolating the responses of fundamental
components of the teletext system so that the performahce
of advanced teletext receivers (characterizing the
pertormance ot carrier recovery systems and complex
baseband equalizers) can be accurately predicted by
simulation [12]. As documented in [11], it was clear that
the necessary improvements to the CRC impulse response
extraction system could not be incorporated in the field
measurement system in time to provide complex baseband
impulse responses for this contract. This is not a serious
weakness for one-shot validation runs, as inphase impulse
responses are sufficient for testing decoder performance

under realistic channel conditions [11].

The validation approach is illustrated in Figure 6.1.
Inphase impulse responses from the field measurement
program are incorporated in the simulation program and
simulated performance compared to measured performance.
Simulation runs are also performed with transmitter aﬁd
receiver responses that are more realistic than the nominal
zero phase responses used in [l]. Since it is impossible
to factor out the multipath characteristics from the
measured end-to-end channel responses without complex
baseband impulse responses, typical multipath channels
generated using our VHF multipath propagation simulation
[1], [2] will be incorporated. |

In addition to this, simulation programs of other
investigators, specifically P. Fockens and C. Eiler of
Zenith Radio Corporation and M. Pittarelli of DOC, were

examined. These simulation programs did not incorporate
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specific teletext decoder implementations, but rather
extracted properties of the eye diagram (i.e. eye height,
eye width, and overshoots) as figures of merit. Although
one cannot compare average bit error rate performance, one
can set up corresponding simulation scenarios and
essentially perform a “waveform validation" by comparing

the resultant eye diagrams}

The two teletext decoders considered in the validation
section are referred to by the acronyms PK-~ZC and MA-MZ.
These decoders employ suboptimal data detection' procedures
and are representative of commercially available teletext
decoders. The operational aspects of these decoders will
be briefly summarized here.

With both decoders, the two byte clock sync signal,.an
“alternating one-zero bit pattern [6], is used to serially
estimate the slicing level (dc - offset) and clock phase.
The PK-ZC decoder first estimates the slicing level, using
two peak detection circuits to follow the most and least
positive signal excursions. These peak detection circuits
have a short charging time and a long decay time. The peak
detection outputs are smoothed and the slicing level taken
midway between the two peak values. This slicing level
technique is very sensitive to noise peaks, and has been
substantially improved in the MA-MZ decoder. The MA-MZ
decoder uses an averaging technf&ue employing a 270 kHz
second order low pass filter to determine the slicing

level.

Probably the worst feature of the PK-ZC decoder was that
after the slicing level was established, it used only a
single zero crossing of the sliced data signal to choose
between one of five possible clock phases. The

interdependence of symbol synchronization and slicing level
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.
estimation means that a slicing level error results in
further degradation because it introduces an error in clock
phase. This has been improved in the MA-MZ decoder, where
slicing level and clock phase éstimatiOn are independent
and a noise prefilter has been included in the clock
synchronization circuit. Unfortunately, a single zero
crossing is still used to establish the clock phase,
although the jitter has been reduced somewhat by choosing

one of ten possible clock phases instead of five.

In [1], it was stated that the performance of the PK-ZC
detector was relatively poor, especially in multipath
environments. Furthermore, performance is strongly
dependent on model parameter settings such as the peak
detector reference voltage settings, time constants andlthe
activation point where the peak detectors start to operate.
Because of this sensitivity, and the fact that it is
difficult establishing an exact match between the
parameters of the specific decoder used in the measurements
and the software model, it was recommended that the more
ideal averaging slicing level decoder be used to gather
measurement data for channel validation. In addition to
performing better, this decoder is easier to simulate and
not nearly so sensitive to parameter settings of the model.
It was planned that at least a limited number of field
measurements would be conducted with this decoder to supply
validation data tor this contract. Characterization of the
perftormance of the MA-MZ decoder in a back-to-back mode
under controlled laboratory conditions (known levels of

thermal noise injected into the system) was also planned.

Unfortunately, CRC had not received an operational version
of the MA-MZ decoder by the completion date of this

contract. The models of the averaging slicing level
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decoder tested by CRC personnel under controlled laboratory
conditions performed significantly worse than the peak
decoder, which clearly indicates some type of fault or
problem. As a consequence the field measurement validation
runs will have to be performed with the PK-ZC simulatién
model. The performance level that would be expected for
the prescribed channel and operating point (video signal to
noise ratio) with the MA-MZ decoder is also provided. A
partial validation involves verifying that one does, in
fact, obtain better simulated performance with the
averaging slicer than that measured with the peak detector
decoder. The lack of measurement data for the averaging
Slicing teletext decoder is a major setback for the

validation procedure.

Waveform Validation and Database Selection

Simulation programs devéloped by M. Pittarelli (DOC) and by
Zenith Radio Corporation have been reviewed. As alluded to
.earlier, these simulation programs extract eye diagram
parameters (i.e. eye height, eye width, and overshoots),
which serve a figures of merit for system performance. The
Telidon channel simulation program was developed to test
the pertormance of teletext receiver implementations,’
incorporating slicing level estimation and bi£ timing
récovery, with and without optimum linear equalization.
The actual bit error rate performance of‘the syStem is
evéluated by our simulation program. Furthermore, the
resulting error sequences are stored in a compressed format
for subsequent processing by a coding analysis program for
assessing the performance of alternative coding strategies.
Since our primary concern is actual system performance,
routines for eXt;acting eye diagram parameters have not
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been developed. However, the Telidon channel simulation
program does have the capability of generating eye diagram
plots, and the eye height, eye width, and overshoot
parémeters can be measured from these plots.

The simulation program developed by M. Pittarelli [13] is
essentially a baseband simulation program which does not
consider the vestigial sideband nature of the teletext
transmission channel. A block diagram of this simulation
program is provided in Figure 6.2. The shaping filter
represents the pulse shape, while the lowpass filter limits
the data spectrum and is representative of the spectrum
limiting imposed by the lowpass filter called for in the
BS-14 specification [6]. Amplitude and group delay
distortions can also be prescribed and their effect on the
eye diagram quantified. In [13], a large number of results
are presented for various combinations of raised cosine
rollott tactors, lowpass filters, and amplitude and group
delay distortion characteristics. We will not attempt to
duplicate all these simulation results, but will
concentrate on a few of the more interesting results. We
will restrict our attention to the 100% raised cosine pulse
shape (RC-100) and a lowpass filter (DOCLPF) with the
amplitude response prescribed in Figure 6.3. TwoO group
delay distortion characteristics, denoted by DOCGDl and
DOCGD2, illustrated in Figures 6.4 and 6.5, respectively,
have been included in our database. In [13], the data
pulse amplitudes are prescribed to be 0.25V (35 IRE). Eye
diagrams for the simulation scenarios prescribed in Figure
6.6 have been obtained withvour simulation program. The
results from the Telidon channel simulation program are
compared to the DOC simulation results in Figures 6.7, 6.8,
and 6.9. Given that these eye diagrams are evaluated for
difterent data sequences, these eye diagrams are in
reasonable agreement, exhibiting the same trends. It is
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‘clearly evident that more traces are incorporated in the
DOC eye diagrams. Plotting execution time over slow data
links dictated the choice of the number of traces
considered in the Telidonvchannel simulation program eye
diagram. The measured eye diagram parameters are compa;ed
to the values obtained with the DOC program in Table 6.1.
Given the accuracy with which parameters can be measured
from eye diégrams plots, these results are in reasonable
agreement with the DOC results. It is apparent that group
delay distortion can cause significant distortion in the
‘eye diagram, causing the eye to become asymmetrical
(skewed) with significant eye closure. This is especially
the case for the group delay illustrated in Figure 6.5
(DOCGD2), which steps from roughly 100 nsec over the 0-1
MHz to -100 nsec over the range 1-2 MHz (see the

corresponding eye diagram in Figure 6.9). These excursions:

are just beyond the *80 nsec group delay masks for
transmitters over this frequency range.

The simulation program developed by Zenith Radio
Corporation [14] is more closely related to the Telidon
channel simulation program [1]. That is, they have
considered a vestigial sideband complex baseband system
with individual component filtér blocks similar to those
Qefined in Figure 6.1 for the Telidon program. A number of
transmitter and receiver responses are presented in [14].
The nominal transmitter and receiver responses presented in
[14] are not appreciably different from the nominal zero
phase transmitter and receiver responses used for system
pertormance evaluation in [L]. Consequently, these
responses will not be incorporated in our database.
However, there is some very useful data presented in [14].
In particular, measured characteristics of a St. Louis,
Missouri transmitter are provided. The tabulated amplitude
and group delay responses for this transmitter are supplied
in Table 6.2. The amplitude and group delay responses of
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Simulation{Eye Diagram Measured Values Computed Eye
Scenario Parameter |(From Telidon Program) Diagram Parameters
A Eye Diagrams From DOC
Simulation
A Eye Openingf{ 79.3% (55.5 IRE) 76.51% . (53.6 IRE)
Overshoot 12.14% (8.5 IRE) 12,1% (8.45 IRE)
Eye Width 89% (155 nsec) 88.64% (154.76 nsec)
B Eye Opening{ 67.2% (47 IRE) 67.2% (47 IRE)
Overshoot 23.3% (16.3 IRE) 24.32% (17.02 IRE)
Eye Width 73.3% (128 nsec) 70.91% (123.81)
c Eye Opening| 44.3% (31 IRE) 44.9% (31.4 IRE)
Overshoot 27.7% (19.4 IRE) 27.34% (19.13 IRE)
Eye Width 57.4% (l00.2 nsec) 57.27% (100 nsec)
Table 6.l: Comparison of Measured Eye Diagram Parameters With

Values Obtained With DOC Simulation.



FREQUENCY (MHZ) AMFLITULE (DB) GROUP DELAY (NANOSEC)
-5.6, 0.. - .‘”4 <870,
-5.5, 0., -655.
-5.4, 0.. -650.
-5.3, Q.. -635,
-5,2, 9., -625.
-5.1, 0., -610.
-s5.0, Q.. -580.
-4.9, Q.. -575.
-4.8, 0., -550.
-4.7, C.. -518.
-4.6, e.. -510.
-4.5, 0., -485,
-4.4, Q., -460.
-4.3, 0.03, -415.
-4.2, 0.063, -410.
-4.1, 0.156, -380.
-4.0, 6.250, -350.
-1.9, 0.344, -325.
-3.8, 0.427, -27S.
-3.7, 0.344, -275.
-3.6, 0.250, -220.
~3.5, 0.344, -200,
-3,4, 0.437, -140.
-2.3, 0. 344, -80.
-3.12, 0.250, -60.
-3.1, . 0.15%6, -40.
-3.9, 0.250, -10.
-2.9, 0.344, 10
-2.8, 0.437, 0
-2.7, 0.531, -20
-2.6, 0.625, -50,
-2.5, 0.718, -65,
-1.4, 6.812, -80.
~2.3, 0.906, ~60.
-2.2. 1.00, ~40.
-2.1, 1.00, -40.
-2.0, 1.00, -30.
-1.9, 1.00, 10
-1.8, 1.00, 0
-1.7, 1.00, 30.
-1.6, 1.09, 40
-1.,5, 1.00, 50
-1.4, 1.00, 30
-1.3, 6.833, 20.
-1.2, 0.666, 0.
-1.1, 0.5, 0.
-1.0, 0.5, 0.
-0.9, 0.5, 0.
-0.8, 0.5, 0.
-9.7. 6.5, -10
-0.6, 0.5, -30.
-0.5, 0.666, -10.
-0.4, 0.833, 40.
-0.3, 1.0, 40,
-0.2, 1.0, 20,
-0.1, 1.0, 10,
5.0, 1.0, 0.
0.1, 1.0, 10.
9.2, 1.0, 20,
0.2, 1.C. 40,
0.4, 6.233, 40.
9.5, 0.656, -l0.
2.8, ¢.5, -30.
0.7. e.s, -10.
9.8, -0.8192, 0.
1.9, -2.7235, 0.
t.a, -5.1927, 0
L, -8.5259, 0
1.2, -14.4348, 0

Table 6.2 : Measured Broadcast Television Transmitter,
EIATX, as Presented in [14].
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this transmitter are supplied in Figures 6.10 and 6.11,
along with the amplitude and group delay masks prescribed
in [15]. Note that these responses are well behaved,
falling within the prescribed amplitude and group delay
masks for the most part, and can be considered as
representative of broadcast transmitters. Also provided in
[14) is a television receiver model with the following

characteristics:

(i) a tuner with negligible deviations of a flat

response and zero phase,

(ii) a SAW IF filter with linear (zero) phase with a
Nyquist slope amplitude response around the picture
carrier, -6 dB response at the chroma subcarrier,
and -13 dB response at the equivalent 4.2 MHz video

frequency,
(iii) an inphase second detector,

(iv) with a sound trap with a 3 dB bandwidth of
approximately 1 MHz and a minimum phase response,

and

(v) finally, with a single amplitude equalizer lifting
the video response at 4.5 MHz including its minimum

phase response.

The amplitude and group delay responses of this receiver
are supplied in Table 6.3 and plotted in Figures 6.12 and
Figures 6.13, respectively. Although not directly
applicéble t0 commercial home receivers, the group delay
tolerance masks for television demodulators are presented
in Figure 6.14, for wideband and bandwidth-limited modes..
Undoﬁbtedly, the tolerances on commercially available home

receivers will be worse (greater) than those applicable for
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Table 6.3 :Televisicn Receiver Response, EIARX, as Présented

AMPLITUDE (DB)

-45,37.
~43.90.
-39.08,
-30.21,
~24.83,
~27.49,
-68.97.
-22.51,
-15.10,
-10.99,
-8.45,
-6.52,
-3.65,
-2.62,
-1.90,
-0.60,
.02,
.35,
.50,
.53,
.S3,
.06,
.03,
-0.086,
-0.18,
-0.35,
-0.58,
-0.85,
-1.17,
-1.56.
-1.99,
-2.49.
-3.06,
-3.68,
-4.38,
-5.16,
-6.02,
-5.98,
-8.05,
-9.23,
. -10.56.
~12.04,
--13.72,
-15.83,
-17.83,
-20.40,
-23.48,
-27.28,
~32.23,
~39.23,
-51.25,
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-7¢.00,
-80.00,
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65.201
79.317

133.
227.
368.
4485,
472,
465,
428,
372.
309.
249.
136.

052
471
501
732
45%
926
882
372
488
668
081

92.258
70.738
35.563
17.015
7.395

2.545

0,233

-0.741
-0.317
-0.278
-0.241
-0.,207
-0.175
-0.145
-0.118
-0.093
-0.072
-0.053
-0.037
-0.024
-0,013
~0.006
-0.001
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statioﬁ demodulators. This raises serious doubts about the
accuracy of the essentially zero group delay characteristic
assumed for the EIARX receiver response. As discussed in
[l6],'the attenuation in the receiver Nygquist slope can
result in departures from linear phase, even for surface
acoustic wave (SAW) filters. A general characteristic of
surface acoustic wave filters is the presence of echoes, in
particular triple transit echoes. This gives rise to
relatively fast ripple in the group delay response. This
characteristic is illustrated in Figure 6.15, which shows
the group delay response'of Tektronix station demodulator.
Note that *30 nsec ripples are not uncommon, and thatAthey

can be as bad as 50 nsec.

A more realistic candidate receiver reéponse for the
database can be formed by cascading the EIARX response with
a typical SAW filter group delay response. The amplitude
response of EIARX is quite realistic. This new candidate,
POSTX, was generated by adding the group delay function

wa)

G(£) = 30 siﬁ(o'

nsec,

where £ is the frequency in MHz, to the EIARX response.
The resulting group delay characteristic is illustrated in

Figure 6.16.

Inyihe Zenith-simulation, responses are supplied for the
pulse shape, transmit and receiver filters, and the
resulting eye diagram parameters extracted. A minor change
was made to the bit rate, r, = 5.688889 MHz, to facilitate

obtaining 18 samples per bit period. This is only a change

of 0.67% and should have little consequence on the results.
In generating cur eye diagrams, only ll samples per bit
period. are used. Because average bit error rate

performance is established with our simulation, a large
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number of bursts must be simulated, and for computational
etticiency the number ot samples per bit must be kept as

small as possible.

The pulse shapes considered in the Zenith simulation are
raised cosines with rolloff rates of 55%, 70% and 100%.
The pulse amplitude was selected to be LOO IRE units. A
large number of Scenarios were considered in [14], and will
not be repeated here. Attentioﬂ will be restricted to the
scenario illustrated in Figure 6.17. The characteristics
of the video bandlimiting filter EIAVBL are tabulated in
Table 6.4, and this filter is essentially a 4.35 Mz (3 dB
BW) lLowpass tilter. The eye diagrams obtained with the
Zenith simulation are provided in Figure 6.18. The eye
opening, eye width, and overshoot parameters are difficult
to read from this figure, which serves mainly as an
indicator of the shape of the resulting eye diagrams. The
eye diagrams for the RC-100, RC-70, and RC-55 pulse shapes
obtained with the Telidon channel simulation program are
presented in Figures 6.19, 6.20, and 6.21 respectively.
The basic shapes of the eye diagrams agree well with those
presented in Figure 6.18 (note there are clear differences
in the perspective between these eye diagram plots). It is
adlso clear that some type of normalization must have been
applied to constrain the output pulse amplitudes to 100 IRE
in the Zenith simulation. Note that the overall system
gain at the picture carrier is 1 dB with the prescribed
filters in Figures 6.17, which gives a peak to peak output
data amplitude of 112.2 IRE. This phenomena has been
observed on the eye diagrams produced by the Telidon
channel simulation program. The extracted eye parameters
from Figure 6.19, 6.20, and 6.21 are summariied in Table
6.5, and compared to the values presented in Table I of
reference [14]<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>