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Abstract

This report is devoted to the dynamic {ile allocation problem in a

. three- computer network, which is not corﬁpletely'donnécted.

Under several assumptions the problem is J:Eormu.lated as a discrete-
time optimal control problem and an explicit solution is derived uéi.ng
backward dynamic programming.

Sevelral numerical results from computer simulations are also

presénted.
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Chapter 1

Introduction

1.1.' Statement and Discussion of the Problem

During the first two decades of their existerice -computer systems.

were higly locahzed usually within a smgle large room. to which the users

“were supposed to bring their work for processmg This- model of the'

"computer center” had two obvious.disadvantages : the concept of a

single large computer doing all the work and the idea of users bring_i_ng

work to the computer, instead of bringing thev'comput‘er_'to the users.

Since about 1970 the centralized computer systems are being replaced by -
computer networks . According to the definition in [Tannenbaum 1981}, a
computer network consists of a number of separete buf mterconnected
computers capable of.exchanging informebion thro_ugh communication '
lines. In the last few years tl'rere has beenj_a growing interest in problems o
of modeling, analysis and the desigﬁ of" .s‘uch networks. Dynarmc fﬂe

allocation, dynarmc routmg, load sharmg, ﬂow control processor

~allocation, reliability and connectivity are ‘some . of -the problems-'

.associated with computers networks.

In this report the dynamic file allocatlon problem is studled for a ..

computer network with a spec1a1 topology. The problem can be briefly

described as follows.: One of the mam_ purposes of a computer network is
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to provide the facility for common use of data bases and information files

by all computers in the system. When a file is uséd by several computers :

in the network, it can be stored in the memory of (at-l.east)\oneof them

and be accessed by the other computers via the communication».channelsv.
The problem is to find the optimal locations for ’;.he’sé files_and ininimize :
the iotal--operation cost within a certain pei_"iod of bpera’ﬁion of 'the_

system.

‘ 1.2 Previous Work

- The optimal file allocation problem is -similar to several other -

problems that have received considerable attenti_oh over the past twenty -

years. The proBlem of the optimum locétion 6f avsxﬁtch_ixig center in a ;.
communication network, the problem o'f. the optimum location of a'pqliée
station in a highway system and the problem@f the opti'mun'-l lécalﬁ‘ori -6f a
hospital in a multi-community system,l a’fe-' typical exampl_es-of pfobléms
similar fo the problem of the optimum locatioﬁ of*aviﬁle_in a‘cohputer “
network. . | |
S. L. Hakimi [1964] formulated and _sol§ed ' t};:e préblem'_'of the -
optirmum location of a switching center ina communicationvne‘tw.ork using .
graph theoi‘y and game thecn;y techniques. This. pfoble’lﬁ 1s .izery similar to.
the optimal file allocation problem, if one cqnsiders the‘ switchihg céntér :
as a file and the traific messagés as messages reqﬁésting t1‘1e:‘ fiie. bﬁe- |
year later, he formulated and solved the,éaine frobiem’n cénéidéfing-tﬁe

case where more than one switching center exists in the network [Haki’mi N
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1965). Clearly, this more general problem is s_irm'lér’to the'problem‘ of the

optimum location of more than one file in a computer network.

An extension of the switching center allocatioh‘protale:m:to .the case
. where the network traffic is considered to be random can bel found in
[Frank 1968]. Very interest'mg’ work on the optimal file a'lllocation. problem -

hes been done by [Chu 1969,1973], who developed a modEI describing the!-f o

- problem and proved that it can be formulated ‘_as a linear zero-one

programming problem.

In all these approaches described so far, the optimal f_iie allocation

problem is studied as a static problem. It is assumed that eu'paremeters

.of the system are known a priori arld that the design is based on their
average value over the period operation of the system. The go_al is to find o

- the best location for the files, under the assump'tion that this location will -

remain fixed for the entire.operating period."_I‘he‘ criterion of optimalitf,r is

~minimal overall operating costs.

A, Segall [1978] was the first to present models descrlbmg the

problem of dynomic f{ile allocatlon in a computer network ‘He treated

the problem for the case when the (time varymg) rates of the f11e requests -

are known in advance, as well as when only prlor stat1st1cs are avallable

for thes_e rates. Segall assumed that only one {ile ex1sts in the'network at -
any given time and he gave analytic solutions for this case, based on a

dynamic programming approach. ‘Thev.'extensi_on of Segall's work to

problems where multiple copies of the file exist in the system has been

~ studied in [Ros 1976]. Subsequently Segall and S_andell_ studied the same
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problem‘with a view to deriving a decentralized optirnal solution [Segall

and Sandell 1979].

1.3 Summary of Report

In [Segall 1976] it is assurned that the computer network under study

is completely connected, that is, there is a d1rect communlcatlon path

between every pair of computers in the network. In this report we.study o

the dynamic file allocation problem without this assumptio.n. A new rnode1

is .developed deseribing the dﬁa@c file allocation problem in.a -three-

computer network, which is not completelv}r connected. Aiso, an'_exniicit

solutian for this problem is given u‘s.invg'- _the bac.kward‘ dyn_arnie .~ ‘
programrning approach.

_ The rest of the report is organizeti as follons :In Chapter 2 Segall's‘
work is presented in detail. Emphasis -is‘given‘ to the as‘surnptions. under
which the problem has been formulated. In Chapter 3 the‘newi medel as
well as the solu'tion to theproblem are giiien. Simulation'results and a -

detailed study of the effects of the various parameters of the system on

the optimal solution are presented in Chapter 4. F1na11y, a surnmary of

results and suggestions for further st_udies are given in Cha_pter 5. A
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Chapter» 2

The D'ynamicFﬂe Allocation_ Problem in a

 Completely Connected Computer Network

2.1 Statement of the Problem and Basic Assumptions . -

As mentioned earlier, a static analy'sis*of. thé tile allocation problem
assumes that the‘par_ameters of the system are known a priori »a'nd:the
design is based dn- their average value over the period of operation of the
system. But if the parameters of the syste_rﬁ ~~‘fp‘r insténce .the demand
rates - vary with time, a dynamic allocation ’migh»'t'give a vsubstgﬁtia_l -
improvement in performance. -DYnanﬁc‘file éssignment might alsd be
necessary when there is thé possibilﬁyof node or lini{’faﬂufes, in which" :
case the files may have té be reailécatéd a:cqordi_ﬁg to‘n'the: changing “
topology of the network. |
| Segall in [Segall 1976] gave & model _descr.ibing“» dyhamic file‘
assignment under certain- assumptions. He . considered ‘theA situation .
where there are several computers connected togetherv Wiih'a .dire.ct-bath_ : ,
from each computer to.every other (ife. -'the network is 'compl'etely- -
connected). The procedure that Segall prbpose’d is' as -folibws : Supi)osé
the file is stored at time ¢ in the memory of coniput_e_r 1. I attime £, it
is requested only by computer %, then no‘t‘ransrrﬁssion.»cost ‘i;sincurr,ed

and there is no decision to be ‘made. If it is requested by anbt_her |
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© computer, say j, the file is transmitted for use to computei‘ J (whereit .

~ is kept temporarily in a buffer) and now a decision is to be madewhéther

the file is to be left in memory i or erased from memory i - and written

in memory j. A similar decision is to be made if the file is reduested'by

more than one computer at time £ .The restriction of reallocating the file "
only in conjunction with a regular transmission is réasdnable' for this
model, because if & change of location is decided upon, one might as well

wait until the file is requested next time by an appropriate computer.

Otherwise it is conceivable that the file might be transferred back and

forth, without anybody actually USing it. It is. impbrtant to note at this

point that any decision is made by a central cbntrpLL_e%. which decides at .

any time where the file is to be lo'cated.:

Segall made several simplifying assumptions_that are still consistent
with the models appearing in real networks: Because of updating and"

. memory limitations it is desirable to -have in the systerh as few copies of

any single file as possible. On the 'Aother hand, high corh'municationicosts
might dictate keeping a large number of copies. Segall has assumed that

the decisive factor is the updating of the files and therefore he decided

that only one copy of each file is allowed to exist in the system at any =~

given time. He also assumed that the tiles are réqﬁested by the computers

according to mutually independent 'prodeSses and .also that the files are

sufficiently short. Moreover he considered the communication lines to

have sulficient capacity and the computers sufficient memory so that the -

transmission of the file takes a very short time and there is no restriction
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on how many {iles a computer can carry. Under these assumptions, it is

clear that in fact the files do not interiefe with each other, é_nd one can

therefore treat each file separately.

2.2 The Hodeling Equations - -

Segall.formulated the prbblem both in conti_ﬁuous and discrete time.

His model can be discribed as follows : Con‘sider a completely connected -

systemof M computers.Let y; (f) be defined as .

¢

1 if thefile is held in the memory

y; (£) = of computeri attimef{ = R (2.1)

0 otherwise

A

where ¢ =1.2,..# and ¢ =1,2,.. for the discrete time analysié ‘and

! 20 for continuous time. Clearly, at any given time only_ one of the

variables fy; (¢),i=1,2,..H ] can be one and all others will be zefo,-since"it

is desirable to keep only one copy of the ﬁle'in the system at any time.
Then a model for the requests of the file of interest by the various

computers is given.-

Continuous- Time

Let {N; (¢),t>0) be M independent Poisson processes with rates

exactly known describing the requests of the file by  computers

i=1,2,...M, where



- Discrete- Time

(1 if the file is requesfed by computer i -

N(t)={ = attimet |  (2.2)

0 otherwise

\

wheret=1,2,..,. and £ >0

Let {n; (t),t=1,2,...0 be ¥ independent Bernoulli processes with rates
exactly known (for more details see Appendix A)'describing\the I"evquests

of the file by computers © =1,2,..M ,_Where

(1 if the file is requested by computer i -

n; () =  attimet .A : : I (2.3)

0 otherwise

\

‘Where t=1,2,... M and § =1,2,...

Finally, the de_cision.vériables ogy (8) with 4 #j ‘are defir‘léd. as
follows o
1 i, given that the file is in the‘.rnerr'mxj‘y of ,

cémputer t at t@e i and is requested o
o (()=1{ by computer j , the decision is to transfer | (R4)

it'to the memory of computer j

0 | otherwise
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where 1i,j =1,2,.,M with i #j and £=1,2,.. for the discrete time

analysis and { =0 for continuous time. Then the-dynamicsA of the file are

- described by the followiﬁg equations

Continuwous-Time -

dy; (£) = =y (=) X oy (E)AN; (8) + Ea,z(t)y,(t—)dN t) 25)
I#E Ji“"& )

where 1,7 =1.2,..M and {=0

The explanation behind the equétioris’ (2.5) is as follows : The first

term in the righ_t—hand side of (2.5) reflects the fact that“ if the file is in

memory 1 at time {—, and is transferred to memory j at time ¢ , then -

y; (£) changes from y; (£ =)=1 to y; (£)=0. The second term reflects an
opposite transferénd if there is no transfer from or into memory 4, then
dy; (£ )=0.

Discrete- Time

f+1) ke t)[l—Z‘au(t)n () +Ey;(t)a,z(t)nz(t) (2.6)
: g+ : J#z ‘

where 1,j = 1,2,...,M_..and t =1,2,..

The explanation behind the equations (2.‘4)~:is_as follows: Suppose that -

at time £ the {ile of interest is in the merndry of the tth éomputex‘ Then .,

y;(()=1 and y; (t) =0 for . j #1.. The first term in. the rlght-hand
side of (R.4) reﬂects the fact that, 1f another computer j (with jo#1)

requests the file at time ¢ (n; (f) = 1) and the central controller decides

to transfer the file to the memory of computer  j (a;; = 1), then at time

t +1 the file is removed from the memory of comp‘utef i (y; (£ +1)=0).
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The file remains in the same location (in other Words y; (¢ +‘1)= y; (¢)) if
there is no request by other computer (nj (t)=0 for all j #1), or if
there is some request but the central controller decides not to. transfer
the file (a;; (¢) = 0 for.all j # i ).The second term in the right-hand side
of (2 4) can be explained as follows: Suppose that at tirne ‘t tflere is no
file in the memory of the ith computer (y; (t) = 0). Then, at time ¢ +1

computer i gets the file if and only if it requests the flle at t1me t
(n; (t)=1) and the central controller decides to transfer the file from
computer j which has the file at time. ¢ to computer i (aj; (t)=1).

This results iny; (£ +1) = 1.

As control variables, define
w; () = oy (€ )ny (8) ' . B o o (.7) .

where 4 #Jj and 1,7 =1,2,..,M. Then the dynamics of the file are

described by

FRuOus) . (R8)

y;(t+1)=yi(t)r1- ¥y (t)

I

where 7 #J and 1,j =1,2,.... M.

Equation.(2.8) may be written in a general form
yt+1) =1 (y(t) ult)) S ) - (2.9)

where y (1) is the M-dimensional state vector given by
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, .'y 1(75)1
ya(t) | _ , -
yie)=1] . o B CRIVR

yu ()]
and u (t) is the (#°—# )-dimensional control vector given by

 w iz_(t )
u 152 )

u w'(t)
w2 ()

U p5(t )

u(t) = (2.11)

u zy.(t )

""xl.}il-l(t)J .

Also, the definition of the function f is 'evidéﬁt. \

From Equation (2.9) it is easy to see that there are M p‘ossiﬁle states ’
of the system. Each of these ¥ states is assqciz.a“ted with the file t.),eing‘
located in the memory of one éf the M “ écmputers of .the network. It is
also easy to see that theré are M*-M+1 ~different'cbntrc".:1 .-v'egtors
(including the zero vector, porresponding t.q the sitﬁaiion where the.
central controller decides to keep the file 1n the same location). -

Then an expression for the total operating jcost is given as ipllows: x
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Continuous- Tirme

The total cost per unit time over any operating period of length N is .

N

i=1 J#i

where (; is the storage cost per unit time in memory of c»omp_utér 1+, and
Ci; is the communication cost per transmission over the line connecting

computer i and computer j. Also A; ({) denotes the rate of the reqliest

described by the Poisson process N;.(¢). As we assume that the constants

A; () are all known, the cost function can be finally expressed in the

form
N- _ : o
C:E{'Lg(y(t))d,t - P ©(2.13)

where y(¢ ) is given by (2.10).

Equations (2.5) and (R.13) describe entirely the file allocation -

problem according to Segall's continuous time analysis. The gdal is to find

the optimal controls a; (£) that minimize the cost function described by
(2.13) subject to the set of differential equatibns (R.5).
Discrete- Time

The total cost per unit time over any operating period of length N is

vi (¢) fat (21
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c=E|y LG+ 50Gmn®|ue)]  (2.14)

t=1i=1 37-1,

where the definition of ; and C;; 'is given in (2.12). Note that the
expected value is used since the requests ny (t) are random variables.

Define the request rates as

qupﬂ+mn=ﬁ i =120 0 (2.15)

It is assumed that the request rates a; (t) are perfectly known. It

can also be proved that

‘mm=4muﬁ,f o o (2.16)

For details see Appendix A. Thus the cost function (2.14) may be written

in the form

Z:I,é:{ Cooy()|wl®)  —  (217)

As we assume that the constants o;(¢) are all known, the cbst

function can be finally expressed in the form

c_=él¢[y(¢>] L @18

Equations (2.6) and (2.18) describe. en‘pirely. the - file  allocation
problem according to Segall's approach.AThe goal is to find the optimai

controls u(t) that minimize.the cost function deseribed by (2.18) subject

. to the set of difference equations‘(Z.S).' .
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2.3 Solution of the Problem
For the case of continuous time analysis, Segall proved that the
optimal control variables ay; ({ ) are given by

0, V{(t,7)=V{.1) - :
o (t) = "I(V(t,: )<V(t.t)) | - (R.19)

1, V({E.7)<V(t1)
where i =1,...M;j =1,...Mi #j and V(¢,i) is given by the set of bac:kw_ard»

differential equations

_aviii) =Ic Y (t)]

di

+ 2723\ NV .G)=V({E D) (pe,5)<ve ,1)) (2.20)
J

with terminal condition
V(N ,i)=0, foralli, i=1,..0 - | S (2.21)

For the discrete time analysis of the problem the solution Ais given by -
using dynamic programming vtechniqu-es (see Appemiix B). Since théfe-is a
direct path between every pair of computers, a. computer that né_eds the -
file simply broadéasts a 4request forvthe fﬂe over the_network and the
comﬁuter that actually has the file at that instant wﬂl r'ec;eivé ihe 'request
within one sampling instant. For this .re\a‘son Segall.only stud.ied'i.n detail'
the case where there are just two computers passing ’-on,e~f‘i1‘e béck and_.
forth. Finally he studied the same pro-b-lem_in,the» case that -the request
rates ére not periectly known. ‘He‘as'sume'd that the réque_st raté's.'for the

file at the two computers are random Markov processes whose transition
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probabilities are themselves random. Under these conditions. he derive.d- _
the optimal control policies of dynamic file allocation using dynamic

programming techniques [Howard 1880].




Chapt;r 3 . |
The Dynamic File Allocation Problem in a .
Three-Computer Network with a Linear Topology

3.1 S_tatement of the problem
In this chapf;er we study the dynamic file alldcatioﬁ -per:blem by." |
removing tﬂe assumption that ihe comlputei" netwo‘rk ‘is  completely
connected. As is the case with Segall's ,w_ork;»-we make the following
simplifying assumptiqns: |
(1) The tiles are requested by the >co.mputers -accor.ding‘ to mutually
independent processes

(2) The files are short compared to the memory of the computers

(3) Communication lines have sufficient capacity

(4) Computers have sufficient memory

Under these assumptions the problem of allocating any or:.Le- file can |
be treatéd _indepeden#ly of _that of allocating anyvdt‘her; | ffhus_ we also-
assume that there is only one file bé_ing passed back and fqrth.' At ‘any
| time, if a computer wishes‘access to ihe file ‘an,cvi doés not ﬁave 1t it simply
broadcasté -a request for the file to a ceniral controue‘r . Th-isi éentfal
controller knows which computer has =t.h\e file vat‘that. time iﬁstant énd_ :
makes a decision (based on the optimality critéria describe'd" 1atér) '
whether or not the file is ‘to be sent to the computer.that requested it. |

-16 ~
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This presupposes a parallel network for broadcasting requests, which

.seems to be a reasonable assumption' for most existving,netwqus. Ifa

decision is made to transmit the file to the requesting computer, the file
has to be transmitted over the network, and need not 'arrive." at the
requésting computer until several sampﬁng instanté later, éince ‘tht_a
network ié not completely connected.' In :most existiﬁg corﬁputer

networks, it seems to be the case that, while there need not be a direct

path between every pair of computers, there is always a path of length nio

longer than two: Thus a computer that requested a file will receive it (if ‘at

all) no later than two sampling instants from the time that it requested it.

'Unlike'the' simple case treated by Segall, this assumption still does not

narrow down the collection of network topologies very much. Since this is
the first time that such.a problem is being studied, we choose a
configuration as shown in Figure 3.1.1; which might be referred to as a

linear topology.
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3.2 The Modeling Equations

In thi; section we derive the equations describing t_hevfile_ltra.nsfer
between the three computers connected as vshown in"F.‘igureB.‘l.l. It
computer 7 has the file at time { and thereisa reque'st from‘comppter
J Ior the file, then at time ¢ -a central contfoller decides Whether or
not the file is to beAsent to computer j.If there is no r‘equést,‘ or. it ‘only
computer 1 wants the file at time ¢, then the _file bis leﬁ. in computer .
On the other hand, if a decision is niade to transmit thg’ file to computer
j at tifne t, the file itself need not arrive at computei‘ J ‘until time
2 +2 , depending on the values of the indices 4 and J.Letus deﬁne some

quantities'as in Chapter 2. Let y; (¢) be defined as
(1 if the file under consideration is held

y;(¢)=1{  in memory of computer i at time ¢ o | (3.1)

0 otherwise

\

where ¢ =1,2,3 and { =1,2,...

Clearly, at .any given time only _one:‘bf_' the ,thrg_ei_varia_bles |
fy (¢ j,y 2(t ),y 5(t )} can be one and the _othef two will be zero;'i‘hg reqﬁésts
of the file are again modelled as. three independent Bernbulli prbéésses _
fng ().t = 1,2,..1 = 1,2,3] with rates éxactlj' known (see Aéﬁendix A). . 1 ‘

The variables n; (¢ ) are defined as
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1 if the file is requested by compute'r i at time ¢
ny (1) = ‘ (3.2)
: 0 otherwise
where ¢ =1,2,3 and £ =1,2,...
Also, let us define the decision variables ay; ‘(t ) asfollows
(1 if, given that the file is in memory
of cbmputer i attime? and is requested
o (1) = by computer j,the decision is to transfer it (3.8)

to thé memory.of computer J

0 otherwise

Note that a;; (¢ ) is only defined for i #j . Then the dynarnics of the file are

described by the following equations:

y1(t +1) =y ()17t Joya(t) —na(d)ays(t))
+y 3t =1)n (¢ —Dag(t —1)
+ Yt (8 Yozs ()1 ofE —1)m 6 Do ¢ =1)

Yt -Dnglt—Dasst -] (8.4)
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ot +1) = 3 4l Yogal Jms(t dass(t)]
-yt as(©))
+ (O (D) -ns(t dazs(t)]
[1—y 5t ~1)m 3(¢ ~1)agy(t —1)

Y -Dng Dot -] (@38)

Y3t +1) = y5(t)[1=n (¢ Yaga(t )—n (¢ )asA;(t N
-ty 1(t “‘1)TL3(t —1)a13(t ""1)
+ y2(t In gt Jags(t ) 1—y 5(t =1)n 1 (t =g, (¢ =1)-

—y 3 (t —Dng(t eyt 1)1 (3.8)

The explanation behind these equations is as_fo.llowS::Letus,begin
with computer 1. In what ways can computer' 1 _have j‘.he ﬁie at tir;;e
t +1 ? That is, in what ways can y,({+1) equal 1?7 There are. ihrée
possible ways, narriely:

(i) Computer 1 has the file at time ¢, and thefe is eiiher no request from N
ihe other two corﬁputers, or else th_eré is. a ‘request but thé central
c_ontroller decides toil_et the file continue to réside in comp_uier 1; this -

explains the first term on the right side of (3.4).
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(i) At time #-—1, compuier 3 has the file, comp}.if_.ér 1 :wa'nts it, kand the
central controller decides that the file is to bé sen£ from éomputer 3
to corhputer 1. Since the transit time between computers 1 and 3 is
two sampling instants, the file requeste‘d at tirhe t—1 only arrivéé ét
time £ 41 . This expiains the second term on the right sidé of (_3.4_.);
(iii).At time ¢, computer 2 has the {file, computer .1-.reqﬁésts it;, and the
ce_ntfal 'controller decides to send it .té computer 1. This partiélly
explains the third term of f;he right side of (3.4).7 Now, in co_mpfu‘ting.. '
* this term, we must ignore the situation where thé filé héppe.ns_. io A
reside in computer 2 at time { only Because 1t 1s "en réuﬁe‘,” belcausé
this possibility is already accounted for by thé.sé'cond term. Thi>s‘1
expléins the second part of the third term on the right side of (3.4). In |
the same way, suppose that the file was in computer 1 at time £-1,
computer 3 requested it at that thné, and»that the .ce_ntr'a‘l controller
désided to send it to computer 3 at that tlme As Aa subsequence, the
~ file wiil be in computer 2 at tirne. i. H now _computer 1 fequests the
file at time -t , it is assumed that the central contréller hias sufficien£
.”memory" to let the iile continue on its original coﬁrse and nbt to .
divert it back to cofnpu:ter 1. This explains the 1a‘s£ part of -the_third
term on the right side of (3.4). | o o
Now the equation (3.8) can be explained in an entifely a_nalogous’ way,
by intercha-nging ‘the rdles bf computérs 3 and 1. Finally we 'turn._to-
computer 2. There ‘are numerous ways in Which the file can come to

computer 2 at time { +1 .First, it may be that the ﬁle'is.ih computers 1 or |
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3 at time ¢, compﬁter 2 requests it, and the central controller “grants’
this request. Alternatively, the {ile may havebeen‘in computer 1 at time
t, compﬁter 3 requests it at the same time, an_d-the file is in tran_sit '-as a
result of this request having been granted. The same situation may elso
occur with 1 and-3 interchanged. All of -t‘hes'e“terr'ns are ac-counte'd for bjf E

the ﬁrst and the second term on the rlght side of (3 5). The thlrd term on

. the right side of (3.5) consists of two products If the ille is already m '

computer 2 at time ¢ and there is a request irom one of the other
computers, then computer 2 can be ‘directed by the cen_tral controller to -
send the file there, provided that the file did rlot just corxle from thereon
the way to the.other computer. All in ali, itA is eviderlt_'fre‘m the complexity
of the equations above in comparison ro those of'SegaH that the remqval
of the complete connectedness assumption substantia]ly-complicates the
problem. | |

To put the ~equations above in a form 'suita:_ble»fer' applicatidn of

ciynamic progranmrﬁng, let us define the control variables: '
u; (8) =njoy; (t) - o L (3.7)

where 1#j ., 1,7 =1,2,3. Then the system of equations (3.4), (3.5)'- and.

(3.8) can be expressed in the form

gt +1) =HyE)sE-Datlut-1) (@8
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where the vector y(¢) is given by

[y o (t) \ o
y(t) = Jyo(t) . . (39)
ys(t) '

and the control vector u(t ) is given by

[ 12(t)]
uls(t)_
o uaalt) B . _ X
u(t) = wgy(t) ‘_ e : : o (3.10)
| w3 (t) | ‘ '
_uaz(t)

Fihally, if we define the new state vector i(t').as-

Iy(t)
(€)= gt -1)

(3.11)

then the set of equations (3.8) describing the dynamics of the file can be

.expressed in the simpler form:

x(t+1).=g(x(t),u(t).u(t—l))" o (3.12)

where the definition of the function g is evident. Now, ﬁhé vécto’r x(t.) has’
six components, each of which is either 0-qr .1\.VThis suggests thatthere- -
are 2% = 64 possible states. How_efler, it is .rquti_ne. to verify that _r'r‘l.ost.of
these combinations do not make sense; and there afe in factAonly.séven

possible states of the system, namely:
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] To] Tol il To] o) To

ol 11} {1l lo] lo] lo] |1

ol lo| lo| lo] 11| l1] lo

el [t Jol lo] lo]+ ol o

ol lo} {11 [1] {1] lo] lo

ol lo| lol| lo] lo] [1] |1

A S A S A

The above seven. possible states of the computer n’et_Wofk under sltudyf

describe the following situations resp'ectiveljr: (i) the file being in memory-

of computer 1 at time ¢ —1, remains in the same location attirnej‘ t, (i)

the file being in memory of computer 1 at time ' —1, is transferred to. .

computer 2 at time ¢, (iii) the file being in memory of Qomput_er‘ R at time

! —1, remains in the same location at time £, (iv) the file being in Imemory -

of computer 2 at time ¢ —1, is transferred to. cornijuter 1 at time £, ‘(v)A
the file being in memory of computer :22 at tlme t .—1-, is tiansferred t»o»
computer 3 at time ¢, (vi) the file being in memory of computer 3 ai time.
t —1, remains at the same location at time | t,.and (vii) the file being in
mermory of computer 3 rgt t;ﬁne -1, is trdﬁsferred to t:oméuter 2 ai time

.

In the same way, the control vector u(t) is a B-dimensional vector
whose components are.all either 0 or 1, but again there are Oﬁly seven

possible control vectors, namely:
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Note that the zero vector corresponds to the situation where there is no

request irom any computer or there is some request.‘ but the central - ‘

controller decides to keep the file at the same locatlon where 1t was at .

tlme t—1. Let us use the symbols X,U to denote the set of pos51ble

states and the set of pos51b1e controls respectlvely

Finally, let us consider the cost function to be minimized. Let C;

denote the storage cost per unit time in computer i, and C;; denote the

cost of transmission from c‘omputer 4 to computer j. Then the total.

cost per unit time over any operation period of length N is:‘ |

= —}V—ﬁ (363 (14 1()IC m ot W(Ca+ Cana®)]

-ty 28 ) Caym 1 (£ )+ Cagn 5(t )]

"‘ys(t)[Csznz(t)+§C32+Qg1)n1(t)]]-_‘ o (3.13)

In Equation (3.13) each term can be explained as follows: The first

term within the brackets is the .expression for the overall storage cost
during the operation period N . The second term Within'the brackets is
the expressmn for the situation where the fﬂe is stored in the memory of

computer 1 and it is requested by the other computers. Note that w1th the
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at
request ng(f) of the 3rd computer a cost of value 10124023, is
associated since the file has to be transmitted through the paths 1-2 and

'2-3. An analogous explanation can be given to the third and the forth

terms. Clearly, the overall transmission cost is expréssed by the last

three terms within the brackets of equation (3.13). Since the requests are
random variables, the true cost function is the 'éxpected value. of the

quantity. J -in (3.13). Define the request rate a;(t) as .

e, (t)= Pr{m (2)=1 %here 'z'.i= 1,2,3 - -~ (3.14)

Then it is easy to see that the expected value of J , which _we'aga'in denote

by J, is given by.(8.13) with the m;(¢) replaced by a; (t) (see Appendix
A). As the constants a;(¢) are all knowﬁ, the cost function can be

expressed.in the form

J=ﬁh@m> | @)
=1 ' - ‘ - .

3.3 Solution Using Backward Dynamic Prograinming

In this section we show how the problem formulated in the preceding

section may be solved using the technique of- bavckwa‘rd dynamic

programming. In Appendix B the backward dynamic programmihg -

technique for a class of dynamic systems is presént_ed. The objective here

is to show how this technique may be readily adapted to the situation '

where there are delays in the control variables. Suppose. the system

under study is described by.



i

27

x(t +1) = g(x(¢ ),u(t )u(t -1)) e T | (3.18)
and the oiajective is to minimize the cost fﬁnction _
R ﬁl,t(x(t),u(t))+h(x(N+1)): T B | - (8.17) B

=1

Note that the function IL; changes | whén k3 v‘chaﬁges‘. -The ~problém .
described by (3.18) and (3.1’7) is soméwhat -more.geﬁeral t:.ha:n the one
posed in the previous section, in that there is'ﬁo expﬁcit 'depelndence\on ‘
the control variable in the cost function--'(3.15). and there is also no
terminal cost. However, it turns out tha_t the theory is no more
complicateci for this cése than for‘the case déscribed By»(é.is), ép thét we
chose this more general cosi functioni Clearly, th_e“ variables fo be Chdsen
to achieve the minimum are u(1),u(2),...u(N). It 1s important 'to note that
the quantity x(2) depends not only on the (presumably known) initial -
state x(1) and the control Vériable u(1), but also on u(O);'-Accordvingly we
assume that both x(1) and u(0) are given. To .solv.e this. probiem by .
backward dynamic programming, define-the_"cost to go"‘ Q; (xu) as

N

S L (x(¢)ut)) + h-(x’(N-f-i))] - (3.18)

) (xu)= - min
@ (x.u) u(i),u(z'n),..,um{t:g .

subject to the conditions u(i.~1) = u, x(1) = x (where }t-and u are known).

Then

sz(x,u)::%{mx,uw»+h<g(x.u<N>.u>>} N CR T
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since x(N+1) = g(x(N),u(N)u(¥N -1)) = g(x,u(N),u).

Finally, fof 1 =N-1,N=-2,.,1 we have

3 I (x(t)a(t ) + h (x(N+1)

Q; (x,u) = minyL; (x,u(i))
u(z) : =i +1 :

+ i
u('i +1),.--,n(N) ¢
Now, it is easy to see that, according to the .definition' (3.18), the"
second term within the big braces is simply the analytic é’xpres‘sio'n of the

term @; .,(x(i +1)). So Equation (3.19) may be written as
Q; (xu) = I;(EI)I L; (xu(i)) + Q; +1(g(xu(i ) wu(i)) '_ (3.20)

for 1 .= N—1,N—2V,.4..,1. Thus, the optimal éontrols u(ij éan.be found iay
solving backwards the set of equatiéns (3.20) a‘nd coﬁsidering EQﬁatién
(3.19) as the initial step. We can see that it is Qu-ite ea.sy to solve .fo‘r u(i)
at each of the N steps of the procedure. Note that Wé have toi cﬁéck oﬁly
sevén possible controls and we can choose the one Ath,a‘t minimizes the
term on the right side of'Equaiion (3.20) The optirﬁal lo.cations of the file
during the operating period of length N can be found by‘substitut‘i‘ng the "

optimal controls {u(i ), = 1,2,...,.N}{into the equatiéﬁs (3.12). F;iﬁélly,.thé o
minimum cost fuﬁction Jmm is given by Ql(x,u), which is determined

during the last step of the backward pro_cedure’.‘
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Chapter 4

Simulation Results

In this chapter numerical results on the ai:plica_tion of ;Lhe dyﬁamicV '
file .assignment studied in Chapter 3 are presented. In particular, -the. ‘
effects of the parameters of the system (request rates, storage:.and.-_.
transmission costs) are studied in detail. Thev': Aeffect of the number of
time instants for the discfete analysis of the,probleﬁ_;, as well as the
effect of the initial location of the file are al_s"o studied in secii_ons 4..2v,and
4.3 respectively. The system is considered over an operation peiljio‘d of R4
hours. If N denotes the numbef of the disérété inétants of timé mthm

this operation period, then clearly the central controller decides about

the optimal location of the file every %-hours. The variables a; (t) '

 (request rates)' can take integer values, denoting how many times per.

hour the computer i requests the file of interest. Note that all the
variables o; (¢ ) are considered as known a priori. The 'stofage ‘_cos‘ts Ci‘ '
are expressed in dollars per second (for the_-file of interest) and the_.
transmission costs (;; are expressed in dollaré-per transmissic;h (for the

file of interest). As an applic‘ation of the method dévéloped in Chépter 3,

‘the optimal allocation of the file is pi‘-esented during the whole 'oper’atidn

period of 24 hours. Also, the total minirmum expected cost is given'in '

dollars.

-29-
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4.1 The Effect of the Request Rates on the Optimal Allocation

- In this section the effect of the requést. rates of each .computer. is

studied, by. giving several examples with different request rates and

keeping the saine values for the other parémeters 6f -the'-sysf.ei’n. A

discussion about these examples iollows.

Example 4.1

As a first example, we consider the case where the file is requested by

only one computer at any time. The request rates pattern for each of the

- three computers over 24 hours is givé‘n in Figure 4.1.1. The values of the

- other parameters of the system are shown in Table 4.1.1. The optimél

allocation of the file, éccording to the method studied in Chapter. 3is .

given in Figure 4.1.2. Finally, the minimum ex_pected. operation cost for

this example is found to be § 86.77.

~ Table 4.1.1 - Summary of data for Example 4.‘1

N =98 | Initial location : Computer 1
C,= & 0.001 per second Ciz=8 0.5 pei‘ transmission’
Cp =& 0.001 per second Co1= 8 0.5'per'tran.smission ‘
C3;= § 0.001 per second Co3 = 8 0.5 per tr_anémission
Caa= & 0.5 per trénsmis’sion :
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Figure 4.1.1 -Request rates for Example 4.1 '
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Figure 4.1.2 -Optimal file allocation for Examﬁle 4.1
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By ;xamining the results for the first example, we can éee that the
optimal location of the file at any time ¢ is m the memory of the computer
th’e\xt reqﬁeéts it at that time, since there is no qth.er request at the s’ame
time. The situation becomes complicated iﬁ £he case»wli'lere more 'théﬁ one
computers requests the file at the same time. This situation is considered

in the following examples.

Example 4.2

In this example, we comnsider that eventually. inore than one

computers may request the {ile at the same tirne.,Figu‘re' 4.1.3 shows the

pattern of the request rates for each of the three c‘ofnpfutérs, over a
period of 24 hours. We can see for instance that the file is ‘re‘queste_d by
all the computers during the period 9-15 houré. The \.?alues of the other
parameters of the system are the same .as in Exarﬁple 1.1 (see Table

4.1.1). The optimal allocation of the file is given in Figure 4.1.4. In this

case, the minirﬁum expected total costis 8 -1-42.2?.
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Figure 4.1.3_.-Requeét rates for Example 4.2
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By examining the results for the second example, we can see thai for

the period 0-6 hours, the centralicontrto]ler decides that the {ile has to.

be stored in the memory of computer 1, é’ince computer 1 is the only

computer that requeéts the file during that period of time. For the period

6-9 hours the central controller decides that the file has to be stored also
in the memory of computer 1. Durihg that period, computer 2 aiso

requests the file, but its 'réquest rate is lowoar( than the request rate of

computer 1 for the same period of time. The most interestihg_part of this

example is following after. During the period 9-15 hours, all the

computers may request the file, and the central controller decides that
the file has to be stored in the memory of computer 2, though it réquests
the file with the lowest rate. The same situation is examined in. following

examples. During the period 15-18.5 hours, the f{ile is stored. in the

memory of computer 1, and during the period 18.5-24 hours, it is stored

in the memory of computer 3, since the réquést rate of computer 3 is

higher than that of computer 1 for this peri'od of timé.‘Nb,te that the file

is stored in the memory of computer 2 for one time instant (153minutes)

as it is transierred {rom computer 1 to éomputer 3.

Example 4.3

In this example, we consider that the situation where all the

computers may request the file at the same time occurs more'.-frequently.'"

The ‘pattern of the request rates {or each of the three computers is

shown in Figure 4.1.5 and the values-of the other parametefs of the
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system are the same_ as in the previlous examples (Table 4.1.1). The
‘optimal allocation of the file is given in Figure 4.1.6. In this case the « -

minimum expected total cost is §129.27.
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Figure 4.1.5 -Request rates for Example 4.3
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Figure 4.1.6 -Optimal file allocation for Example 4.3
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In this example, all the computers may request the file at the same.ti_fne\
during four different periods of ti‘me.‘The c.én‘tral contro.ller de:cid'e‘s that
the file h;as to be stored in the memory of-computef"é dﬁrmg the periods
3.75-8 hours and 9-12 hours. We c‘ani see that for these periods the
reqﬁest rates (per hour) of the three computers 1, 2 and ‘3 are

a(t)=2,ay(t)=1,az3(t) =4 respectively. For thg period 12-24 hours, |

the central controller decides that the file has to be stored in the memory

of computer 2. For this period of time, the request rates (per hour) of the

three computers 1, 2 ‘and 3 are aj(t)_=2,'a.2(t)=2,a.5(t)=4

respectively. By examining these results, one can conclude that, in the .. -

case where all the computers may requeSt the file at the ‘samve‘ tirne,fthe ‘
central controller always decides that.the ﬁie has to to be stored in t.h_é
memory of computer 2, except for the case where the request rate of

computer 1 (computer 3) is higher than the sum of the requeét'rates of

. the two other computers. Then, the file has to Bé st.o_r_éd in the memory of

computer 1 (computer 3). Note that this holds only in the case where all

the other parameters of the system remain the same as in Table 4.1.1.

Example 4.4

As a last example for this part, we consider that the paﬁiern of the
réquestrates for each of the ‘t.hree computers is givén ‘in Figure 4.1.7 and
the values of the othex." pérametefs of the system are thé ééi’ne as in Table
4.1.1. The optimal alloca’;ion of the filse‘for this case is given in Figure

4.1.8 and the minimum expected cost is found to be $156.40. ,
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Figure 4.1.7 -Request rates for Example 4.4
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By examining the results of Figure 4.1.8, we can see that these are in
accordance to our previous conclusions. It is interesting to notice that

during the periods 6-9 hours and 15-18 hours it is ,decided that the {file

has to be stored in the memory of computer 2. This supports our

conclusion made in the discussion of Example 4.3 . .
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4.2 The Effect of the Number of Time Instants N on the Total Cost

In this section the effect of the nuimber of time instants N for the

_discrete analysis of the problem is studi‘ed; by giving several examples

with different N and keeping the same values for the other parameters of

the system. A discussion about these examples follows.

Example 4.5

Let us suppose that the request rates pattern for each of the three
computers is given in Figure 4.2.1. We also suppose that the number of the

discrete instants of time within the period of 24 hours, is 48'."Thisfmeans .‘

that the location of the file is decided every 30 m_iﬁutes. The optimal -+ -~

allocation of the file is given in Figure 4.2.2 and the minimum expected

cost for this example is $114.15.

Table 4.2.1 —Summary of data for Example 4.5

N =48 - Initia_l-locatio.n.: Compﬁter 1

C,=8 0,001 per second Ci2 =8 0.5 per transmission .
C,= § 0.001 per second Cz; = 8 0.5per transmission
C3=8 0.001 per s_eédnd Cox=§ 0.5 per transmission
ng'= 8 0.5 per transmisé_ion
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Figure 4.2.1 -Request rates for Example 4.5 .
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By examining the results of Figure 4.2‘2,.we can seethat the file remains -
in the memory of computer 2 fdr three instants of time during 6-7.5
hours as it is transferred from computer 1 to:computter 3. Itis also
remains’in the memofy of computer 2 during the periodé_’ 12-13 hquré (2
instants of time) and 17.5-13 houI-‘s (1 time instant) as it is‘transfe-rred

from computer 3 to computer 1-and vice versa.

Example 4.6

The pattern of the request rafes for each of the three comp‘uters is
the séme'as- in Figure 4.2.1. We niow sﬁppoée that N = 96 Iﬁ this case, the
location of the file is decided every 15 minute-s. The optimal allocation of

the file is given in Figure 4.2.3 and the total cost is f_o'und to be $112.27.

" .The values of the other parameteré of the_sysiem are the same as in

Table 4.1.1.
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y1(t)
1
6 125 17.75 o ‘t(hour‘s)
yz(t)_
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6 675 12125 . 1727518 -‘ . (t hours)
Y (t -
3()
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- 875" 12 18 24 7 “t(hours)

- Figure 4.2.3 -Optimal file allocation for Example 4.6
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If we compare the results of Figure 4.2.3 with those of Figure 4',2_2, we can
see that the only difference is that, as N increases, the file is stored in

the memory of computer 2 for a shorter period of time. Also, the total

cost is lower in the case of Example 4.6.

Exa.tmple 47

The pattern.of the‘ request rates for each-.éf the t_hrée cofﬁputers is
given in Fiéure 4.2.1. We now suppose that N = 288. This means that the
location of the file is decided every § mihuies. TheA optimal ‘allloca»ti_or»l 6f'
the file is given in Figure 4.2.4 and the total cost for this ex'ample is found

tobe §111.02. -

Table 4.2.2 -Summary of data for Example 4.7

N =288 Initial location : Computer 1
C,=§ 0.001 persecond - Ci2=8.05 per'transnﬁssion
Cp= & 0.001 per second Cp; = & 0.5 per transmission
Cs= & 0.001 per second Cpo3 =8 0.5 per t:ansnﬁséion
Csz = 8 0.5 per transmission




B0
t
y1( )
1
. 6 12— 17ﬁ : - t~(»hours);
Y (1)
2
1
O / N\ VARY .] ﬂ\ . ._
. 66.25 12126 ,171-§18 | 1(hours)
)] |
y3( )
1
@) : ' ‘ _
6.25 12 18 - 24 t(hours)

Figure 4.2.4 -Optimal file allocaiion for Example 4.7 : A '
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If compare the results of Figure 4.2:4 with those of Figurés 4.;2.2"and :

4.2.3, we can see that the file is stored in the nﬁemory.of computer 2 for a
shorter period of time. We can also notice a further decrease of the total
cost. Here, we may mention that, as N increases, the total operation cost

decreases, but the central controller has to decide about the optimal

‘location of the file more frequently. So, there is a trade-oif between the _' .

total operation cost of our application and the 'cehtral‘controil‘lezhjw

operation cost.
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4.3 The Effect of the Initial Location of the File on the Optimal Allocation
In this section the effect of the initial location of the file is studied, by
giving several examples with different initial locations and kéeping the

same values for the other parameters of the system. A discussion a'b'out‘

the results of these examples follows. .

Example 4.8

Suppose that the patterﬁ of the request rates for each of the.three
computers is the same as in Figure 4.1.1. We now sﬁpposé that the file is
initially located in the;memory of computer 2. :The optimal allocation of
the ﬁie is given in Figure 4.3.1. The minimum expected operation c»osvt is

found to be 387.77.

Table 4.3.1 -Summary of data for Example 4.8

N=98 | . Initiallocation : Computer 2 ' |
C, =& 0.001 per second - C12= 8 0.5 per tra'nsmis's_ion‘-
Co, =& 0.001 per second . "C =805 pervtr.avnsmission
Ca=§ 0.001 per second . Co3= 8 0.5 per transmissibn
Csz = $ 0.5 per transmission .
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)’1(’()
1 L
O : : —
0.5 925 - ’ | ~t(hours)
y2(t)
1L
0 : .
0.5 9'25, 15 - o ‘t(hours):
y3(t)
1 L
o _ : o
15 - | 24 - t(hours)

.Figure 4.3.1 -Optimal file allocation for Examplé 4.8
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We can see in Figure 4.3..1 that 'the' file is stored in the memory of
computer 2 for two time mstaﬂts- and then it is ; t;*ans‘ferred‘t\.o thg
memory of computer 1. After this, £he results are the sa.r_ne as those i.n.
Figure 4.1.2. Note that this initial change results in a higher total

operation cost.

Example 4.9

Suppose that the pattern of the.request rates for each of the three
computers is the same as in Figure 4.1.1. Now we suppds'e‘.th'at the iilé"is .
initially located in the memory of computer 3. The optimal allocation of - -

the file is given in Figure 4.3.2. The minimum expected cos‘L is found to be

390.27.
Table 4.3.2 -Summary of data for Example 4.9
N=96 | 1initial location : Computer 3
Cy =8 0.001 per second - Cy2 = #.0.5 per transmission
C,=8 0.001 per second | Cp = 8 0.5 per t"ransmi'ssi_oin
C3 =& 0.001 per second . ‘ Cas =8 05 per transmission -
Czz = 8 0.5 per tra_ﬂsmission
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0751 925 15 o " t(rours)

o
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3

075 | 1B 4 thours)

' Figure 4.3.2 -Optimal file allocation for Example4.9- ‘

1 925 | " t(hours ) .
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By examining the results of Figufe 4:3.2, we can see that the file is
stored in the memory of computer 3 for the first threé time instants and

then it is transferred to computer 1 through computer 2. After. this, the

~ results are the same as those in Figure 4.1.2. Note that the total cost is

now higher than that of Example 4.8.
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4.4 The Effect of the Storage Cost on the Optimal Allocation

In this section the effect of théstorage costs is studiéd, by giving
several examples with different values of storage costs and ‘kee'ping the
same values for the other parameters of the system. A discussion about -

the results of these examples follows.

Example 4.10

We suppose that the requést rates pattern for each of the three
computers is the same as in ‘Figure 4.1.1. The values of the other
parameters of the system are shown in Table 4.4.1. Note that in this

example the storage cost in computer 1 is three times more than the

-storage cost in the other computers. The optimal allocation of the. file is

given in Figure 4.4.1 and the total cost is found to be $108.60.

Table 4.4.1 -Summary of data for Example 4.10

N =096 , - Initial location : Computer 1
C,=8 0.003 p.er second C12=8 05 ber tranémissi_on
Co= ¥ 0.001 per second Cg; = & 0.5 per transmission
Cg= & 0.001 per second Co3 = & 0.5 per transmission.
Cgo=8 0.5 per transmission
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[
%(t)
'] I
O : .
_1 " t(hours)
yz(t)
1
O .
1 15 t(‘hours)* .
¥§tf
'] .
0 - -
15 24

Figure 4.4.1 -Optimal {ile allocation for Exémple 4.10

1 (hours)
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By exarnining the results of Figure 4.4.1, we can see that the file is
. stored in the memory of computér 1 only for one hour, and then it is
transferred to computer 2. This is reasonable, since the storage cost is

higher in computer 1.-'

Example 4.11

We use the same request rates pattern as before and suppose that
the storage cost in computer 2 is three times r_ﬁore than the stordge cost
‘in the other computers. The optimal allo_éatioh of the file is given in

Figure 4.4.2 and the minimum expected total cost is $97.82.

Table 4.42 -Summary of data for Example 4.11

N =96 Initial location : Computer 1
C, = & 0.001 per second ' C,p= 8 0.5 per transmission |
Cz = § 0.003 persecond | Cp =& 0.5 per transmission .
Cs = & 0.001 per second - Cp3 = & 0.5 per tran_smiss‘ion
Czz = & 0.5 per transmission

- as e
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t
y1( )
1
o ’ ~ S
15 - “t(hours) |
yz(t)
1
0 ‘ .
_ 151525 o S _1(hours)
y3(t)
'] $
O : .
15.25 - 24 (hours)

Figure 4.4.2 -Optimal {file allocation for Example 4.11
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.We can see in Figure 4.4.2 that the file is tranéferred from'cornputex" 1
to computer 3 through computer'e. where it reinains only for one time -

instant.

Example 4.12

‘We use again the same pattern f_or .the;réquest ratés for each of ih_e
three corﬁputefs as in the previous example. pr, We. suppose that the
storage cost in computer 3 is three times more than the sAti'or‘agé- cost in
the other computers. The optimal allocation of the file is shown in Figure

4.4.3 and the total cost is found to be $108.90.

. Table 4.4.3 -Summary of data for Example 4.12

-N=96 | Initial location : Computer 1

C,= 8 0.001 persecond | C;»=& 0.5 per transmission.
C, =8 0.001 per second 0211: & 0.5 per transfnission_
Cs=8 0.003 per second . Cz3 =& 0.5 per transmission
Cg> = 8 0.5 per transmission
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% (t)

i

yz(t)

o R 24 t(hours)

y3(t)

" t(hou?s)

Figure 4.4.3 -Optimal file allocation for:Example 4.12

o . t(hours)
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L

By examining the results of Figure 4.4.3, we can see that t_h'e,file is not
stored in the rﬁernory of computer 3 at a]i. It remains in the memory of
computer 2 during the period 9-24 hours. Note that-durihg the period
18-24 hours only computer 3 may request the file, while the probability of

a request from computer 2 is zero.

Example 4.13

In this example, we examine the case where both request rate and
storage cost in a computer have high values. In Figure 4.4.4 we can see

that during the period 9-15 hours the request rate of computér 2 is much

- higher than the request rates of the other computers. The values of the -

other parameters of the system are the same as in Table 4.4.3. The
optimal allocation of the file is given in Figure 4.4.5 and the total cbst is

found to be $129.67.




oﬁt)

B84 .

02(t)
151

t (hours)

t(hours)

15

- .. Figure 4.4.4 -Request raies

24 t(hoUrs§

for Example 4.13
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1
..,».Q . -
o | . t(hours) -
t | | |
y2( ) ;
11
| 9 1475 - H(hours)
y3(t)
1
1475 24 t(hours)

Figure 4.4.5 -Optimal file allocation for Example 4.13 =
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By examining the results of Figure 4.4.5 we can see that they are

close enough to the results of Exafnple 4.1. This means that, if a computer

.requests the file with a very high rate (in comparison with the others), the

central controller decides that the file has to be stored in the memory of
this computer, even if its storage cost is very high (in comparisdn wi'th the

storage costs of the other computers). -
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Conclusions

5.1 Summary of Results |

In’ this report the dynamic file assignment ‘problem in a three-

computer system with a linear topology is formulated and solved as a

discrete-time optimal contirol problem. It.is the fifst time that such a

‘problem is studied under the assumption that the computer network is -
not completely connected. A detailed theor_étical analysis is given,

followed by a presentation of the simulation. results and a discﬁssion of |

the effects of the parameters of the system on the problem solution. N

5.2 Suggestions for Further Research |

(1) In this report we have preéented the model describing the dynamics
of the file whose location is desidéd by a céntrél controlier. The éame
problem can be extended to find the optirﬁai decentralized decisions

about the location of the file. This .requires*applicatioh of

decentralized control techniques on the particular network that we

have studied.

(2) The model‘described' in Chapter 3 can also be extended to include
unknown rates of demand for each of the three computérs. This

requires further equations for estimating the unknown request rates,

-67—
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‘ .
using prior statistics available for these rates.

There" are also many other directions in which the results of this

‘report. have to be extended, like the' investigation of the same

problem in which multiple copies-of the file are considered. Moreover, .

the effects on the results of finite storage and finite channel capacity |

‘will have to be studied.

Finally, we may mention that this work could be the motivation for:

further research on computer networks with a star topology, which is

" a generalization of the linear topology of three computers studied ih

the present report.
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Appendix A

Discrete-Time Point Processes

. A -discrete-time point.-v process {n ('t‘),t'=‘1,‘2;;.A.§ is simply a ‘binary
sequence describing the occurehce_s of sorﬁe “type of : events.- Heré
fn (t)=1} shows that such an event oceurs at time ¢, and fn (£ )=01 shows . =
that there is no occurence at time ¢ . It is also a'ssumed:thet no more thaﬁ
one event can oceur at any given time. The'simplest case is when fn ()] is

a Bernoulli sequence of independent random variables with
Pr{n(t):l]:i—Pr[n(t):O}:a.(t) - (A1)

Here one assumes also that the (possibly time-vevrying). parameters.
e (t) are exactly known. The expected value of the variables n (t) can be

expressed as:
E{n(t)}:l-Pr[n(t)=1(}+ 0~Pr['n.(t)=0] '
=1a(t)+0(l—a(t))=a(t) S (AR

Because of this simple but critical relationship of equation (A.2), the
quantity e (¢) is sometimes called the (tirne-verying) "rate" of occﬁrence __
at time ¢ . The role of the discrete-time point‘ processes as well as of other

stochastic processes in estimation theory, is studied in [Segall 1976a]

- and [Segall 1976Db].
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Appendix B

Backward Dynamic Programming

‘The purpose of this Appendix is to pfovide ‘sbme"_backg‘round‘

.knowleidge of the .backgroﬁnd dynamic programring techﬁique used in

Chapter 3. Suppose that we study a dynamic system described by .
x(£ +1) = £(x(¢ )u(t)) B

where x(¢ ) is the state vector and u(f) the control vector. Also suppose

that the objective is to minimize the cost function

J=t>':vz¢(x(t>,u(t»+-n(x(N+1»" T (B2
=1 - . |

‘ Note that the function I; is time-x%arying. The- case fvhere this -

function is time invariant is studied in [Bellman 1957], where the forward

dynamic programming technique is -analyzed in detail. The go‘al in our

problem is to find the optimal controls u(t) Athat minimizé (B.2) and’

satisfy (B.1). To solve this problem we follow this.pr_ocedur_e : Define

& (x) = = I tZ‘._f: (x(t )u(t )) +h(X(N+1)) (B-3)_

Clearly, . Ql(x) = Jmn. We also assume that x=x(i) is givevn. Then, by

applying (B.3) fori =N we get
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Qy(x) = )[LN(xu(N)Hh f(xu(N))J - : - (B4)

Also (B.3) can be writte in a new form

Q(x= Iﬁr)l L (zu(i)) + 2 L (x(t), u(t )) +h (X(N+1))

uli +1), ,'u(N) L =1 +1

But, according to (B.3) the second term within the braces is simply

“the term @, 4, (x(i +1)), so the equation (B.3) may be written

Qi(x>=ggr)x{za(x,u(i>>+Q,-+1<f(x,u(i>,>>} - ®9)

where i = N—1,N-2,...,1. Thus, the optimal controls u(i) can be found by
solving backwards the set of equations (B.5) and considering the equationt
(B.4) as the initial step. The minimum coét-function J min 1S the quantity

@ ,(x), calculated during the last ste;ﬁ of the backward procedure.
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