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Abstract 

This report is devoted to the dyn.arnic file allocation problem in a 

three-computer network, which is not completely connected. 

Under several assumptions the problem is formulated as a discrete-

time optimal control problem and an explicit solution is derived using 

backward dynamic programming. 

Several n.urnerical results from computer simulations are also 

presented. 
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Chaptei- 1 

Introduction 

1.1 Statement and Discussion of the Problem 

During the first two decades of their existence, computer systems 

were higly localized, usually within a single large room to which the users 

were supposed to bring their work for processing. This model of the 

"computer center" had two obvious disadvantages : the concept of a 

single large computer doing all the work and the idea of users bringing 

work to the computer, instead of bringin.g the computer to the users. 

Since about 1970 the centralized computer systems are being replaced by 

computer networks . According to the definition. in [Tannenbaum 1981], a 

computer network consists of a number of separate but interconnected 

computers capable of exchanging information through communication 

lines. In the last few years there has been a growing interest in problems 

of modeling, analysis, and the design of such networks. Dynamic file 

allocation, dynamic routing, load sharing, flow control, -processor 

allocation, reliability and connectivity are some of the problems 

associated with computers networks. 

In this report the dynamic file allocation problem is studied for a 

computer network with a special topology. The problem can be briefly 

described as follows : One of the main purposes of a computer network is 
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to provide the facility for common use of data bases and information files 

by all computers in the system. When  aille  is used by several computers 

in the network , it can be stored in the memory of (at least) one of them 

and be accessed by the other computers via the communication channels. 

The problem is to find the optimal locations for these files and minimize 

the total operation cost within a certain period of operation of the 

system. 

1.2 Previous Work 

The optimal file allocation problem is similar to several other 

problems that have received considerable attention over the past twenty 

years. The problem of the optimum location of a svritching center in a 

communication network, the problem of the optimum location of a police 

station in a highway system.  and the problem of the  optimum location of a 

hospital in a multi-community system, are typical examples of problems 

similar to the problem of the optimum location of a file in a computer 

network. 

S. L. Hakimi [1964] formulated and solved • the problem of the•

optimum location of a switching center in a communication network using 

graph theory and game theory techniques. This problem is very similar to 

the optimal file allocation problem, if one considers the switching center 

as a file and the traffic messages as messages requesting the file. One 

year later, he formulated and solved the same problem, considering the 

case where more than one switching center exists in the network [Hakimi 
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1965]. Clearly, this more general problem is similar to the problem of the 

optimum location of more than one file in a computer network. 

An extension of the switching center allocation problem to the case 

where the network traffic is considered to be random can be found in 

[Frank 1966]. Very interesting work on the optimal file allocation problem 

has been done by [Chu 1969,1973], who developed a model describing the 

problem and proved that it can be formulated as a linear zero-one 

programming problem. 

In all these approaches described so far, the optimal file allocation 

problem is studied as a static problem. It is assumed that a ll  parameters 

of the system are known a priori and that the design is based on their 

average value over the period operation of the system. The goal is to find 

the best location for the files, under the assumption that this location will 

remain fixed for the entire operating period. The criterion of optimality is 

minimal overall operatin.g costs. 

A. Segall [1976] was the first to present models describing the 

problem of dynamic file allocation in a computer network. He treated 

the problem for the case when the (time varying) rates of the file requests 

are known in advance, as well as when only prior statistics are available 

for these rates. Segall assumed that only one file exists in the network at 

any given time and he gave analytic solutions for this case, based on a 

dynamic programming approach. The extension of Segall's work to 

problems where multiple copies of the file exist in the system has been 

studied in [Ros 1976]. Subsequently Segall and Sandell studied the same 
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problem with a view to deriving a decentralized optimal solution [Segall 

and Sandell 1979]. 

1.3 Summary of Report 

In [Segall 1976] it is assumed that the computer network under study 

is Com.pletely connected, that is, there is a direct communication path 

between every pair of computers in the network. In this report we study 

the dynamic file allocation problem without this assum.ption. A new model 

is developed describing the dynamic file allocation problem in a three-

computer network, which is not completely connected. Also, an explicit 

solution for this problem is given using the backward dyn.amic 

programming approach. 

The rest of the report is organized as follows : In Chapter 2 Segall's 

work is presented in detail. Emphasis is given to the assumptions under 

which the problem has been formulated. In Chapter 3 the new model as 

well as the solution to the problem are given. Simulation results and a 

detailed study of the effects of the various parameters of the system on 

the optimal solution are presented in Chapter 4. Finally, a summary of 

results and suggestions for further studies are given in Chapter 5. 

r - . 



Chapter 2 

The Dynamic File Allocation Problem in a 

Completely Connected Computer Network 

2.1 Statement of the Problem and Basic Assumptions 

As mentioned earlier, a static analysis of the file allocation problem 

assumes that the parameters of the system are known a priori and the 

design is based on their average value over the period of operation of the 

system. But if the parameters of the system - for instance the demand 

rates - vary with time, a dynamic allocation might give a substantial 

improvement in performance. Dynamic file assignment might also be 

necessary when there is the possibility of node or link failures, in which 

case the files may have to be reallocated according to the changing 

topology of the network. 

Segall in [Segall 1976] gave a model describing dynamic file 

assignment under certain assumptions. He considered the situation 

where there are several computers connected together with a direct path 

from each computer to every other (i.e. the network is completely 

connected). The procedure that Segall proposed is as follows : Suppose 

the file is stored at time t in the memory of computer i.  If at time  t ,  it 

is requested only by computer  i,  then no transmission cost is incurred 

and there is no decision to be made. If it is requested by another 



computer, say j , the file is transmitted for use to computer j (where it 

is kept temporarily in a buffer) and now a decision is to be made whether 

the file is to be left in memory i or erased from memory  j and written 

in memory  j . A similar decision is to be made if the file is requested by 

more than one computer at time t . The restriction of reallocating the file 

only in conjunction with a regular transmission is reasonable for this 

model, because if a change of location is decided upon, one might as well 

wait until the file is requested next time by an appropriate computer. 

Otherwise it is conceivable that the file might be transferred back and 

forth, without anybody actually using it. It is important to note at this 

point that any decision is made by a central controller which decides at 

any time where the file is to be located. 

Segall made several simplifying assumptions that are still consistent 

with the models appearing in real networks. Because of updating and 

memory limitations it is desirable to have in the system as few copies of 

any single file as possible. On the other hand, h.igh communication costs 

might dictate keeping a large number of copies. Segall has assumed that 

the decisive factor is the updating of the files and therefore he decided 

that only one copy of each file is allowed to exist in the system at any 

given time. He also assumed that the files are requested by the computers 

according to mutually independent processes and also that the files are 

sufficiently short. Moreover he considered the communication lines to 

have sufficient ca.pacity and the computers sufficient memory sà that the 

transmission of the file takes a very short time and there is no restriction 



on how many files a computer can carry. Under these assumptions, it is 

clear that in fact the files do not interfere with each other, and one can 

therefore treat each file separately. 

2.2 The Modeling Equations 

Segall formulated the problem both in continuous and discrete time. 

His model can  be discribed as follows : Consider a completely 2onnected 

system of M computers. Let yi  (t ) be defined as 

1 if the file is held in the memory 

of computer i at tirne t 

0 otherwise 

(t = (2.1) 

where i = 1,2,...,M and t = 1,2,... for the discrete time analysis and 

t 	for continuous time. Clearly, at any given time only one of the 

variables iyi  (t ),i =1,2,...M can be one and all others will be zero, since it 

is desirable to keep only one copy of the file in the system at any time. 

Then a model for the requests of the file of interest by the various 

computers is given. 

Continuous- Time 

Let 	(t ),t >0 be M independent Poisson processes with rates 

exactly known describing the requests of the file by computers 

=1,2,...,M, where 
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(2.2) 

1 if the file is requested by computer i 

at time t 

0 otherwise 

where i =1,2,...,M and t >0 

Discrete- Tim,e 

Let 	(t ),t 	be M independent Bernoulli processes with rates 

exactly known (for more details see Appendix A) describing the requests 

of the file by computers i =1,2,...M, where 

1 if the file is requested by computer i 

(t ) = 	at time t 	 (2.3) 

0 otherwise 

where  j  = 1,2,...,M and t = 1,2,... 

FinaLly, the decision variables aij  (t ) with i j are defined as 

follows 

= 

1 if, given that the file is in the memory of 

computer j  at time t and is requested 

by computer j , the decision is to transfer 	(2.4) 

it to the memory of computer j 

otherwise 

(t ) = 
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where  i ,j =1,2,...,M with i e j and t =1,2,... for the discrete time 

analysis and t for continuous time. Then the dyn.amics of the file are 

described by the following equations 

Continuous- Time 

dyi  (t ) = 	(t —) E aii  (t )dNi  (t ) + Ecx (t )y;  (t —)dNi  (t ) (2.5) 
ii  

where i ,j = 1,2,...,M and t 

The explanation behind the equations (2.5) is as follows : The first 

term in the right-hand side of (2.5) reflects the fact that if the file is in 

memory i at time t —, and is transferred to rnemory j at time  t ,  then 

yi  (t ) changes from yi  (t —)=1 to yi  (t )=0. The second term reflects an 

opposite transfer and if there is no transfer from or into memory  i,  then 

dYi (t )= 0 . 

Discrete-Time 

(t +1) = 	(t ) 	- E aij (t)ni  (t )1 + E yi 	)ni (t) (2.6) 
ei 

where  i ,j = 1,2,...,M and t = 1,2,... 

The explanation behind the equations (2.4) is as follows: Suppose that 

at time t the file of interestis in the memory of the i th computer. Then 

= 1 and yj  (t ) = 0 for j ei. . The first term in the right-hand 

side of (2.4) reflects the fact that, if another computer j (with  j e ) 

requests the file at time t (rti  (t ) = 1) and the central controller decides 

to transfer the file to the memory of computer• j = 1), then at time 

t +1 the file is removed from the memory of computer i (yi  (t +1) = 0). 



(2.8) 

(2.9) 
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The file remains in the saine location (in other words yi  (t +1)=-- yi  (t ))  II  

there is no request by other computer .  (ni. (t ) = 0 for all j e  i  ), or if 

there is some request but the central controller decides n.ot tx) transfer 

the file (aii  (t ) = 0 for all j e  i ).The second term in the right-hand side 

of (2.4) can be explained as follows: Suppose that at time t th.ere is no 

file in the memory of the i th computer (yi  (t ) = 0). Then, at time t +1 , 

computer Z. gets the file if and only if it requests the file at time t 

(ni  (t)=1) and the central controller decides to transfer the file from 

computer j which has the file at time t to computer i (t ) = 1). 

This results in yi  (t +1) = 1. 

As control variables, define 

uii  (t ) =  a 1  (t 	(t ) 	 (2.7) 

where i e j and i  J  = 1,2,...,M. Then the dynamics of the file are 

described by 

(t + 1 ) = Yi (t) 1.1 1  — E uii (01 E 
j,, 	5j  

where 	j and i ,j = 1,2,...,M. 

Equation (2.8) may be written in a general form 

y(t +1) = f ( y(t ) , u(t ) ) 

where y (t) is the M-dimensional state vector given by 
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(2.10) 

y1(t) 
y 2(t) 

y(t ) = 

[Yu (t ) 

and u (t) is the (M 2—M)-dim.ensional control vector given by 

u 12(1.  ) 
u 13(t ) 

u(t ) = 

u 	(t ) 
u 21(0 
u  2(t)  

(2.11) 

u 2m (t) 

um,m-i(t ) 

Also, the definition of the function f is evident. 

From Equation (2.9) it is easy to see that there are M possible states 

of the system. Each of these M states is associated with the file being 

located in the memory of one of the M computers of the network. It is 

also easy to see that there are M 2—M+1 different control vectors 

(including the zero vector, corresponding to the situation where the 

central controller decides to keep the file in the same location). 

Then an expression for the total operating cost is given as follows: 
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Continuous- Time 

The total cost per unit time over any operating period of length N is 

m r 
E ic, + E c," x;  (t) iyi  (t) dt 	 (2.12) 

i=1 	j 
C = E f 

o 

where Ci  is the storage cost per unit time in memory of computer  i, and 

is the communication cost per transmission over the line connecting 

computer i and computer  j .  Also Xi  (t ) denotes the rate of the request 

described by the Poisson process Ni  (t ). As we assume that the constants 

Xi  (t ) are all known, the cost function can be finally expressed in the 

f orm 

C = E 	(y(t ))dt 	 (2.13) 
0 

where y(t ) is given by (2.10). 

Equations (2.5) and (2.13) describe entirely the file allocation 

problem according to Segall's continuous time analysis. The goal is to find 

the optimal controls  a 2  (t ) that minimize the cost function described by 

(2.13) subject to the set of differential equations (2.5). 

Discrete- Time 

The total cost per unit time over any operating period of length N is 



a(t ) = 	) 2.16) 
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N 	r 	E Ci- 71. (t )1 Yi ( t  
E  E 	+ 	.7 

t 	=1 	3  rt  
C=E (2.14) 

where the definition of Ci  and C 	is given in (2.12). Note that the 

expected value is used since the requests ni  (t ) are random variables. 

Define the request rates as 

a..i(t)=PrIni(t)= 
11j 

 = 1 1 2,...,M 	 (2.15) 

It is assumed that the request rates al, (t) are perfectly known. It, 

can also be proved that 

For details see Appendix A. Thus the cost function (2.14) may be written 

in the form 

N if r  

c 	E 	[ ci  + 	ci; 	(t )1 yi  (t) . 
t 	=1 	j 

(2.17) 

As we assume that the constants ai  (t) are all known, the cost 

function can be finally expressed in the form 

ç = E [y(t )) 
. 

 

t=1  
(2.18) 

Equations (2.6) and (2.18) describe entirely the file allocation 

problem according to Segall's approach. The goal is to find the optimal 

controls u(t ) that minimize the cost function described by (2.18) subject 

to the set of difference equations (2.6). 
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2.3 Solution of the Problem 

For the case of continuous time analysis, Segall proved that the 

optimal control variables av  (t ) are given by 

	

0, 	V(t ,j )>_V(t ) à  

a 1 (t)= 	 = ( 	,j ) < V ( t 	 (2.19) 

	

1, 	V(t ,j )<V(t ) 

where i 	 #j and V(t ,i) is given by the set of backward 

differential equations 

dV(t,i)  

dt 
_ [ci  + 

+ E X1  (t  )[v(t ,j )-v(t 	).( v 	(2.20) 
jpi 

with terminal condition 

V(N,i)=0, for alli, i=1,....,M 	 (2.21) 

For the discrete time analysis of the problem the solution is given by 

using dynamic programming techniques (see Appendix B). Since there is a 

direct path between every pair of computers, a computer that needs the 

file simply broadcasts a request for the file over the net'work and the 

computer that actually has the file at that instant will receive the request 

within one sampling instant. For this reason Segall only studied in detail 

the case where there are just two computers passing one file back and 

forth. Finally he studied the same problem in the case that the request 

rates are not perfectly known. He assumed that the request rates for the 

file at the two computers are random Markov processes whose transition 
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probabilities are themselves random. Under these conditions he derived 

the optimal control policies of dynamic file allocation using dynamic 

programmin.g techniques [Howard 1960]. 



Chapter 3 

The Dynamic File Allocation Problem in a 

Three-Computer Network with a Linear Topology 

3.1 Statement of the problem 

In this chapter we study the dynamic file allocation problem by 

removing the assumption that the computer network is completely 

connected. As is the case with Segall's work, we make the following 

simplifying assumptions: 

(1) The files are requested by the computers according to mutually 

independent processes 

(2) The files are short compared to the memory of the computers 

(3) Communication lines have sufficient capacity 

(4) Computers have sufficient memory 

Under these assumptions the problem of allocating any one file can 

be treated indepedently of that of allocating any other. Thus we also 

assume that there is only one file being passed back and forth. At any 

time, if a computer wishes access to the file and does not have it, it simply 

broadcasts a request for the file to a central controller . . This central 

controller knows which computer has the file at that time instant and 

makes a decision (based on the optimality criteria described later) 

whether or not the file is to be sent to the computer that requested it. 

—16 - 
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This presupposes a parallel network for broadcasting requests, which 

.seems to be a rea.sonable assumption for most existing networks. If a 

decision is made to transmit the file to the requesting computer, the file 

has to be transmitted over the network, and need not arrive at the 

requesting computer until several sampling instants later, since the 

network is not completely connected. In most existing computer 

networks, it seems to be the case that, while there need not be a direct 

path between every pair of computers, there is always a path of length no 

longer than two. Thus a computer that requested a file will receive it (if at 

all) no later than two sampling instants from the time that it requested it. 

Unlike the simple case treated by Segall, this assumption still does not 

narrow down the collection of network topologies very much. Since this is 

the first time that such a problem is being studied, we choose a 

configuration as shown in Figure 3.1.1, which might be referred to as a 

linear topology. 

• 
Figure 3.1.1 -A Computer Network with a Linear Topology 
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32 The Modeling Equations 

In this section we derive the equation.s describing the file transfer 

between the three computers connected as shown in Figure 3.1.1. If 

computer i  has the file at time t and there is a request from computer 

j for the file, then at time t a central controller decides whether or 

not  the  file is to be sent to computer  j . If there is no request, or if only 

computer i wants the file at time  t ,  then the file is left in computer  j. 

On the other hand, if a decision is made to transmit the file to computer 

j at time  t , the file itself need not arrive at computer j until time 

t +2 , depending on the values of the indices i and j . Let us define some 

quantities as in Chapter 2. Let yi  (t ) be defined as 

1 if the file under consideration is held 

(t ) = 	in memory of computer  i  at time t 	 (3.1) 

0 otherwise 

-where i = 1,2,3 and t = 1,2,... 

Clearly, at any given time only one of the three variables 

iy i (t ),y 2(t ),y 3(t) can be one and the other two will be zero.The requests 

of the file are again modelled as three independent Bernoulli processes 

ini  (t), t = 1,2,... i = 1,2,3 with  rates exactly known (see Appendix A). 

The variables ni  (t ) are defined as 
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1 if the file is requested by computer i  at time t 

(3.2) 711 ) = 

0 otherwise 

where  i  = 1,2,3 and t = 1,2,... 

Also, let us define the decision variables a (t ) as follows 

1 if, given that the file is in memory 

of computer i at time t and is requested 

by computer j , the decision is to transfer it (3.3) 

to the memory of computer j 

0 othervrise 

aij ) = 

Note that au (t ) is only defined for i 4j . Then the dynamics of the file are 

described by the following equations: 

1(t +1) = Yi(t)[1 —n2(t)0(12(t ) na(t)an(t)] 

+ y 3(t --1)n i (t —1)a3i (t —1) 

+  y  2(t 	1(t )a21(t )[1 —y 3(t —1)n,  1(t —1)a5 1 (t —1) 

—y 1 (t  —One —1)(x13(t —1)] 	(3.4) 
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2(t +111 ) = y 1(0[71  2(t  )rx12(t )+ns(t )ais(t )] 

+ s(t )[n2(t )cts2(t )+ 71, 1(t )a31(t )] 

2(t )[i —n1(t )azi(t ) ---"ns(t )a2s(t 

[1—y 3(t —1)n 1 (t —1)a 31 (t —1) 

1 (t —1)n 3 (t —1)a i3(t —1)] 	 (3.5) 

s(t + 1 ) = 3(0[ 1 	2(t )c(32(t ) —n i(t )(x3i(t )] 

+y  1 (t —1)n 3 (t —1)a 13(t —1) 

e(t )na(t )a23(t )[1 —y 3 (t -1)n 1 (t -1)0(31 (t -1) 

—y 1 (t —1)n 3(t —1)a 13(t —1)] 	(3.6) 

The explanation behind these equations is as follows: Let us begin 

with computer 1. In what ways can computer 1 have the file at time 

t +1 ? That is, in what ways can y 1 (t +1) equal 1? There are three 

possible ways, namely: 

Computer 1 has the file at time t , and there is either no request from 

the other two computers, or else there is a request but the central 

controller decides to let the file continue to reside in computer 1; this 

explains the first term on the right side of (3.4). 

(i) 
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(ii) At time t —1, computer 3 has the file, computer 1 wants it, and the 

central controller decides that the file is to be sent from computer 3 

to computer 1. Since the transit time between computers  land  3 is 

two sampling instants, the file requested at time t —1 only arrives at 

time t +1 . This explains the second term on the right side of (3.4). 

(iii) At time  t ,  computer 2 has the file, computer 1 requests  it  and the 

central controller decides to send it to computer 1. This partially 

explains the third term of the right sicle of (3.4). Now, in computing 

this term, we must ignore the situation where the file happens to 

- reside in computer 2 at time t only because it is "en route," because 

this possibility is already accounted for by the second term. This 

explains the second part of the third term on the right side of (3.4). In 

the same way, suppose that the file was in computer 1 at time t —1, 

computer 3 requested it at that time, and that the central controller 

desided to send it to computer 3 at that time. As a subsequence, the 

file will be in computer 2 at time  t . If now computer 1 requests the 

file at time  t ,  it is assumed that the central controller has sufficient 

"memory" to let the file continue on its original course and not to 

divert it back to computer 1. This explains the last part of the third 

term on the right side of (3.4). 

Now the equation (3.6) can be explained in an entirely analogous way, 

by interchangin.g the roles of computers 3 and 1. Finally we turn to 

computer 2. There are numerous ways in which the file can come to 

computer 2 at time t +1 First, it may be that the file is.in  computers 1 or 
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3 at time t , computer 2 requests  it  and the central controller "grants" 

this request. Alternatively, the file may have been in computer 1 at time 

t , computer 3 requests it at the same time, and the file is in transit as a 

result of this request having been granted. The same situation may also 

occur with 1. and '3 interchanged. All of these terms are accounted for by 

the first and the second term on the right side of (3.5). The third term on 

the right side of (3.5) consists of two products. If the file is already in 

computer 2 at time t and there is a request from one of the other 

computers, then computer 2 can be directed by the central controller to 

send the file there, provided that the file did not just come from there on 

the way to the .other computer. All in all, it is evident from the complexity 

of the equations above in comparison to those of . Segall that the removal 

of the complete connectedness assumption substantially complicates the 

problem. 

I . 	

To put the equations above in a form suitable for application of 

dynamic programming, let us define the control variables: 

(3.7) 

where iej , ,j = 1,2,3. Then the system of equations (3.4), (3.5) and 

(3.6) can be expressed in the form 

y(t +1) = f(y(t ),y(t —1),u(t ),u(t —1)) 	 (3.8) 



Finally, if we define the new state vector x(t ) as 

r (t) 	1 
x(t) = [y(t1)1 
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where the vector y(t ) is given by 

ry i(t 

Y(t)= [y e ) 
3(t ). 

and the control vector u(t ) is given by 

(3.9) 

u 12 (t ) 
u 13 (t ) 
u 21 (t ) 
u 23 (t ) 

u 31 (t ) 

u 32(t ) 

(3.10) 

(3.11) 

u(t ) = 

then the set of equations (3.8) describing the dynamics of the file can be 

. expressed in the simpler form: 

x(t +1) = g(x(t ),u(t ),u(t —1)) 	 (3.12) 

where the definition of the function g is evident. Now, the vector x(t ) has• 

 six components, each of which is either 0 or 1. This suggests that there 

are 2 6  = 64 possible states. However, it is routine to verify that most of 

these combinations do n.ot make sense, and there are in fact only seven 

possible states of the system, namely: 



li  

r1 . 	Li ro 	ri 	To.  ro 	0 
0 	1 	1 	o 	0 	0 
0 	o 	0 	O.1 	10 

 1, 1P oP 0 , 0 , 0 , 0 
0 	0 	1 	1 	1 	0 	0 
0 	0 	0 	0 	0 	1 	1 

The above seven possible states of the computer network under study 

describe the followin.g situations respectively: (i) the file being in memory-

of computer 1 at time t —1, remains in the same location at time  t ,  (ii) 

the file being in memory of computer 1 at time t —1, is transferred to 

computer 2 at time  t ,  (iii) the file being in memory of computer 2 at time 

t —1, remains in the sanie location at time t , (iv) the file being in memory 

of computer 2 at time t —1, is transferred to computer 1 at time  t ,  (v) 

the file being in memory of computer 2 at time t —1, is transferred to 

computer 3 at time  t ,  (vi) the file being in memory of computer 3 at time 

t —1, remains at the same location at time t  ,.and  (vii) the file being in 

memory of computer 3 at time t —1, is transferred to computer 2 at time 

t, 

In the same way, the control vector u(t ) is a 6-dimensional vector 

whose components are all either 0 or 1, but again there are only seven 

possible control vectors, namely: 

24 



0 	1 	ro 	ro 	ro 	ro 	ro 
0 	0 	1 	0 	O0 	0 
0 	0 	o 	1 	0 	0 	0 
0 	0 	0 	o '1 ,  0 	0 
0 	0 	0 	0 	0 	1 	0 
0 	0 	0 	0 	0 	o 	1 

Note that the zero vector corresponds to the situation where there is no 

request from any computer, or there is some request, but the central 

controller decides to keep the file at the same location where it was at 

time t —1 . Let us use the symbols  X, U to denote the set of possible 

states and the set of possible controls, respectively. 

Finally, let us consider the cost function to be minimized. Let Ci  

denote the storage cost per unit time in computer  j, and Cif  denote the 

cost of transmission from computer i to computer j Th.en the total 

cost per unit time over any operation period of length N is: 

3 3  
= 	E E 	(t)+Y i(t){Cizn2(t)+(Ciz+C2s)na(t)] 

t =1 =1 

+Y 2(t ){C21n i(t )+C23n 3(t )] 

+y 3(1  ){C32n2(t )+(C32+C21)72, 1(t )]] 	 (3.13) 

In Equation (3.13) each term can be explained as follows: The first 

term within the brackets is the expression for the overall storage cost 

during the operation period N . The second term within the brackets is 

the expression for the situation where the file is stored in the mernory of 

computer 1 and it is requested by the other computers. Note that with the 
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J = 	(x(t )) 
t 

(3.15) 

26 

request n 3(t ) of the 3rd computer a cost of value C 12+C23  is 

associated since the file has to be tran.smitted through the paths 1-2 and 

2-3. An analogous explanation can be given to the third and the forth 

terms. Clearly, the overall transmission cost is expressed by the last 

three terms within the brackets of equation (3.13). Since the requests are 

random variables, the true cost function is the expected value of the 

quantity J in (3.13). Define the request rate ai  (t ) as 

(t ) Pr  {mi  (t ) = 1  j  where  j = 1,2,3 	 (3.14) 

Then it is easy to see that the expected value of J , which we again denote 

by J , is given by (3.13) with the ni  ( t ) replaced by ai  (t ) (see Appendix 

A). As the constants ai  (t ) are all known, the cost function can be 

expressed in the form 

3.3 Solution Using Backward Dynamic Programming 

In this section we show how the problem formulated in the preceding 

section may be solved using the technique of backward dynamic 

progra.mming. In  Appendix B the backward dynarnic programming 

technique for a class of dynamic systems is presented. The objective here 

is to show how this technique may be readily adapted to the situation 

where there are delays in the control variables. Suppose the system 

under study is described by 
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x(t +1) = g(x(t ),u(t ),u(t —1)) 	 (3.16) 

and the objective is to minimize the cost function 

• J = E (x(t ),u(t )) + h (x(N+ 1)) 
t =1 

(3.17) 

Note that the function Lt  changes when t changes. The problem 

described by (3.16) and (3.17) is somewhat more general than  the onè 

• 
posed in the previous section, in that there is no explicit dependence on 

the control variable in the cost function (3.15) and there is also no 

terminal cost. However, it turns out that the theory is no more 

complicated for this case than for the case described by (3.15), -so that we 

chose this more general cost function. Clearly, the 'variables to be chosen 

to achieve the minimum are u(1),u(2),...,u(N). It is important to note that 

the quantity x(2) depends not only on the (presumably known) initial 

state x(1) and the. control variable u(1), but also on u(0). Accordingly we 

assume that both x(1) and u(0) are given. To solve this problem by 

backward dynamic programming, define the "cost to go" Q (x,u) as 

(x,u) = 	min 	1E (x(t ),u(t )) + h (x(N + 1))} 	(3  .18) 
u(t),u(i +1),..,n(N) t  

subject to the conditions u(i.-1) = u, x(i ) = x (where x and u are known). 

Then 

QN (x,u) = minILN (x,u(N)) + h (g(x,u(N),u))} 
u(N) 

(3.19) 
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since x(N +1) = g(x(N),u(N),u(N-1)) = g x,u(N),u). 
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Finally, for i = N —1 ,N —2,...,1 we have 

min { E 	(x(t ),u(t )) + h (x(N +1)) 
M 	

1F 
+1 ) , ...N) t =t +1 

(x,u) = min 
u(i) 

Now, it is easy to see that, according to the definition (3.19), the 

second term within the big braces is simply the analytic expression of the 

term Qi  .1_ 1 (x(i +1)) . So Equation (3.19) may be written as 

(x,u) = min {Li (x,u(i )) + 	4. 1 (g(x,u(i ),u),u(i ))I 	(3.20) 

for  j  = N —1,N —2,...,1. Thus, the optimal controls u(i ) can be found by 

solving backwards the set of equations (3.20) and considering Equation 

(3.19) as the initial step. We can see that it is quite easy to solve for u(i ) 

at each of the N steps of the procedure. Note that we have to check only 

seven possible controls and we can choose the one that minimizes the 

term on the right side of Equation (3.20) The optimal locations of the file 

during the operating .period of length N can be found by substituting the 

optimal controls iu(i ), = into the equations (3.12). Finally, the 

minimum cost function Jmin.  is given by Q i (x,u), which is determined 

during the last step of the backward procedure. 



Chapter 4 

Simulation Results 

In this chapter numerical results on the application of the dynamic 

file assignment studied in Chapter 3 are presented. In particular, the 

effects of the parameters of the system (request rates, storage and 

transmission costs) are studied in detail. The effect of the number of 

time instants for the discrete analysis of the problem, as well as the 

effect of the initial location of the file are also studied in sections 4.2 and 

4.3 respectively. The system is considered over an operation period of 24 

hours. If N denotes the number of the discrete instants of time within 

this operation period, then clearly the central controller decides about 

the optimal location of the file every —
24 

hours. The variables ai  (t) 

(request rates) can take integer values, denoting how many times per 

hour the computer  j  requests the file of interest. Note that all the 

variables ai  (t) are considered as known a priori. The storage costs 

are expressed in dollars per second (for the file of interest) and the 

transmission costs  C are expressed in dollars per transmission (for the 

file of interest). As an application of the method developed in Chapter 3, 

the optimal allocation of the file is presented during the whole operation 

period of 24 hours. Also, the total minimum expected cost is given in 

dollars. 

1 

—29-- 
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4.1 The Effect of the Request Rates on the Optimal Allocation 

In this section the effect of the request rates of each computer is 

studied, by giving several examples with different request rates and 

keeping the saine values for the other parameters of the system. A 

discussion about these examples follows. 

Example 4.1 

As a first example, we consider the case where the file is requested by 

only one computer 'at any time. The request rates pattern for each of the 

three computers over 24 'hours is given in Figure 4.1.1. The values of the 

other parameters of the system are shown in Table 4.1.1. The optimal 

allocation of the file, according to the method studied in Chapter 3 is 

given in Figure 4.1.2. Finally, the minimum expected operation cost for 

this example is foun.d to be S 86.77. 

Table 4.1.1 - Summary of data for Example 4.1 

N = 96 	 Initial location : Computer 1 

C 1  = $ 0.001 per second 	C 12 =  $ 0.5 per transmission 

C2 = 5 0.001 per second 	C21 = $ 0.5 per transmission 

C3 = $ 0.00 1 per second 	C23 = S 0,5 per transmission 

C 32  = $ 0.5 per transmission 
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Figure  4.1.1 -Request rates for Example 4.1 
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Figure 4.1.2 -Optimal file allocation for Example 4.1 
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By examining the results for the first example, we can see that the 

optimal location of the file at any time t is in the memory of the computer 

that requests it at that time, since there is no other request at the same 

time. The situation beComes complicated in the case where more than one 

computers requests the file at the same time. This situation is considered 

in the following examples. 

Example 4.2 

In this example, we consider that eventually more than one 

computers may request the file at the same time. Figure 4.1.3 shows the 

pattern of the request rates for each of the three computers, over a 

period of 24 hours. We can see for instance that the file is requested by 

all the computers during the period 9-15 hours. The values of the other 

parameters of the system are the same as in Example 1.1 (see Table 

4.1.1). The optimal allocation of the file is given in Figure 4.1.4. In this 

case, the minimum expected total cost is S 142.27. 
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Figure 4.1.3 °Request rates for Example 4.2 
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9 



36 

• 	e 

By examining the results for the second example, we can see that for 

the period 0-6 hours, the central contrtoller decides that the file has to 

be stored in the memory of computer 1, since computer 1 is the only 

computer that requests the file during that period of time. For the period 

6-9 hours the central controller decides that the file has to be stored also 

in the memory of computer 1. During that period, computer 2 also 

requests the file, but its request rate is lower than the request rate of 

computer 1 for the same period of time. The most interesting part of this 

exam.ple is following after. During the period 9-15 hours, all the 

computers may request the file, and the central controller decides that 

the file has to be stored in the memory of computer 2, though it requests 

the file with the lowest rate. The same situation is examined in following 

examples. During the period 15-18.5 hours, the file is stored in the 

memory of computer 1, and during the' period 18.5-24 hours, it is stored 

in the memory of computer 3, since the request  rate of computer 3 is 

higher than that of computer 1 for this period of time. Note that the file 

is stored in the memory of computer 2 for one time instant (15 minutes) 

as it is transferred from computer 1 to computer 3. 

Example 4.3 	 - 

In this example, we consider that the situation where all the 

computers may request the file at the sarne time occurs more frequently. 

The - pattern of the request rates for each of the three computers is 

shown in Figure 4.1.5 and the values of the other parameters of the 
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e 

system are the same . as in the previous examples (Table 4.1.1). The 

optimal allocation of the file is given in Figure 4.1.6. In this case the 

minimum expected total cost is $129.27. 
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Figure 4.1.5 -Request rates for Example 4.3 
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Figure 4.1.6 -Optimal file allocation for Example 4.3 



40 

451 

In this example, all the computers may request the file at the same time 

during four different periods of time. The central controller decides that 

the file has to be stored in the memory of computer 3 during the periods 

3.75-6 hours and 9-12 hours. We can see that for these periods the 

request rates (per hour) of the three computers 1, 2 and 3 are 

a i (t ) = 2 , a 2(t ) = 1 , a. 3(t ) = 4 respectively. For the period 12-24 hours, 

the central controller decides that the file has to be stored in the memory 

of computer 2. For this period of time, the request rates (per hour) of the 

three computers 1, 2  •and 3 are a i (t ) = 2 , a 2(t ) =  2,  a 3 (t ) = 4 

respectively. By examining these results, one can conclude that, in the 

case where all the computers may request the file at the same time, the 

central controller always decides that the file has to to be stored in the 

memory of computer 2, except for the case where the request rate of 

computer 1 (computer 3) is higher than the sum of the request rates of 

the two other computers. Then, the file has to be stored in the memory of 

computer 1 (computer 3). Note that this holds only in the case where all 

the other parameters of the system remain the same as in Table 4.1.1. 

Example 4.4 

As a last example for this part, we consider that the pattern of the 

request rates for each of the three computers is given in Figure 4.1.7 and 

the values of the other parameters of the system are the same as in Table 

4.1.1. The optimal allocation of the file for this case is given in Figure 

4.1.8 and the minimum expected cost is found to be S156.40. 
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Figure 4.1.7 -Request rates for Example 4.4 
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By examining the results of Figure 4.1.8, we can see that these are in 

accordance to our previous conclusions. It is interesting to notice that 

during the periods 6-9 hours and 15-18 hours it is decided that the file 

has to be stored in the memory of computer 2.  This  supports our 

conclusion made in the discussion of Example 4.3 



44 

4.2 The Effect of the Number of Time Instants N on the Total Cost 

In this section the effect of the number of time instants N for the 

discrete analysis of the problem is studied, by giving several examples 

with different N and keeping the sarne values for the other parameters of 

the system. A discussion about these examples follows. 

Example 4.5 

Let us suppose that the request rates pattern for each of the three 

computers is given in Figure 4.2.1. We also suppose that the number of the 

discrete instants of Urne within the period of 24 hours, is 48. This means 

that the location of the file is decided every 30 minutes. The optimal 

allocation of the file is given in Figure 4.2.2 and the minimum expected 

cost for this example is S114.15. 

Table 4.2.1 -Sumrnary of data for Example 4.5 

N = 48 	 Initial location : Computer 1 

C 1  = $ 0.001 per second 	C12 =  $ 0.5 per transmission 

C2 = $ 0.001 per second 	C21 = $ 0.5 per transmission 

C3 = $ 0.001 per second 	C23 = 3 0.5 per transmission 
• 

C32 = s 0.5 per transmission 
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Figure 4.2.2 -Optimal file allocation for Example 4.5 
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By examining the results of Figure 4.2.2, we can see that the file remains 

in the memory of computer 2 for three instants of time durinig 6-7.5 

hours as it is transferred from computer 1 to computer 3. It is also 

remains in the memory of computer 2 during the periods 12-13 hours (2 

instants of time) and 17.5-18 hours (1. time instant) as it is transferred 

from computer 3 to computer 1 and vice versa. 

Example 4.6 

The pattern of the request rates for each of the three computers is 

the same as in Figure 4.2.1. We now suppose that N = 96. In this case, the 

location of the  Ùie is decided every 15 minutes. The optimal allocation of 

the file is given in Figure 4.2.3 and the total cost is found to be S11.2.27. 

The values of the other parameters of the system are the same as in 

Table 4.1.1. 
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Figure 4.2.3  -Optimal file allocation for Example 4.6 
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If we compare the results of Figure 4.2.3 with those of Figure 4.2.2, we can 

see that the only difference is that,  as-1V increases, the file is stored in 

the memory of computer 2 for a shorter period of time. Also, the total 

cost is lower in the cake of Example 4.6. 

Example 4.7 

The pattern of the request rates for each of the three computers is 

given in Figure 4.2.1. We now suppose that N = 288. This means that the 

location of the file is decided every 5 minutes. The optimal allocation of 

the file is given in Figure 4.2.4 and the total cost for this example is found 

to be 5111.02. 

Table 4.2.2 -Summary of data for Example 4.7 

N = 288 	 Initial location : Computer 1 

C 1  = S 0.001 per second 	C 12 =  S 0.5 per transmission 

C z  = $ 0.001 per second 	C 21 	S 0.5 per transmission 

C3 = S  0.00 1 per second 	C 23  = S 0.5 per transmission 

C32  =5  0.5 per transmission 
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Figure 4.2.4 -Optimal file allocation for Example 4.7 
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If compare the results of Figure 4.2.4 with those of Figures 4.2.2 and 

4.2.3, we can see that the file is stored in the memory of computer 2 for a 

shorter period of time. We can also notice a further decrease of the total 

cost. Here, we may mention that, as N increases, the total operation cost 

decreases, but the central controller has to decide about the optimal 

location of the file more frequently. So, there is a trade-off between the 

total operation cost of our application and the central controller _ 

operation cost. 
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4.3 The Effect of the Initial Location of the File on the Optimal Allocation 

In this section the effect of the initial location of the file is studied, by 

giving several examples with different initial locations and keeping the 

same values for the other parameters of the system. A discussion about 

the results of these examples follows. 

Example 4.8 

Suppose that the pattern of the request rates for each of the three 

computers is the same as in Figure 4.1.1. We now suppose that the file is 

initially located in the memory of computer 2. The optimal allocation of 

the file is given in Figure 4.3.1. The minimum, expected operation cost is 

found to be $87.77. 

Table 4.3.1 -Summary of data for Example 4.8 

N = 96 	 Initial location : Computer 2 

C 1  = S 0.001 per second 	C 12  = 5 0.5 per transmission 

C2 = S 0.001 per second 	C21 = 5 0.5 per transmission 

C3 = 5 0.00 1 per second 	C23 = $ 0.5 per transmission 

C32 = $ 0.5 per transmission 
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Figure 4.3.1 -Optimal file allocation for Example 4.8 
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We can see in Figure 4.3.1 that the file is stored in the memory of 

computer, 2 for two time instants and then it is transferred to the 

memory of computer 1. After this, the results are the same as those in 

Figure 4.1.2. Note that this initial change results in a higher total 

operation cost. 

Example 4.9 

Suppose that the pattern of the request rates for each of the three 

computers is the sanie as in Figure 4.1.1. Now we suppose that the file is 

initially located in the memory of computer 3. The optimal allocation of 

the file is given in Figure 4.3.2. The minimum expected cost is found to be 

$90.27. 

Table 4.3.2 -Summary of data for ExampIe 4.9 

N = 96 	 Initial location : Computer 3 

C 1  = 5 0.001 per second 	C12 =  S : 0.5 per transmission 

C2 = S 0.001 per second 	C21 = 8 0.5 per transmission 

C3 = $ 0.001 per second 	C23 = S 0.5 per transmission 

• C32 = 5 0.5 per transmission 
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Figure 4.3.2 -Optimal file allocation for Example 4.9 
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By examining the results of Figure 4.3.2, we  can see that the file is 

stored in the memory of computer 3 for the first three time instants and 

then it is transferred to computer 1 through computer 2. After this, the 

results are the same as those in Figure 4.1.2. Note that the total cost is 

now higher than that of Example 4.8. 

1 

1 
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4.4 The Effect of the Storage Cost on the Optimal Allocation 

In this section the effect of the storage costs is studied, by giving 

several examples with different values of storage costs and keeping the 

same values for the other parameters of the system. A discussion about 

the results of these examples follows. 

Example 4.10 

We suppose that the request rates pattern for each of the three 

computers is the same as in Figure 4.1.1. The values of the other 

parameters of the system are shown in Table 4.4.1. Note that in this 

example the storage cost in computer 1 is three times more than the 

storage cost in the other computers. The optimal allocation of the file is 

given in Figure 4.4.1 and the total cost is found to be 8109.60. 

Table 4.4.1 -Summary of data for Example 4.10 

N = 96 	 • Initial location : Computer 1 

C 1  = $ 0.003 per second 	C12 = S 0.5 per transmission 

C2 = 5 0.00 1 per second 	C21 = 5 0.5 per transmission 

Cg = 3 0.001 per secànd 	C23  = $ 0.5 per transmission 

C32 = $ 0.5 per transmission 
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Figure 4.4.1 -Optimal file allocation for Example 4.10 
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• By examining the results of Figure 4.4.1, we can see that the file is 

stored in the memory of computer 1 only for one hour, and then it is 

transferred to computer 2. This is reasonable, since the storage cost is 

higher in computer 1.. 

Example 4.11 

We use the same request rates pattern as before and suppose that 

the storage cost in computer 2 is three times more than the storage cost 

in the other computers. The optimal allocation of the file is given in 

Figure 4.4.2 and the minimum expected total cost is $97.82. 

Table 4.4.2 -Summary of data for Example 4.11 

_ 
N = 96 	 Initial location : Computer 1 

C i  = 5 0.001. per second 	C 12 = S 0.5 per transmission 

C2  = $ 0.003 per second 	C21 = S 0.5 per transmission 

C3 = 5 0.001 per second 	C23 = S 0.5 per transmission 

C32 = S 0.5 per transmission 
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Figure 4.4.2 -Optimal file allocation for Example 4.11. 
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We can see in Figure 4.4.2 that the file is transferred from computer 1 

to computer 3 through computer 2, vrhere it remains only for one time 

instant. 

Example 4.12 

We use again the•same pattern for the request rates for each of the 

three computers as in the previous example. Now, we suppose that the 

storage cost in computer 3 is three times more than the storage cost in 

the other computers. The optimal allocation of the file is shown in Figure 

4.4.3 and the total cost is found to be $108.90. 

. Table 4.4.3 -Sumrnary of data for Example 4.12 

N = 96 	 Initial location : Computer 1 

C 1  = S 0.001 per second 	C12 = S 0.5 per transmission 

C2 = S 0.001 per second 	C21 = S 0.5 per transmission 

C3 = $ 0.003 per second 	C23 = S 0.5 per transmission 

C32 = S 0.5 per transmission 
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Figure 4.4 2 -Optimal file allocation for - Example 4.12 
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By examining the results of Figure 4.4.3, we can see that the file is not 

stored in the memory of computer 3 at all.  It  remains in the memory of 

computer 2 during the period 9-24 hours. Note that during the period 

18-24 hours only  computer  3 may request the file, while the probability of 

a request from computer 2 is zero. 

Example 4.13 

In this example, we examine the case where both request rate and 

storage cost in a computer have high values. In Figure 4.4.4 we can see 

that during the period 9-15 hours the request rate of computer 2 is much 

higher than the request rates of the other computers. The values of the 

other parameters of the system are the same as in Table 4.4.3. The 

optimal allocation of the file is given in Figure 4.4.5 and the total cost is 

found to be 5129.67. 
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Figure 4.4.4 -Request rates !or Example 4.13 
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Figure 4.4.5 -Optimal file allocation for Example 4.13 
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By examining the results of Figure 4.4.5 we can see that they are 

close enough to the results of Example 4.1. This means that, if a computer 

_requests the file with a very high rate (in comparison with the others), the 

central controller dec.ides that the file has to be stored in the memory of 

this computer, even if its storage cost is very high (in comparison with the 

storage costs of the other computers). 



Chapter 5 

Conclusions 

5.1 Summary  of Results 

In this report the dynamic file assignment problem in a three-

computer system with a linear topology is formulated and solved as a 

discrete-time optimal control problem. It is the first time tha.t such a 

problem is studied un.der the assumption that the computer network is 

not completely connected. A detailed theoretical an.alysis is given, 

followed by a presentation of the simulation results and a discussion of 

the effects of the parameters of the system on the problem solution. 

5.2 Suggestions for Further Research 

(1) In this report we have presented the model describing the dynamics 

of the file whose location is desided by a central controller. The same 

problem can be extended to find the optimal decentralized decision.s 

about the location of the file. This requires application of 

decentralized control techniques on the particular network that we 

have studied. 

(2) The model described in Chapter 3 can also be extended to include 

unknown rates of demand for each of the three computers. This 

requires further equations for estimating the unknown request rates, 

—67-- 
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using prior statistics available for these rates. 

(3) There are also many other directions in which the results of this 

report have to be extended, like the investigation of the same 

problem in which multiple copies of the file are considered. Moreover, 

the effects on the results of finite storage and fin.ite channel capacity 

will have to be studied. 

(4) Finally, we may mention that this work could be the motivation for 

further research on computer networks with a star topology, which is 

- a generalization of the linear topology of three computers studied in 

the present report. 
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Appendbc A 

Discrete-Time Point Processes 

A discrete-time point, process in (t ),t 	is simply a binary 

sequence describing the occurences of some type of events. Here 

i

I

n  (t )=1 shows that such an event occurs at time  t , and in (t )=Oi shows 

that there is no occurence at time t . lt is also assumed that no more than 

one event can occur at a.ny given time. The simplest case is when in (t is 

a Bernoulli sequence of independent random variables with 

I 
Pr{ n (t )=1} = 1—Pr n (t )=0 = a (t ) 	 (A.1) 

Here one assumes also that the (possibly time-varying) parameters 

a (t ) are exactly known. The expected value of the variables .n (t ) can be 

expressed as: 

111 	
(t)1= 1.PrIn (0=11+ O.Pr J m (t)=0} 

1.a (t) + 0-(1—a (t))= a (t )  

Because of this simple but critical relationship of equation (A.2), the 

quantity a (t ) is sometimes called the (time-varying) "rate" of occurence 

at time  t.  The role of the discrete-time point processes as well  as of other 

stochastic processes in estimation theory, is studied in [Segall 1976a] 

111 	and [Segall 1976b]. 
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Appendix B 

Backw-ard Dynamic Programming 

The purpose of this Appendix is to provide some background 

knowledge of the background dynamic programming technique used in 

Chapter 3. Suppose that we study a dynamic system described by 

x(t +1) = f(x(t ),u(t )) 	 (B.1) 

where x(t ) is the state vector and u(t ) the control vector. Also suppose 

that the objective is to minimize the coat function 

J = E Li  (et ),u(t )) h (x(N +1)) 
t =1 

Note that the function Li  is time-varying. The case where this 

function is time invariant is studied in [Bellman 1957], where the forward 

dynamic programming technique is -a.nalyzed in detail. The goal in our 

problem is to find the optimal controls u(t ) that minimize (B.2) and 

satisfy (B.1). To solve this problem we follow this procedure : Define 

(x) = min 	E Le  (x(t ) ,u(t )) + h (x(N + 1))) 

Clearly, Q 1 (x) = J rilin. We also assume that x = x(i ) is given. Then, by 

applying (B.3) for i = N we get 

(B.2) 

(B.3) 
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Q N (X) = min ILN  (x,u(N)) + h (f(x,u(N))} 	 (B.4) 
u(N) 

Also (B.3) can be writte in a new form 

f N 
4 (xx(i )) + 	min 	I E 4 (et ),u(t )) + h (x(N + 1 ))1 +1) ..... u(N) 

(x) = min 
u(i) 

But, according to (B.3) the second term within the braces is simply 

the term Q.4. 1 (x(i +1)), so the equation (B.3) may be written 

(x) = min {Li (x)11(i )) Qi+i(f(x!u(i )))/ u(i ) 
(B .5) 

where i = N —1,N-2,...,1. Thus, the optimal controls u(i ) can be found by 

solving backwards the set of equations (B.5) and considering the equation 

(B.4) as the initial step. The minimum cost function Jrnin  is the quantity 

i (x) , calculated during the last step of the backward procedure. 
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