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INTRODUCTORY REMARKS

In the last decade, we have seen the development of a

number of computer communication networks. Typical examples

are the ARPA (Advanced Research Projects Agency) network in
the U.S.A. [1], the CYCLADES network in France (2], and the
DATAPAC network in Canada {[3]. These networks,  as
characterized by Kleinrock [l1], consist of a communiéation
ﬁetwork which provides the message' service and a user-
resource network where terminal users interact with fémote
computers via a communication network. 'AA.‘typical'
configuration of such netwqus is shown in Eigure 1.

This report deals with the -application of queueing -
models té computer~communication networks. 'iﬁ‘coﬁsists.of

four parts. Part 1 is a state of the art survey of

modelling and analysis of computer communication networks.

Part 2 involves the performance analysis of flow control

- techniques and message routing algorithms in communication

networks. Emphasis iéfplaced~on networks that are organized
as a multi-level hierarchy. An example of a two-level
hierarchical network is shown in Figure 2. Models for user-

resource networks are discussed in part 3. The response

‘time to local and remote users is analysed. Overhead due to

host=-to-host protocdl "is taken into consideration. Part 4
contains a coﬁple of miscellaneous items related to the

project and the concluding remarks of this study.
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PART 1 -- STATE OF'THE ART SURVEY

A discussion on the application of gqueueing models to

computer communication ' _systems can be found _in__the

o s M ESE-w

- s e

reference: Kobayashi, H. and Konheim, A.  "Queueing Models
for . Cdmphter Communication Systemé,"-IEEE Transactions on
Communications, Vol. COM-25, Number 1, Jan 1977, pp.2-29.

In this section, a more extensive survey on the application

- of queueing models to. computer communication networks 1is

given.

This survey is strictly dealing with the modelling,

analysis, and design of communication networks because the

performance analysis of user-resource networks has received

little attention. Structdrally, a communication network is

"a number of switching nodes connected together'byva set of

communication channels. The basic technique to deliver
messages 1in this network ' is .message—switéhing [1].. It
involves the routing of messages from one node to another in

a store-and-forward manner °© until . they . reach their

‘destination. In the ARPA, CYCLADES, and DATAPAC networks, a

'message is further divided into packets. Each packet has a

maximum size ahdA each is'independently routed through the
network. This is known aé packet-switching [1]. vit has the
adVantage that packéts' of a2 message éan be forwarded to
their next node before the whole message is receiéed, thus

speeding up the delivery of messages from -source. to

'destinatioh.‘ Since packets can be treated . as - small
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messages, the same type of models have been used to analyse

both message~switched and packet-switched networks-[l,4]..'
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1.1 THE BASIC MODEL

The first model for message-switched (or. packef—
switched) networks is de&eloped'by Kleinrock [1,4]. It is
an open~'queueing .nétwofk " model of theAtype analysed by
Baskett, et.al. [5]. Each server in this model is used to

represent a communication channel. The processing time at

the switching nodes and the propégation delay are aséuﬁed to -

be zero. The buffer space at each node isAinfiniﬁe,'and the
queueing discipline at each channel is first—cOme, first—
served. |

Messages are.‘classified according. to  their source-
destination ﬁode pair. InAparticdlar,‘messages originating
at node s and destined for node d are called s-d ‘messages.
The arrival process of s-d messages:fme outside»tﬁe.nétwérk
is assumed to Se-Poisson with mean rate-ysd. Ali_ messaqeé
are assumed to. have the same exponentiél message length
distribution. Let 1/M be the mean message iength and C, the
capacity of channel i. The servicé time (or data transfer

time) at channel i is then exponehtial with mean l/uCir. The

. key assumption in Kleinrock's model is the'independence
asSumption\[l,4}Awhich states that each time a message
enters a switching node, a new.lengthAis”chosen from  the

- exponential message,length distribution. This éssumption is




required for the mathematical analysis to be tractable.

~Kleinrock (4] has shown by simulation that it gives accurate

results to mean end-to-end (or sourbe-to-destination) delay.

- . . | ||
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The routing algorithm is restricted to fixed or random;

~In fixed routing, a unique path (or ordered set of channels)

is defined for messages belonging to each s-d pair. ° Random

routing allows ' the possibility of alternate paths, and the

routing algorithm selects one of Ehese'paths according to a
) {

probability distribution.

1.2 END-TO-END DELAY
Using the basic model, Kleinrock [1,4] derived o an

expression for ' the mean end-to-end delay. This expressioh

is given by:

_ N : |
Tl "§ 1 - ¢
Yo M TN » | .‘
, oy = v ' :

where 'ggd s,d and. X;. is the mean rate of messages

routed through chapnel i.,.li is determined from:
oA = Z Ys.d * ‘fraction of s-d messages routed through channel i

: s L . )

1 ’ S:’ d

Eg.(l) has ~been wused extensively in optimization
problems for  network design. A detail account of these
problems is given in-[l,7J.' Of pérticular interest is the

topological design problem where the location of the

/N
| —__




- ek s Eh o S MW AW e W=

switching nodes and the message arrival rates are given.

The problem is to select (a) the location and capacity of

~

the channels—and-—(b)—thefraction-of-messages—routed through
each channel such that a constraint oﬁ the meén end-to-end
delay 1is not violated and the cost; of the network is
minimized. JDue' to the combinatorial nature of network

topology, the amount of computation required to solve this

: problem.incfeases'egponentially with the number of nodes.

For relatively large networks, the optimal solution is

computatioﬁally infeasible. 'Techniques to  get sub-optimal

solutions are discussed in [1,7]. These téchﬁiques have.

been used to provide guidelines for the design of the ARPA
network [7,15].
A more. genefal class of design problems has been

cbnsidered by Chandy, et.al. [8]. They allow cénstraints_on

. more detailed network  performance  measures. Examples of

such measures are mean end-to-end delay by message class,
variance and all moment .of Qqueue lengths, | add the
probability of exceeding a specified queué length.-

In a model vélidation- study, Kleinrock [1,6] extended
his basic model to incl&de nodal processing time,
propagation delay, and other features pertinent to thg ARPA
ﬁetwork; and derivea an.approximate expression for the mean
round-trip timé.. In'the AﬁPA netwbrk, a RFNM (kequest For
Néxt Meséage).{l,lelz is returned to the source node when a

message is successfully delivered at its destination. The




round-trip time 1is then the total delay experienced by a
message and its- RFNM. It is found that the mean. roun&-trip

time calculated from the model is reasonably close to that

e o w s = om
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derived from the measurement data [1,6]. This study
indicates that Queueing network models are useful for
performance prediction of existing ne£works.

As mentiéned in the 1last section, the independence
assumption;is'needed for the mathematical analysis ﬁo‘ be
tractable._ - The ‘special‘ ¢$se of deterministic message
length, however, does not require this assumption beéause»f
ihe message Iength is always.the.same. Network mbdelsfwith
deterministic service times-and a -~ first-come, - first-served
aiscipline at 'eaqh node do not’ yieid to exact anélysis
except for the;céSe:of.a tandem queue ([10]. Labetoulle and

Pujblle [11] -have considered the ‘application of diffusion

iapproximatiqhwto-these models. Via an exahple network, they

show that the appcoximate analysis compares:favbrably with

results of simulation.

1.3 BUFFER MANAGEMENT |

As a message is routed th;ougﬁ‘ a- message-switched .
network, it occupies buffer space in the intermediate nddes,
If the buffers Aare noﬁw properlybmanagea, an increase in
demand from one message ciass would -reduce the availability
of buffers to the{othérs.».fhis may lead to degradations in

network performance.




|

- oem M om ™

The basic model adescribed in section 1.1 assumes that

the buffer space at each node 1is infinite. It is not

adequate f performance analysis of buffer management

schemes. Models with Finite buffers are ~the:efore needed.
Irland [12] ‘ande Kamoun:[l3]. have analysed. a. finite buffer
model for a single switching node. An example of this model"

is shown in Figure 3. Messages are classified according to

~which channel they are routed out of the switch. Two of the

- schemes analysed in- [12,13] .are unrestricted sharing and

restricted sharing. TLet N be the number of buffers. C In

unrestricted - sharing, the N buffers~'a:e‘ allocated to

- messages - on - a first-come, first- served - basis, no

discrimination is made on the basis of message class. A

‘message which findslall buffers in use - is assumed  to be

turned away and’ will never return (i.e., 1lost).  In
restricted sharing, messages routed to channel i (i = 1,2)

can have a maximum of N; buffers. By selecting Ni.<‘N, this

scheme can prevent one message class from occupyingvall the

buffers.

"For the case of\Poissdn arrivals-and\exponential service
time'distributions, Irland [12] and Kamoun [13] have derlved
the equ111br1um jOlnt queue length . dlstrlbutlon us1ng the-
technique of_lndependent balance [5]. This distribution is
then used to determlne the swmtch throughput. Let Al be the
mean arrival. rate of messages to channel l. A éomparison-of‘

the two buffer management schemes as Al increases: is shown
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‘Figure 3. Single node model with finite buffers
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in Figure 4. With unrestricted sharing, the throughput is

flrst increased, . and then degraded. significently The
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1nltxal_~1mp:ovement~»}3~due~to—the~increased utlllzatlon “of”
channel 1. However, when.xl is large, almost all buffers
are occupied by messages to channel 1. The utilization of

channel 2 is much reduced. Consequently, the switched

-th:oughput is degraded significantly.

“With restrlcted sharlng, messages routed to channel 2

are guaranteed at least N - Ny buffers.>~This would prevent
a significant reduction in the utlllzatlon'of’channel 2. As.

a result, ‘the switch throughput stays at a relativelyghigh

- level Whenixl is large. Restricted sharing is - therefore a‘

better scheme for buffer management.
The analysis of a total network model with finite

buffers at each node  is very difficult. Irland [12] has

. attempted to solve this model by an-iterative ~approximation

-technique and found that the network thrdughput under

unrestricted and resﬁricted sharing at each_‘node _ has
essentially the same properties as those shown in Figure 4.
Lam [16] has alsd used. an iteratiVeﬂ approk@mation
technique to solve awneﬁwork model wiﬁh finite buffers at
each.node. Hisnmodel» ineludes a p051t1ve acknowedgement
scheme [14] whete a message is kept in a buffer untll an
acknowledgement is recelved fron the node to whlch this
message. ‘is. routed. If the acknowledgement is not recelved

within a time-out perlod. the message is re—transmltted.

11




(AN

Througﬁput

1‘5

1.0}

0.5

Restricted sharing
A Un;estricted sharing '
=10 N, =W, =10
Sl = 52 =1.0
i )\2 = 0.7
1 [ ) 1 3
0 1 2 3 4 5

. Ay, arrival rate of class 1

Figuregé. Single node model: throughput vs_.‘_ll




In a separate study, Lam and Reiser [17] have,analysed a

buffer management scheme based on input buffer limits. This

e o) ok 6h e wh G G M) O W S a2 S 63 S 82 =

scheme distinquishes messages according to whethet_theymane
input messages or trans1t messages, and a 11m1t is placed on-
the fractlon of buffers that the input messages can’ occupy
fhe advantage of this scheme is to devote a fraction of the
buffers to-_messages already in transit so that network

throughput can be'imp:oved.

1.4 FLOW CONTROL

In a .message—switched‘ network,ﬁtflow control is a
mechanism to prevent congestion by regulating theg:entry of
messages to the network. A common flow qonsrol,technique-is
the énd?to-end,contrel wheré a limit is'piaced On‘the.number
of messages in ‘each wvirtual circuit. | In a..computer"

communication network, a virtual circuit [3] " is a logicalf

~channel connecting - together two . users in the network.

Examplesfof end-to-end. control are the RFNM feature in‘ the-
ARPA network [1,18],. and the window technique - in
DATAPAC [3 ].

Pennotti and Schwartz [22] have used a tandem queue

model to anaiyse the endfto-end control. scheme. An example

of this model is shown in Figure 5. There are two classes
of messages. ' Link messages are those routed through all
channels while external messages- are routed through one

channel only. End-to-end centrol is modelled by placing a

13
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limit L on Nyink’ the number of 1link messages in the

" network. A link arrival which finds nlink = L is assumed to
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be - Lost.' With Poisson arrivals and _exponential message. .
1ength, Pennotti's model is a special case of the éenecal
queueing network model  analysed by Baskett, et.al. [S5]."
Using Baskett's result, Pennotti {22] derived an expression
for a link-loading factor which is the fractional increase
in the mean delay of external messages dpe to - the presence
of 1link messages. Let A,. . be the mean ar:ivai‘ratefof
link messages. A plot of the link-loading factor:.againstf‘
Alink is shown in Figure 6. With end-to-end control, -the

1ink-loading-remains finite and is a“slowly increaéing:

function of‘llink. The corresponding Curve~for the cése of

no control is also shown. It shows that the link-loading

becomes ‘unbounded as A increases.

link
Pennotti's = work. was later - extended = by

Chatterjee, et.al. [23] to include random routing.

A second technigue for admission control is ‘the.

- isarithmic technique 'originally- suggested by Davies [19].‘

This technique places a limit on the total number  of
messages 1in the network, no discrimination is made on the.
basis of source or destination. This is done by circulating

a fixed number of permits in the network, and tequiring a

message to secure a permit before it“can’be admitted to the

‘network.  An isarithmic control scheme has been impleménted

by Price [28] in his network simulation model.

15
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Davies: [19] remarked that‘isarithmic control alone'may

~not be effective, and suggested that it should be used as a

supplement - to other flow control techniques. This

mt S8 ok ) wA S8 B G0 Oh ON S5 SO 0N A2 OB en O &8 M

suggestion has motivated the analysis of a two-level control
by WwWong and Unsoy [21]. At the first level, a limit is
placed on the total number:of mességes in the network. At
the second 1level, disjoint groups of viﬁtual circuits are
formed and separate limits .are placedv oh " the" number  of
messages belonging to each group.

Wong's model [21] is essentially a generalization of the N

-basic mode in sectiom 1.1 to include:flow control. Message

classes are assigned to user groups. Let n, be the number
6f group.u messages4and n be total nuﬁbér of -messages in the
network. The two—lével control is modelled by réQuiring
that n < L' and n, <L, for all u. A group u‘arrival:is

assumed to be lost if n =1L or nu‘= Lye By properly

defining the groups and their limits, this model-can'be used

to study Davies' isarithmic and the ‘end-to-end. control

‘schemes..

Similar- to the model analysed by TIrland [12] and
Ramoun {[13], the network model wifh‘twb-level control is

solved- by the technique of independent balance IZl].

Results from numerical examples have indicated that Cavies' .

isarithmic control is not capable of preventing -throughput
degradétion whenv the . demahd"‘from one user grodp is

increased. Throughput degradation can be avoided if a two-

17




level control is used. - This observation is consistent with
\

‘Davies' suggestion [19] that isarithmic control should be

used as  a supplement to other flow control schemes.

a0 st o Oh BA SN w S8 O S5 WS 0% O A O SN O a8 o

ds a final note, Lam [24] has analysed a general

~queueing network model with population size cdnstraints.

.The switch models for buffer management [12,13,16,17] and

the network models for flow control [21,22,23] are special.

cases of Lam's model.

18




PART 2 -- COMMUNICATION NETWORKS

2.1 DISTRIBUTICN OF END-TO-END DELAY

=t ot S5 S i SN U G0 G0 S0 S O G AR A% % SN % e

In a message-switched communication network, the end-to-
end delay is the elapsea time from the arrival of a message
at its source node to the successful delivery'.of this
message at its'destination. In this section, we establish a
theqrem'regarding the distribution of end—to—ena delay of
messages belonging to a particular s-d palr. This iéfa more

detailed characterlzatlon of network delay than Kleinrock's

classical . formula in Eq,(l). It allows us to determine

statistics such as the mean, variance, ahd pércentiles of
énd—ﬁo—end delay. | |

This result is also important for phe analysis or
simulation of user-reéource networks. The message—swi;ched“
COmmuniQation-network can be treated as a "black—ng“ ‘with

an appropriate delay distribution. . This would reduce- (a)

.the complexity of analysis and (b) the cost of simulation.

2.1.1. MODEL DESCRIPTION
Our derivaﬁion is based on Kleinrock's model desCribea
in section l;l, The model assumptions are summarized béiow:
(a) M servers, each representing a communication channel.
(b) Capacity of-channel i, 1=1,2,...,M, is Ci‘
(c) Qqeueing_discipiine at each channel is FbFS.‘ |
(d) Nodal processing time and propagation délay- Aare

negligible.

19




(¢) Unlimited buffer space at each node. : -
(£) Messages are classified according to s-d pairé.

(g) Arrival process of messages belonging to eaéh*class is

=S Sk 05 S RS Sk A OO S0 N6 S 00 S B A% o0 On e M=

Poisson.
(h) Message 1length distribution (same for all classes) is
exponential with mean 1/u, |
" (i) Kleinrock's independence assumption [1,4] is used.

(j) Fixed or random routing.

For convenience in derivation, we also use the following

notation:

(a) r -- message C1ass (i.e.,'s—d'pair)
(b) R =- total number of classes; in a network with N
nodes, R can be as large aé NkNél).
(c) y(r) -- mean'a::ival rate of élass r messages.
(d) Fixed routing: | h
| a(ﬁ)‘¥— the path (or ordered: set of Channels) for
.class ¢ |
(e) Random routiﬁg:
k_ == number of altérnate paths for class ¢

r

aj(r) -- set of channels in j-th path, j =1,2,...,k

T
qy(r) -- probability that j-th path is selected |

' The routing; algorithms defined above are path-oriented
algorithms. When a méssage-enters the network at its source
node, a path iS’immédiately'selected, and this message will

be :outed.th:Ough the selected path. There is no feedback

20
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of messages to a previously visited node.

2.1.2 QUEUEING ANALYSIS

We first consider the case of fixed routing. TLet Air

_(i'= 1,2,...,4; r = 1,2,...,R) Dbe the mean arrival rate of

.class r messages to channel i. With fixed routihg, Air  is
given by:
Y(r) .~ if channel i ¢ a(r) , - -.(2)
Mr = -

8 . otherwise
Let'dir~be-the utilization of channel i by class r messages,
i = Agp /() o ;. G

The total utilization of channel i (denoted‘by'pi} can then

be written as:

‘We reguire that Py < 1 for i=1,2,...,M. This. is

equivalent to the reéuireﬁent:that no channel iS"satqrated,
the-conditioﬁ for existence éf a stochastic.equilib:idm-

Let £, (%) be the probability density function (pdf) of
the end-to-end délay of'claés'r=message5¢ and*q:(s)ﬂbe its

~t

Laplace Transform, i.e., | , | '
_ o« ,. -S).(: ‘- . . .
T (s) = fg o7 tu(x) dx (5)

21




The main result can be stated as follows:

Theorem: For our model of a message~switched‘netWork‘with

fixed routing,-

©)

Tr(s) = I - — -
fea(r) S+ uCi(1 - pi)

Proof:

We first prove two lemmas.

Lemma 1:

Let N_(z) be the generating function of the total number

of class r messages in the network at equilibrium,

N(z)= 1 1 --pi . _
T iea(r) 1 - P +ip'i¥‘(.-l' - z) : : (7

Proof: _

Let (Si’SZ”"'SM) ber the state of our netwérk”modei
where si = (nil,ni:,..,,niR)'is"thg,sﬁaté‘of chanhél i.‘and
N, is vthe number of class r mességes _(in.queue:or in
transmission) at channel i. Since our model 1is a special
case of the general .queueing network model analysed.by
Baskett, et.al. [5], we apply Béskettfs resﬁlt‘and »get"théi'
following expression for the equilibrium = state

probabilities:

P(Sys Spa wees Sy) = Py(Sy) Pp(S) woe Py(Sy) ®

22




where . : - o ' _
' R ] R' 1 U _ :
(S;) = - 0. . 1 I . 9

”P1(S1) (T-ep) [ rzl R L (PR 1 o 9

e ' - .

and ip and o are defined in Eqgs.(3) and (4) respectively{
P, (8;) is also the marginal probability that channel i
is in state Si' Let Nir(Z) be the generating function of

the number of class r messages at channel 1i. Nir(z) can be

. written as:

N s k A. : ‘
~ : ~ all states .- - s o
Si s.t. nir=k

Using Eq.(9) in Eg.(18), and after simplification) Qe get:

1 =09,

N (2) = D o - ‘ an
LI 1 = p'.i +-p.ir.(] "Z)A . )

- From Egs.(8) and (l11), it is easy to see that Nr(z) has the

product form  in Eg.(7) because the equilibrium . state
probabilities are the same- as if the state»variablefof the M

channels are mutually independent.

Lemma 2:
Let p,(r) be the equilibrium probability that the number of
class r messages in the network is n,fahd
dn(r) the prcbability that a «c¢lass r 'departUre left

behind n class r messages.

23




Then

p (r) = d_(r) \ n=260612... ' (12)

Proof:

Let “n(f) be the probability that a class r arrival sees
n class r messages in the network. Since ‘the“numbér' of -
class'r messages in the network changes-by unit step values
only, it follows from [26] that:

o (r) = d_ (r) - n==06,1,2,... | (13)
Since»thg arrival process of class r messages is Poisson, we -
also have [27]:

Combining Egs.(13) and (14), we get Eg.(12). ‘

We now prove our theorem. LetADr(z) be~vthe geherating

- function of thé number of class r messagesfleft behind by a B

class r departure. Eg.(12) implies'that:
N.(z) = D,.(2) o . (15)

Since we have assuméd fixed routing and a FCFS disqipline at
each channel, the number ofAclass r messages left behind . by
a class r departure must equal to the number of ¢lass r
arrivals during.the‘stay.of'the départing»Amessagé~ in. the
network. Sincer we have  also assumed a Poisson arrival

process, Dr(z) is given by [27]:

N o T
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Substituting s for y(r)~-v(r)z, Eq.(16) is reduced to:

Ts)=D.(1 -5/ y(r)) - - an

. random variable is a function of Pi”and not p

Finally, using Egs.(7) and (15) in Eg.(17), we get:

WCL(1 - p2)
T: (s)= T i i

QEL

Leﬁ?[a(r)l.be the number of channels in a(r).VZ'Our
theorem indicates‘ that - the end¥£o—end délay of class:r
messages is given by the sum of la(r)l"independent: random
variables. . The i~th ;variéble in this sum is.éxpongntial
with mean»(uci(l—pi))—l; it can be interpreted as tre - delay

(queueing time + data transfer time) at the i-th cihannel of'

a(r). It is of interest to note that the mean of t:is i~th

ir’

implying -
that all messages routed throﬁgh a particular channel ‘have h
the same delay distribution at this channel;

Reich [28,29] has considered the special case of a
tandem queue-,wiﬁhA one cléss_of‘customers. .He proved that
fhe output process of each sérver is Poisson ‘and the delays
at the -individual‘ ée:véfs are mﬁtuélly independent. Thé
proéuct fdrm for the Laplace Transform of end-to—end_‘delay~
isj thereféie» vaiousm. We: have not atteﬁpted fto prové
similar 'p;operties for our network model_'although our

theorem indicates that the distribution of end-to-end delay
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is the same as if the delays at the individual channels are
mutually independent.

T:(s)  can éasily be inverted, by using partial

- 2
fractions [27], to give t.(x). The mean T, and variance g,

* : .
of <c¢lass r delay can also be obtained from T.(s). They are
given by:
! - ) Cas s

iea(r) uC%(] - Di) :

—
]

and

: 1
L) 2
jea(r) -[uC1(1 - pi)]

1]

g

2.1.3. GENERALIZATION TO RANDOM ROUTIﬁG.

With random routing, a class r message can  be. routed.
thfough one- of k. alteinate paths, and'ihe'j—th path is.
-selected with probability qj(r), Qur analysis_in the 1last
section is. applicable if we treat each alternate path as a
Separate message ciass.‘ We thus replécé ciass i' by k

r
artificial classes. Let these classes be Tys rz; seer Ty v

r
then :
v(rg) = v(r) g;(r) | : | | (20)
) 5 y(rj) ‘ _ }f ch;nnel i s'aj(r)
Yie, T 1 g el o
i _ - . otherwise @1
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>and
K .
A R r B : .
L . (22)
ps = Z Z A / ('UC') : o
1 ) r'—'.l j=-| 'lY'J- 1°. - i o )

Applying our theorem in the last section, we get:

| C;(1 - ps) | |
T (s)= i | @3

r. . -
J 1eaj(r) s +uC; (1 - 0p)

T:(s) can then be obtained‘by removihgvthe artificial’clasé

from our model, i.e.,

x~

Y!

x | * | S ( -
T.(s)= I qs(rd T, () R 24)

=1 J

Similar to the case of fixed routing,. this Laplace

Transform can also be inverted to give tr(x).~ As to the

mean and variance of class r delay, we have:

. k | |
-y ' T ‘ @)
fr” j§1 S | . -

fea;(r) wC;(1 - o)

énd

n>

I

)

ro [;;a (r) [uC (1 )]2 | | i—“_m

—

-l (26)

ied;(r) wC;(1 - 04)
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2.1.4. GENERALIZATION TO MESSAGE GROUPS

It is often useful to consider the end-to-end deléyj of

messages belonging to a group of source-destination_pairs.

For example, we can study the delay characteristics = of (a)
messages sent among a subset of the nodes, (b)»messages“sent
from a particular source node, or (¢) messages sent to a

particular destination. We thus define a group G to contain

~a number of message classes, and a message is said to belong

to group G if its class membership-is in G. It is easy to

éee that our result for random routing is  directly

- applicable to message groups. -We~£hus‘have the following

_ * .
result for TG(s), the Laplace Transform of the pdf of

group G delay:

€

Tals) = § ol ) | e

wherejTr(s) is given kv Eq.(6) or (24), and Yg © ZGY(r),
re

In the special case that all classes of messages belong
to a single group, we have the Laplace Transform of the pdf

of the overalluend—to-eha délay:

* : : . .
=1 -'Y r _ . _ (28) .
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2.1.5. NUMERICAL EXAMPLES

- -Our numerical examples are based on the hypothetical

network shown in Figure 7. This network has 5 nodes and 14

channels. The external arrival rate of messages . belonging
to each -source-destination pair 1is given by the traffic-
matrix in Figure 8. All channels are assumed to  have the
same capacity, and the mean message length is éhosen such
that the mean data transfer time at each chanﬁel- (i.e.,

l/uCi) has a value of #.1.

We first consider the case of fixed routing and.Vassume.'.

that the routing algorithm is based on'the‘shortest path.

In our example network, there is a unigque shortest  path

between -each pair of nodes. Suppose we are interested in

the end-to-end delay from node 1 to node: 2. Denoting. this

source-destination pair by class 1, we apply Eg.(6) and get:

T";(S) =3/ (s+12/ (+21 /7 +4]1 o9y
This Laplace Transform can be inverted to give:
£(x) = 2007 4 1207 4 127 @

A plot of tl(x)‘is shown in Figu;e 9. The mean, variance,
and Qﬂ—percentiie of class,i\delay_are élsossh0wn.

We next c0nsidet'the case of fandom‘routing~ and assume
that 25% of claés-l messages are ashiftedi to the path
{1,3,8,9}. . This implies that_thev reméining 75% - are  sent

over the shortest path {1,5,9}. . Applying Eq.(24), and
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. . ) R » -
inverting the resulting TiXS), we get:

t(x) = -25.247% + 30272-5% 4 gog~4+5% _ 19,875 5% - gag~* (31)

- A plot of this pdf, together with its mean, variance, and

90-percentile, are shown in Figure 18. A comparison between

Figures 9 and 10 indicates that the mean class 1 delay under

random routing is smaller. This is due to the fact that a
fraction of-tréffic has been directed from a more heavily

utilized channel (channel 5) to a-couple'of.iéss:héavily

'utilized.channels (channels 3 and 8).

As a third example,;we.consider the epd-to~end deiay 6f-
all messages originated from node 1 uhder 'fi#éd;  sthtésE— .
béath routing. Applying our 'rgsults for . messagé‘grbups

- (Eq.(27)), we get the plot shown in Figure 11.

Finally, in Figure 12, we show the pdf of the endéto—end

delay over all messages under fixéd, shortest-path routing.
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2.2 HIERARCHICAL NETWORKS

At the present time, communication networks for computer

communication are relatively small in size, e.g9., less than

H
1
{

108 nodes. -In the future) these networks are expected to

- grow, and the number of nodes will be on the order of

hundreds, or even thousands. - One . technique to organize
large networks is to use a multi-level hierarchy. An

example of a_two—level hiefarchy has been-shown\in_Figure 2.

.In this organization, nodes are divided into clusters, and

clusters are connected together by "exchange" nodes. . This
section is a discussion of 'some preliminary/reSult on -the
problems of routing and flow control 1in hierarichical'

networks.

- 2,2.1 ROUTING

-In a hierarchical network, ‘messages-Aare diséinguished
according to whether they are -intra-cluster messages or
inter-cluster messages. With respect to rquting algorithms,

the approach of area routing [13] is mostvapprdpriate; This

. approach has the advahtage of using a much smaller table for

routing information, an extremely desirable feature when the
network is large.“ |

. Due to . the hierarchical sffﬁééﬁgé;m'inffé—cluétefh
meséagesAare seldom' routed to an intermediate  node in-

another cluSter;.‘Inten-cluster_messagesr<dn the other hand[‘

- must be Arohtedi‘ through  the exchange - nodes. The
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applicability . of queueing theory is still restricted to the
case of fixed or random area routing. The case of adaptive

routing does not yield to exact analysis.

The hierarchical organization introduces new . issues in
_ congestion'and flow control. Messages sent.betweén.nodeé in
different clusters may be routed through a relatively lérge.
number of éhannéls. Flow dqntrol schemes such as end-to-end
control may not be adaquatelbecausefcongestion can build»_up5
inside a «cluster. - This would result 'in - subéténtial )
1increaée‘in bnetwork' delay. Such congestion »ié usually

caused by one. or more slow or heavily utilized cnannel in

the cluster. - In what follows, we 'will illustrate " the
potential problem of end-to-end control and show how this

problem can be overcome by a hierarchical control scheme.

2.2.2.1 END-TO-END CONTROL

Our example of . a .hierarchical network is re-drawn in

Figure 13 to show the path from node s in cluster 1 to node

d in cluster 2. To study end-to-end control, we use

Pennotti's approach [22] and model this path by the‘ tandem

queue',mddél“éhowh"iﬁ Figuféwi4. Thé rest of the network is

represented by the external messagés.'

As discussed in reference [22] and section 1.4,~s-d>»

messages are called link messages. = End-to-end control is
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_routing does not yield to exact analysis.._

applicability of queueing theory is still restricted to the

case of fixed or random area routing. The case of adaptive

2.2.2 FLOW CONTROL

The hierarchical organization introduces new issues in
congestion and flow control. Messages sent between nodes in
different clusters may be routed through a relatively large
number of channels. Flow control schemes such as end-to-end
control may not be adaquate because congestioh can build up
inside a  cluster. This would result in a substantial
increase‘in network delay. Such. éohgestion is usually
caused by one or more slow or heavily utilized éhénnel in
the cluster. In what follows, we will illustrate the
potential problem of end-to-end control and show hq& this

problem can be overcome by a hierarchical control scheme.

2.2.2.1 END-TO-END CONTROL

Our example of a hierarchical network is re-drawn in
Figure 13 to show the path from node s in cluster 1 to node
d in cluster 2. To study _end—td-end control, we use
Pennotti's approach [22] and model  this path by the tandem
queue model shown in Figure 14. The rest of the network is
represented by the external messages.

As discﬁssed in reference [22] and section 1.4, s-d

messages are called link messages. End-to-end control is
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modelled by requi:ing that M ink be less than or equal to L;

Let Alink be the mean arrival rate of 1link messages. We

study the effect of an increase in Klihk on_the mean delay

X
i

of external messages in cluster 2.

The queueing analysis can be found in reference [22]§V'

It is summarized below.
Let ((nll}nlz),(nZl,nzz),...,(nSl,nsz)) be the state of
the model where n.y and‘n_.i~2 are respectively the number of

link ~and external messages at channel i. The equilibrium

- state pfobability is given by [22]:

P((rl-”, n-lz): (nz'l’ nzz)’ e ('ns-l, nSZ))

5oy 0yt My My ) . (32)

=c 1 — —— 041 P12
=1 ngp f g

where i1 glxlink/“i. and 9i2 = xi/ui.

C is the normalization constant obtained by summing all

- state probabilities  and  equating the sum to 1. . Let

n, =v(nll,n21,...,n51) ;nd nl'='n11*n21+'“’+§51“ C is given
by ' ' '

© © e .> | . . =1

; 7 7 g (nyg +ny)! p"ﬂ m?z 1
- '=.- = i= o 1 ‘i-l 1

aHn1 LIPS Q Ngo Q0 =] ngp ! n1.2 !

s,t.n}sL -

i
3




Let Q(nll,n2l,.,.,n51) be the marginal probability that

the number of 1link messages at channel i is

iy
i il' 2 re.s 2_!,,5_1__Q“( n 11’ .n.z_l‘lv_!_.-__-_ 1 51 )__is_g ive n._hb_y,:_ e e
Ch) = G S Mo | o
Qnygs Npps eves Mgl = T 04y 1 (34)

i=1 (] - 912)1'1”

A

It 1is of interest to note that this marginal prdbability is

the same as the case of no external messagés but the ;

i2°
From Eg.(34), we.get the following expreésibh for the-

capacity of channel i is reduced by a fraction equal to o

mean number of link messages at channel i:

L | .
Fo= 5 ok L. Qg ngps eeong) »
) i ZQ all ny s.t. L (35)
nqsk & ngp=k

It‘has been shown in [22] that ;i2' the mean number -of

¢

external messages at channel is related to n;; by the

following formula:

: P —
= = iz (1 +n..|)'

n. 1
i2 1 - Diz (36)

Finally, we use Little's formula [30] and get the following

expression for the mean delay of external messages at

- channel 1i:

. . i .

—

Tiz

1/u, —
/vy It +~nf1)

= ﬁ—. / As = - : . .
i2 1 - 012 . (37)
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‘The mean delay over all external messages in cluster 2 is

then given by:

T...

= _ YT * s Tsy | | (38)
2 14-+A5 «

‘We now illustrate the performance of end-to-end - control
by a numerical example. The parameter values for this
example are:

A, = A

[
[\
i
w
I
1~
[
(92

u =0.8 Be = 8.5 | |

These values imply that the mean arrival rates of external
messages to all channels are the same and the channels in
cluster 1 are faster than those in cluster 2. Also, channel-
5 is the slowest channel.

In Figure 15, we have plotted  the mean-deléy bf'external
messages in cluster 2 agalnst-klink
observe that as Alink increases, the mean delay in cluster 2

for the case L = 8. We

approaches a constant value. To explain this phenomenon, we
plot in Figure 16 the mean number of 1link .messageS at
¢hannels 4 and 5. Théée plots show that when Xlink.is
large, most of.théAS‘messages are in gueue or in service at-
channel 5. .. The long«'queue in*froﬁt of this channel will
cause a substantial increase in the delay of external
messages. We thus conclude that end-to-end control is-not
capable of preventing congestion from building up inside a.

cluster. Bétter flow control schemes are therefore needed.
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In the next section, we define —a hieracchical control

scheme and illustrate its advantage over end-to-end «control

by the same numerical example.

2.2.2.2 HIERARCHICAL CONTROL
The hierarchical control scheme under consideration can
be divided into 3 levels: end-to-end c¢ontrol, cluster

control, and inter-cluster control. This scheme allows each

‘cluster to make its own flow control decisions.‘tThese

.decisions are coordinated by the inter-cluster control.

We will use the tandem gqueue model in Figure'l77t9~study

the performance of a combined endfto—end and cluster control

‘scheme. The limit L is imposed by‘end—to-end contiol.

- Cluster control is .modelled by requiring the number of .ink

messages in . cluster i, i = 1,2, to be less than or equal to-

L..
1

With the addition of Ll and Lz, the model does not yield

to exact analysis. Instead of prdViding' an apprdximate -

analysis. to this model, we note that as Alink increases, the
number of link messages in cluster 2 will approach L2f This
is the case becauée; channel 5 1is the slowest channel.
Assuming that thére are always L, link messages in ¢luster

2, we can get an upper bound on the mean delay of external
messages5in this cluster. We thus reduce the model 1in
Figure l7”to the cyclic gueue model in Figure 18 and derive

an expression for this upper bound.
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Let ((n4l,n42),(n51,552)) be the state of this modei.‘

The -equilibrium state probability is given by:

| | 1) = i1 "2 |
P((nL” s n42):' (n51 y nsz)) = C-‘ _ . (39) .

~j=4 i1 i
where
5 n, -1 o
o el D S oy =g S
_n41+n51—L2_.1=4 (1 - piz) i1 .

Following the analysis in the last section, we get the
following  expressions for the performance  measures of

- interest: : ,
5 n

| il 1 | |
Ny-» Ngq) = C; T paq ' ' :
Qng-s mgy) = € 1 ey a - p,iz)nﬂﬂ | | R CS
L S
LTI Q(?41’ ngq) . )
=0 ngpng=ly |
AAngpk
1/ uy — . | ‘ :
T,, = L (i) o i=4:5 | (43)
R ~
- i2 |
A Tap 25 Tsy ‘ |
Ty = _14 +—7\—5 : : “H

For our numerical example, the same parameter values as

49




20 END-JO-END  CONTROL

"Z
=
v : -
% CLUSTER CONTROL (UPPER BOUND)

o
2 .
R

2 B3

(]
g O
o .
>
5o sp
:

] } }
0 0.5 1.0 1.5

Mink

" Figure 19. Mgan’Delay of External Messages in Cluster 2 vs llink




those for end-to-end control are used. The results for
L, = L2 = 4 are plotted in Figure 19. The  corresponding

result for end-to-end control (from Figure 15) 1is also

shown. We observe that the delay in cluster 2 _is . much.
reduced. This reduction 1is due to the limits imposed by
c¢luster control. We thus conclude that hierarchiéél control
is more effective than end-to-end control alone.

We now present an approximate analysis to the model.‘of
hierarchical control shown  in Eigure 17-.* Tﬁés basic
technique is similar to that used by% I;land [12]  where :a

link message 1is assumed to be lost_J.erxl.j-.nk'2 = Lz.,.Also,

"the arriyal rate of link messages to cluster 2 is assumed to

be Poisson. With these assumptions, the model for clusters

1 and 2 are shown in Figure 20.

Consider cluster 1°- alone, the analysis for end-to-~end
control with limits L - L, can be  used to. obtain
P‘“ll’“Zl'“Bl)’ the'equilibhium probability that the number

of 1ink meésages at channel i (i =1,2,3) is n,,. From this

il
-analysis, weﬁ‘get'"the‘*following\expression‘for“xiink;
mean arrival rate of link messages to cluster 2:
A = Ay, . L  P(figq a0y s0aq)
link » 11nk n11+n2 I _‘»;1 21 3; .

11831 S - (43)

Clusteéer 2 is now treated as a tandem queue model. The

arrival process: is Poisson with mean rate Aiink’: We can

- easily determine the mean number of link messages at each
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channel in cluster 2. Let them be-_r-':41 and ;51 respectively.

The mean delay in cluster 2 is then given by Eg.(44), i.e.,

= Ay Tpo + 25 Tsy
: = T ' - (46)
2. )\4 + J\s
where
| v, A
Ti2 = 1 (1 + nil) i=4,5
P12

A plot of the approkimate.expression for T, is shown in

Figure 21.
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PART 3 -- USER-RESOURCE NETWORKS
A user-resaurce network, as shown in Figure 22, 1is a

collection of user terminals = interacting with remote

computers via a communication network. To synéhronize the
action of the wuser and the remote computer, a set of"
protocols is - defined. To comply with these protocols, .

software modules must be executed. This introduces overhead

~in the computer system, and as a result, the response time

to local and remote users is degraded. In this section, a

- queueing network model is develdped*tq study the effect of"

protocol ~overhead on mean response - time. This model is -

: based. on - -the ARPA network [1l] where remote terminals

attached to a TIP {31] are éntering requests to a host

. computer..

3.1 PROTCCOLS IN. TﬁE ARPA NETWORK }
In the  ARPA network, a host-to-host protocol [32] is
defined for the host computers -to communicate' with each
other. -~ A TIP -is - an ‘interface " unit 'with this protocol .
implemented. It acts as a data concentrator for local
terminals to interact with remote host computers. |
Meéséges:.in the ARPA network are transmited over
unidirectional logical paths, known as links. A flow

control mechanism is implemented in this path where the next

message cannot be sent until the RFNM of the last message is

received.

e am

55




Remote
terminals

Communication Network

Host
Computer

Local -
terminals

Figurea$22 User—-Resource Network

56




Due to the multiprogramming  environment of most host

computers in the ARPA network, it is‘cbnceivableuthat remote

users at different “nodes may wantk.tb'Q§e_;hefsame_hQst
computer. The notion. of a connection is intfoducéd to.
provide for process addressing within the host. -(A process
is a program‘in execution.) A connection is an extension 6f
link - to the process level. It 1is a simplex connection
between a sender and a receiver. Two suchgéonnecﬁioﬁs {one
in each direction) are required  for two proéésées. in
different machines to communicate. |

Connectionsiare established, monitored, and destroyed by
a Network'Conﬁrol Program (NCP),‘ An "exqellent éurvey( of
NCP's at . the different nodes in the ARPA nétwo:k can be_
found in [33]. A control link (link number 1) is reserved
for NCP communications. It .is used for _connection
estéblishment,ﬁfldw control, and connection terminétionm‘

To facilitate the establishment of connectiohs'betWeen

processes in different machines, an  Initial Connection

"Protocdlv'(ICP}~I§4}fhiéfmééfiﬂédi>“?This pfatdéal} together

with the Telnet protocol [35] allows a terminal- usér to
interact with a. femote« cbmputer. The<Telﬁet:prctocol is
responsible for’gbing ﬁhrough'the ICPrsgqﬁéncei séndingf ahd
recei§ing:'of “data, intefrupting the remote host computer;

and terminating a connection. A complete'descriptidn of the

-variouS"typeS~of'érotocols can be found in [36].°

After the initial connection sequence, the £flow of
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messages between sender - and receiver is controlled by the

"allocate" mechanism in the host-to-host protocol.  Under

this mechanism, the receiver NCP notifies the sender NCP as

to Ehe . number .of bytes he can send on ‘a _ particular
connection. This notification  is- done~ by an "ailocate“
messagdge dver the control 1link. ~ The receivef NCP .is
ﬁherefore able to regulate the rate of receivingldata. This
often lowers the rate at which a terminal user canA‘enter,
requests: tova remote computer. .The "allocate" méSsage.also

introduces more traffic in. the network, ahd as a result, the

response. time to remote users 1is ' increased. In  what

follows, we will develop a queueing network.modél Ato study
the response time of local and remote users. A parameter to
represent overhead due to the host-to-host protocol is also

identified.

3.2 QUEUEING NETWORK MODEL |

The basic model is shown  in Figure 23.-° | The
commdnicétibhf ﬁétworkeiSfmodelledfby‘two.tandémvdﬁeUGSQ ope:“
for each direction. The rest of the communication network

is once again, modelled by the‘external.messageé; Attached

to these tandem queues are remote and local terminals, and a

computing resource. The model assumptions and notation are
given below:
"(a)_Eqr the local users, the mean think time at terminal

iS»l/hl, and the meén~sérvicéJtime~at,CPUAis.l/ucl.
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(b)

(c)

The corresponding means for the remote users are _l/h2
and l/uc-2 respectively. |

1/u¢._.2 = (1 +a)/u,. ¢ is a parameter related tg

(d)

(e)

protocol overhead, it ié the ratio of CPU time for
protocol handling:to that for actualfprocessing.

The external messaqu'are.removed from the model by' a :
proper. reduction to the capacity of each channel.

The data transfer time at channel i, i =1,2,3,4, is

- exponential with mean l/1ﬁ.

(e)

A.

( (nt_lr

Mg
1
r‘C

With N

charac

Ne1

ntz.

terized by: -

The scheduling discipline at the CPU is-'proceésor

sharing'[S]}»

state - of ‘this model is given"‘ by~

ntz),(ncl,ncz),(nl,nz,n3;n4)) where

1 and N., - are respectively fhe-mean number of local o

and remote users thinking- at terminals,.

., 1 =1,2,3,4, is the number of -messages to/from

remote terminals at channel i, and

vl and"'n“c2 arem’reSpectively the mean number of local

~and.temoté.requestsAat the CPU.

1 local’and'N2 remote usérs, a feasible state is

+n., =N

cl 1

+‘n02 + nl + n2‘+ n3 + n éﬂN
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3.3 QUEUEING ANALYSIS
Our'model for user-resource networks belongs' to the

class of network models. analysed by Baskett,et.al [5].

Using Baskett's result, the equilibrium state probability is

given by: e - |
. . : . ! : n n
P((nt'l’ ntz) s (nc-‘-s« ncz)s— (n-l ) nzs- l"l3, n4)) §‘= CZ ____J'__| ( l_) tl ( l_) t2
. o Mg ¢ Mo h1 “2 :
(nc-‘ + ncz ) LA 1 nc] 1 n.CZ 4 1 n'i‘
e T (=
. L (e o n

Ny !Nt el He2 =y

C2-is the normalization obtained by summing all state
probabilities and equating the suh'to 1.
From Eg.(47), we <can use the following formulas to

compute Htl and th, the mean number of local and remote

users thinking at terminals:

N, | . - ;
i¥] i k=0 k.a11 feésible*states P((nt]’ "t2)=("c15 ncz),(nl, 20 My h4))
' s;t..nt1=k ' €48)
; i Néwm“,wfwmA .
"2 T k=0 : alg‘feasiblé states Pngs "tz)’("c1’ nCZ)?(n1’ M2» Mg n4)?
Csetomgpek ‘ (49)-

For the local users;, the mean number of requests at the CPU

is N - Nitr " and. the mean rate of requests entaring the CPU

is-;Llhl. Using Little's result [30], the mean response
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time of local users is given by:

I B BN BN B B B B BN Em O e

1
H

S Sl (50)
= A

v ntl II'I

Similarly, for the remote users, the mean response time is:

Ny - 0yp | o
ntZ h2 o | , (51)

Ry

] 3.4 NUMERICAL EXAMPLES
In our numerical examples, the model parametéré are ' as

: follows:

_l/ﬁl = l/h2 = 10.8

ugy = 1.8

1/my = 1/ ¥ = 1/uy = 1M, = 8.25

¢.=9.5, 1.0, and 2.8

The meah response time of\,locél ﬁserég'for' the case  of
@ = 1.8 is shown in Figure 24. We observe that as Ny
increases, this response time increases slowly-at.fifst, and
then becomes a IineénfffhnctiOn.of”Ni."This behaviour»is
typical of queueing hetwork models with a finite number of
user tetminals«[37]. Figure 24 also shows the effect of the
presence of the remote users on the response time of local
useré,

The plots for = .5 and 2.0 are not shown because they

are. almost identical to those in Figure 24. This indicates

that under processor sharing, the amount of protocol

2
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overhead has 1little effect on the response time of local

" users. Its effect on the response time of remote users, on

the other hand, 1is more pronounced. This can be seen in

Figures 25 to 27 wheie the remote respdﬁéghiime- is .élotted
against Ny for the three values of @

The -above examples: are for the processor sﬁafing
scheduling disciplines only. The results will be quité

different if a different . discipline 1is used. Also, the

modelling 0f the computer system can be refined by the~.

. addition of secondary storage devices 'and~ main memory

limitations. =

3.5 APPROXIMATE ANALYSIS

We now include the "allocate" messages into our model

and illustrate how the theorem on end-to-end -délay in -

section 2.1 can be used to obtain approximate expressions

for the  local ‘and remote response times. We assume that

each tiﬁe:a~data'messagetis received and processed by the
NCP (in the TIP at node 1l or the computer system at node 2), -~ -

an allocate message is returned to the sending NCP to set up .

the transfer of the next data message.

For our.appréximate analysis, we = let Rz».be the mean
response time gf ‘remote users. The mean arrival rate of
messages £é<the communication network is given by:

\ N

2 --;/hz-*ugz : (52)
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The factor of 2 is due to the fact that each data message is
followed by an allocate message. This is also the mean rate

of messages returning to the remote terminals. Applying our

' ' A ] .-I. S N SN B WM S M s

theorem on end-to-end delay in section 2.1, the total mean

delay in the communication network is given by:

- 4 1lu
T= I 05T . - .
1=l - T M2l | (53)

‘With. respect tp the remote users, the effective mean think

“time is:

h) =1/h, + T 3
1/n; . 1/h, + T (54

' The model for the computer system at node 2 is thus reduced

to a ‘finite population’model'with two classes of customers
and processor sharing discipline. The mean time spent by
remote jobs in the system can'easilyfbe determined. Let

this time be Ri. We then have:

‘This equation can be solved iteratively for R,.

In Figures 28 and 29, we have plotted the mean response
time to 1local and remote users for the case @ = 1. We see

similar behaviour as that shown in Figures 24 to 27.

|
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PART 4 -- MISCELLANEOUS.ITEMS AND.CONCLUDING REMARKS

4.1 COMMENTS ON THE ANALYSIS OF X.25 PROTOCOL

N S S B BN 8 AR Ay = e SN &S B N n BN s

(REQUESTED BY DR. Y.F. LUM)

The = X.25 protocol 1is established by CCITT as an

international standard for network access. A description of

- X.25 can be found in [38]. Of particular interest is the

packet level protocol which is dealing with  the

" establishment, maintainence, and termination of virtual

circuits.
"We consider the environment that a virtual circuit is

already set up and data transfer is in progress. This

environment is sufficient to characterize the network

performance because the time spent 'in establishing " and
terminating a virtual circuit is small compared to that
spent in.data transfer. | _

A key feature in the X.25 packet level protocol is the
window mechanism where the number of unacknowledged:fpackets

on a. - particular .virtual circuit is-limited by the window

size. Let the window size be W. A packet is not allowed to

~enter the network if the window is closed, i.e., the number

of unacknowledged packets is equal to W. This packet  must
wait for ‘the window to open. The selection of window size
is important because a small window. size may result in low

throughput . while . a Zlarge window size may result in

unacceptable'énd—to—éndvdelayr
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The window mechanism also implements a flow control
scheme because it regulates the rate at which packets (or

messages) are admitted to the network. The modelling and

analysis of flow control 'in [21,22,23] can be used to study

the performance of ' the X.25 window mechanism if we assume

" that thete_ is Ao error 1in data transfer  and the

acknowledgement is returned in zero time.

The assumption of =zero acknowledgement  delay is
unrealistic. However, the analysis of a flow contrdl modei 
with end-to-end acknowledgement is very compléx. At the
preéent time, the only case which yields to exact analysis
is that of a single wvirtual circuit established  between
nodes.connectéd together by a single channel. ThisfanalysiS‘
is done by W.. Yu and J. Majithia and is not available in-
open literature.  The generalization of this anal?sis to
more than one virtual circuit or more than one..channel is
not possiblé\ A more extensive study of the window
mechanism (with acknowledgement) can-be.found in - a recent
thesis by P,_“Kermani“"fnom UCLA [39]. . He provides: an-.
approximate analysis of a tandem link model with end-to-end
acknowledgement. | -

A feature related to acknowledgement- is the timé-oﬁt
mechanism. ’In”thiS‘mechanism, a packet is re-transmitted if
the acknowledgement of this message_is not received within a
time-out period. Thisfmay<due.to'(a) thé original packet is

lost, (b) the 'écknowiedgément-liS* lost, or (<) the:
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acknowledgement - is delayed by traffic in the net&erk.
Fayolle, Gelenbe, and Pujolle [48] have analysed a time-out

mechanism- for a window size of one. They called it the

"send and wait" protocol. -Unfortunately, their analysis is

only approximate because of the way the acknowledgement

packets are handled. Specifically, when a packet is re-

transmitted, the “acknowledgement of the original packet is
not taken into consideration. This would give a pessimistic
result. for the mean end-to-end delay. The optimal. time-out

period which minimizes the mean packet delay 1is also

derived. The generalization of Fayolle'é result to a window

size of greater than 1 is very difficult.
‘Kermani [39] has also considered the time-out mechanism

and provided app:oximate results for.network throughput and

- mean packet delay.

In conclusion, gqueueing analysis  has been used

successfully to study the performance of protocols such as

X.25 which uses the window mechanism. The results obtained

so ~far " are either ~exact. analysis for special cases or
approximate for more general cases. Queueing analysis will
continue to be the fundamental approach for performance

analysis of the window mechanism in X.25.

4,2 . COMMENTS ON R. GALLAGER'S WORK ON PROTOCOL
(REQUESTED BY DR.. M. SABLATASH)

Gallage: [41] studied the amount of protocol information
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that must be transmitted in a data network to keep track of
source and destination addresses and starting and stopping

of messages. A lower bound on the required information per

message is derived. This lower bound is found to depend on
‘the distribution of message length, the message arrival
rate, and the delay in transmitting the message.

Gallager's work is an information theoretic approach to

- the study of protocols., It is quite different from the
other materials in this report which deal with the gueueing

theoretic approach. It gives us answers to the amount of

‘protocol  information required, but not to performance

measures such as network throughput — and - end-to-end delay.

In terms of protocols “such ~as X.25, Gallagér's study‘ié

related to the number of bits in a message for header

information ' and not related to .the effect of window size on

network performance.

4.3 CONCLUDING REMARKS
Queueing network models- - have been used extensively in
the performance analysisv of message-switched (or packet-

switched) communication  networks. A survey of the

application of these models toc the analysis of end-to-end

delay, bdfﬁer management, and flow control has been
presented. The exact analysis of network models is
restricted to the class of models analyzed by Baskett et al.

- [51. 'bAnalyticai reéuits for models with more. complex
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features, e.g., adaptive routing algorithms and finite
buffer space, are therefore not presently available. These .

models are usually studied by approximation techniques and

.discrete simulation.

A theorem on the distribution of end-=to-end delay in a
message-switched network has been established.. This theorem .

has been published in Computer Networks, vol. 2, no. 1 {Feb

1978) 44-49. It allows us to obtain .statistics such as

mean, variance, and percentiles of end-to-end delay. It

also finds application in the analysié .of ﬁser¥resource
networks.

Due to the increased interest-in”computer_networking, it
is - conceivable . that - the size of networks wili grow. The

problems of routing and flow contrblzin‘large) "hierarchical

networks have been considered. The analysis of routing

algorithm is still limited to fixed or random routing. A

hierarchical flow control technigue has been suggested. Via

a simple network example, this technique is shown to be more

effective. than . the traditional end-to-end control in terms
of ausmallérAhetwork.delay.

As mentioned in- the introduction, the performance

- .analysis of wuser=~resource networks has received little

attention. =~ A gqueueing. network model has been developed for

- a simple user-resource network. The mean response time of a

computer system to local and remote users has been

illustrated by means of a numerical example. This result,
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together with a state of the art survey, will appear in the

-.September 1978 issue of the ACM Computing Surveys.
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