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FINAL REPORT

LOCAL AREA NETWORKS AND OPEN SYSTEMS INTERCONNECTION

1. Introduction
Local'Areé Networks (LAN) are a c;ass,of data networks
having'limited geographical areas, usuallf within a kiléméter. Nétworks
confined té a single office building, shoppihg center ér university
campus are prime examples of LAN's. The emergencé'of IAN's is part of
the ééneral giowth’of computer and digital_téchnology, however thé intro~-
.duction of Office Automation and Distributed Processing Systems has
furnished additional impetus. In both of these applicationsAﬁAN teqhni—

ques play a significant role.

In the éast Local Area Networks were defined in terms Qf
geographical extent and data ;ate, however in.view.of the rapid'groﬁth of
technology, more useful definition of ILocal Areé Networks may bé-in terms
of ﬁsage and configuration. " The purpose of Local Area Networks is to
provide a common communication channel émqng a number of users in the same
limited geographical area.. The Qmphasis is.upon ease and flexibility in
providing. access. Due to ﬁhe limited geograéﬁical area béndwidth is not

the critical: commodity that it iSvinIlarger networks. Thus the access to

the network can be simplified at the cost of bandwidth. Data networks cover-

ing a large area require redundancy to ensure operation against failures.. For

: 1 : -
example one of the features of the ARPA net is two paths between source
destination pairs. Because of the limited geographical extent of the

typical Local Area Network, it is in something of a protected environment




and Fhis redundancy is unnecessary. This simplifies the topology since
dnly a single path need be provided between source-destination pairé.

Iﬂ current pfactiée'three configurations are prevalent - ring, bus and

star (see Figure 1). (Precise definitions fo; topologies and~acceés techni-
ques will be given in the sequel). As.matfers now stand the fing.énd the
bus topologies are receiving the most attention. ‘_However it appeafs that
the star topology is well suited to the optical fibér mediﬁm. As optical

fiber finds application we would expect more work on the star. topology.

There are a large number.of access techniques, i.€., "
téchhiques for sharing fhe\line among users. Of.fhese.two are under active
consideration for standdrds ~ Token Passing and Carrier Sense Multiple
Access. Historicélly, Token Passing was devéloped-in connection with the
ring topology.2 éSMA with collision detection 'is fhe latest.develbpment
in random access techniques. The first of thesé techniques.was part of

the ALOHA radio system.3 Random access became part of Local Area Network

‘technology through the Ethernet4 although there had been some analysis of

random access in connection with local disfribution._5 ._The Ethernet aﬁd the
assopiated CSMA pfotocol seems to be wedded to the bus topology. Neverthe-
less in connection with standards activity there is an application of the
Token Passing technique to bus architecture. In the main body of this(re—
port We shall compare Token.Passing and CSMA. We shall also make compari-

sons with altemmative access techniques,

A third component of Local Area Networks, in addition to

the topology and the access technique, is the physical médium. In our

T



investigation we have encountered three types: twisted pairs, coaxial
cable and optical fiber. Twisted pairs operate .at avrate of apprbxi—
mately 1-M bps. Because of the long established T l’ technology,
Ehere is a strong tendency to operate at a réte of l.544 M bps. As we
shall see presently physiéal considerations impel the ring topology for
use in connection with twistedlpairs. The access techniquesvare'those

that are appropriate to the ring topology.

At this writiﬂg coaxial'cable seems to be thé most widely

" employed mediumvfor Local Area Networks. The speed range mentioned in
conhection with coaxial cable systems is  in the ranée of 1 to 20 M bpé;
Existing systems seem to be at the middle thlowetiend'of<thé fange.‘ The
great advantage of coaxial cable is its flexibility of operation. Coaxial
cable can be.used in eithér the bus or the ring topology. Moreover_
coaxial.cable.presents no problem with regard to access technique:so lqng' 
as the technique is appfopriate to the topology. Aé we shall see ?he
great advantage of coaxial cable is the ease of connection, particularly

in the bus topology.

The salient édvantage of optical fiber seems to be high

data rate ; speeds. up to 50 M bps - are obtainable without

gfeat cost. The speed of 44,736 M bps is attractive in view of the exist--

ing T3 technology. There are other advantages‘to optical fiber. The
fiber is immune to electromagnetic interference, is chemically inert
material and is an insulator for high voltage. All of these properties

may be important for particular applications however they are difficult to




assess within the context of our study. The salient limitation to
optical fiber lies in the lack of easy access. This property pre-
cludes a bus topology implemented with fiber and one is driven to

alternative topologies.

The foregoing represénts a brief overview of Local Area
Networks. .In the succeeding sections of this report we shall delve in

some detall into several issues relevant to the design of LAN's. In

’u

section IT we consider standafds activities relevant to the local area i
networks. We feview the Open Systems interdonnédtion concept by the
International Standards organization. We also review the work of the.
IEEE 802 committee_on a LoCal.Area Network standards. Secfion.III is
devoted to the consideration of the ring topology. The emphasis is upsn
a comparis§n of the Token Passing technique with what is éommonly called
buffer insertion. The buffer insertion technique allows more thaﬁ one -
station at a time to use the system. The comparisdns in this ana in the
next section of the report are based on mathematical models based on
'Quegeing Theory. The bus topology and .the appertaining station access
techniques are studied in section IV, Included are a comparison of CSMA
-and Token Passing,. Thisvsection also contains a comparison of colliSioh
resélution by means of random retransmission, as in the current versiop of
CSMA,Aand tree search. Section V of the‘report deals witﬁ the HDLC proto-
col. The -focus in this section is upon a simulation proéram for HDLC
which includes an emulation of the media access protoéol, This simulation.
program is the first component of a projected larée software system desighed

to evaluate Local Area Network protocols. The penultimate section of the



report deals with the role of optical fiber in Local Area Networks. As
indicated above the particular properties of optical fiber compél network"
configurations which are different from those appropriate to metallic

media. In a final section we draw our conclusions and chart our course

for future work.
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II,. Standards - OSI and 802

The International Standards Organization has established

a general architecture, Open Systems Intercohnection (0SI) ; for Computer .

‘i-

Communication Networks. The architecture segments the communication's pro-

tocols involved : into. seven layers and specifies the interface between

" layers, Within the layers standard protocols such as RS 232, X21 and

the emerging 802 standard (see below), operate autonomously. The only

requirement is that there be a proper inte:face with"adjacent layers.

The seven léyers of the protocol are represented on Figure
2. The lowest or the most elemental level is the Physical layer. This

is the layer in which the physical link is established between a pair of

. terminals so that they may‘exchange zeroes and ones, For -example, in

this layer we have the CCITT V series recommendations involving the

operation of voice band modems. A good deal of our work is concerned

" with the second layer, the Link layer. Eunctions'related to flow on the

line such as flow contrél and error checking.reside, " This layer involves
sending blocks of data in frames, The line access prdtocols, such as
Token Passing and CSMA , is a sublayer of the link layer. A higher sub-
layer within the link control is a flow cdntrbl protocol such as .HDLC R
(We shall explain HDLC in detail in section V of this report). At"
the third layer, the Network layer, protocolé dealing Qith several.links
in tandem reside. For example, for large netwofks, rqufing protocols
would reside in fhis layer. In thenéontext of ILocal Aréa Networks‘this

.layer would be concerned with the establishment of a virtual circuit

An excellent overview of OSI is given by Zimmerman®.,




For example thevrecentLy established X25 standard would fall withinAthe
netowrk layer. The first three layers are in the proﬁince of the netWofk

* but the next, tﬁe Transport layer, is where protocols'for'end~to~ena controi
by the user reside. The first four levels make up what is calied>foi
obvibus';easons the Transport service. The hext three layers make up the
SeSsion Service Subsystem. At the Session layer sessions betwegn users

are initiated ahd terminated. The printing and the display of daté is
controlled in the Presentation layer. In the highest level, the Applica-.
-tioﬁ5«layer tﬁe control of the files and data bases is carried éut. | These

last four levels are not of immediate concern to our work.

Also directly relevant to our work is the effort of the
IEEE 802 committee to establish a standard for Local Area Netwqus.7 Most
of the committee seems to have been concerned wi£h the media access tgchni—r
que and on the physical properties of the media. ‘ The media access techni~
ques that are under study are Téken Passing and CSMA/CD . The spéeds thaf
are sﬁpported for the two:techniques are 1, 5, 10 and 20 M bps, at broad—
band and baseband. A subcommittee has considered’performance criteria and
" has done some wérk oﬁ'the comparison of the different épproacheé.B V As
part of this work an extensive'éurvéy of the literature has-been carried

out.

In connection with the physical media work has been. done

on obtaining standards for coaxial cable7 and for optical fiber.. We have

9 This work has

only recently become aware bf_the work on optical fiber.
been particularly valuable to us since it reinforces conclusions we had

reached through independent effort.
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‘the token passing scheme which is being considered by the 802 Committee.

III. Ring Systems

One of the two most prevalent topologies for ILocal Area
Networks is the ring oxr, synonymously, the loop structure. The idea
of using a ring for computer communications was first proposed by
2 R
Farmer and Newhall in 1969, The Farmer-Newhall loop was followed
. ~ R (- 15 b
shortly by an alternative proposal by Pierce, '"hese two techniques

form the basis of the current work on ring systems. The fundamental

~differences between the two systems lie in the technique for granting

éccess to users. Farmer and Newhall originated Token Passing whereby
the station possessing the token has the exélusive right to trénsmit on
fhe ring to any other station. Fléw on the ring is in one direction.
(See Figuré 3.1). In terms of the 802 sﬁandard the medium is sequential,
When a station has transmitted all that it is gbing to transmit, an Ehd—i
of—Message Character (EOM) is transmitted. The EOM is inteffect the
token. Upon receiving the End-of-Message character, the next station
downstream assumes the right to transmit. if it.has nothing the token

is immediately passed on to the following station downstream. This techni-

que was implemented using T2 technology implying a data rate of 6.312 M bps.

The protocol associated with the Farmer-Newhall system has

remained very much the same over the years and is very much the same as

12

_However a nunber of alternatives based on the access technique used in the

. 3-~1 - i
Pierce loop have been developeé. 7In the original proposal flow on the

line was slotted into fixed duration frames (see Figure 3.2). The stan-




dard Tl1 frame was used in an early
At the beginning of each frame there

whether or not the frame is empty or

implementation of the technique.18

is a single bit marker indicating

full., A station perceiving a

frame to be empty can Fill the frame with its bwﬁ packets. . If fhe
station éees that a frame is full it checks the address bits that succeed
the empty or full marker. If the packet is destined for the stafion it
is removed thereby freeing the frame. Clearly thgrelmust be ehough
buffefing in the node to allow’examination of addresses before the marker
bit is transmitted. Flow on the line is given priority and a message
consiéting of a number of packets may be interrupted-in,the course of
transmission (see Figure 3.2'fo: an illustrative éxamp;e). Due to this
interruption each packet must be accompanied by soﬁrce—destinatibn
addresses in order to sort out the flow on the line. In applications
where there are a large éroportion of variable 1engtﬁ packets this could
lead to a large part of the line capacity being taken up by overhead.

The increase in overhead may be balanced by the fact that morevthan one

station may access the line simultaneously.

The need for excessive address overhead is due to -the fact
that the protocol for sharing the line is, in queueing theory terms, pre-
emptive, i.e., traffic already on the line can preempt . the line from a

' 19-20 ) C e \ . : .
local station. The advantage of this discipline is simplicity of opera-~
tion. Once a packet is on the line it suffers no random delay, only a
constant processing delay in each of the stations on its route. TFor

multiple packet messages there is a random reassembly delay.
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An alternative to the Pierce loop p?otocél is the so-called
Buffe? Insertion protocol.l4 The essential feature of this protocol is
that it follows a non-preemptive discipline in which traffic already on
the line has priority but may not interrupt tﬁe transmission of messages
alread§ in progress (see Figure 3.3). Since a destination is assured
of receiving a comblete megsage without interruption only one address need
accompany a message. There is, however, an attendant increase in com-
plexity: once a message is on the line its delay is random since it must
wait for the tefmination of message transmission at intervening statiops.
Moreover, buffers allocated to line traffic can overflow unless a limit is
placed on thé maximum duration of messages. As iﬁ-the case of the Pierce
Loop line utilization is improved since more than one £erminal may trans-

mit at a time.

Since its inception questions concerning the reliability of
ring systems have been raised. A break in continuity would render the
system inoperative. This question has been addressed from two points-of-

view. In virtually every implementation of ring networks the nodes have

been fail-safe in that, in the event of loss of power, electrical continuity

is preserved. The second aspect of the reliability considerations is the
provision of redundant ring structures which would avert systeﬁ failures.

We shall return again to the consideration of reliability when we consgider

optical fiber.

In both of the seminal works on the ring topology by Farmer
and Newhall and by Pierce a hierarchical ring structure was proposed.
This concept is perhaps most graphically illustrated in Figure 3.4 where a

hierarchy local, regional and national rings are shown.ll In fhe original

21-22




proposed by Pierce flow on each of the rings have the same frame struc-
ture, with different speeds allowed, The access technique from one

ring to another is the same preemptive techhique discussed above.’

Comparison Token Passing and Buffer Insertion

In this section we shall”compare the Tokeanassing Strategy
with that of Buffer Insertion on the basis of the‘averagé.delay of messages.
Unfortﬁnately, at this writing analytical models fof a comparison based on -
highér moments of delay are much less tiactable and further study is re-

quired.

In this and in all subsequent studies in this report we shall
assume that messages arrive at a Poisson rate with an average rate of A

to each of the N stations sharing the common line. We shall assume that

the durations of the messages follow an arbitrary distribution with mean m

' 2
and mean square m ,

Now in order for messages- to be traﬁémitted without aﬁbigﬁity,
to tﬁe proper destination certain overhead informafion must accémﬁany thé
information bits, We iecogniée that the overhead for addressing and fbr
message delimiting is*contained'ip existing protocols such as HDLC. How~
ever we shall inclﬁde it in our analysis in ordér to account for'thé
reqﬁired overhead in the mosgt efficien£ possible manner. If successive
messages arriviﬁg at a terminai have independent destinations.then on the

oxrder of log2 N address bits must accompany each message. Furthermore,
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since messages have an arbitrary length distribution, and since there are

no restrictions on the patterns of the actual data, some method is re-

quired to indicate the end of a message and the beginning of a new message.

‘There are currently two technigues for doing this - flags and blocks. In

the flag technique the end of the message is signalled by a unique bit
pattern; e.g.,, 1000. If the true data sequence replicates the flag a bit
is stuffed into the sequence so that 10010 is transmitted. The augmenta-

tion of a message that is due to flag and stuff bits has been analyzed for

general distributions of message lengths. Foxr the case of geometrically

distributed message lengths it can be shown that the average duration of

2
the augmented message is 3f24

1, F-1 F—2

ﬁ’:ii-[1+() ]+ F ’ "(3.1a)

where F. is the duration of the flag and ila is the average duration
of the message.
Similarly for geometriCally distributed messages it can be shown that mean

square value of the augmented message is given by

o g, 2F-3 q,F-1 g, F-2 _ 1.
= B Q7T 44 G r - 2
m = - 5 +
(1-q) 1-q
14 (é)F -1 F 2) , )
+ 2(F+1) ¢( g + (F+1) (3.1b)

It has been shown that the optimum duration of the flag in terms of mini-

mizing the average duration of the augmented message is given by




F = [log, m] + 1 . : ’ O (3.10)

In the blocking technique a message is Segmented into fixed e
length blocks, The fi:st two bits in a block indicate whether or not it
is the first of a message and whether or not it is fuil. In a Block that
is not completely filled there mﬁst be delimiter bits indicatihg which'of
the bits are true information bits and which are stuff bits. Agaih, the
length of theeaugmented message has been worked out fer a;bitrary message
length distributione. The probability of a message being represented by

k blocks each consisting of B bits is

Qk é Pr [k blocks] = Pr [(k-1)B ~ ['l_og2 B]+ < B <§kB,~‘[log2 B]+]

(3.2a)

For geometrically distributed random variables it is a simple matter to
work out the mean and the mean square of the augmented message. It has
been shown that, for geometrically distributed messages, the optimum block

size ' is given by B which satisfies

B B+1 1
b

+p <1< 4 po (3.2b)
In eAdition to overhead for addressing and mességeedelimitiﬁg,

which is essentially the same for both Token Passing and'Buffer Insertion,

tﬁere is overhead that is peculiar to each technique. Thus a ceruaip num-

ber of eits are required to pass the token. A feasonabie way to-do fhis

is to repeat the flag at the end of the last flag foliowed by an address

indicating the next station receiving exclusive line access. An alterna~
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povn

tive in the case of block encodipg is to follow the final block of a mess-
age with a non-full block which is not the first block of a nessage. In
this non-empty block is the address of the next station to be granted

access.

In the case of the Insertion Buffer, overhead assumes a

slightly different form. When a message entefs a station there must be

a delay to examine the address to determine whether the message should be
passed on or not., This delay is in addition to any traffic induced delay.
In Token Passing this delay is not required. In compensation the Buffer

Insertion technique does not requife a token to be pasgsed.-

In calculating message delay for Token Passing we shall
rely upon an analysis of a polling model by Hashida.25 This model assumes

infinite buffers and exhaustive service; i.e., a station possessing the

‘token transmits all the messages in its buffer before-paséing"the token,

. ) * ) . . . ’
There are a number of alternative models which are not quite appropriate

for comparison with the buffer insertion model we have available to us.

Polling models are characterized by a periodically avail~
able gerver which in.this case corresponds to exclusive access to the line,
Since message_arfival to each of the stations is Poisson,‘dependenéies are
introduced between the queues at'each of the terminals. The lqngef the

token resides at a station the more messages will be present at another

* _ '
An addendum to this report is a survey of local distribution techni-

ques by the author. In this survey is an exhaustive discussion of
polling models. : e _ .



3.8,
station when it receivés the token. Hashida has accounted for these-
dependencies. He has shown that the average'delay of a message is

- NW(l-<p) N A m2
- : 3.3
DT ST T2 ) o33

where p = A m and W, the walktime, is the amount of time that-is re-

Aquired to pass.the token,

In calculating the performance of the'Buffer'Insertion by
Bux and Schlatte%£6a simplified derivation of their result is;gi&en here.
This derivation is illustrated by means of the three node ring shown on
Figure 3.5. We assume that messagesAdestined for node 3‘exclusiv§ly arrive
at stations 1 and 2 with rates -Al and _Az respectively. Further.if is’
assumed that station 3 receives,but does not generate traffic. in each
of the nodes there are two buffexs, one for locally generaﬁed traffié,and
one for traffic already on the.line; Previous analyses of this kind of
network were seriously flawed. For example if Az = 0 then messageé from |
terminal 1 suffer the same kind of delay at terminal 2 as they do at ﬁermif
nal 1 . However arrival at terminal 1 is Poissdn and can be handled as an
M/G/l. whereas at terminal 2 messages from terminal 1 can‘be‘handled’Qnithe 
fly with a constant processing delay. Furtﬁer, in previous analyses there

was an unjustified assumption of independence between stations 1 and 2 .

An analysis based on a repeated application of Little's
27 : ‘ :
theorem leads to the correct value of average message delay. The delay

*
of messages in an M/G/l queue is

Poisson arrival rate, general service time and a single server.




An® | -
G(A) = Ty t M | : (3.4)

A _ .
where p = A m . From Little's theorem the average number of messages

residing in such a system is Q(X) = AG(A)'. Now with respect to stations

1 and 2, notice that the aggregate of stations 1l and 2 as well as station 1

1 1

spectively, since there is no lost work. The average message delay in

alone behaves like an M/G/l queue with arrival rate A f.kz and A, , re-

. station 2, denoted by D2 r 1s not given by the M/G/1l formula to the

stream nature of the line traffic. However by using Little's theorem we

have for the average number of terminals in both stations

(g + 2,0 GO+ 4, = A 60y + Oy + A,) D,

and

D. = G(A

X +2,) -

1 o, o) (3:3)

In node 2 we may. distinguish two kinds of delay - locally generated messages
and line traffic. If the line traffic has non-preemptive priority, the

delay suffered by the local traffic is given by the standard formula.

: 2
(Al +_12) m

D = vt —— +m - (3.6)
2A 2(1 91 py) (1-p,)

where pl~=‘Al'm a?d Py = 12 m .,
If D2B 1s the average deléy suffered by line traffic then from Little's

theorem we have for the average number of messages in station 2



(Ai +>A2) D, = Al D2A + AZ Dyp
or , )
A+ A A
1 2 -7
D2B ( x2 ) D, 412 Dy’ ) _ 3 (3.7)

From equationg (3.4) - (3.7) the average in transit queueing delay of a

message at station 2 can be calculated.

The resui@ generalizes easily fbr the case of aldata collec~
tion ring of N stations where all messages.haye the same destination.
Consider the transient delay for a message passing‘fhrough the .ith étation.
The first i-1 stations act, for all inténts and purposes, like a single
M/G/1l queue. The transit delay for the ith station is given by équations

: : i-1 ’

(3.4) - (3-7) with A, replaced by 2 and A, by A, . Here A, is
o v 1 1=1 2 i | i

the arrival rate to the ith station.

When there is no single source or destination for traffic

an exact analysis is not possible. However, Bux and Schlatter have demon-
stréted.by means of simulation that a reasonable approximation works. In
the approximation Al in équétions.(3.4)'— (3.7) is repiaced by that por4
tion of the line traffic which passes through the station and A2 _beéomes
the’locally generated traffic. This is illustrated by means of two ex-
amples. Suppose that all»t;affic goes to an adjacent terminal. In this
cése Al = 0 1in the foregoing.equations and from the foregoing equations the
‘only delay.suffered by a méssage is that of an M/G/1 queue;. The second

example is that of completely symmetric traffic where each terminal transmits
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equally to all other terminals., Iif Ai =A;i=1,2, ... N,
- N=-2 .
i : -2 . "‘N~2
A, = X LA = (H~£5% . On the average a messdge passes through N2
1 1=1 N~-1 2 - 2

stations, The average delay due to éueueipg prbcésses is the transient
delay computed from equations (3.4) to (3.7) with A, = (Hgg)l‘ and Ay = A
multiplied by Ega . To tﬁis must be added the average delay upon enter~
ing the line given by (3.6) and the processing delays at each of (N—2)/2‘

nodes, on the average.

A comparison of the mean delay‘versus system load of buffer
insertion rings and token rings is shown on Figures 3.6 - 3.10. -1In these
curves, a message is assuﬁed to consist of dafa bits ahd all the necessary
address and control -information required by higher level protocols. The
length of a message is assumed to be geometrically distributed with méén
TMEAN = 1/(1-q) . Assuming flag bits are used by the physical la&ef proto-
col to delimit individual messages, the message length is augmented by the
flag bits, the stuff bits needed to maintain the uniqueness of the flag, and
one indicator bit necessary to distinguish between the end of an individual

packet and the end of the last of a station's packets.

As.mentioned above, Hashida'525 analysis is ﬁsed here to
find the mean delay of a token ring or polling system where all stations have
the same Poisson arrival rate, AL , and service at each station ié exhaug~
tive; i.e., all packets which are present whén the station is pplled are
transmitted, as are all packets which ﬁay be generated during the service. -

: . . 34 - : ;
Contrast this situation to Kaye's work, ~ where the buffers at each station
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hold at most one message. Hashida's analysis assumes that all packets are
destined to a central processor; but one may equaliy well assume that
packets are either broadcast to all stations on the rihg, with a packet's
destination address determining -the correct recipient, or relayed station
by station to the proper destihation. .If, however, one assumes that

messages are relayed, then, in lieu of modifying the analysis to account

‘for processing delays at each station en route, the message length distribu-

tion should be.appropriately adjusted. For the purposes of this comparison,

assume that packets are broadcast to all stations. Given this interpreta~
tion, then, the walk~time between the polling of adjacent stations is
eqﬁivalent to the transmission time of a contrél packet (the-token) from
‘the station currently transmitting to the next station. The walk~time is
therefore assumed to be a constant, arbitraiily assumed equal to the trans-

mission time of 40 bits.

There is no possibie ambiguity in the mean delay analysis of
buffer insertion fings: the protocol stipulates fhat packets are relayed
station by station from source to destination, Each hép incurs a process-
ing délay, since, at thg very least, a statioﬁ ﬁust inépect each packetvs
aesﬁihation address to determine if thé packet ié to be transmitﬁedvgnito
. the next station. Possible inspection of, for example, thé:sourcé address
.(to preﬁent packets from pérpetﬁally_cirdling the ring) and other éontrol
parameters may further increase this delay. The processing delay per

packet per station is thus assumed to be the transmission time of 40 bits.
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The analysis of buffer insertiop ring systems requires
explicit knowledge of the ring traffic patterns as definedAby the routing
prdbabilities .p(i, j) that a packef o:iginatiné from station i is
destined to station j . To compare the delay pérfgrmance of buffer in-
sertion riﬁgé to that of token passing systems, assume that tréffic in the
buffer insertion ring is symmetric; i.e., the Poisson arrival rate of
messages to each station is A = and each packet's destination is drawn

with equal probability from the stations on the ring, excluding the sendei°

The graphs of buffer insertion ring and token'ring mean
delays are plotted against the system load, defined as. the prodﬁct of the
nunber of stations, the message arrival rate per station, and the mean mess~
age duration. A The overhead required by the physical level protocol - thé
flag bits, stuff bits, and indicator bit - is not included. = The system .
load or traffic intensity thus reflécts the ratio of the rate at which véiid

data enters the system to the system's transmission rate.

The most remarkable feature of these cﬁrves, then is the
fact that buffef insertion rings are able to support loads greater than
unity with tolerable mean packet.delays. This result is due to the decen-
tralized nature of the buffer insertiﬁn rihg protocol: according to the
ring priority scheme considered here, a station transmits its own generated
packets whenever it has no ring traffic to relay and need ﬁot wéit to be
polled. Furthermore, packets are relayed around thé ring no farther than
thelr destination. In the case of symmetric traffic, (see Figures‘3.6 -

3.9) packets travel on average only halfway around the ring and so the
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system is able to provide a data rate effectively approaching twice the
actual transﬁission rate. Such behavior is taken‘to the extreme in the
case of nearest-neighbor traffic, where‘a station generates mesSages des—
tined only to its neighbor one hoé away; AAs the two graphsﬂof buffer
insertion ring performance with nea;est—neighbor traffic show, (see PFigure
3.10) B the'system supports data rates approaching ‘N times thegactual
transmission rate, wﬁere' N is the number of stations. Effecﬁively, eéch

station has a dedicated line to its neighbor.

As a final noﬁe, one would expect that, since a processipg
delay is incurrxed at each station,'the delay perfoimance of’a buffer inser-
tion ring relative to .a token ring would degrade as the number of stations
increase. That behavior is in fact not observed here since, at ‘low system
loads, token rings suffer an equivalent owverhead as the token is péssed h
around the ring to those stations with messages to traﬁsmit. At highex
system loads, a packet's mean delay in either type of system is dominated
by its waiting time in a station or stations' queue(s). Of course, a
buffer insertion ring in whicﬁ the majority of eacﬁ station's traffic is
destined to the mos£ ielatively remote station will.have.a significant over-
héad penalty due to processing delays, but then so will a token ring if one
assumes that packets axre not broaécast'to all stations, but rather relayed
station by station. In that case, token ring mean delays would be even

greater than the results reported here.
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Iv. Bus Systems

The cﬁrrént alternative to. the ring architecture_is the
bus shown in Figﬁré 4.1, The essential ingredient is that thé medium
is of the broadcast tybe as identified by the 802 committee. Signals
transmitted on the line are received by all terminals at times differing
only by propagation times on the medium, It seems"that coaxial cable is
the idea medium for use in the bus architecture.. Stations can be bridged
onto thé_line without distu;biné the flow or affecting transmission. This
does nét'seem to be the case for the other media. As we shall see in
section Vi in our,discussién of optical fiber, this has important implicé;

tions in connection with topology. -

Two protocols have been proposed for use on the bus
architectuie - Token Passing and éarrier Sense Multiple Access (CSMA) .
The Token Paésing Protocol operatesAin very much the same fashion as in
ring systems. " A single station at a time has exclﬁsive,access to the
medium. - At the end of its transmission a sequence indicating the end of
transmission: and the address of the next termiﬁal are appended; The
techniques for doing this, flags or blocks, are the same as in ring systems.
The performance analysis of Token Passing for the bus architecture is the
same as in the ring system. The important parameters are the mean and the
mean square message length, the message arrival.rate; the number of stations

and the time required to pass a token from one station to another. (see

"equation (3.3)).



As we have seen in connection with token passing in ring
syétems, Tokgn Passing has an overhead which is propértioﬁal to the numbex
of stations in ‘the system. Furthermore for the bus architecture, the

. startup sequeﬁce can be falrly complicated since unlike ring systems there
is nd natural ordering among the terminals. An alternative protocol
which has neither of these drawbacks (but drawbacksiof its_owﬁ) is Carrier

Sense Multiple Access with Collision Detection CSMA/CD .

CSMA/CD is the latest in a sequence of iandom acceés
techniques which began with the ALOHA radio systém;ZS Although randoﬁ
access techniques have made advanqeé there is a common beha?iorai paftern
which is manifest in all claéses of random access systéms. This Can,be;
illustrated by the behavior of ALOHA in its simplest form - unslotted.

In unslotted ALOHA a message is transmitted as soon és it is reCeived by a
station. If the message is recgived by thevdestinétion on the common
channel some form of acknowledgément is returned to the transmitting
terminal. When two or more stations transmit messages simultapeously.
collisions wiil occur, A station that has been involved in é collision
will‘retr§nsﬁit aftei a randomly selectéd/timeouf inteival.‘ Traffic on
the lipe will then consist of new attempts ana retransmission53" A‘cl§ssi—.
cal analysis,,bégins with the aséumption that the total flow on the line‘-.
is Poisson. | Under'the’additiohal assumption thaflthe duration of messageé
is constant this leads £o a simple‘rélationship'betWeen newly generated
load at all stations p and combined load new and fetransmifted,.R .

We have

p = Re ' - i (4.1)




As in the previous section of this report the load is the product of

-message arxival rate and message duration. Equation (4.1) is plotted

on Figure 4.1, Notice that p is the ihdependent variable since it is
the load that is offered to the system. = We see that for very light
loading there is a linear relationship between p and R since the
number of retransmission is negliéible. However as the offered load
increases there is a point of saturation -at an offered load of 18% . In
fact as shown on Figure 4.1 there is instability in that there are two

. \ ! 29~30 :
values of total traffic for each offered load. At the higher values

of total traffic transmission is dominated by retransmissions.. Although

the model presented here is quite simple and the Poisson assumption on

line flow is a bit dubious, a large number of analyses and simulations have

verified the iesult°

By the introduction of slotting, i.e., only allowing
transmission at periodically spaced points in time, it has been shown that
this capacity is doubled. The performance is as shown on Figure 4.1.

Notice that the same basic instability is present.

Random access systems have developed along the line of
utilizing a sensing capability at the station.32 Thus in Carrier Sense
Multiple Access a station senses the line before transmission.. In the
P-persistent impiementation transmission takes place at the end of the
current transmission with probability P . 'With.probability i—P trans-
mission is delayed by T seconds which ig the maximum propagation delay

between any pair of terminals. Due to propagation delay there may be



vmore than one terminal transmitting.at the same time in which case tefmi~
nals are retransmitted after random timeout intervals., An optimum Qélue
of P for’é given ‘load can be chosen so as to balahce the probability of
retransmission with channel utilizatioh; In the non;persistent version
of CSMA, transmission is rescheduled with a random timgout intngal when
line is sensed to be busy. The detection of carrier on the line is
treated as though there were a collision in so far as.mgssage transmission
is concerned. Studies have shown that the optimum . P-~persistent and the

non-persistent protocols have similar performance characteristics,

The létest development of random access protoco;s_which

have particular application‘in local area networks is Carrier Sense Mﬁltiple
‘Access with Collision Detecﬁion (CSMA/CD).BB' In the CSMA protbéols messages
from stations spaced by  t seéondS‘willthlliae if £hey transmit within t
seconds of one another onto a cléar 1ine; Ih CSMA/CD this goliision is
detecﬁed.and traﬁémission is aborted, There may be a certéin reinforca—
ment ihterval after a collisioﬂ which assures that all stations on the line
detect the collisiop.' After tﬁe collision transmissions are rescheduled

after a random timeout interval.

A ﬁumber of studieé of CSMA have been carried out by méans
of analysis &nd simulation. From oux point—of—view.the'difficuiﬁies,with
these have been the obtaininé of a cqnsistent model for the comparison of
different protocols. A For exémple in the preVioﬁs section'the'work of
Hashidazs_gives the message delay for a Tokéﬁ Passing in the case of the

Poisson Arrival of arbitrary length messages to infinite capacity buffers.




No analysis or simulation based on the same assumptions has been done
for CSMA/CD . In order‘ro utilize existing analyses of the saﬁe model
for both Token Passing and CSMA it is necessary to examine a more ree
strictive model. Accordingly we shall assume that messages are.all of
the seme constant.length and that each station can hold only a single

message at a time, We assume that the time until arrival at an empty

‘buffer follows a Poisson Distribution, Based on these assumptions,

Kaye's34 analysis of Token Passing and Lam's35 analysis of CSMA/CD are
appropriate to our study. The details of'calculatiops based on these
models were presented in the interim report to the project,' A typical
result of these calculations are shown on Figure 4.2 where average message
delay is shown as a function.of the load offered téythe system‘for a system
with fifty stations, We see for CSMA the same sort of pattern that Was
indicated for the ALOHA system, good performance for light loading but a
rapid deterioration with increased loading. In contrast the Token Passing
system hae slightly werse pexformance at light ioading but a more graceful
degradation as load increases. These results are in conformit& with the

C o 36
findings of other workers.

A good deal of effort was expended on developing a more
general performance model for CSMA/CD in'the»sense of general message dis-
tributions, laxrge statien buffers and hiéher moments of deléy,_ At this
writing only partial success can be reported. We developed a complex but
accurate model of the system. The difficulty is that the complexity of the
model have led to numerical.problems which have prevented a complete evalua=~

tion of the model. We feel that these problems present no real obstacle and



results will be soon forthcoming., A simulation p:ogiam désigned to model
the system is in the final stages of developmeﬁt as well, The goal is

vto evaluate thé accuracy of both the simple and the complex model by means
of éimulation. . In the next-section of this report we shall discuss a.
simulation of the HDLC protocol. Our objective is to link the CSMA simula-
tion program with that of ﬁDLC . In fac£ Software.was developed with Ehis

objective in mind.

In order to evaluate the CSMA/CD protocol on the same basis
as Token Passing we attémpted to develop a moael basea'oﬁ the M/G/1l° queue.
The effort was not succéésful however the source of our difficﬁlties may be
of interest. The model assumes that messages of- arbitrary distribution

arrive at an infinite queue at a Poilsson rate. ‘We shall assume the non-

persistent discipline so that stations sensing the line to be busy reschedule

transmission. Stations involved in a conflict also reschedule transmission
in the same fashion,. Once a station gains access to the line, it txansmits
all of the messages including new arrivals until its buffer is empty. ILet
the mean and the mean square value of the time required to gain access to |
the line.be denoted by g and ';3-. 1_Wé shall assﬁme.fof the moméntfthat
these quaﬁtities are known. 'The average delay of a message can be found
from the standard analysis of the M/G/l queue with'a ﬁinor modification. -

The service time‘of thé first‘message to gain access, i.e., the first messagé
in-a busy period, ié aﬁgmentéd by the time requiiea to géin‘éécess'to the

. line; The resulting delay is:

L2 ' —_ :
A mm +m+ s + A(m s +'52/2) _ ' - (4.2)
2(1 - m}\) '




— . 2 =
where m and m are respectively the mean and the mean square values

. . - 2
of the messages. Notice that if s = s = 0 we have -the delay for the

M/G/1l queue. It is not difficult to find higher moments of delay pro-
vided that higher moments of the message length and of the access time are.

known.

The real problem then is finding the -distrxibution of this

access time. Each of the statlons with messages contend for exclusive

"access to a free line. Once access is gained the line is occupied for a

time interval equal to a k-fold busy period where. k is the number of
messages that have accumulated in the station bﬁffer since thg station was
last emptied. - After the k-fold busy period, the contention begins aéain;
It appears to be a safe assumption . that the succéssfulrstation is éhbsen at
random from those contending. From all of these elements it is necessary
tb form eétimates of fhe distribution of.the moments of the access time.

In the next phase of our work this will comprise part of our effort,

Tree Search Techniques

In the introduction to this gection it was pointed out that
due to retransmissions the slotted ALOHA technique was limited to a maximum

line capacity of 36% .  Furthermore there is the more serious problem of

>instability in the channel, Recently there has been somethiné of a break-

through in random access protocols. By the application of a technique
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called Probing™ ' which is essentially a tree seaxch, the capacity of




the channel has been increased to 43% for the firSt'application38,and to -
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over 50% of capacity for subsequent refinements. Moreover instabi-

lity in the operation of the channel has been eliminated.

In the slotted ALOHA context the probing technique grants
access to a group of stations simulfaneouély. . If any of the stations have
messages they transﬁif immediately. If fhére is a c&nf}ict between two
or more stations having messages, the initial group is éplit in,two branches
and access 1s granted to each branch in turn. This stands in contrasf to
the random retransmission technique which hgd-been used for conflict resblu—’
tion, In the eventvof‘coﬁtinued conflict splitting into branches continues.
The process continues uﬁtil all messages are lsolated within a branch.
Probing can be made adaptive in that .the search of‘aréroup of texﬁinals be-~

gins not by granting access to the entire group but to subgroups (see below).

The tree search technique can be used to resolve conflicts
in CSMA . Stations sensingAthe line to be free traﬁsmit in the same
fashion as previously. If two ox more'terﬁinals conflicﬁ, the conflict is
resolved by splitfing'the entire group in two parts and granting acceés to

each group in turn rather than by a random réscheduling of transmission.

After a very long transmission the probability of a station having a message

1s large and if access were granted to all stations simultaneously conflict
would almost surely ensue. In the adaptation of the tree algorithm the
total number of stations are split into groups at the end of a long trans-—

mission and each group i1s given access to the line in turn.




In order to evaluate tree search for conflict resolution

in CSMA, calculations based on simple models were carried out. It was

- assumed that for each of N stations the probability of having a message

is. P . For both tree searéh and random{retransmission we compute the
average amount of time required to resolve allAconflicts‘and to have each-
message tranémitted. While the conflict resolution is going on it is
assumed that there are no new arrivals to the system. It is recogniéed
thét this is a gréat oversimplification since the.conflict resolution in
rea} systems is carried out amid continual ar:ivals. Nevertheless we

feel that the computation will give a valid comparison of the collision re-

solution capability of the two approaches.

The adaptive probing technique is here used in the random
accéss'cohtext where an‘inquiry is answéred by either .silence, a éuccessful
message transmission, or a.garbled transmission resulting from a conflict
between two or more users. Each inquify requires one slot, the inquiries
effectiﬁg a binary sedrch of, for example, 2j users., It has been shown
that a recursive relationshié for the generating function Qj(z) of a ran-

dom access probing cycle is given by

]

: 2 2, 2
Q; (z) sz_‘l(z) + (z~27) [Noj_l * Noyop Qj_l(z)]

2 3, m :
+ - - .
NOj—l Nlj—l KZ? z z )z | (493?

where



4.10

where
27 = the number of users in a group,
_ 4 : 53
NOj = Pr {no messages in 2° stations} = (lL-p) ,
e : o o e
Nlj = Pr {one message among 27 stations} = 2Jp(l-p) ;o
m = the number of slots/messages ;
and
’ 2 ' ml | 2 2n+3
Q) (z) = (1-p)“z + 2p(l-p)z +p oz '
where
P = - pPr {a station has a message} .

From the above it is a simple matter to find the mean and

mean-square of the time needed to transmit all messages:

E le.] = o' (1 1+ 20! (L) + .+ 3N, . 4+ 1],
[cyc ej] IQJ( )» Q3~l( ) N [N * ]

03-1 0j-1 13-1

with

il

E[cycle,=.] = Q*l<l)

2 : o : -
1+ : F ’ .
521 ?p +2mp 5 (4.4)

The probing technique is adaptive in the sense that the

initial 27 users may be divided into 2" " groups of- 2k , each group
to be,probed'separately. The number of groups is chosen so as to minimize
the duration of a cycle. The mean total cycle time is thus 2n—k Qi(l) .

To minimize the mean cycle time, one chooses k = max{0, L, ... , 3, ve~ D}

such that
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Nog * Nogo1 * Nogey Nogon

~1>0. (4.5)
- %

Note that k = 0 implies, as a result of the relatively high probability

that each station has a message, that conventional polling; sequentially

querying each user, will minimize the mean cycle time. Adaptive pfobing

here reverts to polling whenever the probability p that a user has a

message exceeds 1/V2 = .707 .

The fofegoing analysis assumes tﬁat a.single inguiry is
needed to probe ﬁhe system irrespe&tive.of the number of meséages in the
system. Thus even if.the éystem is empty the dura£ion of a cycle is one
inquiry time. Also in the:case of a single message in the system a single
inquiry time is allocated. Now suppose we také ghe pbint—éf—view that the
tree search begins only after there has been a cénflict. The average
cycle time is reduced by the probability of theré being.zero or two messages
in the system. In order to be complete we shali show' the results of both

computations.

In contrast to the systematic procedure of adaptive probing,
the decentralized non-deterministic scheme of slotted non-persistent CSMA

operates in fhe following fashion:

(1) at the beginning of each time slot, stations with-
messages ready to transmit sense the channel and

transmit if it is sensed idle ;



(2) if the channel is sensed busy or if a transmission
conflict has occurred, theh the user, now backlogged,
schedules retransmission according'to the retrans-

mission delay distribution.

Assume'here that the retransmission delay is geometiically distributed wifh
mean vl/v slots; i.e., each backlogged user senées the channel with érob—
ability v . Messages are of fixed lengtﬁ m slots, where bhe slot,

being the length of a probing inquiry, is assumed to be at least as loﬁg as
the maximum propagatidn delay T bétween S£atiéns.. In accordance witﬁ

the probing analysis, assume that the message length m incérpdrates T

and thus in itself represeﬁts the full amount of time that the channel is
sensed busy aftéi a transmission. No coliisiqn detect and aﬁort caéability
is assumed - - conflict between two or ﬁore usérs lasts one.ﬁessage.length - -
yet the acknowledgement'indicating a foiled transmission.is assﬁmed to arrive
in a negligible amount of time. If only one station has a message, thenv
its transmission is immediate aﬁd successful. If k‘> 1. stations have a
message, then all k trangﬁit and collide in the first m slots. All k
statiops are then backlpgged and must resolve their conflidt through tﬁe

random retransmission policy.

Let vy, be the probability of a successful message trans-
mission given that i stations.are backlogged, From the &bove description,
kYi must equal the probability that only one of the i .backlogged stations

senses the channel:

v, = i v(l-v) : (4.6)
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The resolution process is represented by the accompanying transition

diagrém.

The time spent in each state of the transition diagram is geometrically
distributed and statistically independent of_the time spent in other states;
the probability of (n-1) collisibns, each of length m slots, finally

followed by a successful transmission, given  that there are i backlogged
" ; -1 : .

stations, is Yi(l‘Yi)n . Thus the generating function of the number of

slots spent in state i is

n-l nm i ' ,
- . [ N — . 4.7
z Yi(l Yi) z . ( )

n-1

The generating function Gk(z)' of thé number of slots re;
_ quifed until all k paqkets are transmitted without collision is simply
thé product of the above generating functions:
| m

Vi X
= o7

101 - (l—yi)zm i

\f

SR— -(4.8)"
R (lmyi)z

==
==

Gk(z) = .
J

From Gk(z) , one can obtain E[le] = Gi(l) , the mean number of slots

required given k stations are backlogged:
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X ,
N . - i . > , . "
E[T|k] = km+m. ) — ik>2 . (4.9)

'Similarly, E[T|k] ~ E[T|X] = Gﬁ(l) is given by the expression

P , K olmy, ko Ly, ey mmelysen’ (1-y,) %)
EIT"|k] - EIT|k] = km(km-1) + 2km” ) v ) - R '
3 : =1 P 5e1 i
k  (L-vy.) k (1~v.) .
¢ ] =2 1 —--Y—l—m2 i kZ2. (a.10)
=1 * 3=
| 3#L

With p equal to the probability that each station has a message, the

probability that k of N stations have a message is given by

o Ny k,. N~k : ‘ ' o
Hk = (k)p (1—p)_ . | (4,11)

From the discussion of the CSMA schéme, it is clear that the mean cycle

‘time E[T] (in slots) required to clear the system is

N .
EIT] = Il=-mnlm+ ) E[lelwk-( - : , (4.12)
K=L

and - the variance of the cycle time is given by

N . : .
.2 : .
var(m) = (1 - m)m, m + J Var(le)ﬂk ' (4.13)
K=L '

The mean and variance of the cycle time depend on the value

of v ; the probability that a backlogged user senses the channel. Just




o

i

P

for such a value v
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as the adapfive probing algorithm takes advantage of kﬁowledge ofv » ,
thé'probability that a station initially has a message, to ﬁinimize the

mean probing cycle time, so too can the mean CSMA cycle time be minimized

by judicious selection of the parameter v . While an analytic expression -
¥ is not readily obfained, it is easy to see that v*
hinges on the value of p . To make the desired compafison with adaptive

probing, then, Vv was chosen as that value minimizing E[T] within a re-

solution of ,005 .

Discussion

The results obtained from this comparison of random retrans-

.mission and adaptive probing are exhibited in Figures 4.3 - 4.5 of the mean

- and 'variance of the number of slots required to clear the N terminals

versus p , the probébility'each of‘the. N terminals having a message.

A feature common to all the graphs is the superiority of adaptive probing
6ve: CSMA .for large values of p . This result is to be expected since
the mean time to clear for adaptive probing is always less than or equal to
that required by conventional polliﬁg. When ail stations are likely to haﬁe
messageé; however, the contention scheme of random retransmission qompara—

tively wastes time as stations compete for exclusive use of the channel.

On the other hand, when the system is lightly loaded, i.e.,
for low levels of p , random retransmission often exhibits an advantage
over adaptive probing due to the fact that it is very likely that only a

single station has a message and there is no competition for the channel.
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The adaptive.probing algorithm may waste inquiries on'groubs of statiohs
that have no messages'at all, This characteristic is most ViVid in the
set of curves for messages of one slot length: adaptiVe probing requires
at least one inquiry tc determine whether thetre are any messages in the‘
system at all, while'statioas without messages do not do anything under.the
random retransﬁisSion protoccl. Thevadvahtage of random retransmission,
however, diminishes for fixed values of p as.the numbexr cf stations in-
creases, since then the probability of more than one message in the system,
and hence the need for contention resolution, increases. Similarly,
CSMA's performance relative to adaptive probing's deteriorates.as the mess~
age length increases - - adabtive probing‘s-one slct inguiry overhead.then_

becomes less significant with respect to the total delay.

.Now if we take the point—offview of combaring prcbing and
random retransmission only when‘true contention is taking place the.advantage
of random retransmission disappears. We assume that.the contention resblu;’
tion interval beéins when two orvmore terminals have collided. In this case,
as'showh on the curves, there is very little difference between probing and

csMA  at light loading while probing retains its advantage at heavy loading.

it sﬁould bevnoted'that thiS'comparison'has‘cast tﬁe 'CSMA '
protocol in.the best possibie liéht iﬁ the.sense that the mean'retransﬁissicn
delay 1/v has been adjustea for each value of p, N, and mesSaée‘iength m
to minimize the mean time required to successfully trahsmit all the messages
initially present._ Typically, C§MA protocols such as that implemented

in Ethernet establish an initial value of 1/v and then progressively in-
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crease 1its value‘in the event of a subseéuent collision. Of cqursé,
the‘actual CSMA protocol is such that the initial condition assumed here;
the presence of méssages being at each of N terminals with prpbability
p , is somewhat contrived since, as mentioned pfeviousiy; CéMA'is an
ongoing process in which such a situ;tion is'not routine. A more
fhorouéh'evaluation of adaptivé brobing in CSMA would consider thei; per-
formances in terms of, say, messaée delay as a function of syétem load
where one accounts for successive arrivals and the possibility of a
. message arriving during a fraction of a probing cycle.  The point here,
however, has been to compare the relative efficiencies of random retrang-

. mission and adaptive tree search as contention resolution processes.

Propinquity

In the fo:egoing.comparison'of probing and random retrans-
mission it is assumed that the time rgquired to maﬁe an inquiry, i.e.,
grant access to a group of terminals is the full propagation délay in the
sys?em‘since this-is presumed to be the time that is_réqﬁired to decide
whether there is a conflict between two or more stétions. Now the essence
i of the tree sea&ch technique is to split groups 6f stations. It is nét
unreasonable to compose subgroups of stations according to propinquity, i.e.,
terminalsiin the same area in the same subgroup. Thus the time required
to decide whether a conflict has occurfed within a subgroup is not the pro-
pagation delay for the whole system and the time requiréd‘to resolve con-

flicts is reduced, The number of inquiries may be the same but the duration
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of inquiries is reduced in proportign:to_the size of subgroups. | This
effect can be illustfated by a straightforward example. We éssume that
stations are eéually spaced along a.bus. This is somefhing of a worst
éase'since it is likely that in actual systems stations will be cluSteréd.
Ag in previous cases we assume that messages arrive at a Poisson rate.
Again we use as the measure of performance the time required to transmit
all messages. An expression for the probability.generéting function of
this cyclé time similér to that in equation (4.3) has been derived. .. From
this expression‘tﬁe average time'required to probe' 2j stations qaﬁ be
found. Faced with 2N terminals eaéh of which havg a message with
probability P this calculation for average cycle time can be ﬁsed to seg-
ment the group in an optimum fashion. This is exactly the same procedure
as iﬁ'the previous case thg only difference.being that the’duration'of an
inqui?y is proportionél to the gize of the group of stations being probed;
The results of illustrative calculations are shown on Figure 4;6 for 32
stations.. The topmost'curve shows the duration of a cycie when the fuil
roundtrip delay is the dura£idn of each inquiry. In computing thié curve .-
the optimum starting groﬁpings as given in equaﬁion (4.5) isvused.v In
contrast by varying the inquiry time according to'the sizé'of groups one ;
obtains the lower curve. . AS is evident there‘is considerable réducfioﬁ in

the cycle time.

" The idea of taking advantage of propinquity is not appro-
priate to random retransmission but only to Probing or Tree search. ~ The
results of this and the previous section indicate that tree search offers

potential adwvantages over random retransmission as a means of resolving con-
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flicts among stations transmitting messages simultaneously. In order to
fully evaluate the relative performance of the two techniques a full scale
simulation would be necessary, since a complete analytical evaluation is

not analytically tractable.

Assuming, as seems likely ét‘this point, tree search yields
superior performance then the relative complexity of the two techniques
should be éssessed. . It seems that the tree search requires more complex
logic at the stations. However, in the era of VLSI, more complex logic

is no obstacle.
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V. High Level Data Link Control (HDIC)

In section II of this report the Open Systéms Intercon-
nectidn concept was diécussed. The key hefe is the layering of protocols
with caréfﬁlly defined interfaces. Of jmmediate interest is the opera;
tion of the sublayers Within.layer 2 the Link layer. In this layer we

have a flow control protocol overlaid on the line access protocols such as

' CSMA and Token Passing. & key issue in the_design'of Local Area Networks the

interaction of the two protééols within thé Link Layer. The effect of the
Variability of the different random access teéhniques is of partiéular
interest. The anaiyﬁical models in the literature téke no accbﬁnt‘of this
variability due to obstacles involving mathematical tractabi;ity.4l'42

At this juncture it seems that simulation is the-best course of action,
Insight will be developed on the opération of the protocol and it ié ﬁoped
that mathematical models will emerge. . As meﬁtiohed in the previousAsection_
of this report simulation will be part of the study of CSMA . ' so that we

shall eventually have a complete system model the programs for - HDLC and

CSMA ére designed to be compatible with one another.

Before describing simulator details and_results‘obtgined
from the simulation,'essentiai features of HDLC are first presented. As
well as being part of the link ievel protocol bréposéd by IS0, CCITT Recomn~
mendation X 2.5 Layéf 2 is oné of the pefmissible options of HDIC. If is
currently the most used protocoi for computer networks and distributed pfo-

cessing. The main objective of HDLC is to help provide a communication

mechanism for a user to send any number and any pattern of bits in a fault-



tolerant manner without being dependent on the topology of the network.

Moreover the efficiency of the protocol is not to-be affected by such

features of transmission links as full or half duplex mode, propagation

delays and transmission rates.

A frame (that is, a packet) in HDLC usually consists of 3-
header bytes, zero and more information bytes and 3 trailer bytes (see -

Figure 5.13).

Header Bytes:

‘Byte 1: The flag, 01111110, which indicates

the start of a frame.

Byte 2: An 8-bit address capable of addressing

up to 256 units on a network.

Byte 3: A contrxol byte which is described later.

Information Bytes:

Any number including zero of bytes can be carried

between the header and the trailer.

Trailer Bytes:
_Bytes 1 and 2: Error detection code.

Byte 3: The flag, 01111110, which indicates
the end of the frame. .

 To avoid the mixup between the flag b?te;anq an identical
information byte, a scheme called bitvstﬁffiﬁg is Qsed in which the 0 bit
is ;nsertéd after éVery five éonsecutive 1 bits in.the data. The receiv~
ing unit deleteé aﬁy 0 bit following five consecutive 1 bits in order to

retrieve the original data.
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The frame makeup as described above is flexible in that
the address byte, the control byte and the 2 error detection bytés can
be extended to be more than four bytes. These extensions however are

not considered the simulation study.

The control byte specifies one of the three frame types

possible in HDLC protocol (see Figure 5.13).

Case '1: If the first bit of the control byte is 0 , then the correspond-
ing frame is referred to as an I-frame (information transfer frame).. An
I-frame is used to send the data. The Ns‘field'of 3 bits'in.the control
byte refers to the sequence number (between O and 7) of the I-frame being
sent, It implies that no more than 8 different frames can be simﬁltaneously
in-transit from oﬁe unit to any other units. This is also referred as the .
window of a transmitting unit. One advantage of this window is that up to

8 frames may be sent before an acknowledgement is.received. In:case an
acknowledgement or-a replyiof some sort is needed for data éf less than 8

frames in size, the P/F bitvis set to 1 in the last frame,



Thé acknowledgement for frames received at one unit can be
sent to the transmitting unit in one of the .two ways. One way is't§ use
an S-frame described in the sequel. The otﬂer is to.piggfback thé écknow—
. ledgement information on an.I~frame. The Nr field of 3 bits is usea for
this purpose. More specifically, if éay unit 1l is sending an'i~fraﬁe to
unit 2,'then the Nr valué informs unit 2 that unit 1 has received all the -
frames numberéd o, 1, 2,';.. ’ Nr~;, from unit 2, and is now ready to re;

ceive the I~frame with sequence number Nr .

Case 2: if the firsﬁ twd-bits éf the control byte refer to the 10 pattern,
the corresponding frame is referred to és an S~frame (superviséry frame);v
No information bytesvare supplied in this frame as its ﬁéiﬁ function is to -
provide 'such supervisory control functions as aéknowledgements, rgquesfing‘
transmissions and requesting a temborary suspénsion of transmission, The
next two bits (bits 3 and 4) of the control byte indicate'the type of the

frame.

. Case 2a: 00: RR (receive ready)'

This type of S~frame‘is sent by say unit 1 to unit 2 to
acknowledge that it has received frames numbered up to Nr~l correctly From

unit- 2, It can also be used by a primar§ unit (such as. a .computer) to

poll a secondary unit (such as. a terminal).

‘Case 2b: 0l; REJ (reject)

This type of S~frame is sent to request transmission or

retransmission of I-frames numbered Nr and higher. .




. . .

Case 2c; 10: RNR (receive not ready):

Whenever a unit is temporarily busy and cannot accept any
I-frames, it sends out an RNR S~frame. The end of a busy condition may

be signalled with any othexr valid S~frame,

Cage 2d: 11l: SREJ (selective reject)

Thig type of S~frame is sent to request.transmission or

retransmission of a single I-frame numbered Nr .

Case 3: If the first two bits of the control byte are 11, then the cox-
responding frame ls referred to as a Ueframe (unnumbered frame). It is
used to provide additional link control functions which are not directly

relevant to our discussions here.

For control purposes it is often convenient to establish a
hierarchy among various units on the same physical link. For instance, a
unit is termed primary if it assumes responsibility for the oxrganization

of data flow and for exrror recovery operation on the link. A non-primary

or secondary unit i is then under the control of a primary unit. The

most general form of hierarchy i1s achieved when a unit assumes the réle of
both a primary and a secondary; i.e., it is a combined unit. All units
then héve the same set of protocols and any unit can.send and reqeive in-
formation on its own initlative. | such a mode of bpération is called

asynchronous balanced mode ABMM or simply as balanced mode.
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The efficiency of an HDLC protocol depends on the number
of units in a network, message'traffig at each unit, error énd retrans;
mission probability and on the_physicél levél protbcois, CSMA/CD or
Token Passing, used in the'link; The design of the HDLC simulétor
described below is motivated by the desire to study the interrelationship

among these various factors,

HDLC Simulator

The simulator named sim is written in PASCAL to fully ex- .
ploit the advantages of,the.data structure flexibility of PASCAL over
FORTRAN. The main emphasis of gim is to be ﬁpward compatible. with future

simulatiéns of higher level protocols in local area networks. Thus in

future, sim could .become a component of a complete local area network simu-

lator.. On its own level which.is the link level and ph?sical level, sim
i€ being designed to simulate variables such'aé number of terminals,
different message traffic at‘each'terminal, various error distributiOns,
CSMA/CD and quén‘Passing protocols,.and thén determine their effebt on .
suéh parameters as round trip delay, window size,.send énd reéeive‘buffer

size, and number of S~frames in transit.
. -8im is event~driven and is constantly executing one of the
following events:

1. A message arrival at any terminal.

2. A frame arrival at any terminal.
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3. Transmission of an S~frame from a terminal.
4, Transmission of an I~frame from a terminal.
-5, Time out.

Messages . arrive at each terxrminal with a Poisson arrival rate, and are con-
verted into I~frames and stored into a transmission buffer.. Whenever the

window is open and no acknowledgement is due, the I-frames from the trans-

mission buffer are sent out, that is they are put in an in-transit queue,
The error distribution and physical level protocol is applied to frames in
this queue, and when the transmission is pdésible, frames are next put into

the receive buffer of t the destination texminal. If no errors are de-

tected, an acknowledgement of each frame is sent either using the piggy-

backing or a separate S-frame. In case of an error, the,trénsmiﬁtiﬁg
terminal waits until a certain time out period énd if no acknowledgement
is received in thap‘time, the frames are transmitted again. Figures 5.1
to 5.9 contain the flow charts of this procedure. - The complete program
for sim appears in Appendix A . Every event as it occurs is logged in sim
and various graphs are plottéd using this lbgged.data.' The next section

describes some such graphs and results obtained from them, .

In this early stage of software development only two
stations communicatingvﬁith one another.are simulated. However we have
in mind sysﬁems where a number of stations share ﬁhe same:lihe through'
CSMA or through Token Passing.- We model this sharing through the prob-
ability distribution of the access delay of a message. . For CSMA we take

the message delay to be a geometrically distributed sum of geometrically



distributed randomrvaxiables. This roughly models the processes of
sensing the liné and randomly rescheduling transmission. Aé'the
analysis of the CSMA protocol progresses (see section IV}, more refinéd
“models of message access delay can be used. For Token Passing the
probability'distributibn‘of accéSs'deléy wés’modeled as a constant time
followed by a geometfically distributedlrandom variable,. 'The constant
term models thé overhead required fo pass céntrol from one station .to:
another and the geometrically distributed random variable models message
transmission. Aéain.aé the Wofk progresses ﬁhis distribution can be re-

fined.

Typical results ofvsimuléfion are shown on Figure 5.10 for’
CSMA and on Fiéﬁre 5.11 for Token Paséing. in these.cufves we show averaée
delay as a function of load with window size as a pa?ameter. 'The vertical
line #hrough points indicates the variability between stations. It is
assumed in the simulation that the transit time for thé S-frame is one-fifth
that of an information frame,  The resglts show the effect Qf,varying the
window size. The maximum window size shown is séven singé increasing be-
yond this has no_effect{ In fact'the curve for W = 7 is the.same as tha£
for the M/G/L queue for both CSMA and Token Paé‘sing. As the window size
is decreased there is a significant deteriorétion of péiformance. | There
is an intereéting comparison between Figﬁres 5,10 and 5.11. We Séé that the
mode; for TokenuPassingnLEiguxe-S.ll) shows mﬁch léss.deterioration of per-
formaﬁce as the window size is decreased, In both cases fhe mean access
time is the Same; Howevei variance of the acéess time for the CSMA modei
(Figure 5.10) is larger, Thus it would seem that a less variable access

scheme would prove superioxr.




On Figure 5.12 we show the average number of S-frames
tr?nsmitted.as a function of load. The decrease in £his average with
increasing load is éntirely expected since as load increases more in-
formation ffames are available for piggybacking acknoW}edgements. . What

was unexpected was that the decrease was very nearly linear.,
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5.2. - Arrival
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5.7. Ack
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Buffer
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VI. Optical Fiber

The existing Local Area Netwp;k techniques have been
developed in connection witﬁ metallic-media, either twisteé pair or
coaxial cable, The Token Passing tééhniqﬁe, which originated with
twisted éairs in the'ripg configuration is easily adapted;to coaxial
cable.. The CSMA technique which had its origins in:the ALOHA :adib
systems is also Qell suited to coaxial cablé. With the rapid develop-
ment of optical fiber techno;ogf it is natural fo study the-kinds_df

access techniques that are appropriate.

4 : o
rdd possesses a number of features that

. .. 43
Optical fiber
make it attractive as a transmission medium. It has low transmission -

loss:. a realizable standard is 4db per. kilometer. It appears that for

single mode operation losses of 1db per kilometer are attainable. Thus

"distances in the order of kilometers are supportable for pqint—to—pdint

operation, A second large'advantage of optical fiber is high bandwidth.

Data rates up to 20 M bps 'seem to be easily attainable. Recently we have

learned of a fully operational experimental system which supports a. 50 M bps

data stream using LED as a source. Othér properties which are of value
in certain applications are immunity to electromégneﬁié interference. Due
to fiber's insulating préperty there is no need for electrical insulation
as a safety precautioh. Finally optic¢al fibers are small. A bundle of

fibers with enormous capacity can be placed -in a relatively small space.

The salient disadvantage of fiber for LAN's is that it

is inherently a point-to~point medium. In order for fiber.to be a multiple



access medium such as coéxial cable or radio,. low loss taps on the line
would be required. However with qﬁrrent technology the loss of :a
passive T is from 3 to 6db . 'Aé we shall see tﬁis‘loss severely
' limits the number of allowable access.points; Also in ordér'td briﬂg a
new station on the éystem it is necessary to interrupt service. In . a
sense the'honconductivity of fibef is something of a disadﬁantage from
the point-of-view of reliabiiity. It is désirable, as in ordinary
telephone service, to power staﬁiﬁns thfoﬁgh thé commﬁnicétions’ﬁedium.
In oraer to do this in fiber syétems a separate copper wire skould parallel

the optical fiber.

The fact that only a limited number of access'points can

be put on the fiber is illustrated by the following exampie. As specified

by the 802 standard the avérage power should be greater than 10 pW(—20dbm).
In order fér féceptibn to be ;eliable, i.e., 10—10 bit error rate; the

average received éowervmust be Q;l W (-40dbm) . “'Thus with six passive taps
almost all of the margin is used ﬁp in the best case. There is almost

notﬁing left fér fiber attenuation and atténuation due to splicing-and coﬁp—
'ling.' ‘Taps with attenuation in the range .1 - .2db have been discuésed'_
as a future possibility. . This together with parallel‘develépment of the"

other components would change the current assessment.

Apart from the attenuation of passive taps there is
another significant disadvantage. @ As we have séen there is considerable
improvement in random access .techniques if the line can be continuously

monitored for collisions. With the present technology this continuous




monitoring during transmission is not possible since there is large re-

flected energy on transmission.

In applying CSMA to fiber systems the réundtrip delaﬁ
in the system comes'into play. Suppoée that the roundtrip de;ay is due
to 2km of cable, If the light Velocity.is .é of the free.space velo-
city the roundtrip delay is greater than 8 ﬁsec. This is. the ﬁinimum
time required to transmit a méssage since it is neceséary to see if a
collision has occurred. Note at a rate of 50 M bps a 400 bit message can
be transmitted inA'S.ﬁ seconds, Any shortér length mességes“é;e.trans_

mitted inefficiently.

From these considerations it seems that fiber systems
with a bus topology and the CSMA access protocol are not feasible with

current technology. A ring topology with digital demultiplexing at each

of the nodes is certainly feasible since it is really a.series of point-

to~point connections. The idea of an optical fiber ring haé been

implementéd in a system which is aptly called HALO .

\The topology which seems to be of greatest current.in~
terest is the star connection. With the stak tépology.
the number of connectibns and fegeneratibn points is minimiged. © Re~
liability-is improved since only the center of the star may neéd é guarded
power supply fér systein_reliability° .If.the terminals at the point of the
star fail presumably system operation wtuld be ﬁnimpaired; This standSvin

direct contrast to the ring topology since failure of ring nodes may bring




the entire system down. Reliability may be further improved by the use
of a passive’cdmponent'at the center of the star., Such a component, for

example, may be a reflector.

In.summationvit appears that the role of optiCal fiber in
LAN is confined to high speed, limited écceés applicatiohs. Tﬁié may be
ideal for connecting LAN's to onévaﬁother, to high speed proceséors and
to the public switched network. - In tﬁe interim feport we spoke of such
configuratidns as Netwéfks of Local Area Net@orks. It seemé that for
connectiﬁg a large number of low~9péed users to a'bommon line a bus con-
figuration with some form of'CSMA protocol may- be optimum. de suggested
configurations arevshOWn on Figures 6.1 and 6;2, where respeqtively'the |
ring and‘star,topblogies are used to tie together LAN'S‘- Oﬁviouély a
key element‘in either'configurationvis the black bOX‘interfgcing the LAN
and the inner star or ring. As discussed in the intérim report it seems
that it would be appropriate to place higher level protocols such as HDLC

at this point.
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7.1

VII. Summary and Future Directions

In this last section of the report we shall summarize

the work and we shall chart the direction of our effort in the coming

.year. Section III of the report dealt with ring systems. In this

section we considered alterﬁatives to Token Passing. In particular we
compared the mean delay of Téken fassing with the buffer insertion techni-
que. The results show that buffer insertion shoﬁs significaﬂt.improvement
in performance. The analysis'that is avaiiable is limited to average
delay. DUripg " the coming period we shall‘attempt to find higher moments

and the probability distribution of delay for buffer insertion..

In section IV we considereé line accessing techﬁiques
which are appropriate to bus networks. . We began with a summary of a
previéus study comparing CSMA with Token Passing.  The diffiéulty is that
the model is rather limited. Substanfial.éffbrt'has.been‘eXpended'in find-~
ing more general models for CSMA. We expect this effort to bear fruit
shortly. We have also done a good deal 6f work on a simulation program
which will be yielding results very soon. In section IV we considered the
application of a tree search technique for.cqnfiict resolution in'CSMA sys=~
tems. Comparisbns with random retransmission'systems show the technique
to be promising particularly if distance between statiéns ére taken into
account. In the coming period this work will bé.continued by means of
simulation and analytical techniques. ' The objecfive will be a full evalua-

tion of alternatives to random retransmilssion.



The HDLC protocol is the subject of section V of the

report, A simulation program has been written to evaluate the perform-

ance of HDLC in Local Area Networks. Resﬁits have been obféined on
. window size for models of CSMA and Token Passing’systems. The prograﬁ
d.eals with only. two termina;ls. In the coming period "the éinmia‘tiqn
program will be é#tended. . A basic thrust_hére is to form a 1ink_with'

simulation programs modeling line access techniques,

In section VI.of the repdrt is a qualitative discussion
of the role optical fibér ih Local Area Networks is assessed. | The salienf
result here is that thé star configuration may beithe most appropriaté.'l
We shall continue work in this area in two directions, An analysis-of.
the behavior of star systems and comparisén wiﬁﬁ thevfing cqﬁfiguration
would be of iﬁterest, Secondly we éhall attempt éb build; on a modest

scale, a laboratory model of an optical fiber data communications system.:
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tem paranetars which deterping

The tollowing are the S
the pasrformance oF hhe sgstem A% the moment, we have a
T terminal system. - Each of the fterminals has 3 send

butffer and a receive buffer. The send buffer Ly controlled
uzing the pointers sendbuff, sendseq. and nextavail

The two terminals have independent arrivals, and will
pligguback ackrowledgements using the nr fisld on the info
Yrames they zend. If their zend bhuffer is smphy. an
s-frame is constructed and transsitbed.

$$$m#*ww*mmm$$$#mmm$**m$*$$$$*m#*#$$$$$$$$$#*$mm*$$mmm$m*
o= P ' £ no. of terminals

butffsiz = A4 send bufTer sixe
no= A 4 length of arrddeldsrr g >

0
= gt

$¢m*m****mm**$$mm$$mmmmm$$$mm$*mmmm**w**m*m***#m****mmmmﬁ

The Ffollowing describes the Types of variables that are
used in the program The main data structures is:

record @ Thig iz the st
framer which i
systen. Tha i

]

fdard record Canalogous 0 a
passed through the simulation
lds

5
= are described below.

R R A A

m:hmm*#kw#*&*w*wwww**mm****mmmm$mm**m$mm$$***mmm$$*¢m*$$$

tgpe'

gquaue = artay L[4 . €08, .0l of real; quene ty

lists = array [L . %] of integer: pointers

evantype = ¢ zre, tras recs tin X 4 4 avent
<

1
"

frametype = ( sframe, iframe ; L info ar
2
L

string = packed array L. 441 of chars

link = Tobject: printer

obgect = record £ the rezord fields :
toaddr @ integer: 1< o sddress
Frams : frametype; < kind of frame
ns. nt o iAntegers L zend and rec seq hos
delay, error @ real; £ delay: ervor times
arrivtine sendtin transtim, . .
receutim, Tintim. acktim © roals 4 these are the time fislds
next : links : ) < next pointer fis=ld
ELLF . o -
card = arrayld. . b1 .23 of real; L summary Fils lins
cardfile = file of card: S summaru file type
w*#&»*%ﬁ*&&&$*»$»$#**&**$$*»»**#*#*&?***W?J$*&*%+%#4W****m#$*$$ >
Fo
The a;tual variable hames are sutlined in Thizs zection. >
>

S A A AR

s-frama
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tupes

L

fud

W Yy
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(P - : .
© iy gemailnleoop o inheger; + loop counters : >
=hats ¢ bexths L othe output stats >
sy ¢ bk < Hhe dumpout file - >
Jastot hloount ¢ integar; L wounts For dunpout ¥
alambda, dlambda : real; 4 arrival, delay neans >
2lambda @ real; < error probability >
tiproc, tsproc, touh, Framenum @ reals <L proc mssxng and timout >
ranbin ¢ presls
soed, sizwin @ inheger; 4 rancon saad, wirdow ¥
clocktim @ reals £ the current time ¥
Term  Anteger; < the current. terminal ¥
arrlugs pros Sreorg L OQueLs; % the queues >
teharr, nextpro, nextere @ lists £ pointers Lo gquesues >
gzevdbuf £ neschsend: bobdom nvrag L1 f] of Linke ]
: B +  ptrs for send buffer >
"hutferfull ¢ oarecay [L .11 ofF boslean; “ buffer full flag- >
transbufs recbuf ¥ artaylld. | £]1 of link: < podntersz o buffers >
rechos sendseg @ Lists; < orec & send #s=, ¥
Timout 2 oatray L1, €1 of reals T obimout timer o
pusnt @ eventype; Locurresnh event type >
intranstop @ Link: ¥ pointer to in-trans g >
todays_ date, currentotime o sbkring;
imum arragli, %4 . 81 of tregls < oztats running Suns >
ssum ¢ arcayll, 4. 4] of reals 4 s=framg sums >
soount: count @ arragld, . 1 of reals < Frame counts >
buft © card; L osumnmary file buffer ¥
sumdat : cardfile; £ the summary fille by
ophd. optl, opt3, optd ¢ integer; + simulation options >
roptl, roptd. increnents, load @ reals . , " o
frealist  Llink; ' < free recotrd List ptr >
function nthErandom (geed @ inbeger) @ real; extertd
T shepebobsesk ko sk sk ok sh b skl ook ok e dobsRanbab lokslolokdok. 3
4 kthiz iz the systen rsndom number generator
yiwlds @ uniform distribution im [9.1> >
AL deshithasieokook gogek bkl shofeokekode dhtoohi ok e sk shohe e et Sk b b bk T
procedure histogramd term : inbteger ;| suent @ eventype :
i ogs vheahabe abeohs sde M ol ol obe ot b o obade ol shi e ke e sfe sl s bl sl o »»*ﬂ*m»»+*+rwww**m*w»w»w»»+*mwwmwm*«$»wa#vj
- ¥
< This procedure pritts a histogram! S ' B
, o : ¥
s hohetag b w9ﬂ+w4+w+»#mwm»mm$m*w$$$mmm*$m**mm$$$m*mmmuwm*m*mm*»mwwm«*ﬁvw&w}

war
i, jokimelessd, count @ integeri
Graverse @ link;

beain )
Himelessl = rounddclockiim - 1.ﬁ:
i (himelessl € lastcet? then timelessl: =lastoti
or i = lashot ho timelessd oo
begin
if Chlcount > 490 +than
beain
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end;
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pagebusy ¥ : ' , - ‘ A-3
hloount = @i :

writelhibugy: "TERMIMAL 17: 85, ‘“TERMINAL 27: 48x;
writelnibusys Termm s T BE e e — B
writelnibusyy; '

writelnCbusgy, "CLOCKTIME R, 7€ ENQEUFP“'iB;’TPHH BUFF 7 4,

"IHMTRAMSIT QUEUE": 47, "TRANSBUFF ~ 41, 7 JENDBUFF" 182
far 4 = 4 to 78 do wr&t@(buangwfg;

wrltnlnubu¢u“

tedbusy. 127, 0T 0k

varses = sendbuffvLdl;

nt = 1 .
le (hraverzse {2 nily ang Goount < 42 2 do
in .

if ¢kraverse? sendbtim < clocktim? and ttrauer set. sendtim > —~12
then
it <trawverset ns = -4
then writedbusy, 873
plse wrlfuubuau traversaet, ns: 1«
else writedbusuy, k7
Traverse = traverset. nexhi
count = count + 4

E-Xal=k

Jr=ocount wo 42 do uridelbusy. T 7N
transbufCil = nil s

n o weited(busy. 717 1ad

e if (transbuflilf. ns = -4

then writedbusy, "5 717 4d)

else wrdte (busy transbufldilt. ns: 4, 717011
versea = intranshops

nt : 1

le (traverss <2 nil) grg Coount < 47 do
in '
if Ctraverse?t. Toaddr
Then writedbusy, "170
else writedbusy, "&7 ) )
traverse = traverzeT. nexti;
count = count + 4

i

o~

#
XY

4 o= coumt to 4V oo wedbedhusys T 7
transbufLEl = nil :

n writelbusy, "7 8

e it Ctransbuflalt. ns = ~41)

then writedbusy, S "1 F2

else writedbusy: transbufL2IF ns:d, 107

verge = gendbuftL21:

b = oA

le (traverse<inmil? arnd (count < 182 do
in ’

if C¢traverseT, sendtim < clocktin? and (fraverset. sendtim > ~12
then -
if Cbraverset ns = -L2
then writedlbusy. "S7 3
a2lse writelbusy, traverset ns: i
else wurite(busy, "%72;
traverse = traverset, next;
count = mount + 4

etds
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hlocount = hlaount + 4
a2rpd
2l
procadure create Cuar phr 0 link;
oo b 330k s ohe e sbesleshee she ok b okt o s ok o e e st o b e 2 o s e g e 82 o ok s ok b afe ok ok ok ok okt otk ke o 4»+www+$+*m$+wm}
4 This procedure keepzs a list of digcarded records and gives them >
4 ot whern nesded. . ' ¥
Lokl skl ohok sk deoh bk ook sk g ke ok ok ok kel sk s o sk ke alokobe bbb ok s R ek ko b vk ok sk e bk ok ok -
begin A
i¥ freslist = nil
Hhen newiptr
else’
begin
ptr = freslist;
Froalist = froeslisht, aemb
ehnd
arnd;
prosadure releagze <p+r : liknk:
w&&&&&ﬂ##?#%w{#+¥##$#?*$**#***A#w##&ﬁ1Pﬁ?*?*P#*i#&?#?+*k$#$****$#ﬁﬁ&}
£ This procedure placeszs s dizcardsed recorcd back into the list of .}
L fres recopds. ' S ¥
il shivk btk ol o e s ot o bk i adeahs o o sl ok ok o o it abe e ok kbbb b b b b e b e g ook bl e b s sl ok ko bk s ok skl e ok ook ok
begin
i¥ (ptr 42 nil2 then
begin
pErT. next
Freelizt
2
arcd;
procedure anpiybufter Osar rec @ linki;
bt s ahesde sl e ol she e vheofe ool b o o ohs o sheak st shesfe ook s s e e obushedol b sk e shok b b ok ok o ookl ke sk ok b b ol e ok ok s sl ks ok ok koAb bk b
“# This procedure is used zt the end of & run of a load %o releasze the *}
L menory whish happensd %o be in use when time ean out, , ‘ B O
{mmmmmm**m**mm*mmmmm*m*mm*#*mm$m$mmm**m*mm*m****m*mm*mmm$*m*mm$$*$*mm****m}

vap
Femp @ links

begin A
mwhile (rec <> nilr do
beagin
Gemp = e
rec = et next;
release Chenpl
= oY
smrwd;

procedure Ffillarre ¢ Serm @ inheger 3

A0 sbesshishdeabob s kb sbodeote e shsfst b e shodt ok ot sfead: of she sk e oh b el sk stk ok ok sk ok sl sk ok ok ok ok ok bt b s ok ok o
this procedure uses a Poisson interarvival time distribution +to
refill +the arcdiwval gueds. The Fornula used for the seed value is

< oarbitrary. Hote that abszolute tTimes are caloulated from the inter

Wy




hegin
randnum = nth#Frandomiseedds
Trys = oTrys + 4

ervd;

sumg = B

for g += 4 to %Hrys do

begin £ geometric - inter-trial fime ¥
q@ = aqrt{B.BibJ :
randnum = mEh$randoniseed;
teyg = 4

A-5
£ arrival times. >
4 $$w$m$$$*$*$$*$m$$$$$$m$$*$mm$m$$m*m$m$$m$m$$mwm*m*mmmmmm*w$*$$$m,}
Lar . y
i infngeﬁ'
lasttine, randrun @ reals
brgyiln
aafﬁlma s=ogrrivgltern. nl; £ last value offset
if ¢ term=g > and < optd = B > than < for single server,
Ffor & = A 4o n do arrivalterm, L1 =runtim ' oo arrivals for 2
else '
forr L = 8 to n do
} begin ) :
i randnum = mthFrandonisesds; < get randomn no, ¥
‘ arrivgiterm. i1 = lasttime + abs( lnd dl-prandrhum ) * alambda
€< abzolute artr time
lasttime = arrivglterm i1 o4 aduwance laszt walue
ahd ' ’
erds; 4 fillare ¥
procaedure fillpro ¢ ferm @ integer X
£ shskekadobdeolekofobakoleokaiol ok st dokob gokolok fokabigdoiolok destedof ok ok serok skl
4 This proc fills the tiproc queune according o the *
S odistribution specitied by option 1 Coptil. >
Looptl o= @ ¢ constant (zerod disteribution X
< opEl = 4 : DSHMA distribution >
Looptl = 2 : Token Fassing disteibution ¥
£ MOTE: AT THIS TIME THIS IE A CRUDE APPROW, WE WILL >
L IMPRODVE THIS LATER. >
) 4#}#&«%??#**?$*»ﬁ*#Y#Ww#**W$?&»4###ﬁ*4}§#*?**ﬂww*$* >
[SURE R o
i o sumge trys. beyg o intege
pE, g8, randaum 0 peals ‘
begin
it Coptl=ay then £ for constant server, the processing ¥
for i := B to n do A hime is gust tiprosz or ks pro s and >
proglterm, i1 = 8.8 4 is done in SEND. .
mlae
bozgin
; it Lopti=l) then < o wsnka gerver, u genstate a var ¥
' for i = @ %o n do 4 which iz geomedtric sum of geometric ¥
.begin < random variables. For fthe exact ¥
pA = =gqehlBs Bl - Fornula: see the literature ¥
randnum = nhth$randomdsesd; < note that we generate a ¥
Cbrys o= L : < digtribution in @. . 10@ >
vhile wnot Crandonum < p@r do 4 and thesmr scale dnwn >

g

R4

s




A-6
while two¥t Crandnum < g@) oo
begin ,
randnum = mbthErandomdseadl;
tryg = Yryg 4oL
endi; ‘
Cosumg = osumg o By
end; , :
proglterm, 11 = sumgqrEd, 858 “ soale down to 8.8 mean ¥
‘g A
elze
for- 1 =8 49 n do
begir ' 4 for token passing. we gensrate >
@ = B, B4 L a geometric row. in 8.0, 108, >
randnum := mthfrarndomnzesdl; < and add a constant plu¢ tiproc >
tryg = 4 <. oor hspros respectively. >
while not Crandnum < g0 do 4 fAgain. see li% for details >
begin ' o :
randnum = nthFrandomigesdl;
tryg = tryg + 4
ety - .
proglierm, 11 = Hrygogeld, @2 + & F < =zcale 4o 8.0 mean again. >
et ' ' '
T

enc 4 Fillpro X

pPOPEdUFP fillerr ¢ ferm imheger 2
£ $+m»mw&»w*»*y*w$a*++w*»w*wmww+e#w»&mwvww*memw»ak+*4*wmww*wm**nwwyw*m#
£ This prac fillz the srror gueus with § or 1. B indicates OK, 4 is in
< error. Elambda is 1 minus tha ertor probability .
A desieskspale e oteotol thaale she e sh sl s sheade she ol s bt b she e e e e ke b pe s oh et e kbt ok e sk ek she sk b o sl ks s bkl sk s e b ok B el ook b sk s e ok
A : . :

i ¢ integeri
begdn .

for i = B to . n do

iF Cwmkh#Frandomd=zeeds > elambdad then errorglizsrm, il = 4
else errorqglterm il = O

end; + fillerr *
Furztion windowzheck (hewr, left @ integeri: boolear: :
< v»»»w»»vmww**ww&mwwwm*m»m»44*m##¢ww$$ﬁw*»4++#wwm*wwm»4wmm+**w**wmm»+w >
£ Checks if a number is within & window of size sizwin. >
< "*mm&$$mm$$am$mwmmw$mw»wr.¢%»##¢m4»w*mwww*w+w$*$$w$+w*www+w»wwww&+w$m >
TS

i imteger:
begit

windouycheck = talse; i asszume tal a ¥

iLf Clefh L —1) then

Yor i =

B to (zizuwin-1) oo
if ¢ (left + iimod buffsiz

it

newr » then windowzheck =

true

2aicdy L windowcheck >
procedure findnextevent Cuar farm integer; uvar eventk auvantype o
<

stoshookeabubode ek slo b e vk e sdeshe g ook bk e b o b sk sk b ek s e sh ok e et ke sk sh e sl oh shohsieohefeske btk sl slb e ok ook sk bk

vsewav
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the lists in order to fi

nd the event which occurs
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This procedure upd
Frack the performa

o
1,
o
.
o
e,

beqik
if (rect. frame
with rect do
begin
isumbterm, 1]

emt
=

ates the running
o of the susten.

sums whi

iframe? then

isumiterm. 11 + (serndtim

ch are being Kept o

Ferokrhde kol b dede ek ik kel b e s ob feobake ok *ﬂ'#"}"}s“{“{*d’#‘#ﬂk’}'*}"f"# DIV EE SUR e o sfespahe sk e e e kol '+~‘§ W

arriuthim>;

o It does this by comparing  the Times; obuinusly the next evant
4 kime ds lessz than the tuntin, 20 we assume the next time Lz runtin 4o
£ begin with, MWe check sach terminal consecutively. o terminal one has
< paszive priority on events thet coour simultansously,
- e adab i ope e skdo e e sfoop oo b e o e ade she e b ok she sl b ok b o bt b ot sl s oo e o e b ke sk e i b vl sk b el ok kel sobesheale sl bk Roboak R
war
i integer
hagh reals
bazgin »
high = runtim < assume next is runhin
i for i = 1 4o % do bagin ‘
0 L ~-- ARRIVAL QUEUE -— X
! if ¢ arrivglis nextarrlill € high > then
begin
high = arrivg [i, nestare (111 < et high +o arer time
term = i ' 1 zmet term to i
syent = are 4 set svent to arrival
ands _
£ == TRAMSMIT butffER -— »
if ¢ transbuflil < nil ) khen 4 check nonsmnpty
it ¢ transbufLilt. transtim € high * then begin
high = transbuflil?. transting < =t high o transg tine
: S term = i ‘ L oset term to 1
gyent = tra L st event to trang
end; '
4 —=—= TIME-QUT -- »
A ¢ Timouwtlil. <€ high ¥ then
begin
high = timowtCild: L osek hlgh to timoudtr time
term = 1 4 et term to i
event = tim L oset suvant o timoutd
2hd
mid; : .
L= IN-TRANSIT QUEUE —-— *
if ¢ intranstop {3 nil > then L check nonempty
if ¢ intranstopt. recevtim < high ) then
begin : A
high = intranstopt. rsoevting £ zmet high +o receutim
term = lﬂtPBha+DpT Togeldr; < set term o destination
evant = reg L st evant fo receive
} end; _ :
¥ mloektim = high < ad_just clocktim
1nd; < findnextevent >
prn:edure log ‘term integer: war raoc Link 3;

WO Y Y Y
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isuml4erm 21 = isumlterm 21 + Chranstim -~ senddimy;
igumlterm 31 = isumltermn, 21 + drecewvtim -~ franstimi;
igumbterm 41 = isumlterm. 4] + (fintim ~ receuvtim);
isumlterm, 51 = isumlterm. 5] + (flakim ~ arciubindi
igumlterm. &1 = disumlterm.é] + Cacktim — firdimnd;
isumlterm: ¥1 = isumlterm. 71 + Jackbtim ~ aredebims
isumlterms 81 = arriuvtim; :
cauntlterml = countlterml + 1.2

it

a2lse

with rect do

bagin :
gsumlterm, 11 = ssumlterm, 13 + (sendtim -~ atrivtim;
seumlterm 21 = szunlterm. 21 + Ctranstim -~ sendtimd;
sguml term, 21 = ssumlterm. 31 + (recevtin —~ Sranstimdi
seumlterm 41 = ssumlterw. 43 + {Fintim - arrivtimd;
moourhlteenl = scountlterml) + 4.5 '

it
e 4 log ¥

procedure send ¢ term o dAnteger 7 S S
A heoloksh bk doked deok ook bedokehsk bk e s ok sk kb bt b drR ok sk bk skohsbobok ok ok sk e testolod:

>
L hhis procedure takes a record from The send buffer, Lf any exizts >
L oand places it dnto the transmission buffer. At the same time it >
T omaloulates the sendtim at which the record will be comnpletsly >
4 transmitted. Mote that a new physzical record iz formed in ordep >
£ ko keep physical records in the send buffer. >
4 Mote that we only send if the transbuff iz emphy. >
o ;+»a»«avw*ﬂ+»v#w4www#wﬁ»r*#w*wwfn*4»¢»wwwm*mm*m***w»w**ww»mk$rwm» >
Lar
ps femp, traverse © links
begin .
it (hransbuflieral = ndl) then
b i ’
if ¢ newxt F?ld [herr-m] = ndl 2 .
Hhe : 4 nothing to send
if  =mendbuffltermd = nil 3 L if empty. '

then timoutlternl = clockdim + touth

externd timout
else { do nothing > i

if ¢ windowcheck J nextzend [Serml? ng sendbufy Liernlt. ns > 2.
or § nextsendlternlt. ng = ~1 3 thean '
begiv

e

ingside window

creahe (Dl £ create iy physical lox
pt = pextzend [hermlT; ' “ COpY buffer
nextsendltermlt, sendbtim = clocktim; L
it YnextsendCisrmlt. frame = sframe 7 then 4 del sFPame,buPF
bagin , .

if Chextsendlterm] = sendbufd[termls then

begin T oat bop

it <rnextsendlierm] = bottonlterml) then
bottonl term] = nil;

tTemp = zmendbut'F Ltarmnd;

zendbufflternl @ = sendbud?Uhernd T, next:

gxtzendlteran] = nextzendliterm]t. nexdh;

elease(hemp)

vy

Yoy




e C
elza < within buffer
begin )
traverse = serdbufPLtermls
while ¢ traverzet next <O hextssodlteenl ) do
fTravetrss = hrguerset. nexd:
traverset. next = nextsercdlharnlt. roexh:
i { nextsenditernd = bottombiernl 3 Hhen
- begin :
release(rnextsendlterml s
nextsendlternl = nil:
Dbottomlteranl = traverse
“end
alss
bagin - :
tenp = nextsendlterml; .
nextsendltarmd = pextzendlbteemlt. nexts
relesaseCtemp?

—

e

e

Ced
aetd
elzse . : £ i~frame :
. riextzend [hermd = mextsénd Eﬁmrm]7 nex®t: L move pointer
pr. mr = pecns Ltermls < F£ill rec no field
pt. delay = dlambda; : e Lodelay filisld
pt. error = errarglaern: naxterriternl l; < oerror field

if (nexterriterm] = nd then fillerr{(termnd;
naxterritern] = (nexterritermd + 1) mod Cn+dr;
pt. gsendtim = clocktim: £ zend Hime Field
if Cpt. frame = iframe} then
pt. transtim = CLOthLm + proqt*ﬂrm,nu\tprutta»mll+tlpror
else
pt. transtin = clocktim + proqr+prm,nn\tpwotterm33++aproc,
i¥ (nextpralternl riy ctheen Fillprodgsmmnd;
nextprolterml = (naxtprolterm] + 43 wod 'n+i

#

transbufL4eend = p L ass lgn polntnr
end : .
else . o ) < do nothing - outside window
and “ ‘ : :
atud . )
2 ) 5e ~ £ do nothing -~ transbuf occoupied

arnd; 4 osend >

Vprowedurn aPPLUdL Cherm ¢ lnhteger 2;

D stk bttt o e ok sk btk b heob ok b b ot b s o e o b o e s s e e e s b 4 2o o b e oo ke o sl
£ this procedure takes an artrival tine from the arrival queus, builds a
< orecord and places it into the send buffer for that terminal. :
-0 shskabukeok :sln[h::{{:{c3)-:)}::!451:}{»:*:+:5|::.\kﬂ-:$>k:-}‘.)l-:'f}:3}:#::-35}:;)-::»[‘:}}_:&}:’!#%}:.1:*:1&7{«.‘8}3}}:}}-:)}:':‘-}:.‘{&}}:9:?}::{::-}::{“}:r}::{-:5)-::-}:.‘]{?}23};&:*)}:_*#H}N‘H*i‘l‘:*
LR
T op o links
agin
»rnatulp ooreate new pac
with pt do < hext avail record
begin ’

toaddr = Cferm mod ) + 4 o terminal
hs = zendseqglterml; . sendseq no
sendseqlterm] = (zsndseglterml + Lx mod b”*{ulZJ

frame = iframes; : “ Frane type

LY

NN Y

'v~¢wiv



art-ivtim = Arrluqt+wrm;nu“iar»t&ewmjji
getidtin o= —-d; s
mext = plil

wls ‘

if (rexharvlterml = ndt then FillarrChkermdi

neharyrLherml = Chnextarecleerm] + L) mod Chtdss

if tbﬁt+omt+nrm1 = pnild then bottomlberm] = p

A-10
£ arrival time ¥
£ty

€ Fefill if neoo F
< aduvance phi X

=ls
begln
battomlternlT. next = p; i add 4o end of the
"bottomlterml = op '
2nid; :
iF CsandbuffLterm] = nilsy then =se dbu??t+nrm3 = [
if Lﬁm"tsend[ﬁermj = mild Lthen _xtsendttehml =
sand Cherml < check if we cahn send - >
sy £ ogrrival >
procedire 55 rane (Herm inbeger i shtupe integero; 4 :
0 eehukdedotedoh dokskolobbokok g ek adhbok sk ok ek dotel ool ek ok sk okokok shopeok s ol kol sdekookokobsb e -
4 this proc places an s-Yrame into the sehd buftae of the ferminal ¥
L ozpecified and fills in the appropriate fields, : >
£ Mobe that zendseqg does not change since +ha+ fimld is uzsed o >
4 ldentify the s=-frame command Cshypel, . ¥
- +4*»»«»+m»»4na+&wwa+w+»4$+m*¢wmmm*w5%5¢+wm$*m*»+$+«w#k+4»#w4*w«ww* >
L
P ¢ Linki
fr2gin
sreateCpa; < ocreabe new record >
with pt do 4 fill in the fields >
begin '
fToaddr s Jherm omod kx4 4 < to other ferminal >
arrivtin = clockhin < artival time >
frame = sframe; + frane type is s-frame ¥
hg = shtype; £ ns field is s ‘type >
i = recnoliesrmls < request recno retrans ¥
next 1= nil ’
anid;
it Choattomlterm]l = nill then bottonlierml = p
2lae -
begiﬁ
bostonltermlt, next = p; o add b0 buffer ¥
bottonlterml = p - ' '
ard; ,
LY CzendbuffLterm] = nil» then rdbu¥€£+pﬁm1 B T
Lf Crextzsendlterml = nilr then nextsenddernl ="
sandl betrml , : L check if we can sand ¥

e 4 ssframe F

procadure trans (hera irrkeger 3;

4. sehsshdukduiodotopaniokdohdobshsboka dobnokok ok dedefodeoh helibahsholspohohaokop bk
£ this procedurs places fthe recoard from the transmiss
-

tarndard bubble-down algorifhanm.
EER T SR TR T SR LR S T T 2R T K R TRE O Y TR0 S R TR

S

h

the in-tramsit gueue in order of receuvtim 2t the other terminal
we agsume the record iz not placed o begin with and use a

BS B TR SEO LR SR PpS T B O ] B UV T R TR RS B CE SR TR I Sk S A SR R S SE SR O R I R R T Y

deibdedf bbb ok b sbe e e e s obi okt
ion bufiar into
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I A-11
Covar
- placed »u_-l-nan- '
| I PR, P link;
begin :
I placed := false £ assume not placed ¥
transhbuf Lternld T, recewtin = cloacktin + fransbuflternl?. delay;
transbuf Ltermd T next = mdl; 1 oget podnhsr B0 nil ¥
if Cintranstop = mil ) then intranstop o= fransbuflternd '
I 4 Af im—trans g is empty. then place >
2lse -
bagin < khe An-trans g i=s not oemphy ¥
I if Chransbuf [ternd T, Viim £ intranstopt. recevtind then :
. begin < place at top if lower recew tim ¥
g transhuf L »==r~m]T next = Levke anstop; '
i intranstop = 'hr*.anst-uf‘tier*nj
I wid .
el=e
bhegin < dinsert into intrans queus >
. prag = dintranstopd € met prew pointer >
I now = prewt nexh; £ st hext pointer >
- while ¢ now <7 nil 3 do begin :
; : ¥ ¢ transbufDheranlt recevtin € nowt. receviin ¥ then
l begin ' . .
. preuwt. nex+t = bravsbudLterml; £ correct; lnserd >
| : transbuf Lternl T, next = now
: Thow = nhils A
I placed = $rue L oget indicator walus ¥ :
and |
' 2l=e |
l‘ beagin .
nTat- TERENE N TP | < aduancs >
_ nase 0= nowt next
I 2t '
. and;
' it not (placed) then preet. next = transbuflernd L ah end >
a2ty )
l . atvdi .
transbuf Lterm] o= ndl; <L oempty transbuff ¥
_ sendCterml < check if we can gend *
I and: -+ trans
‘procedure ack Cherm integqer: var pees Link 3
I i,{ sheosedabeobadleobrde sk ook shoake b e bbb deodt ol sfe sl ohedeob ek ek it s bR ol sk e e e ok b ko deokokak )
' . This proc acknowledgess the receipt of a frame, The info is >
£ oontained in the nr Ffieslodd nr~4 is the number of frames the
_ l £ other terminal has received : >
4 sspeabee st sk b bk ool sahe e bR s s g ‘k"}')}'#’)}'»-»’w*» setkdoksbab o «ak»~*»-+~+wr+ﬂ-*+ deafeskeak -}
Lat
' FIAT integer;
Tamnp link:
begin : .
I ©AF ¢ mendbufFLeerml < nil d hhen
begin o R : _ ,
fiun: = Cract ne + buffsiz -~ 42 wod bufFsis: 2 nit-1 usimg MOD >
l if 0 windowecheck ¢ fume serdbafFOterndt ns 2> then o window chack >
begih C 4 aduwance left edge >



while ¢ s=
( Fw
begin
satrdbut £
tamp o=
sarydbuf

pdbuf FLtermdt e O pum 3 and .
pdbuf £ Lternd <F newtsenditerm] 2 do

E+nrm]¢ acktim o= cloahtimi
endbu?}t+wrm];
CEeiml = ndhut}[+nrmJT.neut,,

log “Herm templi

e lease
erd; ’

Chemnp 4L oreszailgn manory to Frepllmf

sendbuf FLtermlt, acktim = olocktim

tenp = serndbufiCherml; ,
zendbutfLisrnl @ = :endburft+mwm37 ek £ adwance ptr
Iog Cterm, banpl;

i

timoutlLarm

relsaze Chempdi , £ opeassign. menory to freelist

1 = clocktim + douls “+ reset timout

if ¢ sendbuffiterml = nil » then
bottomltarml: = mil;

Fanddberm

proczdure buffer Chetmn

imkeger; war newfrans Linkn;

S shokshiaubdetohisho bk ek b ok ek vheske s s e sk s sk skl b b b bbb oo keok bk g b b >} B 33 }
£ This proceduyrs inserts a3 new frame into the receive }
L bffer for that terminal. The phocess used Ls again the
< standard bubble-down algorithne with g check for frames
< that are already in bths recsive buffer ¢ This could *>
1 poocur after a timout ) >
£ 44+»»$4}#&#4ra?W»mﬂ&#»&#%Fw*wm**m*mm*+*&w*#**mﬂ»44*#*#* *
var
henp. traverze @ Link; (
bagin

create Chempd;
if Crecburtfterml
2 lEe '

4 craate tenp location ¥
= nil? than recbufflterml] = newframe £ empity >

begpde , .
if (newfranet. ns 4 recbhuffiterml?t. nsd then Ch okop of quews T ¥
begin | : - ‘ o ‘ o '
eufranet. next = recbhuffLiermls + place at top b
FechbuffLbernd = Aéwfrane ‘ ¥ : '
it
alse : o ,
begin _ 1€ traverse the queus
traverss = recbuffLternd; 1 met traverse pointer ¥
while Cnewframet. nE > traverset. nsy and
Chraverset, next DX nil) do fraverse = Hravesrset. nexhi
if Chraversest next = nill? Then
bzgin .
if Ctraverszet. ng = peufranst. nsd then { already therse >
elew hraversel next = asuframns < place at end by
enid ‘ ' S ~
elza 4 the frame is inside the gusus >
bagin }
if Cheraversest. = peuferaneT. nsy then < already thers ¥
o ’
bagin




fanpt = fraversets
TragsrsaT o=
traver se’i
relegseChemp
vt
end
2
witnd

g gme i~
(=3 i PRERCR

et o=

brffear »

procedure updats (et lrrkagar .

EEV

reewteamati

tempi

e

A-13

i~

{ ingert

link:

W shk bk seokedzdobkokakokalob sk shodeob bl dokok obodoR kol dobekaiab sk ok bk ok o R e dob b b s s peodokibek. >
pL Thiz proc updates the Fields of ths frame received with >
U 4bee original copy of the frame it the zend buffer'of the >
i{'nfhwh terminal ¥
A sk beab bk eofeobtabatestesbestoob ok skt shrabobe s shesbe ok ok e she bk she bR ok obe vk ok sk sheste sk sk s bk shshstol ok stk b
L
Traversa link;
begin .
fraverse = gendbufFLOCbsrm mod v+l ds < hraverse the other term >
mhile {traverset ng 43 rect. pizy and
St guerse <F onild do draverss Frauers @T et
if Ctraverse=nil) then writelerol  HEHerror in updste
2lse < update the fields ¥
uith traverzet do : -
bagin
et = pact, nes
delay = rect delay:
2rrar = pect @rror;
sendtin = ract sendtim;

f

Hranstin rect. fransting
receytin = rect recewtimg
o Fintim = pect fintim
wryt
and;

progedure kreceive Cherm: inheger

-+ w»w»»v++»»»»$»+4»*w»my»aw»P»»+»»w»4¥+++#$w++¥vﬁéh+w*»?ww*v >
4 this procedure iz called when the next auent $0 occur iz s >
:{ frama arvriving at a teroinal From the intransit gqueuse, >
ﬁ{ The frams2 iz renowesd from the intraenzsit gquewse and passed >
AT posszible. IF the frame is out of zequence. it is placed *
£ in the receive buffer. Mg alse check for ack using the o >
4 field of the received frame. >
£ shsh kbl skl b iR s Rkl shale b b b ok b stk sk sk ekt ofs ok shok skt sk stalsh o g b akskoesle:
T
rzudrane, traverse, temnp Linmki
fr2qin

rneuframe = Lnbranstop;

Letranstop = intranstopt. nexths
nepframe T, pext = ndll;
L (newframet™ error = B3 Than
begin

if trewfranaet, frame = iframe

b

Fhan

+ habe
4+ aduance in-htrans quelse
. riddl ckhe next pointer

& frame is ok

framse ‘ >

frrame from in-trans

L2 g ug

w



A-14
begin’ A = L-FRAME SECTIOM ~~- . ¥
it ¢ windowcheck ¢ newfranet. nss rechnolterml 22 then
begin T ogequence num within window
iF ¢ nepwfranet. n2 = recholtermnd ) then ' -
bzqin T pass out the frame >
rechclterm] = (newfranet. ng + L) mod buffsiz; 4 aduance recholr
newtramet, Fintim = clocktim < fill fintim field by
update s term, neutramns < update bec at other term ¥
ack Chkermn, tewframne?; 4 check foar ack into >
relagse (naufraned; . ' :
while ¢ recbuffliterm] ¥ nil » do 4 adivance recbufs ? >
xT=Ta Ry ' 4+ aduvance bufter ¥
it Crecrmiterm) = rechbuffLtermlt. nsd then
begin 4 axpected frame ? ¥
rechnoltzrml = {precrnolternl+ld mod buffsiz
rechuf fLterndt, Fintin = clockbin £ fintim field ¥
dea+ﬁftHPm1f@Wbe?[+#Pm]3; . 4 update other copy >
temp = rechuffLbermds;
rechutfitarm] = rechuffLternlt. next; 4 aduvance poinfter >
relaazeCtempd
and
and;
if CCnextesendlierm] = nil @ ~ _ .
then szsframe Chorme -~ L. .place s~frame with RR oode
elae L do nothing -~ no s-frame needed >
2td .
wlze buffer(termn neudrame? L ooutside - place in receive buffer
end ‘
elss 4L frame iz outside window ¥
atyd
else A = S-FRAME SECTIOM ——— 3
beain .
if ¢ newfranset. ns = ~1 3 then £ RRE frame: ack only >
begin : o :
newfraneT. Fintim = clockiim £ fill in fintim field ¥
ackiteru, newdrans); ' : : ' '
log¢tern, newtramns); £ log the £ frame - >
raleasgsinewtramns? . '
etd ' : _
2lse < REJ frame: petransmit ¥
begin o : . ' _
hraverse = recbufflternls < find the restart point ¥
if ChrawerseL nilr then
while CiraverzsT. s <3 nawufranst, iy and :
. Ceraverss 2 nil) do fraverse = fraverset. next;
if Ctraverse = nily bthen writeln( XX¥ s2reor in rec’)
z2lse pextgendlierml 2 Yraverse; L oreset the next pointer ¥
2N j<+ﬁrm3 £ checlk to send >
2 '
2
i
@lze L4 here goss the REJ ingtr ) frame in 2rror; discard ¥
csstram2Cherm, -9
arwl; 4 receiuve >
pirocedure calltime (herm o integsr
£ Ankkanlde stk gkl Rk bt stk Sk kbl s ok s skt Rkl sk s deskebiok e ok sk ok bk ek kb b sk dohskotekopok lobkolok

o
1.

this proc deals with a time-oud by recycling the send buffer for that >
jul

for that $terminal. Thiz mesns we

_-\e}‘

=

Chext 4o sendy back o 1 Cleft >
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4 oedgelr and besgin retransmitting the Frames. >
- 444»»4%«*#*#*»*»*w*m*w$»$+$»wv+w»w&w««m*»****w#w**ww»*vw***v«*ew&*»w** >
bagin
writelnd” timeout at Tyolocktim 4, © For terminal s term: 2
. naxtsendlterm] = sendbuffLverml: ' + ==t 2 back o 1 ¥
send(term); ' ‘ < zend if poss ¥
timoutlterml] = clock®finm + %ot L reget timout ¥
endi 4 calltime >
fi
VS bk bbb e b ke skeop skl b ok she e s b sl ode ot s o b afe b b o she b bR ok e e bl e e o b b s ofeohs ot bt e sleobe ol el sl sk shobe sl sbeske bl bl
L» ) ' #J
t#x ~~~~~~~~~~~~~~ et e e o i e e PlOBE L B e o e e e e o et o e e st e e W)
o w
r»w»+»»w$%w»a»k+w»#$+**#»»%*#»a&vv*w»w+++a»$*w**w+%;+»$»»*v$mwmw$»»mw%#w»¢w}

begin £ main ¥

L = Anteractive secticon: et paramsters for the frun ~—->

o o open O sumdat®. Tsumdat dat s L the summary stats file >
b orewrite O sumdat Yo " . L prepare for werite >

clate ( todays.date > Lkx

Time O current_time LE>

writelh 7. SET SYSTEM PHPHHETEPQ A &

witeln

writeln 7 EWTER @ 3

writeln (7 dlambda :° Mean propagation dmlag +Lme TN

writeln (¢ elambda : Probability of correct transmission <)

writeln 7 tiproc ) @ I-frame mesn sereice time T
writeln 7 Ssproc 0 S-frang mesn seruice hime 0
writelrn 7 toud o Timout bimy 7
welbeln OF framenumn: The runsing %Lm par krial 7);
Wwhitaln 7 sizwin @ The window size 7
ueiteln (7 seed R random seed U

aadln { dlambda. elambda, tiproc, Ysprocs fouh fransmun. sizwir, seed 3

‘\'_’

writeln ¢ hiproc constant (B csma {1k, ar token paszsing (22 7 >0
readln O optld »; : ‘ :

e mm _m

writeln € lozd minimum. load maximun Sreall . : 2N
readln  roptl, roptEN; . ‘

writelh < increment size (reald Y
readln ¢ incremerts 3 : : ' ,
uriteln (7 busy dlagram lL=+;nm MND = B, YES = 4 A
readln  op®E 3

uriteln (7 singls statiwn B mw’dmubl& shtation L 7 K I

readln  ophd 3;
£ mm#m**mm$$$m$*$$mmmm here begins Hhe mainloop sssdohdoniopibokkdokidoey >

writelr: writeln;

it ihe i ndkdok RUMMING —~ PLEASE STRARMNDEY sciokky®
i Lhe 1l '

freslist 1= nil; _

apte = roundd Crapt2-~roptl dCincrenents

—




for mainloop =

I S
begin
load := mainloope:

alambda 1=
runtim o=

Chipro
f'ramang

4L === busyout pri

ifr ¢ opt3=1i » the
hegin : .
- open ¢ buzy, b
rewrite
wiritelhn

¢ busy
Chusy,

writaln Chuysy,
wiriteln Chusyd
writeln (busy,

writaln Chusy.

wiriteln Chusy,

writeln Chusy,.
2

nper ¢ shats, ‘sta
raewrite ( stats )
date ¢ todays_ dat
Hims ¢ currentoti

aphEE o
increnants + roptl;
= o 38y S Load;

meralambdm;

nting section —-— F

gl 4 busyout file is required >
uzy: daks £ open the busyout file >
3 L prapars for writing B

e

T bodays.adated;

7T cupeeesrbctime 2

4 .

‘dlambda: “: 28, dlambda: &: 1, “elambda: 7: 28, elanbda: €: 22;
Thiproc: C 828, biproc: 60 L, Chsproc: T 28, tsprocis: L0
Shouht T 28, towt: &L, “Frametiun: 7 28, Framenum: £ 1350
chuffsiz: 728, buffziz: 6, “wlndow: " 28, sizwin: 67

printing section ~-— *

opan fhe,stats file:

s dat’ -

i 4 prepars for writing
e, Yi : '

me X

o

wrivteln

fqipros: T 2R fiproc: Frd, Thsproo: 728, tsproc: 7043
Shoutn TR, towt: Pl TPramenun: 7 280 Framerndm: 7040

P

a

5

2]

{=tats

ur-iteln (stats
wrriteln {stats,
writeln <(ztats,
writeln (stats,
writeln (ztats, ‘b
wirlteln (statsi:

4 == ipnitialize

for term = 4 4o
begin
arvrivgltarm, nl
fillarr (ferm?
Fillpro. Chetmd
Fillerr <(heerml
et [terml
nextart [herml
nexkpro Dharmnld
nextort [terml
sandbuff [term
raxtsend [verm
botbowm [tarml
sendseq [Herml
“ranshuf Tterml
intranstop =
rechbuftiterml
timoutlterml
for 1 o
for- g = 4 ko
countlterml] @ =
s=countiterml
andi '

rmoE, 3

uffsiz: 7 260 buffeiz: 7, “window: 7 20, sizwin: 73;
pritelndstats): writelnistatsy;

systen strusbures ———

% do , 4
4 initialize esach terminal:
= B £ arrival gusue last entry
i 4 call fill arrivals
i 4 call fill delays
; £ zall £ill srrors
= B 4 st receive no to zero
= 3 A hext arrival ‘
= @ 4 nexh proc fime E
- F £ next error -
1 = nils £ nil the Left edge pointer
1 = nil; ©Lonil the kext to zend pointer
p= oAl < nil ths bohttonm pointer ’
" T € gond gsguence number
pmopil £ nil the Hrans buffer
nil; £ nil the in-tranz queus
t= il < nil the reosive buffer

= aprivgqlterm, 17 + Hout; £ set the first fimout
B oo isumltverm, g1 = 8.8 4 gef running sums
¢ oo zsumlterm, ] 8. 8;

B, @ ‘

H

o

N g R RN

g

o
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clockbin = B; { =tart at zero clockhim >
lasteot = <> ’ ‘ :
hlocount = 58; Tk
§ ==~ actiown loop begins herg -—-— :
findnextevens Cherm, svent; ' 4 Filmd First zvent > f

. 1
if 0 ooptd = 4 3 then histegran Cterm event; ?
while ¢ clocktim < runtin 2 do beqin ‘ - A begin event loop > 1

case svent of ' : ’ g
bt arrival (fermii : 4 process arrival > g
t & Trans Chermi; . 4 procesg transmit x> .
rec @ receluve (hermix A Toprocess receive ¥ W
Limn calltime Ctermd 4 process himout ¥ 1
&) ' : ° ]
lastot = rounddzlockdim? . Lhr
-Findnexteuent(tphm;eumnfﬁ; ) L Find next avent ¥
it ¢ opt3 = 4 ¥ then hlwfnqrdmf+erm,evpn+> : '
erdi € of cycle loop X :
iFf fop%h3=ls then close Cbusyd;
A e zbatistics caladwlating section —-e 3
writeln (stats, ‘RUMMING STRTISTICS :48);
wrltele (statsh: i
writeln (stats, "THEDRETIOEL LOAR : 28, Load: S: 20 .
wrlteln (stats, "EXPERIMEMTHL LORD 1.7: @Jklbumtllﬁlﬂisumtiﬁﬂlﬁ:S:E);
writeln (stats, "EXAPERIMEMTHAL LORAD 27: 28, (isumi2, 21/1suml 8, 810 5:2%;
writeln (statsai
tfor- i = 41 %o 8 do < divide by counts o get >
begin £ the mean statistics >
if CoountLdI<>ay then isumfl: 41 = i=umils L1/countDLd;
if (c~un+[“] xR khen isumlE, L1 = iaumt ;LJzCUuntE°J
endi :
far i = l o o4 do
~begin
AP (meountLlI<A) then szunil, L1 = ssumidl. L1l Ascountllls
if Cxoountl2I<382 ther ssuml8. 11 = ssunld, L1/scountll]
2 . :
prrlteln (ztats, 738 TTERMIWAL 17, 7 5, “TERMIMAL &7 ;-
wrdtelhn (statshi ' o ‘ '
writeln (=tats, "I-FRAMES < : 20);
o iltelan (z*atsl’ﬂumbnr of frames Ty,
- coutybEd T T, 0B counk[ED T @ _
writela, (shats, ¢ Mean send Buffar malﬁ tlme I
. SoisumCAs 4T Py 7 TS AsumE2, LT0TF IR0
uriteln (=tats, “Mean tran:ml Fion kservér?'ﬁime_ A
. isumbd, 21:F: &8 7 "B isuml3, 81: 7V 82
writeln (stahz. “Mean propand+;un e Lay t
isumld, T1: 7207 709 AsumlS, 31 TR0
writeln (staks. ‘Mean Pecelue butfer wait time . T
igumld. 4172, 7 709 deumle. 41: 7 2855 :
wrilteln (stats, “Maan mhe~mdu Transit Time : HE
Cisumld.S1: T80 09 isumlR, 81T AN
writeln (stats, ‘Mean acknowledge time ' IERS
lzumbd.81:¢: 8, ¢ P dmambE, 61 720 )
priteln Cstats, "Mean two-way Htransit time : oy



;’ Cr B Ll E, P T2
nhararrival bime ' P

a’ TG Al B, B VR0

izumld. 7P1: 7
wieiteln C(ztats, Mean
l=zumlii, 8283 7:
write L fctatd,, _
writeln Cstats, "S-FRAMES < 260D, . ,
wiriteln k:ia,a;’ﬂumber'of frames - ’ ST,
soogn il FPras 7 o goountla2l: 7D '

fx

Bk

ﬂ.’l !-'

witeln Cstats, Mean Send buffer wait time P

SEAm[i;iJ TrEsT 9 msuml, L1 TR ,

wiriteln *$:+s,’mnan trangmit (serwer) time : HEA

Coseumld, 21: 72,7 79 mzumlB, 21: 720

priteln (stabsz, ﬂedn Dne-ualy propagation dulau, ' HA

geumld, 317 2,7 7o ssunld, 31:7: 2%

writeln Cstats, ’Meah ohe-way teansit time P
gzumid. 41: 727 " Bessunl 2, 41: 723

mriteln <(stahksi: wrlteln Catabtsh

time Courrentotime;

wr-iteln (ztats, currenh_timel; .

closse (zhaksi; : : 4 cloze the

|1rhx

{

n
&+
u
Ly of
!.a
u
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-
N
n
-i:.
!.a
l._'
i
v

A === Write s a sunmary  record o sumdah ee— >

For- i o= 4 to 2 dn
faor g = 1 42 2 do
buftLi, 31 = isumli. §3;
buFFLd, 91: =Lload:
buffle, 91: =logds:
sumdatt = buff
put{sundat)

for term = 4 o b odo

begin
ﬁmp+gbuFFmP gandbuff termnl);
raleage(hransbufLrsrmli;
enpiybut ferirechuff Iternll

=1ate i :

emnptybuffardintranstopl;
writelnt chr(?@> 2
wreitelnd finizshed run For losd =7, load:5: 2

2tud; D the mainloop loop >

close ¢ sumdat 3

wrilteln ¢ ALL DOME! <3

for 4 = 4 %0 95 do weited ohied?3
ervl., 4 main >

)
Ia i
-
5]

FINISHED! RING THE BELL'!! ¥

< releaze of memory for next Pun T ' : ; _ l
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LOCAL DISTRIBUTION IN
COMPUTER COMMUNICATIONS

JEREMIAH F. HAYES

A sophistication of early queueing
theory solves bursty transmission
problem.

significant part of the field of Computer
Communications is concerned with providing
transmission facilities for data sources which
may be characterized as bursty, i.e., short
spurts interspersed with relatively long idle periods. It has
been estimated, for example, that terminals in interactive data
networks are active from 1 to 5 percent of the time [1],[2].
This burstiness allows one to share channels among anumber
of sources. In this paper, we shall consider a particular
context in which transmission facilities must be provided—
local distribution. In local distribution a number of geo-
graphically dispersed sources are to be connected to a central
facility. The importance of local distribution systems lies in
the fact that they are the most common class of computer
communication networks. Further, as part of large systems,
local distribution consumes a significant portion of the total
cost. In this paper, we shall describe the basic approaches to
local distribution. QOur discussion encompasses certain
adaptive techniques which have been discovered recently.
The focus of our discussion is on the fundamental principles
of the techniques used in local distribution without dwelling on
details of implementation. We distinguish three main
categories: polling, random access, and adaptive techniques.
A fourth category is techniques which are suited to a
particular topology—the ring or loop structure. As well as
describing the techniques we shall summarize the results
of studies of performance. These results quantify the effect of
various system parameters on performance. An extensive
review of the literature is given in a final section of the paper.
To alarge extent the analyses of performance that we shall
discuss are based on queueing theory. Queueing theory
began with the work of a Danish mathematician, A. K.
Erlang (1878-1929) [3], on telephone switching systems.
His first paper on the subject was published in 1909 [4].
Amazingly, the formulas derived by Erlang in a 1917 paper
[5] are in constant use in engineering the modern telephone
office. Furthermore, although queueing theory finds wide use
as one of the basic components of operations research,

telecommunications remains as its most successful applica-
tion. As one might expect, voice traffic was the primary
concern in telecommunications applications. However, re-
cently there has been an upsurge of interest in data traffic and
a corresponding reapplication of queueing theory in connec-
tion with computer communications [6],[7].

Although Erlang’s work was concerned with voice traffic,
certain of his basic concepts are appropriate to data networks.
In the generic queueing model customers randomly arrive at a
facility with service requirements that may be random in
nature. The theory attempts to find probabilistic descriptions
of such quantities as the size of the waiting lines, the delay of a
customer and availability of a serving facility. In the voice
telephone network, demands for service take the form of
telephones going off hook or call attempts. Erlang found that
given a sufficiently large population, the random rate of such
calls can be described by a Poisson process.! The service time
of a customer is the duration (holding time) of a call and was
found to have an exponential distribution which is closely
related to the Poisson distribution. In computer communica-
tions applications, the generation of data messages at a
terminal is the analog of customer arrival. The service time is
the time required to transmit the data message. In many cases
of interest, the arrival process is approximated by a Poisson
process. The duration of messages is commonly taken to be
constant or to be exponentially distributed.

POLLING SYSTEMS

A ubiquitous example of a local distribution system is
shown in Fig. 1 where we depict part of the communications
facilities in the Bonanza of Bargains Shopping Mall and
Family Entertainment Center. A number of terminals situated
throughout the B of B are bridged across a common line and
connected to a common computer. The common line may be
wire or coaxial cable.?2 The terminals are engaged in such
commercially useful activities as credit checking and
inventory control. However, even in the best of seasons the
traffic produced by an individual terminal is bursty and a
number of terminals can share the same line. Located at the

1A definition of the Poisson process will be given in the sequel.
2The required properties of this common line are related to the particular
local distribution technique employed and will be discussed in due course.
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Fig. 1. Geographically dispersed users tree topology.

computer is a controller, one of whose functions is effecting
this sharing efficiently and equitably.

A common technique for parcelling out bits per second
among users sharing a common line is roll-call polling3. It is
assumed that the common line is such that the controller can
broadcast to all terminals simultaneously. Each terminal has
an address which is transmitted in sequence by the controller
over the common line. After broadcasting a terminal’s
address the controller pauses for a message from the terminal.
If a terminal has a message the polling cycle is interrupted
while the message is transmitted.

The ability to achieve economies by sharing transmission
facilities is limited by performance requirements usually
expressed in the delay experienced by a user in obtaining
service. If there are too many terminals on the line, for
example, the time required to cycle through all terminals is too
large and user dissatisfaction ensues. The parameters of the
mathematical models of performance are: the number of
terminals, the volume of traffic generated by each terminal,
the line speed in bits/s and the line required by the polling
protocol. As we shall see in connection with the analysis of
polling models a significant factor in performance is
overhead, i.e., the time required to poll all terminals even
when there are no messages. In the case of terminals equip-
ped with voiceband modems, for example, this may involve
equalizer training as well as the phase and timing recovery
associated with the transmission of each polling message.

A close relative to roll-call polling is hub polling [8],[9].
Again, we have the geographically dispersed terminals of
Fig. 1. The controller begins a polling cycle by broadcasting
the address of the most distant terminal thereby granting to
this terminal exclusive access to the line. After this terminal
has transmitted any messages that it might have, it transmits
an “end of message” symbol which acts to grant access to the
next most distant terminal. Upon receiving this symbol, the
next most distant terminal repeats the process, passing on

3For implementation of polling systems, see [8] and [9].

access to the third most distant terminal when its messages
have been transmitted. The process continues until all
terminals have been given an opportunity to transmit
messages whereupon the controller initiates a new cycle. This
model contains the same parameters as roll-call polling. The
salient difference between the two is the time required to grant
access to a terminal. In roll-call polling, the time required to
transmit a message and receive a reply is typically much
larger than the time required to transmit a symbol from one
terminal to another. However, hub polling requires that the
line be such that terminals reliably receive transmissions from
other terminals.

The hub-polling technique has been implemented in the
ring topology depicted in Fig. 2 [10]. Flow around the ring is
clockwise as shown. The central processor grants first access
to the first terminal downstream. As in the previous
implementation, access is passed from a terminal to its
nearest neighbor downstream. An end of message character
is appended to the data from a terminal. We have the same
set of parameters as in the previous cases. The time required
to pass access from one terminal to another is the time
required to transmit an end of message character.

Before going on to consider other local distribution
techniques we pause to consider the performance of polling
systems as related to network parameters and to traffic. A
useful measure of performance is the cycle time which is the
time required to grant access to all terminals in the system at
least once and to transmit messages from the terminals. We
may view the cycle time as having two components—fixed
and random. The overhead or fixed component is the time
required to grant access to all terminals. In roll-call polling, for
example, it is the time required to broadcast all of the terminal
addresses and to listen for replies. In the hub-polling
technique, overhead is the total time in a cycle that is required
to pass access from one terminal to another.

The random component of a polling cycle is due to the
random nature of the message generation process. The
number of messages transmitted in a cycle varies from one
cycle to the next. The analysis of polling systems is

Fig. 2. Ring topology.
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complicated by the fact that there are correlations between
the number of messages encountéred in successive cycles and
in the number of messages in adjacent terminals.

The most studied model assumes Poisson arrivalt at a
terminal having storage facilities which may be regarded as
being infinite, i.e., compared to the arrival rate of messages
the terminal buffer is so large that the probability of overflow
is negligible. The time required to poll n terminals may be
written

n
i=1

where W is the overhead in a cycle, assumed to be constant,
and t; is the time spent at terminal i to read out messages.
Even though there are dependencies between buffer contents,
the average cycle time is easily found since the expected value
of a sum such as shown in (1) is the sum of the expected
values. Assuming that the arrival rates and message
transmission times are the same for all terminals we find that
T, the average duration of a cycle is given by

Te=W/(1-15) (2)

where S =n m A, mis the average duration of a message and
A is the average arrival rate at each terminal. Equation (2)
has a characteristic queueing theory form. The numerator
represents overhead, the amount of time during a cycle for
which a message is not being transmitted. All of the traffic
dependency is contained in the quantity S in the denomina-
tor. This load S is the average work presented to the system
normalized to the capacity of the channel. In voice networks,
a similar quantity has been given the unit of Erlangs. There is
a point of instability when S = 1 since the average amount of
work that is arriving is just equal to the capacity of the system
and there is no allowance for overhead. We note that when
W =0, the average cycle time is zero. This is consistent if we
consider that an infinite number of cycles occur in zero time
when the terminals have no messages to transmit. Equation
(2) indicates the effect of overhead on performance. Suppose,
for example, that the total traffic load into the system is kept
constant (i.e., S constant) while the number of terminals is
doubled. If overhead is incurred on a per terminal basis, the
cycle time is doubled with no increase in traffic.

A more tangible measure of performance for the user is
message delay which we define to be the time elapsing
between the generation of a message and its transmission
over the common line. This delay consists of several
components. A message generated at a terminal must wait
until it is the terminal’s turn to be polled. If the terminal can
store more than one message at a time, a queue is formed at
each terminal which implies further delay. Finally, a certain
amount of time is required simply to transmit the message.
There have been a number of analyses of the performance of

4For the Poisson distribution the probability of k message arrivals in
T seconds is Py = (AT) * exp(—~AT)/k! k= 0,1,2:** where X is the average
arrival rate. The interarrival time is exponentially distributed, i.e.,
P, [interarrival time <7] = 1 — exp(—A7); 7 = 0.
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Fig. 3. Polling delay versus load.

polling systems.5 In connection with cycle time, we con-
sidered the case of infinite buffers and Poisson message
generation. Results on the average delay for this case with
constant length messages are shown on Fig. 3. The average
delay normalized to the time required to transmit a messagé is
shown as a function of the total load into the system, S =
mAn. The parameters are n, the total number of terminals,
and W/nm is the overhead per terminal normalized to the
message transmission time. The curves show the character-
istic rapid increase in delay as the load approaches one. A
strorig dependence on overhead is also evident. For loadings
less than 0.5, which is the region where the system will be
operated, overhead dominates. These points can be illus-
trated by an example. Suppose that ten terminals share a
common 2400 bit/s line. Each terminal generates messages

- at an average rate of 28.8 messages per busy hour (0.008

messages/s). The messages are each 1200 bits long. Finally,
assume that in order to poll each terminal and listen for a
response 50 ms are required. The load in the system is
S = 0.04. From Fig. 3, the average delay is approximately
0.25 seconds. Now suppose that as a convenience to users
the number of terminals sharing the line is doubled without
increasing the load. We see from Fig. 3 that the average
message delay doubles. Of the two polling techniques hub
polling tends to have lower overhead than roll-call polling. We
may view hub polling as a more distributed form of control of
access to the system.

LOOP NETWORKS

The ring or loop topology shown in Fig. 2 finds extensive
application in distributed processing where computers and

5See the review of the literature at the end of the paper.
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Fig. 4. Average delay versus load in STDM and DM [34].

peripherals in close proximity (within a kilometer) are tied
together. In this application, it is necessarily true that the
traffic is bursty. However, the loop structure lends itself to
interesting multiplexing techniques which may be appropriate
to bursty sources. The most obvious technique is a form of
time division multiplexing which in this context is commonly
called Time Division Multiple Access (TDMA). Assuming
synchronous transmission, the flow on the line is partitioned
into segments each of which is dedicated to a particular
terminal. A terminal simply inserts messages into segments
assigned to it. The shortcoming of this system in the case of
many lightly loaded terminals is that very often terminals
have nothing to send and segments are wasted. At the same
time, empty segments may be passing by terminals which do
have messages. The same drawback applies to Frequency
Division Multiple Access (FDMA) in which each terminal is
allocated a fixed bandwidth. A recent study has shown that
FDMA is inferior to TDMA from the point-of-view of
performance [11].

An alternate technique to TDMA in a loop context is
Demand Assignment (DA). The flow is the same as in
TDMA except that the blocks are not assigned to any
terminal. When an empty block passes by a terminal which
has a message to transmit, the block is seized by the terminal
and the message along with addressing information is
inserted. There is an increase in the utilization of the line over
TDMA at the cost of an increase in the complexity of the
terminals. On Fig. 4, the average delay is shown as a function
of the load with the number of terminals in the system as a
parameter. The results illustrate the inefficiency of TDMA for
lightly loaded systems where the dominant factor is the time
required to transmit a single message. At light loading,
demand multiplexing is superior to TDMA by a factor equal
to the number of terminals sharing the line.” As the load
increases, the difference between the two systems decreases
since in demand multiplexing different terminals will tend to

have messages at the same time. Once again, the lesson that
we carry away from this study of loop systems is that in lightly
loaded systems, a distributed control of access to the channel
is more sufficient.

The TDMA technique is also appropriate to the tree
topology of Fig. 1. Itis necessary to establish synchronization
among the terminals. Each terminal is assigned a periodically
recurring time slot. However, in the tree topology as well asin
the loop topology the TDMA technique is not efficient for
bursty sources.

RANDOM ACCESS (ALOHA)

Random access techniques hitherto associated with radio
and satellite systems have recently been applied to local area
networks [12]. The origin of these methods is the ALOHA
protocol which is the ultimate in distributed control. Again, we
assume that n terminals are sharing the same channel as
depicted in Fig. 1. As soon as a terminal generates a new
message it is transmitted on the common line. Along with the

‘message, the terminal transmits address bits and parity check

bits. If a message is correctly received by the central
controller a positive acknowledgment is returned to the
terminal on the return channel. Since there is no coordination
among the terminals it may happen that messages from
different terminals interfere with one another. If two or more
messages collide, the resulting errors will be detected by the
controller which returns a negative acknowledgment or no
acknowledgment. An alternative implementation is to have

‘the terminal itself detect collisions simply by listening to the

channel. After a suitable timeout interval a terminal involved
in a collision retransmits the message. In order to avoid
repeated collisions the retransmission intervals are chosen
randomly. The key element of the ALOHA protocol and its
descendants is the retransmission traffic on the common line.
If the rate of newly generated traffic is increased, the rate of
conflicts among terminals increases to the point where
retransmitted messages dominate and there is saturation.
This effect is expressed succinctly in the formula

S=Gexp(—G) 3)

where S is the normalized load into the system generated at all
terminals and G is the total traffic on the line including all
retransmissions. In the derivation of (3), it is assumed that all
messages are the same length and that they are generated at a
Poisson rate. The plot of (3) on Fig. 5 shows that the channel
saturates at 18 percent of its capacity inasmuch as the input
cannot be increased beyond this point. Thus, it appears that
simplicity of control is achieved at the expense of channel
capacity.

The basic ALOHA technique can be improved by
rudimentary coordination among the terminals. Suppose that
a sequence of synchronization pulses is broadcast to all
terminals. Again, let us assume constant length messages or
packets. A so-called slot or space between synch pulses is
equal to the time required to transmit a message. Messages,
either newly generated or retransmitted, can only be
transmitted at a pulse time. This simple device reduces the
rate of collisions by half since only messages generated in the
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Fig. 5. Input load as a function of channel traffic for several

random access techniques [47].

same interval interfere with one another. In pure ALOHA,
the “collision window” is two message intervals. The equation

governing the behavior of slotted ALOHA is
S = G exp (—2G). (4)

We see from the plot of (4) on Fig. 5 that the channel
saturates at approximately 36 percent of capacity.

An extension of the ALOHA technique that is particularly
appropriate for local distribution is Carrier Sense Multiple
Access (CSMA). Before transmitting a message a terminal
listens on the common channel for the carrier of another
terminal which is in the process of transmitting. If the channel
is free the terminal transmits; if not, transmission is deferred.
Variations on the basic technique involve the retransmission
strategy. We illustrate retransmission strategies by means of
the P-persistent CSMA strategy. If the channel is busy then
the terminal transmits at the end of the current transmission
with probability P. With probability 1-P, transmission is
delayed by 7 seconds which is the maximum propagation
time between any pair of terminals. Due to propagation delay
there may be more than one terminal transmitting at the same
time in which case messages are retransmitted after random
timeout intervals. The value of P is chosen so as to balance
the probability of retransmission with channel utilization. The
characteristic equations for CSMA are plotted on Fig. 5. The
form is similar to pure and slotted ALOHA. The ability to
sense carrier from other terminals leads to considerable
improvement in throughput. As indicated, decreasing P leads
to improved throughput which is obtained at the expense of
increased delay. The curves shown in Fig. 5 are for a
propagation delay 0.01 normalized to message transmission
time. As this normalized delay is increased the performance
of CSMA degrades.

There have been a number of analyses of random access
protocols focusing on message delay as a function of
throughput. On Fig. 6, we summarize the results of this work
in the form of normalized message delay as a function of load.
For lightly loaded systems, pure and slotted ALOHA
perform well. However, as the load increases the increasing
rate of retransmission rapidly degrades performance. Since
the carrier sense protocol keeps the channel clear by avoiding
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retransmission, it has a graceful degradation. Also shown on
Fig. 6 is delay for roll-call polling. As we have seen earlier,
there is a severe penalty for overhead required when the
number of terminals is increased. The curves also show that
the performance of the polling protocol degrades more
gracefully than that of the random access protocols. This is
where the beneficial effect of the controller is seen. By
scheduling transmission, the avalanche effect of retransmis-
sions in the random access protocols is prevented.

The curves for the random access techniques in Fig. 5
show the same basic form in which a level of input traffic S
can lead to two possible levels of line traffic G. It can be shown
that this characteristic may lead to an unstable state resulting
in saturation of the channel and a drop in throughput. By
choosing system retransmission parameters properly, un-
stable states can be prevented. An example of this is
decreasing the parameter P in the P-persistent CSMA
protocols. In ALOHA, the range of the retransmission
interval can be increased. In both cases, there is a penalty in
increased delay.

ADAPTIVE TECHNIQUES

The deleterious effect of overhead on the performance of
polling systems is abundantly clear from the foregoing results.

AVERAGE DELAY/m

S=nxm

Fig. 6. Delay in random access systems [47].
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In order to ameliorate this effect an adaptive technique has
been devised recently. The essence of the technique, which
has been designated probing, is to poll terminals in groups
rather than one at a time. In order to implement the technique,
it is assumed that the central controller can broadcast to all
terminals in a group simultaneously. If a member of a group
of terminals being probed has a message to transmit, it
responds in the affirmative by putting a noise signal on the
common line. Upon receiving a positive response to a probe,
the controller splits the group into two subgroups and probes
each subgroup in turn. The process continues until individual
terminals having messages are isolated whereupon messages
are transmitted. The probing protocol is illustrated on Fig. 7
for a group of eight terminals of which terminal 6 has a
message. The algorithm is essentially a tree search which the
controller begins by asking, in effect, “Does anyone have a
message?” Branches with affirmative responses are split into
subbranches.

If only one terminal in a group of 2" has a message, the
probing process requires the controller to transmit at most
2k + 1 inquiries. In contrast, conventional polling requires 2*
inquiries. The comparison may not be so favorable when
more than one terminal has a message. For example, if all
terminals have messages, 2 * ' —1 inquiries are required for
probing. This consideration leads to adaptivity where the size
of the initial group to be probed is chosen according to the
probability of an individual terminal having a message. Thus,
in Fig. 7, for example, one may begin a cycle by probing two
groups of four rather than one group of eight. The criterion for
choosing the sizes of the groups is the amount of information
gained from an inquiry. If the initial group is too large the
answer to an inquiry is almost certainly, “Yes there is a
message.” However, if the group is split into too many
subgroups, the answer to an inquiry is too often, “No.” If the
arrival of messages to terminals is Poisson, the probability of
a terminal having a message can be calculated by the
controller given the duration of the previous probing cycle.
Given this probability, the optimum group size can be found.
Notice that if the probability is high enough, the best strategy
may be to poll every terminal.

The results of simulation for the adaptive technique are

1

shown on Fig. 8 where the average time to probe all terminals
in a 32 terminal network is shown as a function of message
arrival rate. In Fig. 8, the cycle time and the message length
are normalized to the amount of time required to make an
inquiry. The comparison made with conventional polling
shows a considerable improvement in performance for light
loading. Moreover, due to the adaptivity there is no penalty
for heavy loading.

Although the probing concept was devised in connection
with polling systems it is also appropriate in a random access
context. Suppose that in response to a probe a terminal
transmits any messages that it might be harboring. Conflicts
between terminals in the same group are detected by the
controller and the group is divided in an effort to isolate
individual terminals. Each subgroup is given access to the line
in turn, Optimal initial group sizes can be chosen by means of
very much the same criterion as in polling systems. Probing
too large a group results in almost certain conflict. The
opposite extreme gives too many probes of empty groups of
terminals. Again, the optimum group size can be chosen
adaptively as the process unfolds. The probability of a
terminal having a message is a function of the previous cycle
and the average message generation rate at a terminal. This
probability determines optimum initial group size.

Control of the adaptive process need not be as cen-
tralized as in the foregoing. Suppose that as in slotted
ALOHA synchronizing pulses are broadcast to all terminals.
Suppose further that the slots between synch pulses are
subdivided into two equal subslots. In the tree search
protocol, the first subslot is devoted to an upper branch and
the second to a lower. Consider the example in Fig. 9(a) and
(b) depicting an eight terminal system of which 5, 7, and 8
have messages. The first subslot is empty since itis dedicated
to terminals 1-4. In the second subslot, terminals 5, 7, and

CYCLE TIME

MESSAGE ARRIVAL RATE.

Fig. 8. Average cycle time versus message arrival probing
technique [49].
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Fig. 9. (a) Tree search illustration. (b) Tree search illustration.

8 conflict. The conflict is resolved in subsequent slots. After
this conflict resolution process has begun, any newly arrived
messages are held over until the next cycle. Again, the
algorithm can be made adaptive by adjusting the size of the
initial groups to be given access to the channel according to
the probability of a terminal having a message.

Upper and lower bounds on average delay as a function of
the input load are shown in Fig. 10. Notice that the system
saturates when the load is 43 percent of capacity. This
contrasts with the case of slotted ALOHA where this
maximum is 36 percent of capacity. Recentimprovements of
the technique have pushed this figure to over 50 percent.
There are no unstable states where the system is saturated by
retransmissions and conflicts. If conflicts persist each terminal
is assigned an individual slot and the system reverts to
TDMA.

The so-called “random urn” is another technique in which
the size of groups granted access is chosen adaptively. The
assumption underlying this protocol is that at the beginning of
a cycle the total number of terminals having messages is
known to all terminals. Access is granted to groups of size k
where k is chosen so as to maximize the probability that only
one terminal has a message. If, as in heavily loaded systems,
all terminals have messages, then the optimum group size is
one and the system is simple TDMA. Under light loading, the
random urn scheme behaves as ALOHA. The key issue in
implementing this scheme is determining the number of
terminals having messages. One possibility is a reservation
interval at the beginning of a cycle. In this interval, terminals
having messages indicate as such. From this, terminals can
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estimate the number of other terminals having messages.
Simulation studies indicate that performance is insensitive to
small errors in this estimate.

Related to random access multiplexing are a large number
of reservation techniques in which sources, upon becoming
active, reserve part of the channel. The reservation
techniques are appropriate to sources which are active
infrequently but transmit a steady stream while active. The
traffic from such sources is not bursty. However, the request
methods are and consequently may be treated by the
techniques discussed in the foregoing. For example, reserva-
tions could be made using the ALOHA technique over a
separate channel.

REVIEW OF LITERATURE

There is an analogy between polling systems and machine
patrolling in which a repairman examines n machines in a
fixed sequence. If a machine is broken he pauses to make
repairs. This is the analog in polling systems to message
transmission. The overhead that is incurred is the time
required to walk between machines. This walktime corres-
ponds to the time required to poll a terminal. The earliest work
on this problem was done for the British cotton industry by
Mack et al. [13]. Based on this work, Kaye [14] derived the
probability distribution of message delay for the case where
terminals store a single fixed length message. This result is the
one shining example of a simple expression for probability
distributions in polling models. Some idea of the delicacy of
the model may be gained from Mack’s analysis of very much
the same situation but with a variable repair time [15]
(corresponding to variable length messages in polling
systems). In order to find a solution it is necessary to solve a
set of 2" linear equations. For a treatment of work on related
problems, see Cox and Smith [16].

A great deal of work has been devoted to the case of the
infinite buffer. The earliest work in this area involved just two
queues with zero overhead [17][18]. Later, this was

AVERAGE DELAY

Fig. 10. Average delay versus load tree search [50].
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generalized to two queues with nonzero overhead [19],[20].
In terms of the models that we are concerned with, the first

papers of interest are those of Cooper and Murray {21]

and Cooper [22]. The number of buffers is arbitrary and both
the gated and exhaustive services models are considered. The
drawback is that the analysis assumes zero overhead. The
characteristic functions of the waiting times are found. Also
found is a set of n (n + 1) linear equations whose solution
yields the mean waiting time at each buffer when the message
arrival time is different for each. The assumption of zero
overhead here may yield useful lower bounds on
performance.

For a long time, the only work on an arbitrary number of
queues with nonzero overhead was by Liebowitz [23] who
suggested the independence assumption. In 1972, both
Hashida {24] and Eisenberg [ 25] separately published resuits
on multiple queues with nonzero overhead. Both used
imbedded Markov chain approaches. (Some of Hashida’s
results are plotted on Fig. 3.) Computer communications
stimulated the next significant step in polling models.
Konheim and Meister [26] studied a discrete time version of
model. Transmission time over the channel is divided into
fixed size discrete units called slots. Messages are described in
terms of data units which fitinto these slots. (An 8-bitbyteis a
good example of a data unit.) The analysis is carried out by
imbedding a Markov chain at points separated by slots. In
most of this work, the emphasis was upon symmetric traffic.
Recently, Konheim and Meister’s work was extended to the
case of asymmetric traffic [27]. Interestingly, it was found
that in the case of asymmetric traffic, the order in which
terminals are polled affects performance.

A significant remaining problem involves nonexhaustive
service where, at most, a fixed number of messages are
transmitted from a particular buffer. If there are more than the
fixed number of messages at the buffer they are held over until
the next cycle. If there are less than this fixed number the next
terminal is polled immediately after the buffer is emptied. At
the present writing no exact analysis is available. There have
been several analyses of systems of this kind based upon
approximations [28]-[30]. The latest of these is by Kuehn
who obtains results when at most one message is removed at
a time. Kuehn evaluates his results by comparing them to
earlier results by Hashida and Ohara and to simulation.

Pioneering work on loop systems was carried out by
Farmer and Newhall [10] who proposed the hub-polling
technique discussed above. The demand multiplexing ap-
proach in loop systems is due to Pierce [31],[32]. A version
of demand multiplexing was used by Fraser in the
implementation of the Spider network [33]. There have been
several analyses of demand multiplexing [34]-[37]. The
curves shown on Fig. 4 were taken from [34]. A nice
summary of later work on the implementation and the
analysis of performance of loop networks is containedin[38].

Recently, two thorough survey papers emphasizing
random access techniques have appeared [39],[40]. These
allow us to be more terse in our survey. The first publication in
the area is due to Abramson [41],[42] who derived (3) under

the simplifying assumption of Poisson retransmitted traffic. A
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great deal of subsequent work has shown (3) to be an
accurate description of ALOHA. The slotted ALOHA
technique was proposed by Roberts [43] who derived (4). An
analysis of message delay as effected by retransmission
strategy for the pure ALOHA technique is contained in [44].
Also given in [44] is a comparison of random access and
polling. Instability in random access systems was brought to
light by Carleial and Hellman [45] and by Kleinrock and Lam
[46]. The results on carrier sense multiple access given in
Figs. 5 and 6 are drawn from work by Tobagi and Kleinrock
[47]. For several extensions of the basic ALOHA concept
and for work on reservation systems, the reader is referred to
the survey papers mentioned above. The reader is also
referred to an insightful tutorial paper on this material [48].

The probing technique discussed in connection with
adaptive systems is due to Hayes [49]. The distributed
adaptive protocol described above was devised by
Capetanakis [50] who also found the increase in the capacity
given by adaptive techniques. More recent work in this area is
contained in [51]-[55]. Kleinrock and Yemini devised the

random urn scheme [56].

CONCLUSION

We have reviewed the basic techniques of implementing
local distribution for bursty data sources. A couple of
generalizations emerge from this study. It seems that under
conditions of light loading distributed control is best.
However, as the loading increases distributed control leads to
difficulties and centralized control gives the better perfor-
mance. This is entirely in conformity with everyday
experience with automobile traffic. At 4 A.M., stop signs
minimize delay. However, along heavily traveled routes at
rush hour, stop signs would cause collisions (in the usual sense
of the word) and the centralized control of traffic lights is
required.
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