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Abstract  • Data communication at rates near or above 2 kbps on 3 khz-

bandwidth HF radio channels is subject to impairment from severe 

linear dispersion, rapid channel time variation and severe 

fading. In this investigation recorded 2.4 kbps QPSK signals 

received from HF channels were processed to extract a time-

varying estimate of the channel impulse resvonse, and also to 

simulate a fast-adapting decision feedback-equalizing receiver. 

From the estimated channel impulse responses e performance-re'lted 

parameters were computed for ideal matched filter, maximum-

likelihood sequence-estimation (MLSE) and decision feedback 

equalization (DFE). The results indicated that the simpler DFE 

receiver suffered only a small theoretical performance 

degradation relative to the more complex MLSE receiver. Other HF 

channel impulse response statistics were also obtained to shed 

light on equalization and filter adaptation techniques. LMS and 

FRLS (fast recursive least squares) adaptation techniques were 

investigated for DFE receivers, including new FRLS restart 

procedures for mitigating numerical instability problems. While 

the FRLS algorithms offer faster channel-tracking capability in a 

high-SNR environment, the simpler LMS algorithm may be favoured 

on a cost-benefit basis for low-SNR HF channels. Techniques of 

carrier and bit synchronization were also proposed for QPSK 

signals on fading HF channels. 
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1. INTRODUCTION  

• 

• 

The 	possibility of realizing a long range (few Km to 

several thousand Km) link gives the H.F. portion of the spectrum 

(2-30 MHz) a special place in the world of communications. With 

a very little expenditure in the form of equipment, time  and  

manpower, a communication link with a moderate to high 

reliability could be established. 	The key to dirch a link lies in 

the presence of ionized layers between 40 to 500 Km above the 

,surface of the earth. These layers, discovered in the 1920's, 

were found to possess the property of reflecting (or refract3.ng ) 

the electromagnetic waves, to give the communicator a fairly long 

range. 

The mid-seventies saw sharp rise in the availability of 

communication satellites for long-distance digital communications 

systems. However, the vulnerability of the satellite to modern 

sophisticated weapons, and its longer delays in recovering from. 

the radiation effects of a nuclear explosion, has led to renewed 

interest in HF channels for military purposes. This is becaus .e 

of the rapid recovery of the ionosphere from nuclear shock, as 

well as its physical indestructibility. There are also many 

civilian applications of the HF band for low-cost communication 

links to distant-remote sites on land or at sea. 

In satellite communication, the communicator's primary aim 

to establish a link is to provide acceptable signal to noise 

ratio at the receiver; however; for the H.F. communication, in 

addition to good signal to noise ratio, one has to resort to some 

form of signal processing at the receiver (or at the transmitter) 

1 



1 
to increase the reliability of the links  This study is concerned 

with reception techniques for relatively high speed 

(approximaely 1 bps or higher per ha  of bandwi'dth) digital 

cOmmunications on 11F channels. 	The specif ic. approach is to 

•.simulate receiver processing of recorded digitized signals that 
, 

resulted from transmitting 2400 bps QPSK-modulated data over 

actual HF channels. 	These recordings were made and provided by 

the , Communications Research Centre of the Department of 

ComMunicatilons 

aCh pter 10 summarizes the major conclusions of the 

investigation. I 	4 

• • 

2  



2. RF CHANNEL  CHARACTERISTICS  

Over short distances, HF radio waves propagate between the 

transmitter and the receiver via three basic modes, i.e., ground 

waves, tropospheric propagation (LOS) and skywave (resulting in 

the reflection from the ionosphere. As the transmitter-receiver 

distance is increased, the ground wave and LOS propagation suffer 

increased attenuation due to ground conductiv.Lty and the earth's 

curvature respectively. Therefore, for larger distances, only 

the ionospheric mode of propagation survives. 

2.1 The Ionoa_phere  

The literature on ionospheric studies is extensive aild 

several.books and conference proceedings are available in the 

open literature [Bet 67], [Pic 74], [Agar 1979 1 , [YL 72], [Tom 

77]. The Consultative Committee for International Radio, CCIR, 

also publishes periodically on ionospheric predictions. 

It is beyond the scope of this report to go into the details 

of the mechanisms which contribute to the formation of the 

ionosphere. 	It 15 sufficient to say that the sun's radiation, 

and meteorites travelling through the atmosphere, are major 

causes of the existence of the ionosphere and physical 

environmental conditions such as solar flares, and the earth's 

magnetic fields affect its characteristics. The details of these 

and other contributors to ionospheric changes are documented in 

[Pic 74]. 



• 

2.2' 
• • 

The ionosphere has four distinct layers - D,  E, Fi and F2 

during the day, and in the night only F, formed as a result of Fi 

anà:F2 layers combining, is in existence. Table 2.1 summarizes 

the layer  structure. 

The heights of these  layera  fluctuate; also the layers may 

undergo severe irregularities. (or inhomogeneities) due t . o . 	.t : 	r 	I 
environmental conditions. 	These effects lead to severe 

propagation conditions, an understanding of welch is essential in 

an !efficient use of the channel. 

Table 2.1 

Summary of Ionospheric Layers Structure 

, 	Approximate 	 • 	 - Possible Transmission Distance 
Layer Height and Effective Effect on HF Waves by Reflection by the Layer 

IiI.. LaYer 	Period 	(3-30 MHz) 	Single Hop 	Multihop .., 	 , ThicknesS 	 Propagation. 	Propagation 
D 	70-100 Km 	Day 	Absorption 	Does not reflect HF waves 
E 	100-140 Km 	Day 	Refraction 	Up to 2500 Km Al1 distances 

except 
Fl 	150-250 Km 	Day 	Refraction 	Up to 3000 Km 2500-4000 Km 
F2 	250-500 Km 	Day 	Refraction 	Up to 4000 Km All distances i 1 

300-400 Km 	Night 	Refraction 	Up to 4000 Km All distances 

Multipath  Propagation  

the major sources of problems in HF communications is One of 

which arises due to multimode  propagation the. multipath effect 
• ii. 

between the transmitter and the receiver. 	Multiplicity of mode 1 

may,arise due to the presence of ground, sky, and tropospheric 

waves at the receiver at short distances or due to refraction of 

I rays of the same wave from E, FI, F2 layers. 	As a result . the 

sig Inals from various modes of propagation arrive at the receiver , 
I.I 	I 

with phase delays characteristic of the path lengths. 	It is 

generally recognized [WJB 70] that there is usually a relatively 

4 



• 
small number of discrete paths through which the wave propagates. 

Therefore, when an impulse is transmitted, the impulse signal 

received is due to the superposition of the channel impulse 

responses with differential delays, resulting in an elongated 

impulse response or time dispersion. This time dispersion gives 

rise to intersymbol interference. 

If these differenti'al delays, due to a number of discrete 

paths, rem'ain constant, then the signal 'Frocessing at the 

receiver would be relatively easy. However, these differential 

delays may fluctuate due to solar flares, magnetic storms and 

• 

• 

sudden ionospheric disturbances (SID). 	For a time invariant 

channel presence 6f differential delay produces fixed inband 

frequency selective fading of the signals. When the 

characteristic channel is no longer time invariant, the frequency 

components which fade wander in the band. 

The Sudden Ionospheric Disturbances (SID) may also result in 

short wave fade-outs (SWF) due to the D-layer. Such fade-outs 

are relatively rare, but may last for several minutes. 

The time dispersion decreases, in general, with the increase 

in the range due to reduction of propagation paths. Firstly, an 

increase in the range is generally effected by using a frequency 

closer to the maximum usable frequency (M.U.F.). Thus the 

possibility of - refraction from E or Fi  layers is considerably 

reduced, so a reduction in time dispersion follows. Secondly, an 

increase in the range virtually eliminates the ground and 

tropospheric modes of propagation. 

Typical time dispersion for the ranges of 200, 1000, and 

2500 Km have been measured to 8, 5 and 3 m sec respectively [WJB 

5 



70 1.1  Goldberg [Gol 66 1  suggested similar figures for the time 

dispersion, but indicates that a maximum time dispersion occurs 

for 'the range of 2500 Km. For a good path and proper frequency 

selection, the time dispersion can be reduced to approximately 1 
0 i 

msec, which gives a correlation bandwidth of approximately 1 KHz. 

Even  for a single mode of propagation, an irreducible time 

dispersion of 100 usec has been estimated due to roughness of the 

ionolsphere. 1 This corresponds to the 10 KHz correlation bandwidth. 

of  the 

2.3 Frequency Dispersion  

For a single path propagation mode, a transmitted sinusoid 

is received as a band of frequencies (known as frequency 

dispersion) and is due to the time variant nature of the 

reflecting media. Such a shift in the signal frequencies is 

caused by the time variant height of the ionosphere layer 

enforcing the propagation mode. The frequency dispersion is 

predominantly due to the fast F layer height fluctuations as 

compared to the E layer fluctuations which  •are relatively slow. 

It is hard to measure the frequency dispersion due to the 

problems associated with the detection of a very small fraction 

of a Hz. Frequency dispersions of 0.01 to 1 Hz are common. The 

reciprocal of the frequency dispersion is known as correlation 

time and is a measure of the fade interval. It is seen that the 

fade interval may vary between  land several tens of seconds, 

which is much longer than the bit interval of the data over the • channel. 
6 



2.4 Fading  

Due to multiple propagation modes, each with time variant 

differential delays due to variation of mean path length of the 

modes, the received signal strength varies with time. Fading 

rate is defined as the inverse of the period of two consecutive 

minima and the shortest such period (or rapid fading) is 

produced by polarization fading as a result of the earth's 

magnetic field. Fades are more frequent (10 -t-o 15 fades/minute) 

at dawn and in the evening periods and have a narrower spread. 

The fades at midday show rather wider spread (0-50 fades/minute) 

[Mas 82]. The deep fades of 5 or more minutes  duration are 

largely due to increased absorption in the D layer of the 

ionosphere. 

2.5  Delay  Distortion  

A typical delay vs frequency ionogram is shown in Figure 2.1 

[BF 75] and it reveals the non-linear nature of the delay 

characteristics close to the M.U.F. 	This produces a rapid change 

in the group delay with the signal frequency. 	tnston [Ins 69] 

has estimated that a typical rate of change of group delay with 

frequency is approximately 5x10 -6  usec/Hz. The delay distortion 

could be reduced by judicious choice of operating frequency. 

2.6 Summary  

Researchers agree on most of the findings regarding HF 

ionospheric channel characteristics. 	The channel is time variant 

and produces time and frequency spreads. 	The typical time 

dispersion is measured to be between 3-8 msec. and depends on the 

7 



range. 	In certain circumstances the channel behaviour is 

III perfect. The frequency spread is in the order of a fraction of . a 

• 

second and the channel is short term stationary. 	There is 
1 
usually a small number of discrete modes of propagation typically 
! 	 • 	 • 	• 
1 to3. 

• 

The •channel also affects delay distortion when working close 
. 	 . 
to the Maximum Usable Frequency (M.U.T.) and this distortion 

• • 
1 

coulcUbe reduced by lowering the operating frequency. 	However, 
1 

it'may lead to an,increase in time dispersion, so a compromise 

fraquency should be sought. Moreover, frequency bands yieding 

tha best transmission conditions may also have the most 

interference from co-users. 	Thus it is essential to design 

transmitters and receivers capable of operating in and adapting 

tolnon-ideal propagation conditions on HF channels. 
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3. 	HIGH SPEED SVOCUROUOUS  SERIAL DATA  TRALISHISSION ON HF 

CHAUUELS  

Because of the extent of a typical HF channel's time and 

frequency dispersion, digital transmission at a bit rate on the 

sam , e order ,as or greater than the channel bandwidth is considered 

"high speed", and requires relatively sophisticated receiver 

procesaingL  In this study we focus attention on 2400 bps 

transmission using QPSK modulation over 3-- khz-bandwidth HF 

channels. 	Higher ,data rates and alternative modulation formats 

such as BPSK or multiple-carrier are possible, but the 2400 bps 

QPSK signal format is very representative of current HF 

transmission equipment; a 2400 bps data stream could support 

vocoder-digitized speech. 

For a linearly-modulated QPSK data signal passed through a 

linear channel, the channel's bandpass output waveform can be 

represented as the real part of a complex waveform; 

r(t)=1/2 Re [ E a n  ti n  (t-nT) *  exp(j2Trf 0 t) + n p (t)1 	(3.1) 

-where h c (t)
* 

is a complex-valued baseband impulse response 

accountingi for transmitter filtering, the current channel 

response and receiver RF or IF filtering. The asterisk denotes 

'complex conjugate. The parameter f o  is the carrier frequency. 

The complex-vaLue a n  are the data symbols; for the case of QPSK, 

each an  takes on the four possible values (+1 +j)/i2 where j=1-1. 

The symbol interval is T seconds, so that the baud rate is 1/T 

coMplex-valued data symbols per sec. 	In the case of 2400 bps 

QPSK, 1/T is 1200 hz. 	The complex waveform n (t) represents • additive noise. After a demodulation stage in the receiver 
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(multiplication by 12 cos(2gf 0 t)and.  by 12 sin(27rf 0 t) and low-pass 

filtering the . baseband channel output can be presented by the 

complex-valued baseband waveform 

y(t) = E -  a n  h(t-nT) 	v(t) (3.2) 

where h(t) 	now includes the low pass filters and v(t) is a 

complex noise waveform. The real and imaginary parts of y(t) are 

the outputs of the cosine and sine demodulators respectively. 

The complex baseband impulse response h(t) *  also,includes any 

channel phase shift. The complex representation of passband and 

baseband signals is more fully described in [Ung 741 and [Fal 

76a]. 

The receiver's demodulator is usually preceded by or 

includes a AGC (automatic gain control) to minimize the variation 

in the received signal level caused by severe fading. A symbol 

timing recovery subsystem is also necessary to ensure that the 

demodulated signal is sampled with the correct frequency 1/T and 

phase. The symbol timing problem on HF channels is intensified 

by the possibility that abrupt changes in the multipath pattern 

may change the channel's delay equally abruptly. Such an event 

can cause temporary loss of synchronization. 

The demodulating carrier must also be synchronized, at least 

in frequency, to the transmitted carrier f o . Frequency 

differences between transmitter and receiver oscillators, 

typically on the order of 100 hz or less, must be compensated by 

the carrier recovery subsystem. 

11 



Optimization of the demodulating  carriers phase shift is 

41, not no important, since any fixed phase shift may be compensated 

without penalty by a complex equalizer [Fal 76a] [Fal 76b]. A 

time-varying phase shift, caused by channel fading, may be 

regarded as part of the channel's complex baseband equivalent 

impulse response. - 

Figure 3.1 shows the "front end" of a synchronous receiver. 

The complex demodulator output y(t) is assumed to be sampled at a 

multiple of the symbol rate 1/T which is above the Nyquist rate. 
, 
Most useful data signals, including those in our simulations, 

I 

have excess bandwidths of less than 100%, and therefore a 	., 

sampling rate of 2/T (2 samples per symbol), is appropriate. The 

resulting samples are the input to the equalizer. Note that the 

' 	front-end structure of Figure 3.1, including faster-than-Nyquist 
) 

sampling, causes no performance penalty if the noise is white and 

gaussian; the sequence of samples of y(t) is a set of sufficient 
, 

statisticsIfor estimating the sequence of data symbols with 	— 

minimum error probability [Ong 74], [VH 81 ]. 	Sampling and 
_ 

subsequent equalization at the lower rate 1/T is also possible, 

but in this case, the system performance is more sensitive to the 	. . 

choice of sampling phase, and to channel delay distortion. 

Reference [OW 81] discusses the advantages of T/ 2-spaced 	_ 
H 

equâlizers over T-spaced equalizers. 	 , 
1 	 — 

The existence of several distinct more or less independent 

transmission modes (multipath) on an HF channel reduces the 

likelihood that a deep. fade occurs (in which all paths fade 

simultaneous'ly). However in return for this inherent diversity 

advantage of multipath, it may introduce severe frequency 

12 



selectivity. 	Attempts to compensate for severe frequency 

selectivity (implying nulls or near-nulls in the channelts 

frequency response) with a linear equalizer lead to noise 

enhancement and poor performance [MP 73], [Pro 75], [Mes 74]. 

Thus a nonlinear equalization technique such as decision feedback 

equalization (DFE) or maximum-likelihood sequence estimation 

(MLSE) is necessary. The effective duration of the complex 
•••••• 

baseband channel impulse'response to be equalized is typically in 

the range of 2 to S msec. For a 2400 bps QPSK system with a 

symbol rate of 1200 hz, this amounts to an impulse response pan 

between 1 and 10 symbol intervals. 

Significant time variability in the channel's impulse 

response over a period of several tens or hundreds of symbol 

intervals necessitates fast and accurate adaptation of the 

equalizer's parameters to the channel. The simplest LMS type of 

equalizer adaptation algorithm very effective for slowly-varying 

channels such as telephone channèls [WH 60]. However there is 

soure question as to its tracking capability for typical HF 

channels [HGDP SO], [Hsu 82]. In recent years filter adaptation 

algorithms have been developed, based on recursive least squares 

estimation criteria, which in a sense offer the fasteit possible 

convergence to the optimal set of filter parameters in a time-

invariant situation. These fast algorithms have the potential 

for fulfilling the fast-tracking req .uirements of HF channel 

equalization. 

The adaptive algorithms for the HF channel equalizer, and 

possibly also for carrier and timing synchronizatiOn, use the 

13 



• 
receiver's decisions on the transmitted data symbols as a 

reference. 	The effect of occasional  decision errors Should have 

a negligible effect on adaptation. 	However occasionally, 

catastrophic" fades can occur, which cause a long sequence of 

.err_ors and during which the equalizer "loses track" of the 

channel. An important system design question concerns "crash 

recovery" measures which minimize the time spent in recovering 

from suth a catastrophic fade. 

In Chapters 4, 5 and 6, we discuss the application of 

nonlinear equalization methods, fast filter adaptation methods, 

and synchronization techniques respectively to high-speed digital 

transmission on HF channels. A modiffed fast recursive least 

squares algorithm is introduced and its applizction to channel 

iLipulse response estimation is described. Chapter 7 describes 

the simulatea receiver processing. Chapter 8 compares the 

attainable'performance of DFE and MLSE equalization on actual HF 

channels, based on the results of channel impulse response 

measurements. Statistical characterization of HF channel impulse 

response properties, relevant to equalizer design and 

perfOrmance, are also reported. 	Chapter 9 describes the 

simulation of an adaptive DFE receiver on actual HF channels. 

Chapter 10 provides a summary -and conclusions of this study. 

14 
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4. CHANNEL  guploczmuom  

• 

! 
For high speed serial digital transmission over fading HF 

channels, one is forced to consider adaptive equalization 

techniques for channels with sever'e linear distortion. 

1 
Adaptation 'problems are deferred till the next chapter. 	In this 

1 	• chapter weidlscuss appropriate equalization techniques. 

!11 Linear equalization, while effective for . ielephone channels, 

! 
canllncur a significant noise enhancement penalty when used to 

compensate for intersymbol interference on more severely 

distorted channels [Pro 75], [Mes 74]. In particular, a linear 

equalizer tends to amplify the channel noise at those frequencies 

most attenuated by the channel, in an attempt to produce a flat 

oVerall frequency response. Consequently nonlinear equalization 

methods such as decision feedback equalization (DFE) and maximum- 
! 	! ! 

likelihood !sequence estimation (MLSE, also known as the Viterbi 

Aliorithm) appear to be more appropriate for the HF channel. 

P 

4.11 MLSE  Equalization  

If the channel noise is assumed to be gaussian, then the 

receiver that is optimum in the sense of extracting the most 

likely sequence of a priori equiprobable data symbols from the 

received wavefurm y(t) is a MLSE receiver. Forney [For 72 ]  first 

showed the application of this algorithm to channel equalizat'ion. 

A variation of the algorithm, and its extension to passband 

modulated data • as proposed by Ungerboeck [ling 741. A version of 

the MLSE receiver..which uses Nyquist-rate sampling and requires 

no.,Channel-dependent analog filter is described in [VH 811. Note 

! 
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which minimizes, up to {a k) 

Jn  =E  k=0 

N-1 
E h(mT) a

k-m 
-y(kT) 

m=0 

2 

that these versions of the MLSE algorithm differ only in their 

implementation; each would extract the same maximum-likelihood 

sequence of data symbols from a receive waveform. 

Assuming that 2/T is above the Nyquist rate, the complex 

baseband waveform (3.2) can be sampled at the rate 2 1 T without 

degradation. Then the MLSE receiver determines the maximum- 

likelihood  sequence of data symbols 

time n, the running sum [VII 81]. 

N-1 
E 	h(mT+T/2) a 	-y(kT+T/2) k-m m=0 

E 
k=0 

2 

(4.1) • where NT is the time duration of the channel's impulse response. 

The MLSE algorithm must obviously know or have an accurate 

estimate .of the 2 NT samples of the channel impulse response 

h(t) *  at T/2 second intervals. • 

Ungerboeck's MLSE receiver requires a matched filter at its 

input, while Forney's requires a 'whitened matched filter", 

which, in the case of white noise, has a Nyquist-equivalent 

frequency response uniform in magnitude (therefore causing no 

noise enhancement) and tends to yield an overall sampled impulse 

response that is minimum-phase. It was pointed out by Price [Pri 

72] and Forney [For 72] that this whitened matched filter is the 

same as the front end filter of an infinite-length zero-forcing 

decision feedback equalizer. MLSE receivers employing adaptive 

decision-directed estimation of a priori  unknown channel impulse 
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responses were studied in [MP  73] and [Ung 74]. Figure 4.1 shows 

a block diagram of such an adaptive MLSE receiver. 

The computational and storage requirements of the MLSE 

receiver increase expo.nentially with the duration of the 

channel's impulse response. For a QPSK (four-phase) system in 

which the impulse response of the channel plus transmit and 

receive'filters spans N symbol intervals, the number of distinct 

channel states  (which is also proportional to the number of 
H 	5 

memry locations and MLSE algorithm op'erations required per 

output dataisymbol) is 4N• The me Itric „I n  is computed and stored 

for , each state in each symbol interval, as is the most likely 

1' sequence of data symbols leading to each state. 	The MLSE 

algorithm's delay in releasing reliable data decisions (prior to 

where the paths merge) is typically on the order of 5 times the 

channel's memory. 

Complexity considerations limit the application of the MLSE 

algorithm to short-impulse-response channels. Adaptive receiver 

structures which pre-equalize the channel output so as to create 
' 

an overall impulse response of short duration were described and 

evaluated in [FM 73], [Mes 74], and [FM 76a], [FM 76b]. 	Another 

approach, explored in [ McL 80], called for ignoring all but a 

short, judiciously chosen portion of the channel impulse 

response. 	Th t ignored portion contributes intersymbol 

interference. 	This approach results in only a small degradation 
1 	41! 
if most of ithe energy , in the impulse response is concentrated 

within a few symbol intervals. 	It was found to yield good 
5 

results for 2400 kpbs data transmission on a fading HF channel 

11, under the assumption that the effective impulse response duration 
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was less than about 2.5 msec [CTLL 82]. However, the possible • 

• 

• 

occurrence of longer impulse responses (up to say 8 msec) or the 

use of higher bit rates would yield a less  attractive  

performance/complexity tradeoff for this approach. 

The pre-equalization approach mentioned earlier can be 

employed with an adaptively-adjusted [FM 73], [Mes 741 or a fiked 

[FM 76a, b] overall impulse respo,nse. BecauSe of the very wide 

variation of the HF channel, an adaptively-adjusted short overall 

impulse response would be preferable. 	Several authors have 

advocated a short decision feedback equalizer impulse responf 	as 

an ideal overall impulse response [Mes 74], [DC 78f. 	The  

pre-equalizer in this case is the forward filter part of an 

adaptive decision feedback equalizer (DFE) with only a few (say 

less than 5) feedback taps. The feedback tap coefficients then 

constitute the overall impulse response used by the MLSE 

algorithm. The forward filter approximates a whitened matched 

filter, the opimum front-end of . Forney's MLSE receiver [For 72]. 

It is important that for QPSK signaling, the DFE forward and 

feedback tap, coefficients be allowed to be complex. If the 

feedback taps are constrained to be real, poor performance can 

result [FM 76b]. 

A related MLSE receiver with a DFE front end was discussed 

in [LH 77]. In this case the overall impulse response of the 

channel and forward DFE filter is shortened by estimating and 

subtracting the intersymbol interference due to all but the few 

most recent data symbols before processing with the MLSE 

algorithm. This estimation and subtraction is carried out by a 
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(4.4) 

and 

* 	 * 
Z(n) E (y(nT) 	y(nT-T/2) 	y(nT-N1T-FT/2) (4.5) 

conventional DFE making preliminary decisions. In this system 
I 

the MLSE performance is affected (adversely) by any preliminary gl, errors made by the DFE. 

4.2  DE  (Decision Feedback Equalization)  

Figure 4.2 shows a block diagram of a decision feedback 

equalization (DFE) receiver. The forward filter is a transversal 

filter whose inputs are samples of the compleX- baseband channel 

output sampled either at T 1 2- or T- second intervals. The 

feedback filter is a T-spaced transveral filter whose inputs are 

errors made by the DFE. 

previous data symbol decisions a n . 

quantizer is 

The input at time n to the 

• 2N1
-1 	 N2 

' 	
* E  W 	E Fmn-m n m=0 	 m=1 

(4.2) 

where {W III * } are 2N1 complex forward tap coefficients and {F m * ) 

are N2 complex feedback tap coefficients. Equation (4.2) can 

also be expressed as a scalar product of two complex partitioned 
E! 	I 

vectors 

= c* z() 	 (4.3) 

where the asterisk stands for the complex conjugate transpose and 

C E 

 

* 
an-1 '

. an-N2 ) 
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The forward filter tends to produce an overall causal 

sampled impulse response (with as . much energy as possible in the 

first sample). The freedom from noise enhancement and consequent 

superiority of decision feedback equalization over linear 

equalization was shown in [Pri 72], [Sa4 73] and [FF 73]. A 

series of papers by Monsen [Mon 71], [Mon 73], [Mon 74], [Mon 77 1 

 establisled its value in fading dispersive radio channels. A 

potential problem in decision feedback eqd'âlization is erro r . 

propagation-feedback of erroneous decisions affecting later 

decisions. An upper bound on the error-multiplicative effect  of  

error propagation reported in reference [DMM 74] indicates that 

error propagation is not an overwhelming problem if the number of 

feedback tap coefficients is small; the multiplicative factor in 
N 2 the bound is 2 

4.3 Comparison  of DFE and MLSE  

Under the assumptions that the channel impulse response is 

known to the receiver, the additive noise is gaussian, and that 

no prior decision errors have been made, the three types of 

equalization are ranked in order of increasing error probability 

(1) MLSE, (2) DFE, and (3) linear equalization. 	For 

comparison purposes, an ideal MF (matched filter) or "one-shot" 

receiver, consisting only of a matched filter, yields the lowest 

possible error probability in the case where only a single symbol 

is ever sent; i.e. zero intersy.mbol interference. Thus the 

.theoretical rankings are: 

as: 
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(1) MF (One-shot) receiver (no isi) 

(2) MLSE receiver 

(3) DFE receiver 

,(4) Linear equalization receiver 1  increasing error probability 
V 

However, the relative  differences in performance depend . 

 critically on the actual channel impulse response. If the . 

overall imPulse response of the channel  plus  matched filter , 

satisfies the Nyquist criterion, all four have the same error 

probability. In general, the more non-uniform is the amplitude- 

verS lils-fiequency response of the channel, the greater is the 
? 	 . 	I 
spread in error probabilities of the above four syStems. 	One of 

our goals has been to make a comparative evaluation of the 

theoretical error performance of.systems (1), (2) and (3) for 

actual  HF  channels, based on their measured impulse responses. 

Under the assumption that the channel noise is gaussian and 

white, with double-sided power spectral density N0/2, the 

theoretical error probability per complex-valued QPSK data symbol 

is approximately (for high signal-to-noise ratio) [For 72], [Ung 

741, [Pri 72] 

= 2Q (d/ a) 	 (4.6) 

where d/a is an "effective signal-to-noise ratio" parameter 

characteristic of each system and 
1 

Q(X) E 	rexp (-y2/2)dy 
121T 	x 

(4.7) 
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a = IR-7F o  (4.9) 

an ideal MLSE receiver, the parameter is half the For dMLSE 

The application of (4.6) to the MLSE system is approximate, 

neglecting a constant in front of Q [For 72], [Mes 74], [Ung 74]. 

Equation (4.6) applied to DFE and linear equalizer systems 

assumes that they are Optimized with the zero-forcing criterion; 

i.e. a sufficient number ,  of tap coefficients is employed to 

minimize the noise variance subject to zero intersymbol 

interference at the decision point [Pri 72]. 

For the MF receiver, d/a 	is the rati-o of the received 

signal power to the noise power in a bandwidth 1/T, with 

1 	e° d 	= [-- 	f 111(01
2 

dt] 1/2 MF 	T -m 	 :4.8) 

where h(t) *  is the channel's complex baseband impulse response. 

Also, 

We have obtained estimates of the impulse response h(t) of real 

HF channels at T 12-second sampling instants. 	From Parseval's 

relationship [Pro 83] then, 

,  d 	= 1 E Ih(iT/2)1 2 ] 1/2 MF 	2 i 
(4.10) 

minimum distance  [For 72 ], [Mes 73], [Ung 74]. 

min _ 	1 	 * 	co  
= [C £

l 
 . . — E 	E 	c 	cm f 	 * 	 1/2 dMLSE 	0' '

•
' 2T 	 h(t-m T) h(t-m 2T)dt] 

	

m
1— 
>0 m 2  >0 	111 	2 -co 	 1 

	

— 	 • (4.11) 

where the (ci) are possible complex symbol errors 

C
o 

= one of { 12, j12, /2 + j/2] 

c = one of {0, ±12, ±ji/2, ±12 ± j/2) for 1>0 
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( › . .»I i.0)  • e have 

glib 
min 1 d 	= tE 	 E 	E 	e 	e * E 	 * 

M1SE 	0' 1 • 4m0  m2—  0 1 
m m2  • h(iT/2-m T) haT/2-m 2T)]

1/2 
> 	> 	 1  1—  

For the T/2-sampled impulse response, corresponding to 

(4.12) 

Calcialation of dmLsE is a form of integer minimization problem. 

It is equivalent to the,MLSE algorithm itself. The values of 

dILSg were computed for HF channels by searching (4.12) over 
! 

ever-longer irror sequences, giving a sequence of upper bounds, 

and comparing the results to a series of lower bounds, as 

described in [Mes 73]. The search stopped when the upper and 

lower bounds were within 1% of each other, at which point their 

average was ,taken as d mLsE . 

The lower bound for error sequences of length 1(4.1 symbols 

[Mes 73 ]  is given by 

min 1 	
1/2 

. LB d 	= [0'cc1' .. 	k n0 2  .e 	E— lEem  C1 m=0 	n-m = 
(4.13) 

wIlere the { C n } are given recursively by 

n-1 
= 	(n-m) -pn-m Cm n 	n I m=0 • 

with Co  E exp (p o) 

! 	' : 	1/2T 1 and p k 
1 	_ = 	f 	--log (S(f)) exp(j2nfkT)df 2  -1/2T 	e  

n>  1 (4.14) 

(4.15) 

(4.16) 

(4.17) ,S(f) = T E R(mT) exp(-j2nfmT) 
ni  
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1 
R
m 

E 717 I 	h(t) h(t4mT) * dt. 
••••CO 

(4.18) 

For sampled impulse responses, (4.18) is replaced by 

R(m) = T/2 E h(iT/2) h (iT/2 	mT) *  

The parameter d for the DFE receiver is 

d DFE 	1/1/T C o  

where C o  is given by (4.15)-(4.18) [Mes 73] i.e. 

1 	T 	1/2T 
dDFE 	exp 2 	log (S(0)df]. 

/T 	 -1/2T 	e  

(4.19) 

(4.20) 

A similar d parameter can be defined for an ideal linear zero-

forcing equalizer, but is not considered further here, because of 

its poor performance on channels with severe distortion. 

The aforementioned formulas give the minimum error 

probabilities for ideal receivers in the presence of white 

gaussian noise. Their relative performance depends on the d 

parameter. As alluded to earlier it can be shown that [Pri 72], 

• 

[Mes 73] 

dMF > dMLSE 	dDFE 

While these formulas do not take into account imperfections such 

as finite numbers of tap coefficients, non-gaussian, non-white 
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• 
noise, inaccurate or time-varying channel reponse estimates, 

synchronization errors, etc, they do provide a convenient basis 

for comparison of inherent performance limits for each receiver 

technique, as well as a comparison with the zero-intersymbol-

interference matched filter performance. They are used as a 

hasis of comparison of the performance available from MLSE and 

DFE in Chapter 8. 

As mentioned earlier, the DFE receiver, while offering the 

same or worse performance than the MLSE receiver, detects data 

symbols with much lower complexity than an ideal MLSE receiver if 

the channel's impulse response can be longer than about 3 or 4 1 	! 

symbol intervals. 	A non-ideal MLSE receiver, for which the 

channel impulse response has been shaped or equalized to one with 

a shorter duration, may include a DFE as its  front end. 	The 

greater complexity of the MLSE receiver's decision-making 
I 

algorithm may be partly compensated by the -somewhat lower 

complexity  of  its adaptive channel estimation filter relative to 

the complexity of the adaptive filters in a DFE receiver. This 

will be apparent in the next chapter. 

Another issue that affects the performance of the MLSE 

receiver is its sensitivity to errors in estimating the channel 

parameters: impulse response and phase shift. A comparative 

evaluation of -DEE and MLSE receivers on voiceband telephone 

channels illustrated that for multilevel  2AM-Eartial-resRonse 

modulated systems,  the DFE receiver Is more robust to the 

impairment of carrier phase estimation errors and time-varying • carrier phase shift [FM 76a,b]. 	A more recent study of nonz 

resRonse BPSK systems showed a lack of sensitivity of 
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MLSE performance to these factors. 	The relative sensitivity of 

QPSK systems should lie between these two extremes, and will 

depend on the channel's impulse response. In fact, an analysis 
• 

similar of the decrease in dmLsE due to a carrier phase error A, 

to that reported in [FM 76a] for multilevel QAM systems, was done 

for a QPSK system assuming a duobinary (partial response class I) 

channel response. The term dmLsE was diminished only by a faCtor 
• 

(1-2 sin à) in the worst case. This contrasts with a factor (1- 

10 sinà ) for a 16-point QAM constellation found in [76a]. 	We 
A 

may conclude that the effects of carrier phase errors on the 

performance of MLSE QPSK-modulated systems is.moderate; however 

carrier phase errors can have a rather large effect on 

performance for multi-level  QAM systems. 

The effect of errors in estimating the channel's impulse 

response was reported in reference [MP 73]. It was shown that 

• 

the approximate effect of these errors is to increase the noise 

variance by the mean squared error in estimating the channel 

output samples with the slightly incorrect estimated channel 

impulse response. 

An issue related to the MLSE receiver's performance 

sensitivity to channel parameter estimation errors is its 

tracking ability in estimating the impulse response and/or 

carrier phase of a time-vSryina  channel. The estimate of the 

channel impulse response is updated adaptively using receiver 

decisions on the transmitted data symbols, as outlined in the 

next section. The MLSE detection algorithm achieves its 

optimality at the expense of delayed receiver decisions; a 
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typical delay in releasing reliable data is 20 to 30 symbol 

intervals. The estimated impulse response from an adaptation 

algorithm which uses these delayed receiver decisions, is delayed 

an equal amount; in effect the adaptation algorithm provides an 

eptimate of the channel's impulse response which is 20- to 30- 

symbol intervals "older" than that which would be provided in a 

DFE or other receiver which yields decisions with little or no 

delay. An HF channel's impulse response can-ehange in a period 

of 20- to 30-symbol intervals. Thus the decision delay of the 

MLSE algorithm may have the effect of increasing the additive 

noise, through the increased error in . the decision-directed 

estimate Ofithe channel impulse response • 

This iiroblem of delayed channel response estimates in an 

adaptive MLSE receiver may be dealt with in three ways: 

It may be - ignored, in the hope that the typical channel 

change is 20 to 30.symbol intervals (17 to 25 msec. at 

a symbol'rate of 1200 hz) is negligible. 

! (2) Linear or polynomial extrapolation of the estimated 

ippulse response may be employed [CM 81]. Here, 

extrapolation error becomes a problem. 

(3) Preliminary decisions, say from a front-end decision 

feedback equalizer -may be employed by the channel 

respo,çse adaptation algorithm. This is likely the most 

practical solution if the MLSE receiver is implemented 

with a DFE front end. However, it may be sensitive to 

DFE errors. 

(1) 
• 
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In summary, 	the choice . between decision feedback 

equalization  and ataximum-likelihood sequence estimation for 

digital transmission un HF channels involves weighing the L-;LSL 

receiver's theoretically superior performance against the DFE 

receiver's lower detection complexity and its use of non-delayed 

decisions for adaptation. Our study of HF channel responSe 

parameters described in .  Chapter 8 is intended to shed light on 

these-factors. 

The receiver simulations reported in Chapter 9 are of a DFE 

receiver. As we have seen, a DFE may be used in'its own right or 

as the front-end of a MLSE receiver. Thus the DFE receiver 

simultations may also be applicable to a type of MLSE receiver. 
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5. ADAPTATION TECHNIQUES  

The extent and rapidity with which the fading HF channel 

varies distinguishes it from most other types of bandlimited 

dispersive channels used . for data, communication. Previous 

studies [ Mas 82], [CTLL 82], [HGDP 80 1 have indicated that the. 

ability of the adaptive eqbalilation algorithm to track the time-

varying channe l.  response is at least as  important as the choice 

of the equalization method itsel'f. 

5.1 The LUS.  Algorithm 

The most commonly employed equalizer adaptation algorithm 

for voiceband telephone and other'channels is the LMS algorithm 

. 	-- 
or variations of it [NH 60], [NHL.' 76 1 , [Ung 72], [Pro 75], [CBS 

71], [FM 76a, b], •which can be applied to linear equalizers, 

DFE's or MLSE pre—equalizers or to channel impulse response 

estimation. If the samples stored at the N taps of a transversal 

adaptive filter are represented by the N—dimensional vector Z(n) 

at time n, if the corresponding tap coefficient vector is C(n) *, 

and if the desired filter output is d n , then the coefficient 

vector is updated in the LMS algorithm as follows: 

C(n+1) = C(n) .4-ye(n) *  Z(n) 	 (5.1) 

where 

e(n) = d n 	c(n) 	Z(n) 	 (5.2) 

and y is a positive constant called the adaptation step size. 

For stationary inputs and small enough y this algorithm can 

be shown to converge eventually to the coefficient vector C that 

minimizes <le(n)1 2 >, the mean—square ofle(n)1 . The speed with 
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which it converges depends on y and also on the spread in the 

11, eigenvalues of the positive definite autocorrelation matrix [WMLJ 

761,1 [Ung 72 1 	 ' • 

A a <(n) Z(n) *  > 	 (5.3) ' 
The MIS  algorithm of (5.1) and (5.2) is of the same form for 

each type of equalizer. For a linear equalizer, the components 

of the vector Z(n) are complex samples of the baseband channel 

output at either T- or T/2-second intervals. For a decision 

feedback equalizer Z(n) is a partitioned vector consisting of 

i! bothr  sampled channel outputs and previous receiver decisions as 

in équations (4.4) and (4.5). 	In both of these equalizers, the 

desired output d n is the receiver's most recently-decided data 

symbol a n . In the case of channel  impulse  response 

• 

identification as employed in a MLSE receiver, the components of 

Z(n) are the receiver's most recent decisions 	â n  (Pos .siblY 

[ delaysed by the MLSE algorithm), and d n  is the correspondingly 

delayed comPlex channel output sample y(nT). 

In the LMS algorithm the step size y must be inversely 

proportional to the number of coefficients N for a reasonable 

steady state mean squared error but small values of y limit the 

ability of the LMS algorithm to track variations in the optimal 

coefficient vector [WMLJ 761. Thus if•the impulse response of 
- 	; 

theadaptive filter, used for example as a channel estimator for 

an MLSE receiver, is quite short (i.e., N is small), the LMS 

algorithm may be an adequate adaptive filter algorithm for fading 

HF channels [CM 81], [CTLL 82 1. However previous simulation 

stu'dies have indicated that longer adaptive filters, used for 
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n-k E 	C(n) * 
Z(k) - dk À 

(5.4) 

as linear equalizers, DFE's or pre-filters for MLSE example 

receivers, may be able to use faster adaptation algorithms to 

advantage, at least for reasonably high signal-to-noise ratios 

[HGDP 80]. 

5.2 Recuruive  Least Squares Algorithm 	 • 

Filter adaptation algorithms with faster tracking capability 

than the LMS algorithm are available fon—channel response 

estimation and equalization. These recently developed faster 

algorithms require roughly an order-of-magnitude increase in the 

number of arithmetic operations per processed sample, relati to 

the LMS algorithm, but they appear to be within the capabilities 

of existing or near-future VLSI Signal-processing devices for 

signal bandwidths limited to 3 or 4 khz. 

In particular a recursive least  squares  adaptation algorithm 

yields at any time nT that coefficient vector C(n) which 

minimizes a weighted sum of squares of the errors 

where X is a positive constant equal or less than unity used for 

exponential weighting of the past. In the sense of this exact 

error minimization criterion then, the recursive least squares 

estimation algoxithm makes the best possible use of all the data 

{Z(k), did up to time n; therefore in this.sense it converges and 

tracks "as fast as possible". The solution to this minimization 

problem can be put in a recursive form, simplifying it, but still 

requiring storage and manipulation of N-by-N matrices. In its 

recursive form the least squares adaptation algorithm is a 
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• 

special use of a Kalman algorithm. The first application of the 

recursive least squares (RLS) or Kalman algorithm to  the  

adaptation of an equalizer was by Godard [God 74], with 

extensions by Gitlin and Magee [GM 77]. Hsu et al [HGDP 80] 

found  that RLS adaptation of a DFE for a simulated fading HF .  

channel allowed the channel variations to be tracked 

satisfactorily most of the time, and the tracking performance was — 

far puperior to that of the simpler LMS algorithm. 

. The complexity (number of arithmetic operations) of the RLS 

adaptation algorithm applied to adaptive transversal filters can 

be markedly reduced by computational techniques related to those 

used' in the Levinson algorithm for adaptive linear prediction 

[MLK 76]. The resulting reduced-complexity transveral filter 

algorithm, called the fast recursive least squares algorithm 

(FRLS) or "fast Kalman" algorit .hm  [LMF 78], (FL 78], produces 

exactly the same optimum coefficient vector C(n) at each time n 

(assuming infinite precision arithmetic) but with storage and 

computational requirements proportional to N rather than to the 

N- requirements of the RLS algorithm. The next two sections show 

the application of the FRLS algorithm to the adaptation of a 

channel estimation filter and of a fractionally-spaced decision 

feedback equalizer. 

iiLattice filters are an alternative to transversal filters 

for adaptive equalization or channel estimation. Figure 5.1 

• 
shows a transversal filter and a lattice filter. Each of these 

filters is FIR (finite-length impulse response) and with the 

proper choice of filter coefficients, each can have the same 
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The lattice coefficients kfi and kbi are impulse response. 

adapted so as to minimize the mean squared values of each of the 

signals ef(i,n) and eb(i,n), which can be interpreted as 

order forward and backward prediction errors, respectively. This 

minimization tends to de-correlate the N backward prediction 

errors eb(i,n) [VM 76], [MV 78], [Mak 78]. 	This de-correlation 

effect speeds the convergence of adaptive lattice'filters. 	LMS- 

type adaptation algorithms can be used- -for the lattice 

coefficients, in which case kfi = kbi for all i. The LMS joint 

adaptation of the lattice coefficients and the coefficients Fi 

for linear equalization has been carried out [MV 78], [SA 78], 

and found to yield faster convergence than LMS adaptation for the 

transversal filters at the expense of more multiplies and divides 

per sample. 

A FRLS adaptation algorithm exists in several forms for 

lattice filters; in fact, it can be shown to perform the same 

minimization of (5.4) and therefore offers the same convergence 

and tracking performance as FRLS transversal filter adaptation 

[MLNV 77], [Mor 77], [ML 79], [Shi 82]. 

The application of FRLS adaptation of lattice filters for 

linear equalization has been described in [SP 81]. The extension 

to adaptive decision feedback equalization was given in [She 80 1 

and [LP 82]. [-LP 83] describes the application of a lattice DFE 

to fading HF channels. A prescription for the FRLS algorithms 

applied to adaptive DFE's with a transversal  structure is found 

in [FL 78 1. 

A unifying description, derivation  and computer-simulation 

evaluation of FRLS algorithms for adapting transversal and 

ith 
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lattice linear equalizers with complex tap coefficients and 

•ac'tional tap spacing on telephone'channels has . been provided in 

a 'paper by Mueller [Mue 81]. Comparable lattice and transversal 

FRLS algorithms were shown to exhibit virtually identical 

convergenee rates. However, the number of complex 

multiplications per iteration required by the FRLS adaptive 

lattice . algorithm is greater than,  that required by the FRLS 

adap„tive transversal algorithm: the latter requires 

:N43 4-60 	5/3 - p 3 	2p 2  -› 4/3 p 

while the former requires 	 . 

N(13/3 p 3  + 7p 2  + 11/3 p) - 4p3  - 5p 2  - 2p 

where p is the number of new complex received samples processed 

per symbol. 	The nbove number of multiplications for FRLS 

glik
transveral adaptive filters also holds for decision feedback 

quàlizers [FL 781: in this case p is 1 plus the number of 

samples per symbol interval processed by the forward filter. A 

FRLS lattice DFE processing one received sample per symbol (p=2) 

described in [LP 83] has approximately 18N1 4. 3 9 N2 

multiplications and divisions, where NI and N2 are the numbers of 

forward and feedback tap coefficients respectively. Thus, from 

the standpoint of minimizing complexity, FRLS transversal 

adaptive filters 'appear superior to FRLS lattice adaptive 

filters. 

A major consideration in addition to the traCking ability 
, 

for time-varying channels of a fast adaptive filter algorithm is 

numerical stability. Numerical roundoff errors pose potential 

111› roblems for any recursive least squares adaptation algorithm, 1, 
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transversal or lattice, which minimizes (5.4), since according to 

(5.4) this minimization explicitly or implicitly forms and 

inverts a N by N matrix whose elements are found by accumulating 

weighted sums of all previous filter inputs. Previous simulation 

studies have reported that . the FRLS adaptation algorithm tends to 

become unstable (the coefficients "blow up"), especially  for  

less than unity [Mue 81], [HGDP 80], [Hsu 82], [CK 83]. More 

stable (i.e. blowing up after a much longer— time) is the much 

more computation-intensive RLS algorithm. The most stable 

reported recursive least squares transversal adaptive filter is 

the "square-root Kalman" filter [Hsu 82], but even in this  . ase, 

it was considered necessary to re-initialize the algorithm about 

once every 100 symbol intervals to avoid instabilities due to 

roundoff errors. It is worth noting that the relatively slow-

converging simple LMS adaptive transversal filter does not fall 

prey to numerical stability resulting from round-off error. 

However digital implementation of the LMS adaptation algorithm 

must be carefully designed to avoid problems due to bias in some 

types of digital arithmetic [GMW 82]. 

Among the lattice adaptive filters the FRLS lattice has been 

found to exhibit better numerical stability than its FRLS 

transveral counterpart [Mue 81]. Still more stable is a 

normalized version of the FRLS lattice [Fri 82], which 

unfortunately is more computation-intensive, requiring square 

roots as well as multiplications and divisions. • 

It is unfortunate that the FRLS or "fast Kalman" adaptation 

algorithm, which is the least computation-intensive of all the 

equally-fast-converging RLS and FRLS algorithms, is also the most 
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numerically unstable. 	A recent study of this type of algorithm 

suggests modifications to it which may improve its numerical 

stability  and even decrease its complexity somewhat [CK 83]. 

These modifications will be incorporated and discusded in the 

next section. 

While the RLS and square-root Kalman transversal adaptive 

filters  or the various lattice adaptive filters have been 
; 

advocated for equalization of fading HF channels [HGDP 80], [Hsu 

82],  [Li' 83], primarily for their numerical stability properties, 

.we have focusSed.our attention on the simpler FRLS transve7sal 

adapkive filters and (for comparison purp.oses) the simplest LMS 

transversal  adaptive filters. Even the 1MS lattice adaptation 

algorithm requires more computations than the FRLS transversal 

filter. Moreover the adaptative lattice algorithms all require 

manY more divisions than do the transversal filter al .gorithms; 

thus their complexity if implemented with most existing or 

contemplated digital signal processing devices is even greater. 
C ; 
Our remedy for the numerical stability problem of FRLS 

transversal filters is periodic re-initialization. We describe 

neW restart procedures which guarantee smooth re-initialization 

of the adaptive algorithm without introducing any significant 

performance-degrading transients.. These restart procedure 

appear to make the FRLS transversal filter algorithm viable .for 

adapt  ive  equalization of time-varying channels such as the fading 

HF channel.. 



5.3 Adaptive  Channel Impulse  Response Estimation  

The MLSE receiver which finds the most likely data symbol 

sequence by minimizing the running sum (4.1), requires an 

estimate of the channel's impulse response h(t) * , sampled at 

intervals of T/2, using T/2-spaced samples "of the complex 

baseband channel output and prior receiver decisions as shown in 

Figure 4.1. 	Since for every data symbol ak, there are two 

complex channel outputs y(kT) and y(kT 	T/2-.), it is convenient 

to consider two sets of T-spaced channel outputs {y(kT)} and 

(y(kT 	T/2)), and two corresponding sets of T-spaced estimated 

channel impulse response samples {h(kT * )} and {h(kT 	T/2 * ) } . 

In accordance with the weighted sum of squared errors 

criterion (5.4), an FRLS channel response estimation algorithm 

yields that N-dimensional vector h(n) (1)  which minimizes 

(5.5a) 

and-- (independently) that N-dimensional vector h(n) (2)  which 

minimizes 

(2) _ 	 (2)* 	 (2)  12 	nniĥ(n)(2)12 S(n) 	= E ■ h(n) 	a(k)-y(kT)1 2   9 

k=0 
(5.5b) 

where N is the chosen duration in symbol intervals of the 

estimated response,  5  is a small positive constant and the 

vectors are defined as 

(5.6a) 

h (2) (n) *1  (h(T/2) * , h(T-FT/2) * ,... 	h((N-1)T-FT/2) * ) 	(5.6b) 

1(k) *  E (a 1( _1 * , ak_2 * ,... 	ak_N * ) 	 (5.6c) 

(l)* 	 (1)12 xn-k 	dx ni"h(n) (1)1 2 
S(n) 	E E 	1h(n) 	a(k)-y(kT.) 	1 

k=0 

lî (1) (n ) * E. (h(0) * , h(T) * ,... 	h((N-1)T) * ) 
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and 

y(kT) (1)  E y(kT) 	 (5.6d) 

y(kT) (2 ) a y(kT 	T/2) 	 (5.6e) 

The superscripts on the channel impulse response vector and 

channel output samples denote one of the two possible sampling 

clock phases 0 or T/2. Henceforth these superscripts will be 

suppressed for convenience. The.6 terms in --(5.5a) and (5.5h) 

prevent any problems arising from singularities or near-

singularities during initial startup. 

The FRLS transversal filter, or "fast Kalman" algorithm 

applied to the adaptation of a channel impulse response vector 

h(n) *  consists of two parts [FL 78], [Mue 81], [CK 83]. 

Part I 

Initialization at n=0: 

h(0) = all-zero vector, a n  = 0 for n < 0. 	 (5.7a) 

At n > 1: 

h(n) = h(n-1) 	e(n)' k(n) 	 (5.7b) 

where 

e(n) = y(nT) - h(n-1) *  a(n) 	 (5.8) 

is the complex-valued error in approximating y(kT) by 

The N-dimensional complex vector k is the 

"Kalman gain vector" and is updated in part (2). Again we 

point out that  fi(n), and y(kT) and are understood to have 

superscript (1) or (2). 
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Part 2 

Initial conditions at n = 0: 

r(0) = 1 (a scalar) 	 (5.9a) 

k(0) = 0 . 	 (5.9b) 

F(0) = 0 - (N-dimensional forward prediction vector) 	(5.9c) 

B(0) = 0 (N-dimensional backward prediction vector) 	(5.9d) 

E(0) =CS 	(a positive real number, which prevents 

singularities during start-up). 	 (5.9e) 

Then the vector k(n) is updated at time nT as follows(n>,1): 

Forward prediction error: 

f(n) = a n 	F(n-1)*(n) 	 (5.10) 

Forward prediction update: 

F(n) = F(n-1) - f(n) * k(n-1) 	 (5.11) -  

Updated forward prediction error: 

f(n)" = r (n-l)f(n) 	 (5.12) 

E(n) = xE(n-1) 	f(m) f(n) -*  

Extended Kalman gain (a N+1 - dimensional vector): 

(5.13) 

E(n) -1 f (n) 

-1 k(n-1) 	F(n) E(n) 	f(n) ,  
re(n) = 

(5. 14 a) 

which is re-partitioned as 
ea. r 	(n) 

p(n) 
i(n) = 

(5.14h) 

• Equations (5.11) and (5.18) represent, a slightly different 
but mathematically equivalent formulation of the original FRLS 
algorithm [FL 78 1  suggested by Cioffi and Kailath [CK 831, which 
improve its numerical stability. 
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h(n-1) 
0(n) = (n-1) - Im 	 

a(n) exp(j0(n-1)) 

y(kT) (5.20) 

where a(n) is a N-dimensional vector and p(n) is a scalar. 

Backward prediction error: 

b(n) = a n _N 	B(n-1) * a(n) (5.15) 

Backward prediction update: 

B(n) = [B(n-1)-1(n) b(n) * ] (1-p(n)b(n) * ] -1 	(5.16) 

Finally, k(n) is updated: 

k(n) = g. (n) 	B(n) p(n) 	 (5.17) 

and r(n) is updated: 

r(n)=[r(n-1)-f(n) '*  E(n) -1  f(n) - ][1-11(n) * b(n)] -1  

, A variation of this adaptation algorithm can be employed if 

it is desired to estimate the carrier phase shift separately from 

the complex channel impulse response. In this case rather  • t han 

 minimizing expression (5.5) we minimize 

(5.18) 

E I h(n) a(k) 	y(kT) exp(-j0(k)) 2 n-ic 1 X 	4- 6X 1-1(n)1 
k=0 (5.19) 

where 0(k) is the estimated phase shift at time kT. 	Then in 

equ'ation (5.8) y(nT) is replaced by y(nT) exp (-j0(n)), and 0(n) 

can be updated using a variation of the phase-updating algorithm 

used in [Pal 76a]: 

• 

Ifly(kT)1 < ,001, 0(n) = 0(n-1). 	' 

In this way, the channel's impulse response and carrier phase 

estimate can be jointly estimated. 	If (5.20) is not employed, 

then the channel's phase shift is implicitly a complex factor in 

the complex impuls.e response estimate h(n). 	Simulations of the 

FRLS impulse response estimation algorithm with (5.20) yielded 
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e(n) = a n  - C(n-1) *  Z(n) 	 (5.24) • 

little improvement. 	Consequently subsequent simulations did not 

• 

• 

explicitly estimate phase angle i„s in (5.19) and (5.20). 

5.4 Adaptive DFE  

As shown in Figure (4.2) and as indicated by equation (4.2) 

a decision feedback equalizer processes piN I  incoming complex 

baseband samples with a linear transversal filter, whose output 

is combined with a linear combination of N2_previous receiver 

decisions and then passed to a quant  izer for a decision on the 

current symbol a n  . The integer pi is the number of incoming 

samples per symbol interval. 	p l  is 1 for a T-spaced fo .1..eard 

filter and 2 for a T/2-spaced filter. 	The input during the n th  

symbol interval is expressed as Q(n) = C(n-1) 	Z(n), where the 

partitioned vectors C and Z are defined in (4.4) and (4.5). They 

are N-dimensional, where 

N = piN + N 2 	 ( 5. 21) 

An FRLS algorithm for adapting the tap coefficient vector 

C(n) minimizes the weighted sum of squared errors plus an 

exponentially decreasing term proportional to the magnitude 

squared of C(n). 

S(n) = 	C(n) Z(k) 
k=0  

_ "ak i2 .n- À 	+ nn 1C(n)1 2  
(5.22) 

where 0 < X <. 1. 	Then analogous to (5.7) C(n) is updated 

as follows: 

Part 1 of the DFE Adaptation  Algorithm 

C(n) = C(n-1) 	e(n) *  l(n) 

where 

(5.23) 
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is 

f y(nT - 
y(nT 

an-N2 

N 1  T+T) 

N 1 T+T/2) 

(5.26) 

P1= 2  

• and - t he N-dimensional complex vector k(n) is updated as described 

in Part (2) below. 	Initially C(0) = the all-zero vector 0 and it 

is assumed that all channel outputs y(nT) and y(nT + T 1 2) and 

data symbols a n  are zero for n < 0. 

At time nT, • e can regard the 1)1+1 newest inputs to the DFE 

4 1  channel output samples and the latest receiver decision) as a 

p-dimensional vector 5 P (n) where p = pi + 1. For example for a -- 

T/2-spaced forward filter p=3 and 

3(n) = f y(nT+T) 
y(nT+T/2) 

(5.25) 

while the p oldest inputs that have just left the DFE are 

represented by the p-dimensional vector P P (n) which in the case 

Part (2)  of the DFE Adaptation  Algorithm 

The forward and backward predictor vectors of (5.10) and 

(5.16) respectively are now replaced by N-by-3 matrices F(n) and 

B(n). 	The forward and backward prediction errors of (5.10), 

(5.12) and (5.15) are replaced by p-dimensional vectors  

and b (n) respectively. 	The quantity p(n) is now a p- - P 	 —P 

dimensional vector 	II (n), and E(n) becomes a p-by-p matrix 
—P 

whose initial value is 6 times the p-by-p identity PP 

matrix Ipp Initial conditions at n=0: 

gl, 

LA 
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(d) Set first pl c 

through N of L(n) = 

components (pINIA-1) throUgh (N-1) of y • (f) 	Set component s 	P1N1+2) 

• 

(5.27a) 

(5.27b) 

(5.27c) 

(5.27d) 

(5.27e) 

r(o) = 1 	(a scalar) 

k(0) = 0 	(N-dimensional vector) 

F(0) = [0] 	(N-by-p forward predictor) 

B(0) = [0] 	(N-by-p backward predictor) 

E PP (0)-= 61,PP 
Then vector k(n) is updated as follows for n > 1 

f (n) = 	(n) 	F(n-1) *  Z(n) 	 (5.28) — P 

• F(n) = F(n-1) 	k(n-1) fp(n)* 	 (5.29) 

Lp (n) 	=r(1171- ) f p (n) 	 (5.30) 

E pp (n) --xE pp (n-1) f(n) f(n) (5.31) 

For the DFE the equivalent of expression (5.14a) and (5.14b) 

appears somewhat more complicated, but is no more difficult to 

implement. The detailed , derivation is [LMF 78] and [FL 79]. The 

result is a N-dimensional vector g(n) and a p-dimensional vector 

—P (n) formed as follows (and as exemplified in Figure 5.2 for the 

case p=3). 

(a) 	First form a p-dimensional vector 

x = E 	(n) -1  f (n) ' 	 (5.32a) 

and a N-dimensional vector 

y E k(n-1) 	F(n) x p 	 (5.32b) 

(b) 	Set first pi components of -A(n) = first pi components of x p  

(c) Set next p1N1-p1 components of K(n) = first p1N1-p1 

components-of y. 

omponents ofp (n) = components (P1N1-131+1), —P 
through piNI of Y. 

(e) 	Set component (p1NI-1-1) of g.(n) = component p of 24. 
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(g) Set component p of p p  = component N of /. 

Note that the transformations (b) through (c) are also followed 

in changing U p (n), Z(n)) to ((n+1), p p (n)). Then backward 

prediction error is: 

.k .(n) = p P  (n) 	B(n-1) *  Z(n+1) 	 (5.33) - 

Backward predictor update: 

B(n) = [B(n-1) 	g.(n) P  b (n) * HI PP  -11 (n)b (n) * ] -1 	(5.34) — 	—P —P 

Update of k(n): 

h(n) = g.(n) - B(n) p p (n) 	 (5.35) 

Update of 	(n): 

r(n) = [r(n-1) 	f (n) * x ][172. (n) * b (n)] -1 	 (5.36) 

• 

• 

5.5 FRIA Algorithm Restart Procedures  

Initial simulations of the FRLS adaptation algorithm applied 

to channel impulse response estimation and to DFE adaptation 

confirmed earlier findings: eventually the algorithm became 

unstable, and tap coefficients assumed unreasonable values. 

Running in.single precision on a 36-bit Honeywell level 66 

computer (28-bit mantissa including sign), a FRLS 10-tap-

coefficient adaptive channel  estimation  algorithm typically 

became unstable after about 600 symbol intervalswith X=.93. A 

double precision version typically went unstable after about 2000 

symbol intervals. A single-precision FRLS DFE with 30 T/2-spaced 

forward tap coefficients and 10 feedback coefficients also went 

unstable, after about 600 symbols intervals with À=.97. 

As a remedy to the problem of instability due to accumulated 

roundoff errors we propose re-starting (re-initializing) the FRLS 
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algorithm at periodic intervals which are less than the typical 

time to become unstable. 	When a restart is initiated, the 

internal variables in part 2 of the FRLS algorithm are re- 

initialized - as in equation (5.9) for the adaptive channel 

• 

impulse response estimator or as in equation (5.27) for the 

adaptive DFE. 

For an N-parameter adaptive filter following a restart, the 

normal evolution of these internal variables, including the 

vector k(n) is disrupted for about N to 2N iterations. The 

disruption to k(n) would tend to cause a dissruption to the 

adaptive filter t.ap 	coefficient vector h(n) updated as in ,5.7) 

and (5.8) or to C(n) updated as in (5.23) and (5.24). 	However 

the effect of this dis ruption and the consequent impairment of 

the FRLS algorithm's tracking ability due to the re-

initialization of the internal variables may be minimized by 

adapting the filter as specified by (5.7b) - (5.18) or (5.23) - 

(5.36), but not using its output. Instead during the restart 

interval (N to 2N iterations following initiation of restart), 

the output is taken from an auxiliary LMS-adapting filter whose 

tap coefficients were initialized to those of the FRLS filter 

just before the restart. The FRLS restart interval is 

sufficiently short that the momentary reliance on the slower-

adapting LMS a-lgorithm should cause little reduction in the 

adaptive filter's tracking capability. 

Following a restart at time KT, all inputs y(kT), y(kT+T/2) 

and a, k  are taken to be zero for k < K. In other words, for 

n>K, the N-dimensional input vector for purposes of adaptation is 

taken to be.Z(n) whose components consist of 
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y(kT), Y(kT—T/2), lk 	

Ç 

= • y(kT), y(kT—T/2), ak respectively 

for k > X 

0 	for k < K. 	 (5.37) 

••• 

• 

However the use of the truncated input vectors Z(n) rather than 

the actual input vectors Z(n), which is necessary for the re-

initialization of the FRLS adaptation algorithm-may slow down its 

ability to track channel time variations during the restart 

period somewhat. 1  The tracking ability may be improved by 

modifying the desired adaptive filter outputs d n  during the 

restart period (the d n  are channel output samples for the channel 

estimation algorithm and are receiver decisions for the DFE). 

To see how the { d u } should be modified we note that if there were 

no restart just prior to time nT, then we could express d n  as 

d n  = C(n) 	Z(n) + u n 	 (5.38) 

where u n  is an error due to noise and random data, and whexe 

C(n) is the value C(n) . would have in the absence of restart. 

Now define the N—dimensional vector 

Z(n) (—)  F Z(n) 	"i(n) 	 (5.39) 

i.e. Z(n) (—)  contains only the components of Z(n) which occurred 

prio to n=K. Thus 

d n  ..C(n) "*  Z(n) (—)  = C(n) '*  Z(n) + u n  (5.40) 

• •Since the restarted FRLS algorithm only has the vectors Z(n) 

available, and since the adapted tap coefficient vector C(n) 
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f C(n-1) MS  Z(n) L — 

dn 

•••• 

dn 
during restart interval 

after restart interval 

(5.42) 

should ideally approach C(n)', equation (5.40) suggests that 

during the restart period, the desired outputs used for FRLS 

adaptation should be during the restart interval 

z(n) (- ) 	 (5.41) â n  = dn 	C(n-1)LMS* 

where C(n- 1)Lms is the current set of tap coefficients from the 

auxiliary LMS algorithm. Note that when n exceeds K by a number 

of symbol intervals at least equal to the filter's memory,  

is zero, and d n  = d n . This modification to the { d i }  was tested 

in our simulations. Also tried was an alternative modification: 

Both variations (5.41) and (5.42) were first simulated in 

the channel impulse response estimation algorithm described in 

section 5.3, processing recorded baseband waveforms resulting 

from transmission of 2.4 kbps data through real HF channels. In 

these simulations, h(K) was initialized to zero during each 

restart and an auxiliary LMS algorithm was used to generate 

output and modified desired outputs. Figure 5.3 illustrates the 

behaviour of both variations of the restart procedure as well as 

of an uninterr-upted FRLS algorithm (which would eventually 

succumb to numerical instability) following restarts at 300 and 

at 615 iterations. 

The relevant parameters were: 

- N=10 complex tap coefficients 

- restart at intervals of K=3I5 symbol intervals 
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- restart interval (time in which auxiliary LMS algorithm 

takes over) 

= 15 symbol intervals 

- 	= .1 (input data symbols all have unit magnitude) 

LMS adaptation parameter y = .05 

The channel used in this particular simulation was - 

designated MDA006. 	It exhibited little or no time-variability, 

so the LMS and FRLS algorithms yielded similar performance. 

Figure 5.3 shows that the FRLS/LMS restart algorithm ur,ing 

equation (5.42) maintains a slightly higher (by less than ldB) 

signal-to-noise ratio (ratio of desired output to the algorithm's 

error in estimatifig it) than the FRLS/LMS restart algorithm using 

equation (5.41). Furthermore the momentary dip relative to the 

uniuterrupted FRLS algorithm is less than 1dB. 

Figure 5.4 is for channel 'MDA 011, which is characterized 

in this time interval by occasional rapid deep fades and relatively 

low noise. In this figure, there is a sudden fade at about the 

1680th symbol interval, which appears to last on the order of 20 to 

40 msec. In the figure the SNR of the LMS algorithms as well as 

periodically-restarted FRLS algorithms with two different values of 

X,.93 and .96 are shown. (The smaller is the faster the 

algorithm can track but the more "noisy" it is). It appears that 

this fade is so sudden and disappeared so quickly, that none of the 

three adaptation algorithms had time to change the tap coefficients 

significantly before the fade ended. Thus all three algorithms 

behave similarly. 	However, the FRLS algorithm with 	X =.93 
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apparently allowed a greater change in its coefficients, with the 

result that it "strayed from the course" more than the other 

algorithms. 

These simulations demonstrate that the FRLS algorithm can be 

re-initialized periodically with little or no disruption to the 

useful filter output signal in order to forestall numerical 

instability problems. 

Figure 5.5 shows a record of the SNR flue-tuations observed 

in adaptive channel impulse response estimation during 700 

symbols intervals (about 583 msec.) on another channel, MDA010. 

Note that the FRLS and LMS algorithms appear to track equally 

well (or equally poorly) during this interval. Note too the more 

than 10-dB variation in SNR in this interval as a result of 

fading. 

Figures 5.6 and 5.7 shows the cumulative probability 

distribution of the measured signal-to-noise ratio (SNR) for 

channel identification on channels MDA011 and MDA010 

respectively. These results show that LMS-tracking of the 

channel's impulse response with a parameter y=.05 may result in 

at least as high a SNR as FRLS-tracking with X=.93. 

5.6 More  on the Numerical Stability  of the FRLS  Algorithm 

Cioffi and Kailath have recently reported a study of FRLS 

algorithms ECK 83 1  with particular emphasis on their numerical 

stability problems and properties. They.found that a tendency 

toward numerical instability can be related to algorithm 

initialization and also to the existence of a large steady state 

mean squared error, due for example to noise. A modified 
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initialization for the case where 6=0 is given, which may be 

useful when the steady state mean squared error is small. The 

propensity toward numerical problems in systems with relatively 

large steady state mean squared error is especially relevant to 

equalizer adaptation for HF channels, since as we shall see in 

Chapter 8, the signal-to-noise ratio for such channels can be 

quite modest. 

Cioffi and Kailath also give a mathematical reformulation of 

the FRLS adaptation algorithm (equations .(5,11) and (5.18) and 

equations (5.30) and (5.36)) which improves its numerical 

stability somewhat. Further improvements are obtained by placing 

restrictions on some of the interval variables in the FRLS 

algorithm. 	It can be shown [LMF 78], [Mue 81], [CK 83] that . the 

scalar factor r(n) is real-valued and that it must be lower- 

bounded by zero and upper-bounded by 1. 	It can also be shown 

[CK 83] that the factor (1-1(n) * b(n)) in equation (5.18) and the 

factor (1- Pn (n)
*
—Pb (n)) 

in equation (5.36) is real and also 

bounded between zero and 1. 	In finite-word-length digital 

computation these constraints may eventually be violated if not 

enforc'ed. 	In practice the above quantities can be checked on 

each iteration, and if they violate the above properties they are 

forced to 1.be real and to be bounded by zero and 1. 	It has been 

observed [CK 83 1  that it is usually the bound 

1-119 (n) *  14(n) < 1 

which is violated first, and we have found this to also be true 

in our simulations in the absence of period restart. 	Forcing 
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this quantity to 1 when the above bound is violated, or eo a 

small positive quantity if the lower bound is violated, delays 

the onset of instability, but does not prevent eventual 

 instability if periodic restarting is not applied. In our FRLS 

simulations of the DFE receiver e r(n) is forced for be real, but 

the other constraints are not applied. 
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6. CARRIER AND  TINING  SYNCHRONIZATION 

gl, 6.1 Introducton 

In a HF channel the unknown phase of the received signal 

consists of several components: 

- constant phase shift due to the unknown propagation delay 

- variable phase due to the changes in the channel response; 

which may include sudden changes in channel delay .- 
- linear phase shift due to a frequency difference between 

the transmit and receiver oscillators 

- slowly varying Doppler frequency 

and - rapid fluctuations of the phase with a small magnitude due 

to system noise (phase jitter) 

Some or all of these components could be observed during the 

11/0 
intervals where the signal is present. These intervals are 

intermitted with deep fading intervals where a total loss of the 

received signal is encountered. The fading periods are usually 

long enough to cause total loss of the timing information as well 

as everything else. . 
- 

 

The  problem of timing and carrier synchronization should be 

approached in a way that takes into account 	the entire receiver 

structure. 	In our case the receiver consists of an adaptive 

equalizer which attempts continuously to estimate and match the 

channel parameters including its time-varying delay. Therefore, 

it is reasonable to assume that as long as the phase error time 

variation is no faster than that of the channel itself; it can be 

tracked and compensated fôr by the adaptive equalizer. So, the 
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equalizer does in part the syncrhonization function. 	Basically, 

thère are two approaches in dividing the synchronization funct  ion 

 bei tween the equalizer and the synchronizer; these are: 

(i) Individual circuits for synchronization and 

equalization; 	in that case one should build...a 

synchronizer that corrects thos'e phase error 

components that cannot be tracked by the equalizer; and 

(ii) Jointly"adaptive equalization  and carrier recovery 

Intuitively, the second approach appears to be superior to 

the first one; but this statement should be qualified by taking 

into account the channel characteristics and the added complexity 

to an already complicated equalizer. 1 

Since the main thrust of this work is directed towards a 

comparative performance evaluation of different equalization 

methods, then the first approach will be followed. 

At this point, we re-examine the various phase error 

components to determine which part of the synchronization will be 

done by the equalizer and which part would need a separate 

circuit. 

categories: 

We divide the phase error components into three 

• 

(i) Errors that could be corrected by the equalizer 

(ii) Errors that can be best dealt with by a separate 

synchronizer 

and (iii) Errors that are difficult to deal with by either the 

equalizer or the synchronizer. 

The phase errors that could be corrected by the equalizer 

are those which are in-step with the variations of the complex 

channel impulse response; provided, of course, that the equalizer 

_ 	62 



itself is tracking these changes. 	This category includes: 

constant or slowly'varying unknown delays as well as small 

Doppler frequency variations. 

Large phase errors due to a fixed frequency off-set between 

• 

the transmit and receive oscillators cannot usually be tracked by 

the equalizer. 	Fortunately, such an error can be easily handled 

by a simple AFC circuit. 	The same argument is applicable to 

Doppler frequency shifts (which may vary wirh time). Then, the 

major function of the synchronizer is to track the frequency 

detuning of the received signal and is to remove any frequency 

offset that might cause large phase variation which would unduity 

strain the equalizer performance. 

An example of phase error components which should probably 

be left alone is abrupt phase changes. The reason is that such 

sudden changes in the channel response delay would be expected to 

accompany corresponding changes in other parameters of the 

response which would upset the equalizer. Then, there is 

little to be gainl.by tracking the phase information while the 

main part of the receiver is inoperable. Such rapid variations 

were observed in the recorded data with the results of either 

upsetting the equalizer or being ignored by it. 

Fast phase jitter which is induced by the system noise and 

is  characterized by small magnitudes and rapid variations may be 

best handled by a Costas loop or similar circuit. 

The previous discussion seems to indicate that the most 

suitable approach for synchronization at this point of the 

investigation is to implement a separate circuit for phase 

63 



locking and to augment this circuit by an AFC circuit for rapid 

compensation of frequency errors. The problem of carrier 

synchronization is discussed in section 6.2, and the problem of 

timing (clock) recovery is discussed in section 6.3. 
• 

6.2 Carrier Freeuencvirhase  Synchronization  

In view of the assumption that the adaptive equalizer will 

correct the phase variations resulting from changes .in the 
_— 

channel delay, the three basic requirements of the carrier 

synchronization circuit becomes: 

Frequency tracking; 

• 

I 
! I (ii) Fast recovery of the carrier frequency/phase at the 

beginning of the transmission or after a fade 

interval; 

and, (iii) Reduction of the noise-induced phase jitter. 

The three requirements are listed in descending order based 
;! 

on'their relative importance. 

A small frequency error between the received and local 

carier  p manifests itself as a continuous rotation of the 

equalizer tap coefficients. Such rotation was observed in the 

data used in the simulation study. 	However, the observed 

frequency offset was small and an attempt to correct it has 

resulted in a very small improvement in performance (< ldB). 

It is believed that there are two reasons for such a small 

frequency error: (1) highly stable oscillators were used to 

puduce the data; and (2) the relatively small distance between 

.the,transmitter and receiver. Under more typical conditions the 

frequency error could be tens of cycles per seconds and variable. 
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• 
Even when stable oscillators are used over longer distances, the 

Doppler effect could be substantial. 

Fortunately, the frequency tracking is relatively a simple 

problem and there are several techniques to accomplish it. The 

received QPSK signal (without noise) can be written as: 

r(t) = A cos (271- f 0 t 	0(t)) 	 (6.1) 

where 0(t) is assumed to consist of the phase modulation 0 0 (t) 

and a frequency error term (2VAft); i.e. 

0(t) = 2TrAft 	00 (0 	 (6.2) 

To get rid of the modulation phase 0 o (t), the received signal 

shouLd be passed through a 4th power device. The fourth harmonic 

of the received signal is: 

ri(t) = k A cos (2u(4f 0 )t 	2u(4b.f)t 4-40 0 (0) 	 (6.3) 

The 40 0 (0 term is now a multiple of 2u and can be set to zero at 

all times. Figure 6.1 Shows a general form of a fr.:!quency error 

detector for QPSK signals. • The block diagram shown in the figure 

represents a very fast method to estimate the frequency error and 

make it available to the adaptive equalizer. The scheme can be 

modified to track the frequency of the received carrier as, shown 

in Figure 6.2. 

A second modification of the system shown in Figure 6.2 

allows it to aquire and track the phase as well as the frequency 

of the received carrier. This is shown in Figure 6.3. 
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The operation of the circuit shown in Figure 6.3 goes 

through two stages: 	(i) Frequency acquisition, followed by (ii) 

Ph--ase acquisition. 	During the frequency acquisition stage, the .  

phase comparator goes through several cycle slippings due to the 
•• 

large phase error and the singular points in - the phase transfer 

function. 	During a complete cycle the error signal contains 

positive and negative halves, and because the ph,as,e changes 

rïPidly compared to the LPF time constant, the two halves will .— 

ca'ncel each other. 	Therefore, the frequency comparator will 

dominate the VCO timing during this state producing  a signal 

proportional to the frequency error. The output c) the 

integrator will, in effect, sweep the VCO frequency driving it 

cLoser to the received frequency. As the frequency error 

decreases so does the signal at the integrator output, and when 

the two frequencies are nearly equal the role of the frequency 

comparator diminishes. At that point the 'phase acquisition 

starts. Now the phase error signal is slow enough for the LPF to 

track it and correct the phase of the VCO signal. It has been 

re,ported [E1111 81] that the inclusion of a frequency comparator in 

a 'PLL reduces the acquisition time significantly in the presence 

ofv an initial frequency error. 

Some examples of the Phase and frequency comparators are the 

Bidirectional Shift Register (BSR) and the three cell 
I' 

asynchronous delay line (ADL) [ED 82]. À generalized treatment 

of these kinds of comparators is given in'[Obe 71], where they 

are ,viewed as combinations of Up—Down Counters (UDC). 
I 	1 

Another type of frequency comparator is.the Rotational 

Frequency  Comparator (RFC) [Mes 79] which is based on comparing 

66 



• 
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the zero crossing relative locations in the two signals being 

compared. A schematic diagram of such a comparator is shown in 

Figu re  6.4. The different situations encountered by the 

comparator are shown in Figure 6.4a, where f2 ( - 4f 0 ) denotes the 

frequency of the received signal and fi, is' the VCO frequency. 

The phasor diagram of fi and f2 at two instants 1/f2 seconds 

apart is shown in Figure 6.4b. It is readily seen that the angle 

of rotation of f2 is 211- , while the angle of—rotation of fi is 2 

((f1/f2)-1) which is counter-clockwise if fi>f e  and clockwise if 

f 1 <f 2 . Therefore detecting the sign of the frequency offset is 

equivalent to determining the direction of rotation, whil2 the 

magnitude is related to the angle of rotation. 

A full cycle of the VCO output and its quadrature component 

is shown in Figure 6.4c and the cycle is divided into four 

quadrants A, B, C and D. Each of these quadrants is defined 

uniquely.by the logical levels of the two carrier components. 

When the loop is in lock, the low-to-high transition of the 

incoming signal takes place in the same quadrant ail the time. 

In the presence of a frequency offset, the transition will change 

quarters with time in a direction which depends on the sign of 

the frequency offset. The frequency of this change is directly 

related to the frequency error, in absolute value. 	An 

implementation of the comparator is shown in Figure 6.4d. 	In 

this implementation the VCO output and its quadrature components 

are sampled with the rising edge of the received signal. Two 

consecutive pairs of samples are stored in the D flip-flop's. 

Gate G I  generates a narrow pulse whenever Q1Q2Q3Q4=1101 
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remains low. The frequency of Q2 
• 

• 

indicating that a transition from the quadrant B to C has taken 

place. 	Similarly, Q2 generates a pulse whenever a transition 

from C to B occurs. Therefore, the output of Qi carries a pulse 

train only when f1>f2 while 

occurance of these pulses is directly proportional to the 

frequency offset. The transfer characteristic of this comparator 

is shown in Figure 6.4e. The train of pulses coming out  of Q1 

and Q2 could be converted into a voltage signal proportional to 

the frequency offset (witl the proper sign) as shown in Figure 

6.4f. The main advantage . of the RFC described above is.the 

simplicity of implementation. 

Another simple method that can be used to extract, the 

frequency offset from the 4th harmonic of the received signal is 

given in [Par 70] and is shown in Figure 6.5. 

Using equation (6.3), it is easy to show that A(t) and B(t) 

at the output of the two LPF's are: 

A(t) = 1/2 A cos [87rAft] 	 (6.4) 

B(t) = —1/2 A sin [8 .1ràft] 	 (6.5) 

and that the comparator output C is: 

• C = A 2 /4 (8Tràf) 	 (6.6) 

-H This circuit  was first proposed In 1970 by Park, but was 

somehow ignored because of the difficult implementation using 

analog discrete components. 	However, a digital version can now 

be implemented using some of the recently available digital 

signal processor chips. 
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6.3 Time Synchronizer  

The extraction of timing information from the received 

signal can be accomplished by either operating on the received 

signal directly or by using the estimated channel response. 

In the first case, there are many standard techniques that 

can be used to.recover the clock from a modulated signal and to 

track that clock. The complexity of these techniques depends on 

the characteristics of noise and time disturbances in the 

channel. 	In general, a slowly varying channel can be tracked 

with simple PLL's, while abrupt time changes of the channel delay 

requires more elaborate designs. 

Among the most common types of clock synchronization are: 

i) The Nonlinear  Bit Synchronizer  

The widely used nonlinearities are the second order, fourth 

order, delay and multiple,.absolute value and log [cosh(x)]. 

This technique has been discussed in several references, 

e.g. [ WL 69], [Spi 77 1 and [Gar 79]. 	The technique has the 

advantages of simplicity and fast aquisition. 	On the other 

hand, the timing jitter due to noise may be unacceptable 

under low signal-to-noise conditions. 

ii) In-Phase  and Mid-Phase Bit Synchronizer  

This is sometimes called the "Data Transition Tracking Loop" 

• (DTTL). It has been first suggested by Lindsay an(' 

Transworth [LT 68] and investigated in [Situ 691 and [HA 70]. 

The technique is based on estimating the In-phase and Mid- 

phase of data transitions. The In-phase estimator 

determines the polarity of the data transition if and when 

—' they occur, while the Mid-phase determines the magnitude of 
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the timing error. 'An advantage of this technique is that 

during long periods between data transitions, the 

discriminator does not allow any noise to perturb the loop; 

it "holds" the last valid estimate. 

iii) Early-Late  Gate  Synchronizer  

This is also referred to as the absolute-value bit 

synchronizer (AVBS). 	It uses an early and a late integrate 

and dump channels. Its main advantage is—having an absolute 

It was value operation, which makes it bit-independent. 

' found in [Sim 70]. 	That his technique provides a 3 dB 

improvement in noise jitter over the DTTL and that it is 

also superior in terms of the mean time to first cycle slip; 

however, its aq'uisition time is longer than that of the 

DTTL. 

Probably, for the purpose of this study, it is better to 

stay with the simple nonlinearity bit synchronizer, basically 

because of its fast aquisition performance, and in view of the 

fact that the adaptive equalizer will track the timing phase 

variation once aquisition is achieved it seems that there is very 

'little to gain by adaptive more sophisticated timing rec6very 
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7. COMPUTER  PROCESSING  OF THE RECORDED  UAVEFORMS AND SIMULATIONS 

• Our experimental investigation was based on computer 

simulation of receivers which process digitally-recorded received 

waveforms from real HF channels. These recordings were made and 

provided to us by the Communications Research Centre. We 

describe the channels and their characteristics in the next 

.ohapter. In this chapter we describe the transmitted  signais and 

the so ft ware that was developed to process  the-  recorded  signais.  

• 

7.1 The Transmitted Signals *  

The transmitted signals were generated by QPSK-modulatng a 

length 1023 pseudo-random bit pattern. 	The PN-sequence generator 

is shown in Figure 7.1. 	For the recorded channel signals used in 

this study, successive bit pairs resulted in 45 0 , 135°, 225° or 

315° phase shifts as shown in Figure 7.1. Preceding this 

repetitive PN-generated pseudo-random data sequence is a fixed 

data sequence consisting of two parts: the first is a 1200- 

symbol sequence, each symbol advanced 135 0  from the preceding 

one; the second is 1200 symbols of a repetitive 17-symbol "Frank 

sequence". In our processing of the recorded signals we ignored 

these preliminary data sequences, and instead used a correlation 

technique to detect the start of the 1023-bit PN pattern from the 

demodulated signal. 

The generated symbol rate derived from a Cs beam frequency 

standard, was 1201.739 hz. 	Thus with 	2 bits per symbol in the 

Information for this section was kindly provided by D. Clark 
and R. Jenkins of the Communications Research Centre. 
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QPSK carrier frequency was 1505.107 hz, also derived from the Cs 

QPSK modulation format the true bit rate was 2403.478 bps. 

The beam standard. The approximately 2.4 khz-bandwidth signal 

thus generated was subsequently up-converted to the desired RF 

frequency in the HF band. 

7.2 _Ilme_p_Lie2A,„ Recording  and Signal Processina 

, The modulated signals were transmitt -ed over several HF 

channels, 	•hose characteristics are described in the next 

chapter. 	The received voiceband signals were sampled and 

digitized to 12 bits and were recorded in digital form by CRC 

using a PDP11/23 minicomputer. The receiver had a AGC with a 20 

msec. attack time and about.250 msec. decay time. The sampling 

rate used for recording was 9600.000 hz, again controlled by a Cs 

beam standard. 	Several tapes were recorded, each containing the 

output of a different channel; i.e. as defined by time of day and 

RF frequency. 

Since the data recorded on the tapes was to be processed 

with a Honeywell level 66 computer with a CP6 generating system, 

a data reformatting procedure was necessary and is described in 

Appendix A. For processing on the CP6 system, the taped data was 

transferred to a disk file using a job file listed in Appendix A. 

The front,end of the receivers simulated on the CP6 system 

included sine and cosine demodulation followed by low pass 
; 

fOtering as shown in Figure 3.1. In this stage of processing 

the original sample rate of recording, 9600 hz; i.e. about 8 

times the baud rate, was used. However, this rate was not an • 
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exact multiple of the transmitted  baud rate, although both rates 

were extremely stable due to the Cs beam frequency standards. It 

was therefore necessary to re-sample  the recorded signal at a 

rate 8 times the transmitted baud rate. This required sampling 

rate was 9613.912 hz, while the recording sampling rate was 

9600.000 hz. Thus the original receiver clock "slips" one T/8 

sample approximately once every 86 symbol intervals. 

Figure 7.2(a) shows a block diagram of the "front-end" of 

the simulated receiver. Received samples r(k'T'/8) are read from 

tle-disk file cortaining the recorded waveform and demodulated 

into baseband in-phase and quadrature components represente , ' by 

samples of the real and imaginary parts respectively of a complex 

waveform y(t) taken every T'/8 seconds where T'/8 is the sampling 

period used in recording the received signal, (0.1042 msec.). 

Interpolation was applied to the sampled demodulated baseband in-

phase and quadrature signals in the block labelled "RE-SAMPLING". 

Since their bandwidth is less than 1/10 of the 9.6 khz sampling 

rate, simple linear interpolation was adequate for the re-

sampling process [SR 73]. 

The indices k of the current received samples needed for 

linear interpolation are computed by the interpolation software. 

The frequency f o  used for demodulation is the transmitted carrier 

frequency 1505.107 hz. The lowpass filters shown in Figure 

7.2(a) are identical raised cosine filters with a 6 dB frequency 

of 600 hz and a 20% rolloff. 	They are implemented by the FFT 

overlap-add method. For simulation of the DFE receiver a 1200 hz 

bandwidth was used. 
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The output of the re-sampling block is the complex waveform 

• 

y(t) sampled at t=kT/8 where T is the transmitter's symbol 

interval 0.83213 msec. and k is the transmitted sample index. 

The relationship between k and k' and between k'T'/8 and kT/8 is 

shown in Figure 7.2(b). The output samples of y(t) are further 

decimated by a factor of 4 so that the sampling frequency of the 

11 
complex signal y(t) used for channel impulse response estimation 

and equalization is 2/T. 

Figure 7.3 shows the correlation signal processing which 

locates the beginning of the 1023-bit pseudo-random sequence. 

The complex transversal filter in this figure correlates the 

demodulated complex baseband signal with values known to occur at 

the beginning of the sequence. 

The adaptive channel impulse.  response estimation algorithm 

and the adaptive decision feedback equalizer that were simulated 

processed the complex-valued re-sampled demodulated signal 

(y(,nT+mT/2), (m=0'or 1)). 	The DFE simulation is described in 

Chapter 9. 

Estimated channel impulse responses at regular periodic time 

intervals were extracted using the FRLS channel estimation 

algorithm described in section 5.3. 	The number of impulse 

response samples N was 10,  X  was 0.93 and (S was 0.1. 	The FRLS 

restart procedure described in section 5.5 was invoked every 315 

symbol intervàls. At each restart, the filter coefficients 

estimated by the FRLS algorithm were reset to zero, and the 

modified desired outputs of equation (5.42) were used. An 

1 
auxiliary LMS algorithm with y=.05 provided the output tap 

cojfficients during each restart interval, which lasted 15 
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symbol intervals. 
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CHANNEL CHARACTERIZATION BASED  OU IMPULSE RESPONSE ESTIMATES  

• 

• 

8.1 Introduction  

For an efficient use of HF channel (or in fact any channel), 

estimates of the chanhel parameters characterizing the channel 

are essentially required. Where the channel under consideration 

is time  variant, definite values cannot be assigned to the 

important parameters and statistical characterization becomes the 

normal course of action. The HF  channel falls into this category 

and here in this chapter, the channel characterization for the 
I 	' 

sp'ecific application of adaptive equalization to combat 

int'ersymboi interference is brought under discussion. Due to 

peculiarity of the application i.e. a desire to combat 

ineersymbol interference due to multipath propagation, the 

typical characterization parameters such as delay and doppler 

spreads are not considered here, instead statistics of the 

channel impulse response and its influence on the performance of 

I 
th è equalization techniques described in Chapter 4 will be 

de'scribed. 

The channel is characterized in the form of impulse response 

lehgth statistics, the magnitude Of the impulse response and 

statistics of impulse response variability. The impulse response 

length, as mentioned earlier in the report, plays an important 

role in the selection of the number of taps required in the 

equalization filter, and hence directly influences the complexity 

of the equalization algorithm. Similarly, the impulse response 

varl iability rate over a giyen numberS of symbol intervals, 
• 

determines how fast the algorithm should be to track the channel 
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with a minimum of noise arising out of tap adjustment errors. 

For the given channel, performance of MLSE and DFE receivers 

will be compared with the upper bound performance given by a 

filter matched receiver. 	By studying 	these aspects, 

recOmmendations could be made about the suitability of a 

particular receiver. 

• 
8.2 Observation  of Channel  Behaviour While Recording  the Data  

In order to correlate the statistical results with some 

physical propagation mechanisms, it is worthwhile to describe the 

behaviour of the channel when the data was being recorded.  This 

may provide us with some subjective interpretation of the 

results. The data was obtained by CRC from measurements of 1200 

baud QPSK signals transmitted from Cobden to the CRC Laboratories 

at Shirley Bay over a path of about 60 km. In all, data was 

collected on six tapes at various times of the day, December 8, 

1981. 	The signals were received via skywave without any 

significant groundwave com .ponent. 	The observed subjective 

characteristics are listed in Table 8.1. 

From Table 8.1, it seems that tapes MDA007, 008, 010, and 

011 will provide sufficient data to cover a variety of 

impairments in the channel behaviour and evaluation of their 

statistical behaviour will provide an insight into the physics of 

ionosphere. The data on tape MDA009 is accompanied by a strong 

interfering signal makes it unique in the sense that it provides 

enough academic curiosity to study for effectiveness of channel 

equalization when both multipath fading and interference are 
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Power 
Transmitted 

(Watts)  

. Transmitted 
Frequency . 	Time 

(MHz) 	(Local Time) 
Features/Characteristics 

MDA006 	16 

i 
MDA007 	1 

MDA008 	16 

7.5555 

7.5555 

7.5555 

However, this particular tape has not been used for 

channel characterization and such a task has been reserved for 

future  studies. 

Table 8.1 

Subjective Characteristics of the Recorded Tapes 

Tho average signal to noise ratio at the receiver input (for 
transmitted power -of 16 watt) =18 dB. All tapes with 1200 ban,d-
QPS signals. _ 

H 	 
I 

Tape No. 

present. 

11:40 	strong, steady and 
clear signal 

14:20 	increased baseband noise, 
sufficient fading noticed 

14:50 	good signal strength 
strong fading 
fade rate = 0.3 Hz 

MDA009 	16 	 11.623 	 15:00 	presence of strong 
interference in the 
nature of pulses at 
rate 10 per second was 
noted 

MDAU10 	16 5.2675 	16:00 	deep slow fading 
• (> 20d8 fades) with 

very strong signal. 
fade rates = 0.15 Hz 

•MDA011 	16 	 5.2675 . 	17:40 	strong signal with deep ; (down to noise level) 
rapid fades were observed 
(fade rate = 0.5 Hz) 
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8.3 Impulsive Response Characteristics  

It is mentioned earlier that the length of the averaged 

impulse response and its variation over certain given time 

intervals . are two important statistical parameters for deciding 

on a particular equalization technique to be employed. The data 

on the tapes MDA010 and MDA011 has been analyzed for the mean 

magnitude of the impulse response, distribution of the impulse 

response duration, and distribution of perc.entage change in the 

impulse response civer various time intervals. 

8.3.1 Channel  Impulse  Response Characterization  

It has been mentioned in Chapter 7, section 7.2 of this 

report that how using the impulse response identification program 

files of channel complex impulse responses h(n) every 25 symbol 

intervals, with 2 samples per symbol intervals were obtained. 

These files have been used to estimate the minimum span of M 

symbol intervals that contain at least a predetermined percentage 

of energy in the impulse response. 

8.3.2 Averaged  Magnitude  of the Impulse  Response  

The mean magnitude of the impulse response is obtained by 

first estimating the magnitude of the impulse response over 25 

symbol intervals and then averaging the results over 10,000 or 

20,000 symbol intervals. For tapes MDA010 and MDA011 are plotted 

in Figures 8.1 and 8.2. Table 8.2 shows the summary of the 

findings. 

87 



Tape No  No. of Paths 

3 

3 

MDA010 

MDA011 

-9 dB; - 16 dB 

-6 dB; - 14 dB 

250 Km; 500 Km 

275 Km; 500 Km 

Table 8.2 

Impulse Response Mean Magnitude 

Magnitude of 
Secondary Paths 
Relative to  the 

 Primary • 

Approximate Height of 
the Reflecting (or 
Refracting) Layer 
Relative to the Primary 
Paths 

The entries in the last column give relatively large values for 

the distances between three propagation paths which is a physical 

impossibility unless the primary impulse response peak is 

obtained via a direct communication path. If that is so, then 

looking at the time intervals between the primary and secondary 

paths, it is reasonable to imagine that the second and third 

paths arrive at the receiver via F 1  and F2 layers. MDA011 has a 

stronger secondary peaks which should give higher intersymbol 

interference. Going over Table 8.1, it is noted that 

sâjectivily fades for MDA011 were deeper with higher fade rate. 

Intuitively, stronger secondary peaks could be responsible for 

deeper fades. , 

• 8.3.3 Impulse  Response Duration  Distribution 

Here we get a minimum span of M symbols such that thé 

associated energy with the M symbol intervals 8' is more than or • .• 
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Tape MDA011 MDA010 

Energy Level 
Considered 

6.33(200) 

4.66(25) 
4.69(100) 

4 (25) 
4 (25) 

6.59(50)  4 .456(100) 4.81(75) 	5.53(50) 6.64(25) 
6.72(200) I 	 4.88(300) 5.52(200) 6.29(150) 

6.31(50) 3.875 	4.68(75) 	5.37(50) 6.48(25) 
4.68(300) 5.37(200) 6.46(150) 

	

1.3326(25) 	1.31(50) 1.000 	0.869(75) 0.87(50) 0.799(25) 

	

1.3924(25) 	1.298(200) 	 0.917(200) 0.988(200)0.71(150) 

Standard 
Deviation 
(Symbols) 

0.99 	0.96 0.97 0.98 	0.99 0.97 

Mean 
(Symbols) 

Median 
(Symbols) 

equal to some fraction of total energy S. The distributions of 

the impulse response duration for MDA010 and MDA011 arranged over 

10,000 symbols intervals are shown in Figures 8.3 and 8.4. 	It is 

clear that distributions of the impulse response duration are 

dependent on the fraction of total energy considered for such 

measurements. However, it seems to make a very little difference 

in the impulse response distribution if the averaging time is 

varied between 25 to up to 300 symbol intervals. Table 8.3 lists 

the findings of this analysis. 

Table 8.3 

Impulse Response Duration Distribution 

The figures in brackets denote averaging interval in symbol periods. 



' Considering the median values of the impulse duration, it is 

clear that the median changes very little over the averaging 

interval for the same energy levels. For examples for the tape 

MDA010 the median value of impulse response is 4 and 6.31 1 

symbols for 97% and 99% of energy levels respectively. Similarly 

for the tape MDA011 for the same energy levels the median impulse 

response durations are 4.81 and 6.48. 	It is evident that 

complexity of the algorithm' (number of mathematical operations) 

could be reduced by considering truncated impulse response. For 

example a reduction factor of 16 and 4 will result for tape 

MDA010 and MDA011 respectively if the energy requirements are 

cutdown from 0.99 to 0.97. However, such reduction in the 

impulse response energy will result in an increase in the 

residual intersymbol interference which will reduce the 

percentage eye opening and more errors will result [MCI,. 80]. It 

would be of some interest to study the relationship between 

percentage eye opening with reduced impulse response energy 

levels and to find a suitable limit of such reduction which will 

xesult in an acceptable minimum of percentage eye opening of 0.8. 

8.3.4 :Distribution of relative Change  in Estimated  Impulse  

Response 

It is of primary interest to estimate relative change over 

certain time interval [in symbol intervals], so that the 

requirement of the channel tracking algorithm could be . 

 established. The relative change in estimates of impulse 

• 
response over say 50 symbols intervals may be calculated from the 

files of impulse response estimates, as given below. 
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Ih(n) 	ii(n-50)  
relative change in % = 	  

1/2(1fi(n)1 	1 É(n-50)1. 

• It cannot, however, be estimated that to what extent phase jitter 

and frequency offset is responsible for such relative change. 

The relative changes in the impulse response estimates for 

the chann'els MDA010 and MDA011 have been plotted in Figures 8.5 

and 8.6. 	These changes in estimates are over 25, 50, 75, 100, 

150 and 20.0 symbol intervals. 	From the curves it could be 

stated: 

(a) The relative change per symbol interval is nearly 

constant over probability ranges of 0.25 to 0.80. The 

median relative change is estimated to be 0.33% per 

symbol interVal for MDA011 and 0.220% per symbol 

interval for MDA010. 	The channel corresponding to 

MDA011 is varying approximately one and a half times as 

fast as MDA010. 

(b) The probability density function of the percentage for 

tape MDA010 seems to have much longer tail as compared 

to MDA011. This is confirmed by comparing the standard 

deviations for the MDA010 and MDA011 which are 4.7 and 

2.9 respectively. 	This means that though rate of 

change of channel MDA010 may be slower on the average, 

but when it starts to change it probably goes through 

an extensive change. 	Table 8.1 indicates similar 

phenomenon that the tape MDA010 has slower rate, but 

has deeper fades. 	This is being confirmed here. 

For a quick reference the results on the percentage changeare 

summarized in Table 8.4. 
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„Table 8.4 

Relative Change of the Channel Impulse Response 

Tape No. MDA010 	 MDA011 

Mean 

Median 
PI 

17.58°10(25) 
16.8 4c (50) 
20 .021c(100) 

 68.04(200) 

18.82% (25) 
22.8 % (50) 
30.0 % (100) 
44 % (200) 

12.6% (25) 
19.4'/b (50) 
33.4% (100) 
66.4 °C  (200) 

12.0 % (25) 
15.6 % (50) 
28.4 % (100) 
44.0 % (200) 

Standard 
Deviation 

5.64% (25) 
5.80% (50) 
6.32% (100) 
10.24%(200) 

9.4 % (25) 

	

9.6 	% (50) 

	

9.2 	% (100) 
9.4 % (200) 

O  

• 

8.4 1  System  Performance  Comparisons Based  on Impulse  Response  

Estimates  

It has been mentioned in section (4.3), that relative 

difference in performance of DFE and MLSE receiver critically 

deeends on the actual channel impulse response'. 	One of the aims 

of ,,,this study is to  compare the  performance of the two receivers 

1 
when the channel impulse response is available. Such comparison 

could be made ,py comparing the performance with an ideal Matched 

Tilter [MF] which yields lowest error probability. 

It is also mentioned that the error probability is given by 

P e  = 2 Q (dk) 

where (d/a) is effective signal to noise ratio and 
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Q(x) = 7 1  yi-T 	f exp(—y2/2)dy 
-00 

For the three receivers i.e. MF, DFE and MLSE, the receiver 

performance can be evaluated on the basis of (dia) and d anda 

can be estimated from the impulse response estimations (equations 

4.8-4.12). 	Here, in this section the cumulative distributions of 

(d rain/a )MLSE are  obtained as outlined in section 4.3. 	The 

performance comparison of the three receive.rs for the channels 

MDA010 and MDA011 are shown in Figures 8.7 and 8.8 in the form of 

probability distribution of (d m i n /a) dB. Here it could be said 

that given the channel as it is, the DFE receiver which is a 

suboptimum receiver always performs worse than VA or MLSE 

receiver. It is evident from the Figures 8.7 and 8.8. It is 

clear that the margin in the performance of the two receivers is 

greater at (d m i n /a )dB of less than say 5 dB and 10 dB for 

channels MDA010 and MDA011 respectively,  at  louer end of (d m i n /a) 

Perhaps such an improvement is required for real life systems as 

need to get improvements arises only when channel behaviour is at 

its worst. 	For a good channel one may not need complex 

equalizations. 	Beyond these values of (d m i n /a) of 5 and 10 dB 

mentioned above the VA is better than DFE by less than a dB for 

MDAO 10 and 1 dB for MDAO 1 1. It seems that the relative 

complexity of MLSE receiver outweighs the advantage over AFF. 

It is noted that performance of MLSE receiver is identical 

with matched filter receiver for MDA011 but deviates (to a very 

small extent) for MDA010. These results reflect the performance 

of the three receivers for particular channel impulse responses. 

Looking at these curves it is not possible to get any feel about 
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the channel behaviour. It is however possible to pinpoint the 

effect of a particular  type of channel impairments on the 

performance of the DEE and MLSE receivers by examining the 

channel impulse response at the instances when receiver 

performance degrades below a certain (d m i n /a ) threshold. 

Software for such a study has been written and this particular 

aspect will be studied in future. 

8.4.1. DFE and MLSE Receiver Performance Comparison  
; 

The joint probability densities of (d m i n k ) for the two 

receivers have been plotted and these are shown in Figur e s  8.9 

and 8.10 for the two channels MDA010 and MDA011. The numbers in 

the joint probability distribution print out shows the number of 

occurances for particular values of (d m i n /a ) for MLSE along 

ordinate and DEE along the absissa. If the performance of the 

two receivers were identical, then all the numbers would lie 

along the diagonal drawn. If the majority of the number of 

occurances lies in the upper left of the diagaonal, then the MLSE 

receiver performs better, vice versa will show the DEE receiver 

behaves better. It again shows  botter  performance of MLSE by 

'relatively small margins. The performance differential is not 

toI o much though. 
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9. SIMULATION  OF THE EWE RECEIVER 

• Figure 9.1 shows the block diagram of a decision feedback 

equalization (DFE) receiver that was simulated to process the 

complex baseband demodulated signal received from HF channels. 

This signal was derived as shown in Figure 3.1 and was presented 

to the DFE as complex samples, T/2 seconds apart, where T is the 

duration of one symbol (.83213 msec.). Preliminary simulation 

experiments resulted in the choice of a 1201 hz 6dB bandwidth 

with 20% raised-cosine rolloff for the demodulator's low pass 

filters in the DFE receiver. The preliminary  simulations  also 

established the choice of the number of equalizer tap 

coefficients: 20 T/2-spaced forward tap coefficients {Wi } and 7 

feedback tap coefficients { Fi } ; i.e. N1=10, N2=7, p=3, p 1 =2. 

The complex multiplication by exp (-1-jwn/4) before and after 

the decision-making quantizer shown in Figure 9.1 compensates for 

the 45 0  phase increment that the transmitter added to eacb data 

symbol. The problem of error propagation due to 90° ambiguity in 

the decided data symbols was avoided by differential encoding of 

the data. 	Accordingly, the receiver's output decisions were 

obtained by differential decoding as shown in Figure 9.1. 	The 

output QPSK data symbols had the four possible values (+1+j)/i2. 

As a result of the AGC used in the HF receiver and scaling in the 

simulation program, * the complex-valued input samples entering the 

DFE's forward filter had a RMS value close to unity under 

conditions of little or no channel time variation. 
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9.1 DFE Adaptation  

Both LMS and"FRLS adaptation algorithms were implemented. 

, Thpa LMS adaptation parameter y was set to 0.035, a value 

de
Ç
ermined by . experimentation. The FRLS adaptation algorithm was 

that described in section 5.4, with A=0.97 and  6=1,0.  

Three variations of the periodic restart procedures of 

section 5.5 for the FRLS algorithm were tried. 	All relied on an 

I 
auxiliary LMS adaptation algorithm to prov-ide the equalizer's 

output Q n  during each restart interval. 	The three restart 

prcedures were as follows: 

Restart Procedure  1 

The DFE tap coefficients C(n) were not re-initialized at the 

initiation of each restart (at n=K). 	In this case it can be 

shOwn [CK 83] that following a restart at time kT the DFE FRLS 

algorithm minimizes for n > K 

S(n) = 	n - k I C(n) 	C(K)I 2  

n 	. 

. 	E IC(n) *  Z(k) 	a k i 2 Xn - k k=k (9.1) 

'where C(K) is the value of the tap coefficients updated just 

prior to restart. If the parameter s is.reasonably large then 

C(111) should not stray too far from C(K) during the restart 

P 
interval. 	However a too-large choice of 6 may hamper the 

a1orithms ability. to track channel variations during the 

restart interval. 	For equalizer inputs with an RMS valu e .  of 

around 1.0, a suitable choice for 6 was 1.0. The desired filter 
! 

output used for adaptation in Restart Procedure 1 was that of H 

equation (5.41), with d n =a n . 
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9. SIMULATION  OF TRE DFE RECEIVER 

Figure 9.1 shows the block diagram of a decision feedback 

equalization (DFE) receiver that was simulated to process the 

complex baseb -and 'demodulated signal received from HF channels. 

This signal was derived as shown in Figure 3.1 and was presented 

to the DFE as complex samples, T/2 seconds apart, where T is the 

duration of one symbol (.83213  mec.). 	Preliminary simulation 

experiments resulted in the choice of a 1215-0 hz 6dB bandwidth 

with 20% raised—cosine rolloff for the demodulator's low pass 

filters in the DFE receiver. The preliminary simulations also 

established the choice of the number of equalizer tap 

coefficients: 20 T/2—spaced forward tap coefficients {W } and 7 

feedback tap coefficients {Fi } ; i.e. N1=10, N2=7, p=3, p1=2. 

The complex multiplication by exp (+j 1Tn/4) before and after 

the decision—making quantizer shown in Figure 9.1 compensates for 

the 45 0  phase increment that the transmitter added to each data 

symbol. The problem of error propagation due to 90 0  ambiguity in 

the decided data symbols was avoided by differential encoding of 

the data. 	Accordingly, the receiver's output decisions were 

obtained by differential decoding as shown in Figure 9.1. 	The 

output QPSK data symbols had the four possible values  (+1±j)//2. 

As a result of the AGC used in the HF receiver and scaling in the 

simulation program, the complex—valued input samples entering the 

DFE's forward filter had a RMS value close to unity under 

conditions of little or no channel time variation. 



9.1 WE Adaptation 

Both LMS and FRLS adaptation algorithms were implemented. 

The LMS adaptation parameter y was set to 0.035, a value 

determined by experimentation. The FRLS adaptation algorithm was 

that described in section 5.4, with X=0.97 andS 

Three variations of the periodic restart procedures of 

section 5.5 for the FRLS algorithm were tried. All relied on an 

auxiliary LMS adaptation algorithm to provide the equalizer's 

output Q n  during each restart interval. The three restart 

procedures were as follows: 

Restart Procedure 1 

The DFE tap coefficients C(n) were not re-initialized at the 

initiation of each restart (at n=K). In this case it can be 

shown [CK 83] that following a restart at time kT the DFE FRLS 

algorithm minimizes for n > K 

S(n) = 6X n -k I C(n) 	C(K)1 2  

+ kE k  I C(n) *  Z(k) - ak 12A' (9.1) 

• 

whereC(K) is the value of the tap coefficients updated just 

prior to restart. If the parameter (3 is.reasonably large then 

C(n) should not stray •too far from C(K) during the restart 

interval. However a too-large choice of 6 'may hamper the 

algorithm's ability to track channel variations during the 

restart interval. For equalizer inputs with an RMS value of 

around 1.0, a suitable choice  fore  was 1.0. The desired filter 

output used for adaptation in Restart Procedure 1 was that of 

equation (5.41), with d n =a n • 
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Restart Procedure  2 

In this restart procedure, the equalizer's tap coefficients 

were set to all-zeroes at the initiation of each restart. C ( n ) 

Equation (5.41) .  was used to provide the desired output. 

'Restart Procedure  3 

Like Procedure 2, C(n) was set to all-zeroes, but equation 

(5.42) was used for the desired output. 

Figure 9.2 shows ,an example of the application of restart 

methods initiated at the n=300 th symbol interval for channel 

MDA010. The signal-to-noise ratio SNR on the vertical axis is 

the ratio of 1 (the mean Squared data symbol) to the obsc::ved 

mean squared value of the error e(n) between the decision-making 

quantizer's ,input and its output. The averaging of the mean 

squared error (MSE) at the n th  symbol interval is as follows: 

• 

MSE(n) = 0.9 MSE(n) 4- 0.1 !e(n) 2 , 	 (9.2) 

and the SNR at this time is 

SNR(n) = 1/MSE(n) 	 (9.3) 

In the case shown in Figure 9.2 the restart interval is 40 symbol 

in'tervals. During this period the useful equalizer output (the .  

input to the decision-making quantizer) is taken from an 

auxiliary DFE which adapts according to the LMS algorithm, and 

whose tap coefficients were initialized to the tap coefficients 

of the  FRLS DFE at the beginning of the restart period. in 

Figure 9.2 the SNR obtained from this LMS filter is shown by the 

solid line between n=300 and n=340. 
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During the 40-symbol-interval restart interval, the FRLS 

ali gorithm adapted from an initial state restarting at n=300. 

oi 
After n=340 the FRLS-adapting DFE took over from the LMS-adapting 

DFE. Figure 9.2 shows the SNR for the three restart procedures 

beyond n=340. In this example, Restart Procedure 1 gave slightly 

better performance than Restart Procedure 2, which in turn was 

somewhat better than Procedure 3. 

The differences among these restart procedures in the same 
• 
e4mple are emphasized in Figure 9.3, which shows the measured 

SNR between n=300 and 4=340, where the SNR is now defined.a the 

• 

reciprocal of the MSE, defined as in (9.2) for the still-

restarting FRLS  algorithm,  instead of the LMS algorithm. The MSE 

was initialized to zero at n=300, which accounts for the large 

values of SNR near n=300. It is clear that Restart Procedure 1, 

in which the equalizer tap coefficients were not zeroed, caused 

liittle disruption to the FRLS adaptation during the restart 

period, while the other two procedures involving zeroed 

cgefficients, required at least 40 iterations to restore a 

rlasonably low mean squared :error. Figures 9.4 and 9.5 

correspond  to Figures 9.2 and 9.3 for the next restart interval, 

beginning at n=640. In this case, Figure 9.4 shows less 

difference 

On the bdsis of simulation results like these we concluded 

that a valid and efficient procedure for periodically restarting 

the FRLS adaptation algorithm applied to a DFE receiver is 

I Restart Procedure 1: 	do not initialize the FRLS equalizer tap 

cJefficients to zero; supply the decision-making quantizer from 

among the'SNR's of the various procedures. 
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an auxiliary LMS-adapting DFE during the short startup interval; 

and use equation (5.41) as the desired output of the FRLS-

adapting DFE for purposes of adaptation, with the C vector 

appearing in (5.41) being the current C vector of the auxiliary 

LMS algorithm. This is the restart procedure employed in all 

FRLS simulations described henceforth. 

It is interesting to recall that in restarting the channel 

estimation  FRLS algorithm with all coeffiéients being zeroed, 

eguation (5.42) was generally found to yield a higher SNR than 

equation (5.41). The reason for this difference in the two types 

of adaptive filters is not known, although the differences i SNR 

between equations (5.41) and (5.42) have been observed to be 

small. 

Figure 9.6 shows the DFE receiver's measured SNR for the 

first 800 symbol intervals on channel MDA010 and for both the 

FRLS adaptation algorithm and the LMS adaptation algorithm. The 

FRLS algorithm used the preferred restart procedure just 

described; this figures includes both restart inter ,, r:ls shown in 

Figures 9.2 to 9.5. Note that there is no noticeable disruption 

as a result of the periodically initiated restarts, although the 

measured SNR does exhibit relatively large fluctuations for this 

channel. Note too, that for some periods shown in the figure, 

the LMS-adaptiwg DFE (not the same as the auxiliary LMS algorithm 

employed during the FRLS restart period) exhibits higher SNR than 

the FRLS algorithm. 
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blocks containing one or more errors. Subsequent simulations of 

• 
9.2 Performance Comparison of FRLS and  LUS  Adaptation Algorithms  

(Ideal Reference  g2(121 

Simulated DFE equalizers adapted according to the LMS 

algorithm and also according to the FRLS algorithm with periodic 

, 
restart Procedure 1 were Compared with respect to error rate. 

The error rates were measured in 2 ways: 

(1) Fraction of data symbols in error. 

(2) Probability distribution of the number of symbols 

errors occurring in blocks of 100 transmitted symbols. 

The total number of transmitted symbols in each simulation 

waS 30000 (300 blocks). In the simulations reported in this 

seetion, the data - symbols a n  which enter the feedback filter of 
' 
the DFE and which are used for adaptation purposes were not 

receiver decisions, but instead were the known transMitted data 

symbols. This is the ideal reference  mode. The results of these r, 

simulations shed light on the inherent capabilities of the DFE 

equalizer and its adaptation methods. The simulation results 

reported in section 9.4 are for the realistic case where the data 

sylbols used by the adaptive receiver are its own decisions, and 

thus include the effects of error propagation or  "crashes" caused 1 	, 

during deep fades. 

Figure 9.7 shows the block error • distribUtion - the 

.prObability that more than n errors occur in a block of 100 as a 
17 

function of n - for the ideal reference mode on channel MDA011. 

FRLS restart intervals of 30 and 40 symbol intervals are shown, 

the shorter restart interval yielding a slightly lower percentage 

• used a FRLS res,tart interval of 30. 	The LMS-adapting DFE 
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exhibited on the order of twice the block error rate of the FRLS- '•11, adapting DFE. 	Figure 9.8 shows the corresponding ideal reference 

block error statistics for channel MDA010. 	For this channel 

there was less difference between the performance of the FRLS and 

LMS adaptation algorithms. Both channels exhibited error bursts 

due to fading. The largest numbers of consecutive blocks 

• 

containing errors were 6 for the LMS algorithm on MDA011 and 19 

for the LMS algorithm on MDA010. 	The last- 16000 symbols on 

channel MDA010 were transmitted error-free in all cases. 	Tables 

in section .  9.4 will sumMarize the error statistics. 

It is clear that for . these two channels in the ideal 

reference mode, the FRLS adaptation algorithm enjoyed only a 

slight performance advant.age over the simpler LMS algorithm. 

:This lack of a clear-cut advantage for the fast-adapting FRLS 

algorithm may be attributable to low signal-to-noise ratios 

during periods of rapid fading. 

9.3 Crashes  

The statistical results reported in Chapter 8 show periods 

of quite low (less than 10dB) signal-to-noise ratio on HF 

channels. This characteristic was also mirrored in the bursty 

nature of the errors observed in the ideal reference simulations. 

For a sufficie -ntly deep fade, the receiver's error rate can 

become high enough that the sequence of decisions used for filter 

adaptation become unreliable; then the adapted equalizer tap 

coefficients may wander far from their optimal values, and 

catastrophic error propagation occurs. The onset of this 
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• 

• 

disastrous error propagation or "crash" can only be hastened by 

the use of filter adaptation algorithms which rapidly adapt to 

changing channel conditions. Such crashes for decision-directed 

adaptation were observed during deep fades in our simulations; 

decision-directed adaptation algorithms, both FRLS and LMS, 

'usually failed to re-converge within a reasonable time following 

a crash. 

, 	Therefore, subsequent simulations which...used the receiver's 

decisions {a n } for equalizer adaptation and for,  decision feedback 

equalization were modified in the following way called the 

decision-directed  mode: 	during every restart period once every 
P 

330 symbol intervals, the receiver's decisions were replaced by 

the portion of the known pseudo-random data sequence during that 

period; i.e. it was assumed that an ideal reference "training 

séquence" of 30 data symbols was transmitted once every 330 

symbol intervals. Thus 9.1% of the transmitted data was an ideal 

reference training sequence. Periodic resynchronization of the 

aeaptive receiver with an ideal reference appears to be a 

P ,pr .actical. measure for fading HF channels. 	An alternative 

approach to crash recovery is transmission of a training sequence 

on demand via a feedback channel as suggested in [HGDP 80 1 . In 

oti : r simulation the equalizer tap coefficient vector was never 

H 
rédet to  zero;  however there may be some advantage to resetting 

this vector to all-zeroes when the.receiver's estimat . ed signal- 	LJ 

P. 
to7noise radio has been below a threshold for more than some 

giNen time interval. The periodic training sequence was applied 

to both LMS and FRLS receivers. In the case of the FRLS algorithffi 

the training sequence coincided with each restart period. period. 
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9.4 Performance  Comparison  of FRLS  and LMS Adaptation Algorithms  

(Decision-Directed Node)  

Figures 9.9 and 9.10 show the block error distributions for 

channels MDA011 and MDA010 respectively in the decision-directed 

mode. It is seen that the absence of an ideal reference except 

during the periodic training periods greatly increased the total 

number of symbol errors. The fraction of blocks containing one 

or more errors did not increase much for the receiver using the 

decision-directed FRLS algorithm. 	However the block error rate 

tripled for the LMS receiver on channel MDA011. 	This was the 

only case observed in which the FRLS algorithm displayed mar: -..ly 

superior performance. Table 9.1 for channel MDA011 and Table 9.2 

for MDA010 summarize the average error rates observed in each of 

the 30,000-symbol simulations of DFE receivers. Figure 9.11 

11,  shows the blocks (numbered from 1 to 300) containing one or more 

errors in each simulation. Isolated erroneous blocks are shown 

as vertical lines, groups of two or more consecutive erroneous 

blocks are shown as rectangles. 	The ideal reference results are 

shown above, and the decision-directed results below the 

horizontal lines. 	Again, the very bursty nature of the decision 

errors is apparent. 	The times of occurrence of error bursts 

coincide with dips in the channel's signal-to-noise ratio shown 

in Figures 9.12 and 9.13 for channels MDAO 1 1 and MDAO 10 

respectively. The measurements in Figures 9.12 and 9.13 were 

made using the LMS channel identification algorithm; the mean 
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Block  Error 
.Rate 

Bit Error 
R a te  

.103 
111. 

.005 

LMS LMS FRLS 

Ideal Reference Decision Directed 

FRLS LMS FRLS 

.133 .140 

.014 .045 

LMS 

.137 	.153 

.012 	.056 

Block Error 
Rate 

1 , 
Bit Error 
Rate 

Table 9.1 

Summary of Error Rates for Channel MDA011 

Ideal Reference Decision Directed 

FRLS 

	

.06 	.193 	 .06 

	

.003 	.077 	 '.010 

Table 9.2 

Summary of Error Rates for Channel MDA010 

squared error used to determine the SNR was averaged over 500 

symbol intervals, so as to present an overall picture over 30000 

symbol intervals, minimizing instantaneous fluctuations. 

Su'perimposed on these figures are the error bursts shown in 

Figure 9.11. • 
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10'. SUMMARY AND CONCLUSIONS  

• 

• 

10.1 Comparison of DFE and MLSE  Receivers  

Determination of the effective SNR parameter d/a from 

measured channel impulse responses suggests that for the two HF 

channels which were extensively investigated, the theoretical DFE 

performance falls within abouti  dB of the theoretical MLSE or 

matched filter performance. (See Figures 8.7  and 8.8). Moreover 

the measured impulse response duration statistics, summarized in 

Table 8.3 indicates that channel impulse responses effectively 8 

to 10 symbol intervals long can occur. A MLSE ( Vi t rb 

algorithm) receiver designed to accommodate such impulse 

responses would require on .the order of 4 1°  storage locations and 

operations Per symbol interval. Thus there seems to be little 

reason to eidapt the MLSE approach on the basis of these results. 

A further problem with MLSE is the effect of the decision delay 

on the adaptation speed. On the  other hand, if the  MLSE 

algorithm could be approximated by a simpler algorithm, we have 

seen that the filtër adaptation algorithm associated with an MLSE 

receiver can be considerably'simpler than that associated with a 

DFE receiver. It is worth noting here that Monsen has drawn 

similar conclusions on the relative worth of DFE and MLSE 

reception for fading tropospheric scatter channels with diversity 

[Mon 71], [Mon 73], [Mon 74 1, [Mon 771. 

10L2 Comparison of FRLS and LMS Adaptation  Algorithms  

Relatively rapid impulse response variations were observed, 

as'illustrated in Table 8.4. For channel identification with the 



order of 10 adaptive tap coefficients LMS adaptation appears 

adequate, especially in a low SNR environment. 	(See Figures 5.6 

and 5.7). 	The problem of instability due to accumulating 

roundoff error in FRLS algorithms was met and dealt with by means 

of a periodic restart procedure. By restarting (zeroing) only 

the interval algorithm variables and modifying the desired 

adaptive filter outputs during restart to account for the step 

function in the filter inputs during restart, — disruptions due to 

restart were minimized. As well as the periodically-applied 

restart procedures for the FRLS adaptation algorithms it was 

found necessary to modify the normal decision-directed mode of 

operation (use of receiver decisions in the DFE feedback signal 

and for filter adaptation) by periodically inserting a training 

sequence of 30 known data symbols. For the FRLS algorithm this 

.coincided with the restart periods. Although 9.1% of the 

transmitted data capacity was thereby lost, periodic retraining 

allowed the adaptive receiver to recover from the effects of 

severe fades. The complete DFE and FRLS adaptation and restart 

algorithm is specified in Appendix B. 

Simulations of decision-directed DFE receivers using both 

LMS and FRLS adaptation algorithm were carried out for channels 

MDA011 and MDA010. The results were summarized in Figures 9.6 to 

9.13. The block error rate for the FRLS algorithm was reduced to 

about one third of its value for the LMS algorithm in the case of 

channel MDA011. However in the case of channel MDA010, there was 

little difference in the block error rate performance of the two 

adaptation algorithms. We feel that the failure of the fast- 
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adapting but more computation-intensive FRLS adaptation algorithm 

to show a spectacular performance advantage over the LMS 

adaptation algorithm is due to the relatively low average signal-
, 

tor-noise ratios seen on these channels. 	Higher signal-to-noise 

ratios would probably have considerably increased the performance 

dgferences between the two algorithms. This conclusion is borne 

out by other performance comparisons between FRLS and LMS 

adaptation algorithms reported in EHGDP 80,j, and EL?  83] 	in 
1 

which Rayleigh-fading HF channels with a wide range of signal-to- 

noise ratios were simulated. 

• 

• 

; 

10.3 Recommendations for Future Uork 
• , 

• , II 	 . Hi 1 	It is recommended that similar studies be conducted using 

recordings from a much wider selection of HF channels - for 

different path lengths, times of day and seasons, frequencies 

relative to the N.U.F. etc. Among the other results of such a 

study should be a better statistical characterization of the 

average signal-to-noise ratio encountered under various 

conditions.  We have seen that the signal-to-noise ratio not only 

strongly influences' performance in an obvious way but also 

influences the choice of the filter adaptation algorithm. 

If the low SNR's encountered in our investigation are felt 
11 1  

to;be typical, then a prototype digital HF communications system 
fi 

employing a decision feedback equalizer adapted according to the 

• LN1S algorithm should be built  and  tested on a variety of HF 

channels. 	Such an implementation should be within the 

capabilities of existing programmable signal processing devices. 

Implementation of an FRLS adaptation algorithm at present would 

ri 
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• 
likely require non-programmable hardware due to its complexity, 

but this algorithm should be within the capabilities of digital 

signal processing devices in the near future. 

There is also a need for further studies of alternate 

transmitter and receiver signal processing. Transmission of data 

in independent blocks or packets, preceded by known training 

sequences is an effective method for crash recovery. Packet 

length and training-sequence length should lie investigated for 

various adaptation algorithms to maximize thrpughput and 

reliability. Finally, there may be room for innovation i- the 

MLSE type of receiver, if low-complexity practical approximations  

to the MLSE detection algorithm can be found which work well on 

HF channels. 

Ill •

10.4 Major Conclusions  of the Study  

(1) For the HF channels investigated, DFE reception offers a 

more favourable performance/complexity tradeoff than MLSE 

reception. 

(2) For the channels investigated the relatively small 

performance advantage enjoyed by a DFE receiver using the 

FRLS adaptation algorithm may not justify its much greater 

complexity relative to the DFE receiver using LMS 

adaptation. 	However if higher average signal-to-noise 

ratios are expected in practice, 	the FRLS-adapting DFE 

receiver may be much more attractive. 

(3) 	An efficient restart procedure for the FRLS adaptation 

algorithm has been developed. 	This circumvents the 
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numerical stability problems to which the FRLS algorithm is 

subject, without significantly compromising its ability to 

track rapidly time-varying channels. 

I 	, 
lj 

1n •• 

I 	;• 

Li  
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Lnpendin  A 

PHOCESSING  THE HF DATA TAPES  

0
The recorded data format created originally by the DEC 

computer is different from the standard format used by CP6. In 

particular, two sixteen-bit DEC integers will appear per 36-bit 

cp-e integer read. 	The data file in the ÇE-6 consists of a 

series of fixed length records. 	The records will be 128 CP-6 

words in length, corresponding to a block of 512 DEC bytes. 

A Fortran unformatted READ statement of the form "READ (22) 

[K]r can be used in order to read the data from the data file, 

where 

22: 	is a logical unit number (it is arbitrary) 

K : 	is the output  list 

In our case, since every record contains 128 words, a 128 array 

list has to be used as an output list. 	Before invoking the 

program containing this READ statement, one would give the IBEX 

comMand: 	!SET 22 [file naine].  

As we mentioned above, the data output is somewhat 

scrambled. 	In the sequel we shall try to explain with a 

particular example the procedure which should be followed step by 

step in order to unscramble the data. 
4 

' Consider the following 36-bit CP-6 integer word in octal 

forM: 
1:1 
1 110 001 . 256 011 
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That 36-bit word contains two sixteen bit DEC integers. The 

period separates those two numbers. Therefore every half CP-6 

word contains two DEC 8 bit bytes which are scrambled. The octal 

byte representation of the above word will be: 

110 001 . 256 011 

In order to find the actual integer number, we should follow the 

› 	steps: 

1. 	Reverse the order of the bytes of evexj CP-6 half word, 

i.e 

001 110 . 011 256 

2. 	The binary equivalent is 
A 

000 000 001 	001 001 000 	900 001 001 	010 101 110 

î 8-bit 	\---e  8-bit 	î 8-bit 	%----57  8-bit 

0 	 0 

3. According to the above pattern we form the new binary 

equivalent by deleting the 10th and 28th bits and inserting 

zeroes in the first and 19th positions as shown. 

000 000 000 	101 001 000 	000 000 100 	110 101 110 

4. The above binary number in octal form is 

000 	 510 	 004 	 656 

Therefore the octal unscrambled equivalent fOrm is 

00510 . 004656 

which corresponds to the decimal integers 

5 1( 82 	5 x n-1 o +  0 x8° = 328 

4x8 3  4 6x8 2  + 5x8 1  + 6x8 0  = 2478 

In our Fortran program the GETTWO subroutine performs the 

appropriate unscrambling operation. 
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5V  7777 8  

126 INTEGER ARRAY READ FROM THE 
DATA  FILE.READS THE WHOLE RECORD.. 
TEMPORARY . ARRAY WITH UNSCRMBLED 

• DATA.CONTAINS FIRST HALF OF EACH 
CP-6 WORD. 	 . 	. 
TEMPORARY ARRAY WITH UNSCRAMBLED 
DATA...CONTAINS SECOND 'HALF OF EACH 
CP-6 WORD. 
CONTAINS THE UNSCRAMBLED DATA IN 
A SEGUENTIAL ORDER.' 

;. 	• 
• 

I 

I t ' 
CO1 

Correspondence of integers to signal values, e.g., 

	

-5 V 	0000 8  

	

0 V 	40008 

The following FORTRAN program performs the appropriate 

unscrambling operation and stores the unscrambled data in array 

for further processing. 

THE FOLLOWING PROGRAM READS AND UNSeAMBLES 
C DATA FROM THE CRCMDAA2D DATA FILES,..:- . 

C INT(129): 

.n • 

INTEGER INT(126),`IL0(128)7IHI(128),RC(256) 
_ 

D0.100 I=1p10172 
READ(22): (INT-CI1).TÈL=1.,120)......_ 
IF(I.LE.99) - GO TU 100 

C IHI(126): 
C 	• 

- 

C 
C IL0(1:29): 

,C 
C RC(256): 
C 

' 	C 

PRINT-11DATA, BLOCK" 
WRITE(23,10):-.(INT(I2) i2=1 f 12S) 

10 !FORMAT( (4013 )). . 
- 	DO 50 ..17-- Ip126: . . 

..CALL:GETTWO(M.T(J),ILO(.J)FIHI (J )) . 
RC(2*J)=ILO(J) ' • 
RC(2*J-1)=IHI(J) 

50 CONTINUE 
WRITE(23p20) (RC(I3),I3=1,256) 

20 FORMAT(13I6) 
100 CONTINUE 

STOP 
END 
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; 	SUBROUTINE GETTWO(INT,ILO,INI) 

C SUBROUTINE UNSCRAMBLES INTEGERS CREATED-BY 
C DEC RSX-11 TAPE. 

•C-- 	 • 
C INPUT: INT(36 BIT INTEGER READ FROM TAPE) 
C OUTPUT: IHI(FIRST SEGUENTIAL 1 6-BIT INTEGER) 
C 	 ILO(SECOND SEGUNTIAL 1 6-B)T INTEGER) 
C NOTE: 	1 6-BIT INTEGERS ARE TREATED AS UNSIGNED 
C CONSTANTS .THUS,IF.NEGATIVE INTEGERS ARE EXPECTED? 
C THE ROUTNE MUST BE MODIFIED TO ALLOW FOR SIGN 
C 	PROPAGATrON....".. -., • 	' 	 ... 	• 
C 	 • . 	. 	. 

ILO=IAND(IN1725.5) 
• •ITEMeIAND(INT71305G0) . 	. 	. 

	

ILC1..9).+ISLLITEN1 _-1.9) I 	 . . 

/ 
• IHI=IAND(ITEM21253) -- H 	 , 

ITEM=IAND(ITEM2/13060) • 
IHI=ISL(IHI70)+ISL(ITEMr-S) 
RETURN ' 
END 



;J The fClIowing JOB file has been used in order to mount and 

coPy on disk the magnetic tapes with file name 'CRCMDAA2D'. 

eetween the CP6 library names and the tape names there is the • 
following corr.espondence: 

I 
AA0066 	CRCMDA 

AA0067 	MDA 002 (Oct.13) 

AA0068 	MDA 002 (Dec.3) 

AA0069 	MDA 003 

AA0077 	MDA 011 

!JOB 
!RESOURCE LT(000BPI)= 
!MESSAGE PLS MOUNT TAPE AA007S AE: MDAWO NCRING.,„ 
!PCL 

MOUNT LT#MDA0i.0 
REW LUMDA010 
L(A) LT#MDA010 
REW LT#MDA010 
COPY LT#MDA0j0//CRCMDA,A2D 1  TO CRC11DAA2D 
REW LT#MDA010 
R EL  LT#MDACOO 
END 

• 
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-* 	* I F 1 e '2 e••.e N2 /  = (W0, W 1 ,...W 2N 1-1 ; ere ( 2) 

previous data 
decisions 

/N 

an 

(3) 

Appendix B 

FAST  RECURSIVE LEAST SQUARES  (FRLS) ALGORITRII  APPLIED  TO A 

DECISION FEEDBACK EQUALIZER  (DFE)  

Parameters: 2N1 forward complex tap coefficients (Wi
*

) and N2 

feedback tap coefficients (Fi * ). p1=2 complex channel outputs 

enter equalizer in each symbol interval._ Total number of 

coefficients N=2N11-112. 

. Equalizer output  at n111- symbol  interval: 

Q n  = C(n-1)
* Z(n) 

where C is tap coefficient vector; • 

( 1) 

Forward Tap 	 Feedback Tap 
Coefficients 	 Coefficients 

and Z(n) is the N-dimensional vector of equalizer inputs; 

^ 
Z(n) E (y(nT) , y(nT-T/2) 	y(nT-N T+T/2) . a 	, n-N2 ) 1 	i 	n-1 

complex channel output samples 
at T/2-sec. intervals 

Desired  output  at ri-t-11  symbol interval: 

Error  for adaptation: 

e(n) = a n  - C(n-1) *  Z(n) 	 (4) 
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y(nT) = y(nT-T/2) = 	= 0 for n < 0 • (5) 

where %5 is a positive constant 

t • 

Initialization at n=0 of FRLS algorithm 

1\i'-dimensional complex vectors: 	k(n ), C(n),, /, g.(n) 

eith C(n) = k(n) = 0 for n=0 
' 	1 

N-by-3 complex matrices: • 

; 	)1i 
U F(n) = B(n) = [ C] for n=0 

(6)  

(7)  

1 

3-by-3 complex matrix: 

1 0  O. 
I 	E33(n) = ô 	0 1 0 

0 0 1 

for n=0 	 (8) 1 p 
11, 	

The following will be 3-dimensional complex vectors: 
, 

i3(n), f_3(n) ' , 113, P3(n), 13(n),m3(n),12.3(n) 

r ' 

Real -valued scalar: 

r(n) = 1 at n=0 
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\, 

Form 	1(n) 

2-3(n) 

as sh6wn in Figure 5.2 

2c._3 
nn •• 

from (17) 

- 
[( .n Form 	Zsni...., 

P 3 (n) 
_ 

in exactly the • 
from ( 1 8 ) 

r .13 (n) 

z ( n) 

same way. 

FRLS  Algorithm  for n > 1: 

i3(n) = vector of 3 newest  inputs  to DFE 

( 

y(nT-1-T) 

E. 	y(nT+T/2) 

an 

A3(n) = vector of 3 oldest  inputs to DFE 

( y(nT-N1T+T) 

• 	E 	y(nT-N1T+T/2) 

^ 

L3(n) = .b(n) 	F(n-1) *  Z(n) 

F(n) = F(n-1) -- k(n-. 1) f3(n) *  

i3(n) 	= r(n-1) f3(n) 

E33(n) = XE33(n-1) 4- 23(n) f3(n) -*  
= E33(n) -1  f3(n) ». 

 / = k(n-1) 	F(n)  2 3 

( 9 ) 

(10) 

(11)  

(12)  

(13)  

(14)  

(15)  

(16)  
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I23(n) = A3(n) + B(n-1) *  7..(11+1) 	 (19) . 	- 

11(n) = [B(n-1) 	&(n) b3(n) * ][I33-1!.3(n)b3(n) * ) -1  

where 133 = 3-by-3 identity matrix 	 (20) 

n 

; 

k(n) = g(n) 	B(n) 113(n) 	 (21) 

r(n) = [F(n - 1) - f3(n) "x31[1-113(n) * b3(n)] -1 	 (22) 

Constraints: 

If Im( 1-113(n) * b3(n)) = 0 set it to 0. 

If 1-u3(n) *b3(n) is negative set it to .00001. 

If  1- U.3(n) *b3(n) exceeds 1 set it to 1.0. 

If Im(r(n)) 	0 set it to O. 

If r (n) < 0 set r(n) = .00001. 

If r(n) > 1 set r(n) = 1.0. 

Tap  Coefficient  Update: 

C(n) = C(n-1) +  in-1)  e(n) * 	 (23) 

where e(n) was determined in (4). 

Restart mechanism initiated at n=K: 

Initiate restart exactly as in (5)-(8) withthe following 

exceptions: 

Do not reset C(K) to 0 at initiation of restart unless 

measured MSE has been high. 

(1) 
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(2) During restart interval use auxiliary LMS algorithm: 

e(n) Lms  = an 	P- ( n -1) Lms *  1( n) 

C ( n ) LMS = P. (n -1)LMS 	ye(n)Lms *  Z.(n), 

with Ç(K-1) LMS.  C(K1) 

and_where (â n ) are decisions Obtained from output of LMS 

DFE. 

(3) Durin&  restart interval  for FRIS algorithm replace e .(Ï1) in 

(4) with 

e(n) = 	- C(n-1) LMS*  Mn) (-) 	C(n- l)  

where Z(n) t-)  is Z(n) with all components which entered at 

n > K replaced by 0 and i(n) is Z(n) with all components 

which entered prior to n=K replaced by O. Then in the FRLS 

algorithm during restart, replace Z(n) by Z(n). • 
Ine• 
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