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Abstxact

Data communication at rates near or above 2 kbps on 3 khz-

- bandwidth HF radio channels is subject to impairment from severe

linear dispersion, rapid channel time variation anq severe
fading. In this investigation recorded 2.4 kbps QPSK signals
received from HF channels vere processed to extract a time~
varying estimate of the channel impulse response, and also to
simulate a fast-adapting decision feedback~equalizing receiver.
From the estimated channel impulse responSes’performénce—reiated
parameters were computed for ideal matched filter, maximum-
likelihood sequence-estimation (MLSE) and decision feedback
equalization (DFE). The resﬁits indicated that the simplex DFE

receiver suffered bnly a small theoretical performance

degradation relative to the more complex MLSE receiver. Other HF

channel impulse response statistics were also obtained to shed
light on equalization and filter adaptation techniques  LMS and
FRLS (fast recursive least squares) adaptation techniques wvere
investigated for DFE receivers, including new FRLS restart
procedures for mitigating numerical instabilify problems. While
the FRLS algorithms offer faster channel—tracking capability in a
high-SNR environment, the simpler LMS algorithm may be favoured
on a cost-benefit basis for low-SNR HF channels. Techniéues of
carrier and bit synchronization were also proposed for QPSK

signals on fading HF channels.
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1. INTRODUCTION

The possibility of realizing a long range (few Km to
several thousand Km) link gives the H.F. portion of the spectrfum
(2-30 MHz) a special place in the world of communications. -With

a very little expenditure in the form of equipment, time and

manpower, a communication link with a moderate to high
reliability coufd be established. The key to sﬁch a link lies in
the presenté of ionized layers between 40 to 500 Km above the
surface of the earth. These layers, discovered in the 19207,
were found to possess the property of reflecting (o? refracteug)
the electrbmagnetic waves, to give the commﬁnicator”a fairly 1bng
range.

The mid-seventies saw sharp rise in the availability of-
communication satellites for long~distance digital communications
systems.  However, the vulnerability oflthe satellite to modern
sophisticated weapons, and its longer delays in recovering from
the radiation effects of a nuclear explosion, has led to renewed
interest in HF channels for military purposes. This is because
of the rapid recovery of the ionospheré from nuclear shock, as
well as its physical indestructibility. There are also many
civilian applications of the HF band for low-cost communication
links to distant-remote sites on land or at sea.

In satellite communication, the communicator’s primary aim
to establish a link is to provide acceptable signal to noise
ratio at the receiver; howvever; for the H.F. communication, 1in
addition to good signal to noise ratio, one has to resort to some

form of signal processing at the receiver (or at the transmitter)




.
| ‘ :
to increase the reliability of the link. ' This study is concerned
I . 4 S :
with reception techniques for relatively high speed

(appfoximaLely 1 bps or higher per hz of bandwidth) digital

communications on HF channels. The specific.approach is to
ot i .

,siﬁulate receiver processidg of reborded digitized signals that
;' . .
resulted from transmitting 2400 bps QPSK-modulated data over

P [ )
Aacfual HF channels. These recordings were made and provided by

thg,ébmmuhicatioﬁs Research Centre of the Department of
R A | .
Cdgkupicatfons.

| : Chapter 10 summarizes the majo; conclusioﬁs of the
gestiggti.lon.

inv
coh .
: H

t

™.




2. HF CHANNEL CHARACTERISTXCS

——— e

Over short distances, HF radio waves propagate between the
transmitter‘and the receiver via three basic modes, i.e., ground
waves, tropospheric propagation (LOS) and skywave (reéulting in
the reflection from the ionosphere. As the transmitter-receiver

\

distance is increased, the ground wave and LOS propagation suffer

‘increased attenuation due to ground conductivity and the eaxth’s

curvature respectively. Therefore, for larger distances, only

the ionospheric mode of propagation surxvives.:

2.1 Yhe Jowmosphere

The literature on ionospheric studies 1is extensive.aﬁd
several.books and conference proceedings are available 1in the
6pen literature [Bet 67}, [Pic 74}, [Agar 1979], [YL 72}, [Tom
771. The Consultative Committee for International Radio, CCIR,
also publishes periodicaily on ionospheric predictions.

ft is beyond the scope of this report to go intu the details
of the mechanisms which contribute 'to the formgtion of the
ionosphere. It is sufficient to say that the sun’s radiation,
aha meteorites travelling through.the atmosphere, are major
causes of the existence of the ionosphere and physical
environmental conditions such as solar flares, and the earth’s
magnetic fields aff;ct its characteristics. The detailg of these

and other contributors to ionospheric changes are documented in

{Pic 74].




The ionosphere has four distinct layers - D, E, Fl and F2

dufing the day, and in the night only F, formed as a result of Fl

1

an?in layers combining, is in existence. Table 2.1 summarizes

-the -layer structure.

w The heights of these layers fluctuate; also the layers may

pe d
L. ‘ .
unﬁergo severe irregularities (or inhomogeneities) due to

environmental conditions. These effects lead to severe
prdbagation conditions, an understanding of which is essential in

eff1c1ent use of the channel.

Table 2.1

i Summary of Ionospheric Layers Structure
|

|
l
|

ﬂ Approximate : - Possible Transmission Distance
Layér‘ Height and Effective Effect on HF Waves by Reflection by the Layer
EL- Layer ‘ Period (3-30 MHz) Single Hop Multihop
t -7 Thickness ) Propagation = Propagation
D 70-100 Km Day Absorption - Does not reflect HF waves
E 100-140 Km Day Refraction Up to 2500 Km  All distances
i . : o except
Fl1 150-250 Km Day Refraction Up to 3000 Km  2500~4000 Km
F2 250~500 Km . Day Refraction Up to 4000 Km  All distances

L !
F 300-400 Km Night Refraction Up to 4000 Km All distances
i B

(A

2 2 Hultipath Propagation

N
lt : . . . N .
I“ One of) the major sources of problems in HF communications is

tbq multipath effect which arises due to multimode propagation
i ) . .

between the transmitter and the receiver. Multiplicity of mode
o 1 . . -

may!arise due to the presence of ground sky, and tropospheric

-t

vaves at the recelver at short distances or due to refraction of
- 1V r

_‘rays_pf the same wave from E, Fl, F2 layers. As a result_the

. 1 . ' . . .
51ggals from various modes of propagation arrive at the receiver
vith phase‘delays characteristic of the path lengths. It 1is

generally recognized [WJB 70] that there is usually a relatively

Vad




small number of discrete paths through wﬁich the wave bropagates.
Therefore, when an impulse is transmifted, the impulse signal
received is due to the superposition of thé channel impulse
resbonses with differential delays, resulting in an elongated
impulse respouse or time dispersion. This time dispersion gives
rise to iﬁtersymbol interference.

£ thgse differentiél delays, due to a number of discrete
paths, remain constant, then the Qignal ‘Processing at the
receiver woﬁld be relatively easy. However, these differéntial
delgys may fluctuate due to solaf flares, magnetic storms and
sudden ionospheric disturbances (SID). For a time invariant
channel presence of differential delay produces fixed inband
frequency selective fading of thé signals. “When the
Vcharacteristic channel is no longer time invariant, the frequency
components which fade wander in the band.

The Sudden Ionospheric Disturbances (SID) may also result in
short wave fade~outs (SWF) due to the D-~layer. Such féde—outs
are relatively rare, but may last for seQeral minutes.

The time dispersion decreases,.in general, with the increase
in the range due to reduction of propagation paths. Fixstly, an
increase in the range 1s generally effec;ed>by using a frequency
closer to the maximum usable frequency (M.U.F.); Thus the
possibility of 'refraction from E or Fl1 layers is considerably
feduced,'so a reduction in time dispersion follows. Secoundly, an
increase in the range virtually eliminates the ground and
tropospheric modes of propagation,

Typical time dispersion for the ranges of 200, 1000, and

2500 Xm have been measured to 8, 5 and 3 m sec respectively [wadn




‘70] Goldberg [Gol 66) suggested similar figures for the time
‘ .

dispersion, but indicates that a maximum time dispersion occurs
j . . .
forﬁthe range of 2500 Km. .For a good path and proper frequency

sélqétion, the time dispersion can be reduced to approximately 1
I .

I

msegl vhich gives a correlation bandvidth of approximately 1 Kilz.

Even for‘atsingle mode of propagation,.an irreducible time

dlSperSlon of 100 usec has been estimated dueto roughness of the

1onosphereol This corresponds to the 10 KHz Porrelatlon bandwidth

of the channel.

233lexéqueggg Dispersion

For’a gingle path propagation mbde, a transmitted sinusoid
is réceiveé as alﬁand of frequencies (known as frequency
disﬁepsion? and is due to the time variant nature of the
reflecting hedia. Such a shift in.the signal frequenciés is
caused by the time variant height of the ionosphere layer
enforcing the propagation mode. The frequency dispersion is
predominanﬁiy due to the fast F layer heiéht fluctuations as
combared to;the E layer fluctuations whicﬂ'are relatively slow.
It is hardqto measure the frequency dispersion due to the
problems associated with the aetection of a very small fraction
of a Hz. FJequency dispersions of 0.01 to 1 Hz are common. The
reciprocal of tﬁe frequency dispexsion is known as correlation
time and is a measure of the fade intervai. "It is seen that the
‘fade interval may vary between 1 and several tens of seconds,

which is much 1ongér than the bit interval of the data over the

channel.

——




2.4 Fading

Due to multiple propagation modes, each with time variant
differéntial dglays due to variation of mean path length of the
modes, the received signal strength varies with time. Fading
rate is defined as the inverse of the period of two consecutive
minima and the shortest such period (or rapid fading) is
produced by polarization fading as a vesult of theAearth’s
magnetic field. Fades are more frequent (10 -to 15 fades/minute)
at dawn and in the evening periods and have a narrowver spread.
The fades at midday show rather wider spread (0-50 fades/minute)
[Mas 82). The deep fades of 5 or more minutes duration are
largely due to increased absorption in the D layer gf the

ionosphere.

2.5 Delavy Distorxtion

A typical delay vs frequency ionogram 1s shown in Figure 2.1
[BF 75] and it reveals the non-linear nature of the delay
characteristics close to the M,U.F. This produces a rapid chénge
in the group delay with the signal frequency. Inston [Ins 69]
has estimated that a typical rate of change of group délay with
fréquency is approximately 5x1076 usec/Hz. The delay distortion

could be reduced by judicious choice of operating frequency.

2.6 Sunmmary

Researchers agree on most of the findings regarding HF
ionospheric channel characteristics. The channel is time variant
and produces time and frequency spreads. The typical time

dispersion is measured to be between 3-8 msec. and depends on the




range. In certain girqumstanceslthe channel behaviour 1is
.perfect; The frequency spread is in the order of a fraction of a

§eqoﬂd and the chanmnel is short term statiomnary. There 1is

Lsually a sLall number of discrete modes of propagation typically

é ﬁo:ﬁ. -

.: f JTﬁe channel also affects delay distortion when wvorking close

foy£ ; Magimum Usable Frequency (M.U.F.) aniﬂthis distortion

EdoJld{bé réduced by‘howeringAthe operating frequency. However,
itﬁmay lead to anzinerease in timg dispersion, so a compromise
ST - o

'fr;qugncy %hould be soughi. Moreover, frequency bands yieiding

;ﬁthﬁest trangemisgsion conditions may also have>the most

|

! . .
interference from co-users. Thus it 18 essential to design

tr#nsmitters and receivers capable of operating in and adapting
!‘". ! : .

to hon-ideal propagation conditions on HF channels.
t '

|
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3. HIGH SPEED SYNCHRONOUS SERIAL DATA TRANSMISSION ON HF

CHANHELS

Because of the extent of a typical HF channel’s time and
£requéncy dispersion, digital.transmission at a bit rate on the
saﬁe order .as or greater than the channel bandwidth is considered
"hiéh speed”, "and requires relatively sophisticated receiver
procesaingi In this study we foéps attention on 2@60 bps

transmission using QPSK modulation over 3~ khz-bandwidth HF

channels. Higher data rates and alternative modulation formats

suéh as BPSK or multiplé~carrier are poséibie, but the 2400 bps-

QPSK signgl format is very representative of current HF
transmission eQuipment; a 2400 bﬁs data stream could support
vocoder=digitized speech. |
For a;linearly-modulated QPSK data signal passed through a
.1inear channel, the channel’s bandpass output.waveform can be

represented as the real part of a complex waveform;

‘where hc(t)* is a complex-valued baseband impulse response
gécountinq for transm;tter filtering, the current channel
;eéponse and receiver RF or IF filtering. The astefisk denotes
complex conjugate. ‘The parameter f, is the carrier frequency.
The complex-value a; are the data symbols; for thé éase of QPSK,
'éach ;n takes on the four possible values (+1 +3j)//2 where j=v/-1.
Thé symbol:interval is.T seconds, so thaf the bau& rate is 1/7T
L :
‘coﬁﬁlex—valued déta'symbolé per sec. In the case of 2400 bps

QPSK, 1/T lis 1200 hz. The complex waveform np(t) represents

additive noise. After a demodulation stage in the receiver

10

r(e)=v2 Re [ I ap he (e-nT)™ exp(janfqot) + np(t)] (3.1)
n




(multiplication by V2 cos (2rf t)and by ) sin(27f ) and low~pass

filtering the baseband channel output can be presented by the

complex-valued baseband wvaveform
y(t) = I ag h(t-nT)™ + v(t) - (3.2)
n

where h(t)™ now includes ﬁhe low pass filters and v(t) is a
complex noise waveform. The real and imaginary parts of y(t) are
the outputs of the cosine and sine demoduléZors respectively.
The complex basebaund impulse response h(t)™ also includes any
channel phase shift. The complex rep?esentation of passband and
baseband signals is more fully described in [Ung 74] and [Fal
76al. |

The receiver’s demodulator is usually breceded by or
includes a AGC (automatic gain control) to minimize the variation
in the received signal level caused by severe fading. A symbol
timing recovery subsystem is also necessary to ensure that the
demodulated signal is sampled with the correct frequency 1/T and
phase. The symbol timing problem on HF channels is intensified
by the possibility that abrupt changes in the multipath pattern
may change the channel”s delay equally abruptly. Such an event
can cause temporary loss of synchronization.

The demodulating carrier must also be synchronized, at least

in frequency, to the transmitted carrier f . Frequency

differences between transmitter and receiver oscillators,

typically on the order of 100 hz or less, must be compensated by

"the carrier recovery subsystem.

11




Optiﬁization of the demodulating cér:ier’s phase shift is
not so important, since any fixed phase shift may be compensafed
Qithout penalty by a complex equalizer [Fal 76a] [Fal 76b]. A
time~varyiﬁg ﬁhase sﬁift, caused by channel fading, may be
regarded as part of the channel”s complex baseband equivalent
impulse response.

Figure 3.1 shows the "front end"” of a synchronous receiver.

; ! |

- -

The c&gpiex'demodulatbf output y(t) is assumed to be sampled at a
ﬁui;iple of the sypﬁol rate 1/T which is above the Nyquist rate.
?oét ;sefu% data signals, including those in our simulations,
ﬁave excess bandwidths of less than 100%, and therefore a
sampling rate of_Z/T (2 samples per symbol), is appropriate., The
rgsulting samples are the input to the equalizer, Note that the
front-end sgructure-of Figure 3.1, including faster-than-Nyquist

sampling, causes no performance penalty if the noise is white and

gaussian; the sequence of samples of y(t) is a set of sufficient

statistics|for estimating the sequence of data symbols with
minimum error probébility.[Ung 741, [vH 81]. Sampling and
éubsequent equalization at the lower rate 1/T is also possible,
but.in this case, the system pérformance is more sensitive to the
choice of sampliﬁg phase, and to channel delay distortion.
Ref?rence [Gcw 811 discusses Fhe advantages of T/2-spaced

°

Yy - o
equalizers over T-spaced equalizers.
1 . i

I |

The existence of several distinct more or less independent

transmission modes (multipath) on an HF channel reduces the
likelihood that a deep fade occurs (in which all paths fade
simultaneously). However in return for this inherent diversity

advantage of multipath, it wmay dintroduce severe frequency

12




selectivity; Attempts ¢to compehsate for severe frequency
selectivity (implying nulls or near-nulls in the channel’s
enhancement and poor performance [MP 73}, [Pro 75], [Mes 74].

Thus a nonlinear equalization technique such as decision feedback

" equalization (DFE) or maximum-likelihood sequence estimation

(MLSE) is necessary. The effective duration of the complex
baseband channel impulse response to be equalized is typically in
the range of 2 to 8 msec. For a!2400 bps QPSK system with a
symbol rate of 1200 hz, this amounts to an impulse response pan
between 1 and 10 symbol intervals.

Significant time variability in the channel’s impulse
response oﬁer a;period of several tens or hundreds of symbol
intervals necessitates fast and accuréte adaptation of the
equalizer's_parameters to the channel. The simplest LMS type of
equalizer adaptation algorithm very effective for slowly-varying
channels such as telephone channels [WH 60]. However there is
somé question as to its tracking capability for typical HF
channels [uGopp SO]K [Hsu 82]. In recent yeérsvfilter adaptation
algorithms have been devéloped, based on recursive least squares
estimation criteria, which in a sense offer the fastést-possible
convergence to the optimal set of filter parameters in a time-
invariant situ;tion. These fast algorithms have the potential
for fulfilling the fast-tracking requirements of HF channéi
equalization.

The adaptive algorithms for the HF channel equalizer, and

possibly also for carrier and timing synchronization, use the

13



receiver’s decisions on the transmitted data symbols as a

reference. The effect of occasional decision errors should have
a negligible effect on adaptation. However occasiomnally,

"catastrophic" fades can occur, which cause a long sequence of

errors and during which the equalizer "loses track" of the

channel. An important system design question concerns "crash
! 0

"recovery" measures which minimize the time spent in recovering

from such a catastrophic fade.
In Chapters 4, 5 and 6, we discuss the application of

nonlinear equalization methods, fast filter adaptation methods,

and synchronization techniques respectively to high-speed digital

transmission on HF channels. A modified fast recursive least
squares algorithm is introduced and its appliczction to channel

iupulse response estimation is descrited. Chapter 7 describes

‘the simulated receiver processing. Chapter 8 compares the

attainable performance of DFE and MLSE equalization on actual HF

channels, based onm the results of channel impulse response
measurements, Statistical characterization of HF channel impulse

@h*

‘response;propefties, relevant to equalizer design and

'
t \

performance, are also reported. Chapter 9 describes the
"simulation of an adaptive DFE receiver on actual HF channels.

Chapter 10 provides a summary .and conclusions of this study.

vy
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4, CHANNEL BQUALIZATION

S
Eyl

i
b

For high speed serial digital transmission over fading HF

channels, one is forced to consider adaptive equalization
i i .

- techniques for channels with severe linear distortionm.

| : .
Adaptétion problems are deferred till the next chapter. In this
1 i N i

hhapger weidiscuss appropriate equalization techniques.

af;Linear equalization, vhile effective for telephone channels,
R i t
o :

: Fla LR R . :
canltincur a significant noise enhancement penalty when used to

1
1

compensate for intersymbol intérferen;e on more severely
distorted channels [Pro 75), [Mes 74]. 1In particular, a linear

equﬁlizer tends to amplify the channel noise at those frequencies

mo%g attenuated by the channel, in an attempt to produce a flat

oVé%all fréquency‘reSponse. Consequently nonlinear equalizationmn

-meééods such as decision feedback equalization (DFE) and maximum-
| : :

likeliﬁoodésequence estimation (MLSE, also known as the Viterbi

Algorithm) appear to be more appropriate for the HF channel.

| |
I i
i :

% . !
.4-q. MLSE EBqualization
i

If the channel noise is assumed to be gaussian, then the
l R

receiver that is optimum in the sense of extracting the most

Wi

:li&ély sequnce_of a priori equiprobable data symbols from the
! | : - .

received waveform y(t) is a MLSE receiver. Formey [For 72] first

showed the application of this algorithm to chamnnel equalizafion,

A variation of the algorithm, and its extensionm to passband
s

Jmoahlated data vas proposed by Ungerboeck [Ung 74]. A versiom of

1

the MLSE receiver .which uses Nyquist~rate sampling and requires

no channel-dependent analog filter is described in [VH 81]. \Note
i .
|

1
I
t

i
i
'
i
' i
3
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that these versions of the MLSE algorithm differ only in their
implementation; each would extract the same maximum-likelihood
sequence of data symbols from a receive waveform.

Assuming Lhat 2/T is above the Nyquist rate, the complex
baseband waveform (3.2) can be sampléd at the rate 2/T without

degradation. Then the MLSE receiver determines the maximum-

likelihood sequence of data symbols {ay} which minimizes, up to

time n, the running sum [VH 81].

n .N~l‘ g 2
J = I 2 h@T) a, _ -y(kT)
B =0 ! w=0 k-m
n N-1 * 2
+ 3 T h(@TH+T/2)  a, - -y(kT+T/2)
- k-m
k=0 |m=0

(4.1)
where NT is the time duration of the chamnel’s impulse response.
The MLSE algorithm must obviously know or have an accurate
estimate of the 2 NT saﬁples of the channel impulse response
h(t)* at T/2 second intervals.

Ungerboeck”s MLSE receiver requires a matched filter at its
iﬁput, vhile Formey’s requires a "whitened matched filter",
which, 1in the case of white no;se, has a Nyquist-equivalent
freguency response uniform in mégnithe (therefore causing no
noise enhancemernit) and tends to yield an overall sampled impulse
response that i; minimumfphase. It was pointed out by Price [Pri
72) and Forney [For 72] that this whitened matched filter is the
same as the front egd filter of an infinite-leﬁgth zero-forcing

decision feedback equalizer.‘ MLSE receivers employing adaptive

decision~directed estimation of g priori unknown channel impulse

17



résponses_were studied in [MP 73] and [Ung.74]. Figure 4.1 shous
a biock diégram of such an adaptive MLSE receiver.

| The computational and storage requirements‘of the MLSE
reﬁﬁiver increase exponentially w;th the.duration of the

channel”s impulse response. For a QPSK (four-phase) system in

which the impulse response of the chanmnel plus transmit and

»receive'filters épans N s?mbol-intervals, the number of distinct
channel g;éggg (vhich is also pfoportionél“lo the number of
A , » A
meery 1oc;tions and MLSE algorithm operationg required per
outéut dataisymbol) is 4“. The metric Jo is compufed and stored
fo:jgach state in!each symbol .interval, as is the mosﬁ likely
seq&énce oé data sjmbols leading to each state. .The MLSE
qlgorithm's‘delay in releasing reliable data decisions (prior to
"where the paths merge) is typicélly'on the order of 5 times the

channel’s memory.

COmplex1ty con81derat10ns limit the appllcatlon of the MLSE

algorlthm to short-impulse- response channels. Adaptive receiver
ol

structures whlch pre equallze the channel output so as to create
1

an overall ;mpulse response of short duration were described and
, ; .

evaluated in [FM 73], [Mes 74], and [FM 76al, [FM 76b]l. Another

approach; explored in [McL 80], called for ignoring all but a

short, judiciously chosen portion of the channel impulse
Sk : o ’

response.’ The ignored portionm contributes ‘intersymbol
o - |

1nterference. This approach results in only a small degradation
T o
within a few symbol intervals. It was found to yield good

results for 2400 kpbs data transmission on a fading HF channel

under the assumption that the effective impulse responée duration
i

| | 18
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was less than about 2.5 msec [CTLL 82]. Howvever, the possible

occurrence of longer impulse responses (up to say 8 msec) or the

‘use of higher bit rates would yield a less attractive

performance/coﬁplexity trédeoff for this appréach.

The pre—edualizgtion'approach mentioned earlier can be
employed with an adaptive}y-adjusted [FM 73], [Mes 74] or a fiXGa
[FM 76a, b)] overall impulse response. Because of the very wide
variation of the HF channel, an adaptivelyvadj;;ted ghort overall
impulse response would be preferable. Several authors have
advocated a short decision feedback equalizer impulse respdnr as
an ideal overall impulse respomnse [Mes 74], [Dc 78]. The

pre—equalizer in this case is the forward filter part of an

adaptive decision feedback equalizer (DFE) with only a few (say

less than 5) feedback taps. The feedback tap coefficients then

constitute the overall impqlse response used by the MLSE
algorithm. The forward filter approximates a whitened matched
filter, the opimum front-end of Forney’s MLSE receiver [For 72].
It is important that for QPSK signaling, the DFE forward and
feedback tap coefficients be allowed to be complex. If the
feedback taps are constrained to be real, poor pérformance can
result [FM 76bl. |

A related MLSE receiver with a DFE frqnt end was discussed
in [LH 77]. I; this case the overall impulée response of the
channel and forward DFE filter is shortened by estimating and
subtracting the intersymbol interference due to all but the few
most recenp data symbols before processing with the MLSE

algorithm. This estimation and subtraction is carried out by a

19




conventional DFE making preliminary decisions. In this system
1 . I

the MLSE performance is affected (adversely) by any preliminary

errors made by the DFE.

4.2 DFE (Decision Feedback Equalization)

)

'Figure 4.2 shows a block diagram of a decision feedback

equalization (DFE) receiver. The forward filter is a transversal
e v ’

filter whogﬁ inputs are samples of the 6om§1ex”baseband channel
outpuf saﬁpied either at T/2- or T- second intervals. The
feedback filter is a T-spaced traﬁsveral filter whose inputs are
pfeiious data'symbol decisions En- "The input at time n to the

- quantizer is

2N, -1 N
Q ; W y(aT-nT/2) + ’ F A
:ls ! n m=0 m m=1 m n-m

' ; - o (4.2)
vhere {Wm*i are 2N1-comp1ex forwvard tap coefficients and {Fm*}
are No complex feedback tap coefficients; Equation (4.2) can
als%

L
vectors

be expressed as a scalar product of two complex partitioned

Q= ¢¥ z(n) (4.3)

where the asterisk stands for the cbmplex conjugate transpose and

—

ot _ (W* o - SN o . *)
— = ] §To e e — ] 2 y oo
o’ 1 . 2Nl 1171 2 N2 (4.4)
and
2 = (yan”, y@r-r/2)" TN, T47/2) " )
FA = Y(n),}’n"‘ )9"Y(n—l ) : (4.5)
L % ~ b
| an-l s oo an-Nz )
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The forward filter tends to produce an overall cgusal
sampled impulse response (with as much enmergy as possible in the
first sample). The freedom from noise enhancement and consequent
superiority of decision feedback equalization over linear
equalization was shown in [Pri 72], [Sal 73] and [FF 73]. A
series of papersby‘Monsen [Mon 71], [Mon 731, [Mon 74}, [Mon 77
established its value in fading dispersive radio channels. A
potential problem in decision feedback equalization is error
propagation-~feedback of erroneous decisions affecting later
decisions. An upper bound on the error-multiplicative effect of
error propagation reported in reference [DMM 74] indicates that
error propagation is not an overvhelming problem if the ﬁuﬁber of

feedback tap coefficients is small; the multiplicative factor 1in

N,

the bound is 2 .

4.3 Compaxison of DFE and HLSE

Under the assumptions that the channel impulse response is
known to the receiver, the additive noise is gaussian, anglthat
no prior decision errors have been made, the three types of
equalization are ranked in order of increasing error probability
as: (1) MLSE, (2) DFE, and (3) linear equalization. For
éompariéon purposes, an ideal MF (ﬁatchéd filter) or "one-shot"
receiver, consisting only of a matched-filter, yieldg;the lowest
possible erfor probability in the case where only a single syﬁbol

is ever sent; 1.e. zero intersymbol interference. Thus the

theoretical rankings are:

21




(1) MF (One-shot) receiver (mno isi)
(2) MLSE_receiver
(3) DFE receiver ' ' increasing error

.(4) Linear equalization receiver vprobability

e T D i i S, e T

However, the relative differences in performance depend

QVefall imbulse response of the channel plgﬁ matched filter

,satisfies:the Nyquist criterion, all four have the same error
?robabilityf In general, the more non-uniform is the amplitude-

etéhsfffeduency response of the channel, the greater is the

P ' o .
pread in errvor probabilities of the above four systems. One of

i

v
i
i

s

VQuf goals has been to make a comparative evaluation of the

o . : »
theoretical error performance of - systems (1), (2) and (3) for
actual HF channels, based on their measured impulse responses.
Under the assumption that the channel noise is gaussian and
whiﬁe:with double-sided power spectral density No/z, the
| N . . . . . . .
%heoreticallerror probability per complex-valued QPSK data symbol

is>approximately (for high signal-to-noise ratio) [For 72], [Ung

14], [Pri 72]

: | '
. - Pe = 2Q (d/o0) , : (4.6)
N ] .
where d/0 is an "effective signal-to-noise ratio" parameter
characteristic of each system and
! o t

S
|

oy Q) = 2 Cexp (-y¥/2)dy
o Yor o ox

i t

(4.7)
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The application of (4.6) to the MLSE system is apprdximate,

" neglecting a constant in front of Q [For 72], [Mes 741, [Ung 74].

Equation (4.6) applied to DFE and linear equalizer systems
assumes that they are optimized with the zero-forcing criterion;
i.e. a sufficient number of tap'cogffiéients is employed to
minimize the noise variance subject to zero iﬁtersyxnbol
interference at the decision point [Pri 72].

" For the MF receiver, df is the ratio of the received

.signal power to the noise pover in a bandwidth 1/T, with

1 *© 2 1/2
dp =5 7 ]h(t)]A dt] -
e 4.8)
where h(t)® is the channel”s complex baseband impulse response.

Also,

g = VNO/T : , (4.9)

*

We have obtained estimates of the impulse response h(t) of real
HF channels at T/2-second sampling instants. From Parseval’s

relationship [Pro 83] then,

1 z |n(it/2)|
1

. 2.1/2
MF-[Z ]

d
(4.10)

For an ideal MLSE receiver, the parameter dypgg 15 half the

minimum distance [For 721, [Mes 731, [Ung 741.

min

= : iz L *oe
MLSE = [eo,el, o 5T € € /

m, m J h(t-m T)* h(t-m T)dt]l-2
~m£j) mij) 1 2 —» 1 2 ‘
(4.11)

d

where the { ¢} are possible complex symbol errors

EO = one of { V2, 3¥2, V2 + 3/2}

e, = one of {0, V2, tjyz, +/2 + 3V/2} for 1>0
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i
H .
[

l
4+ TFor the T/2-sampled impulse respomnse, corresponding €O

o
(4.10) we have
.

'd o= [e e, oo F I T e e % 3 % . 1/2
: MLSE  TT0°T1 4 n,20 m,>0 m, m, 3§ h(1T/2-m;T) h(iT/2-m,T)]
o | = .

I “ (4.12)

Ly
‘.I!

CélﬁPlétion of dypgg is a.form of integer minimization problem.
It 1s equlvalent to the. MLSE algorithm 1tse1f. The values of
dMLSE wvere computed for HP channels by searchxng (4.12) over
ever~longer error sequences, giving a sequence of upper bounds,
Aahd.comparing the results to a series of lower bounds, as
descrlbed 1n [Mes 73] The search stopped when the upper and
lower bounds vere thhzn l/ of each other, at which point their
ayerage was taken as dMLSE-

o The loJer bound for error sequences of length K+1 symbols

[Mes 73] is glven by

. min o K 1 n 2 U@
o dpp T legeEps e gy E 21 L Cm Cn—ml
o n=0 m=0
(4.13)
wﬁe;g the {C,} are given recursively by
i i' 2 n~1 .
; ; Cn.= 5 IE (n-m) Po-m Cm n>1 - (4.148)
C (] m=o
with CO = exp (p ) ' (4.15)
i I ‘
L S1/2T1 i '
and /[p, = S —-log (S(f)) exp (j2rfkT)df (4.16)
: Tk 2 : .
1- ~-1/2T :
'S(£) = T £ R(mI) exp(—)2nfmT) ' - (4.17)
m

i
'
i
. '
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R 5%— f h(t) h(ttmT)” de. A :  (4.18)

§

For sampled impulse responses, (4.18) is replaced by

R(m) = T/2 £ h(iT/2) h (iT/2 + mD)"
RS

The parameter d for the DFE receiver is

dppg = 1//T C4 (4.19)

wvhere C, is given by (4.15)-(4.18) [Mes 73] i.e.
| | 1 T 1/2t N
dDFE = ——— exp [5- S 1oge (S(£))df]. i
/T -1/2T | (4.20)
A similar d parameter can be defined for an ideal linear zero-
forcing equalizer, but is not considered further here, because of
its poor performance on channels with severe distortion.
The aforementioned formulas “give the minimum error
probabilities for ideal receivers im the presence of white
gaussian noise. Their relative performance depends on the d

parameter. As alluded to earlier it can be shown that [Pri 721},

[Mes 731

dyrp > dypsE 2 dpFE

While these formulas do not take into account imperfections such

as finite numbers of tap coefficients, non-gaussian, non-white
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noise, inaccurate or time=-varying channel reponse estimates,

synchronization errors, etc., they do provide a convenient basis

for comparison of inherent performance limits for each receiver

technique, as well as a comparison with the zero-intersymbol-

%nterference‘matched filter performance. They are used as a

$ésis of comparison of thevpérformance available from MLSE and

DFE in7Chapfer 8.

: As mentioned earlier, the DFE receiver,'ghile offering the
| .

samé.or worse performance tﬁan the MLSE receiver, detects data
?ymﬁgls witp much lower complexity than an ideal MLSE receiver if
ghg chghnel’s impulse response can be longer than about 3 or &
éymbol intervals. A non-ideal MLSE receiver, for which the
i A : ,

channel impulse response has been shaped or equalized to one with
é shorter dﬁration, may include a DFE as its front end. The
éregtgr cdmplexity of the MLSE receiver's- decision-making
Qigérithm may belpartly compensated by the -somewhat lowver

i

!

complexity of its adaptive channel estimation filter relative to

the complexity of the adaptive filters in a DFE receiver. This
! : ,

vill be apparent in the next chapter.
Y. :iAnother issue that affects the»performahce of the MLSE
receiQer is its sensitivity to errors in estimating the channel
pa:gmeters: impu}se response and phase shift. A comparative
évalugtionjof‘DFE and MLSE receivers on voiceband telephone

s |
‘channels illustrated that for multilevel QAM-partial-response

modulated systems, the DFE receiver is more robust to the
impairment of carrier phase ‘estimation erxors and time-varying

carrier phase shift [FM 76a,b]. A more recent study of mnon-

1

‘partial response BPSK systems showed a lack of sensitivity of

i

[
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MLSE performance to these factors. The relative sensitivity of
QPSK systems should lie between these two extremes, and will
depend on the channel’s impulse response., In fact, an analysis

of the decrease in dypgg due to a carrier phase error A, similar

to that reported in [FM 76a1 for multilevel QAM systems, was done

for a QPSK system assuming a duobinary (partial response class I)

channel response. The term dyjgp was diminished only by a factor

(1-2 sin A) in the worst case. This contrasts with a factor (1l-
. ' Fra
10 sinA ) for a l6-point QAM constellation found in k76a]. We

—

may conclude that the effects of carrier phase errors on the

performance of MLSE QPSK-modulated systems is moderate; however
carrier phase errors can have a rather large effect on

performance for multi-level QAM systems.

The effect of ‘errors in estimating the channel’s impulse
response wa; reported in reference [MP 73]. It was shown that
the approximate effect of these errors is to increése the noise
Qariance by the mean squared error in éstimating the channel
output samples with the slightly incorrect estimated channel
impulse response.

"An issue related to the MLSE receiver”’s performance
sensitivity to channel parameter estimation errors 1is its
tracking ability in estimating the impulse response‘and/or

carrier phase of a_gigg;légligg channel. The estimate of the

channel impulse response is updated adaptively using receiver

decisions on the transmitted data symbols, as outlined in the
next section, The MLSE detection algorithm achieves its

optimality at the expense of delayed receiver decisions; a
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typical delay in releasing reliable data is 20 to 30 symbol

intervals. The estimated impulse response from an adaptation

algorithm which uses these delayed receiver decisions, is delayed
an equal amount; in effect the adaptation algorithm provides an

estimate of the channel’s impulsenresponse which is 20- to 30-

symbol intervals "older" than that which would be provided in 4

DFE or othexr receiver which yields decisions with little or mno

'delay. An HF channel”s impulse response can -change in a period

of 20; to 30-symbéi intervals. Thus the decision delay Qf the
MLSE algorithm may have :ﬁe effect of increasing the additive
hoiﬁe, thr;ugh the increased error in ‘the decision-directed
ésﬁimété dfithe channel'imphlse response
This ;roﬁlem‘of delayed channel responsé'estimates in an
adaptive MLSE receiver may be dealt with in three Qays:
| ,(1) It may be'ignofed, in tﬁe hope that the typical channel
Achange is 20 t630.symbolintefvals(l7 to 25 msec. at
a;symbol“rateA9f 1200 hz) is negligible.
j;(Z) Linear or polynomial extrapolation of the estimated
- i#pulse response may be employed [CM 81]. Here,
extrapolation error becomes a problem. .
(3) P;éliminary'deciSions,_say from a front-end decision
feedback equalizer -may be employed by the channef
réspopse adaptation algorithm. This isilikely the most
p}actical.solution if the MLSE.receiver is implemented
;l; vith a DfE front eﬁd. ﬂoweﬁer, it may be‘sensitive to

DFE errors.
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In summary, the choice between decision feedback
equalization an¢ waximum~likelihood sequence estimation for
digital transmission vun HF channels involves veighing the LSk
receiver’s theoretically superior performance against the DFE
receiver’s lower détection complexity and its use of non~delayed
decisions for adaptation. Our study of HF channel response
parameters described in Chapter 8 is intended to shed light on
these- factors. -

The receiver simulations reported in Chapter 9 are of a DFE
receiver. As wé have>seen, a DFE may be used in 'its own right or
as the front—enq"of a MLSE receiver. Thus the DFE receiver

simultations may also be applicable to a type of MLSE receiver.
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5. ADAPTATION TECHNIQUES

The extent and rapidity'with which the fading HF channel
varies distinguishes it from most other‘types of bandlimited
dispersive chénnels used for data communication. Previous
studies [Mas 82}, [CTLL 82], [HGDP 80] have indicated that the
ability of the adaptive equalization algorithm to track the time-

varying channel response is at least as important as the choice

of the equalization method itself.

5.1 The LMS Algorithm

The most commonly employed equalizer édaptation algofithm
for voicebaﬁdjtelephone and other'éhannels is the LMS algorithm
or variations of it [WH 601, [wMLY 76], [Ung 72], [.Pro.75], [Gces
71}, [FM 76a, bl, which can be applied to lineér equalizers,

DFE"s or MLSE pre-equalizers or to channel impulse response

estimation., If the samples stored at the N.taps of a tramsversal

".adaptive filter are represented by the N~dimensional vector Z(n)

. . . . . . %
at time n, if the corresponding tap coefficient vector 1s Q(n)?
and if the desired filter output is d_,, then the coefficient

vector is updated in the LMS algorithm as follows:

C(u+l) = €(n) + ye(m™ z(n) (5.1)
where |
e(n) = d, - ¢(n)* z(n) | ' (5.2)

and Y is a positive constant called the adaptatiom step size.
For stationary inputs and small enough y this algorithm can
be shown to converge eventually to the coefficient vector C that

minimizes <|e(n)l2>, the mean-square of'e(nﬂ . The speed with
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which it converges depends on ¥y and also on the spread in the
elgenvalues of the positive definite autocorrelation matrix [WMLJ
76],![Ung 72]

A =< Z(n) z<n)“ s (5.3)

H

i The LMS algorlthm of (5.1) and (5.2) is of the same form for

each type of equalizer. TFor a linear equalizer, the components

of_ﬁ?e vector Z(n) are complex samples of the baseband channel
outﬁet at either T- or T/2-second intervals. For a decision
fee??ack equallzer Z(n) is a partitioned vector con31st1ng of
botﬁ sampled channel outputs and prev1ous receiver decisions as

in gguatlons (4.4) and (4.5). 1In both of these equallzers,‘the

des}red output d, is the receiver”s most recently~-decided data

-

symbol ;nw In the case of channel impulse response’

ideﬁtifieation as employed in a MLSE receiver, the components of
Z(n)‘are the receiver’s most recent declslons %n (possibly
delJyed by the MLSE algorithm), and dy, is the correspondlngly
delayed complex channel output sample y(nT).

iIn the LMS algorithm the step size vy must_be inversely
proéoxtionel to the number of coefficients N for a reasonable
steéey state mean sqeared error but small values of v limit the

ablllty of the LMS algorithm to track varlatlons in the optimal

:coeff1c1ent vector [WMLJ 761. Thus if-the impulse response of

Fhegpdaptlve fllter, used for example as a channel estimator for
an hLSE receiver{ is quite short (i.e., N is sﬁall), the LMS
algetithm may be an aeequate adaptive filter algorithm for fading
Hf channels [cM 81}, [CTLL 82]. However previous simulation

stuﬁies have indicated that longer adaptive filters, used for
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example as linear equalizers, DFE’s or pre~filters for MLSE
recéivers, may be able to use faster adaptation algorithms to

advantage, at least for reasonably high signal-to-noise ratios

[nGDP 80].

5.2 Recuxspive Least Squares Algoxithm

Filter adaptation algorithms with faster tracking capability
than the LMS algorithm are available for.channel response
estimation and eqaalization. These receqtly developed faster
algorithms require raughly an order~of-magnitude increase in the
number of arithmetic operations per proceésed sample, relative to
the LMS algorithm, but they appear to be wiﬁhiﬁ the capabilities
of existingyor near-future VLSI signal-processing devices for
signal bandwidths limited to 3 or 4 khz.

In particular a recursive least squares adaptation algorithm

yields at any time nT that coefficient vectox C(n) which

minimizes a weighted sum of squares of the errors
n

*® .
: |e@” z(x) - 4
e 3 ' (5.4)

2 xn-k

where A is a positive constant equal or less than unity used for
exﬁonéntial weighting of the past. In the sense of this exact
error minimization criterion then, the recursive least sqdhres
estimation algorithm makes the bestlpossible use of all the data
{z(x), dy )} uvp to time n; therefore in this.sense it comverges and
tracks "as fast as possible". The solution to this minimiiatiéﬂ
problem can be pdtin arecursive form, simplifying it, but still

requiring storage and manipulation of N-by-N matrices. In 1ts

recursive form the least squares adaptation algorithm 1is a
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speéial use of a Kalman algorithm. The first application of the

recursive least squares (RLS) or Kalman algorithm to the

adaptation of an equalizer was by Godard [God 74], with

extensions by Gitlin and Magee [eM 77]1. Hsu et al [HGDP 80]

found that RLS adaptatlon of a DFE for a simulated fading HF

t

qhannel a%lowed the channel varlat;onsy to be tracked
45;gisféc£oriiy most of the time, and the tracking performance was
far superlor to that of the simpler LMS algorithm.

: The complex1ty (number of arithmetic operations) of the RLS
adaptatlon algorithm applied to adaptive transvergal filters <=an
belmafkedly reduced by computational techniques related to those
u°§h!1n the Levxnson algorlthm for adaptlve linear predlctlon
[MLh 76] The resultlngvreduced—complexxty transveral filterx
a}gorithm, called the fast recursive least squares algoriﬁhﬁ
(FRLS)-or."fast Kalman" algorithm [LMF 78], [FL 78}, produces
.e#a;tly thelsame optimum‘coefficient vector g(n) at each time n
(asguﬁing infinite precision arithmetic) but with storage and
com?Ptationél requirements proportioﬁal to N rather than to the
N2 g;quireménts of the RLS algorithm. The next two sections éhow
the'applic;tiﬁn of the FRLS algorithm to the adaptatibn éf a
cha;nel estimation filter and of a fractionally-spaced decision
feedback eqﬁalizer.
|  l|Latt1ce filters are an alternative to transversal filters
fd?iadaptxve quallzatxon or channel estimation. Figure 51

shows a transversal filter and a lattice filter.. Each of these

filters is FIR (finite-length impulse response) and with the

proper choice of filter coefficients, each can have the same
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impulse response. The lattice cpefficients kg; and ky; are
adapted so as to minimize the mean squared:valdes of each of the
signals eg(i,n) and es(i,n), which can be interpreted as ith
order fcrﬁard and backward prediction errors, respectively. This
minimization tends to de-correlate the N backward prediction
e:rors'eb(i,n) [vM 761, [MV 78], [Mak 78}. This de-correlation
effect speéds the convergence of adaptive lattice filters. .LMS—
type adaptation algorithms can be used-—for the lattice

coefficients, in which case k¢gi = kpy for all i, The LMS joint

adaptation of the lattice coefficients and the coefficients F;

for linear equalization has been carried out [MV 78], [5a 78],

and found to yield faster convergence than LMS adaptation for the
transversal filters at the expense of more multiplies and divides
per saﬁple. |

A FRLS édaptation:algorithm exists in severa} forms for
1attiée filters; iﬁ.fact, it can be shown to perform thé same
minimization of (5.4) and therefore‘offers the same conve?gence
and tracking performance as FRLS.transversal_filter adaptétion
{MLNv 771, [Mor 771, [ML 791, [Shi 821] .

The applicatién of FRLS adaptafidu of lattice filters fqr
linear equalization has been described in [SP.81].' The extension
to adaptive decision feedback equalization was given in‘[Sﬁé 801
and [Lp 82]. [LP 83] desc?ibes the apﬁiication df a lattice DFE
to fading HF channels. A prescription for the FRLS algorithms

applied to adaptive DFE"s with a transversal structure is found

in [FL 78].

A unifying description, derivation and computer-simulation

evaluation of FRLS algorithms for adapting transversal and
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| lgfﬁiée linear equalizers with complex taﬁ coefficients and
.racﬁtional tap Sp'aci.ng on .telephone'chann'elé has been provided in 3
a'papér by ﬁue11er [Mue 81]. Comparable laftice and transversal
FRLs algorithms were shown to exhibit virtually identical
?org;ngenée rates. Hot;ever, .the number of compiex

| it
multlpllcatlons per iteration requ1red by the FRLS adaptive

lattlce algorxthm is greater than that requxred by the FRLS '
adapflve transversal algorlthm the latter requires
L N(p3+6p) 5/3° p3 + 2p% + 4/3 p

vblle the former requires

o N(l3/3 p3 + 7p% + 11/3 p) ~ 4p3 - sz - 2p o
wﬁerg P is the number of new complex received samples processed
éeffsymbol. The ébove‘nﬁmber of multiplications for FRLS
transveral ddaptive filters also holds for decision feedback

"‘qua:zilizers ‘:['FL 781 in this case p is 1 plus the number of
samples per symbol interval processed by the forward filter. A~
FRLS lattice DFE p;ocessing one received sample per symbol (p=2)
described. in [LP 83] has approximately 18Nj; + 39N,
-muitiplications(and divisions, where Ny and Ny are the numbers of
forﬁardAand feedback kap coefficients respectively. Thus, from
theasfaqdpoint of minimiziﬂg complexity, TFRLS transvers;1

' |||

adaptive filters appear éuperior to FRLS lattice adaptive

filters.

o A major consideration in-addition to the tracking abilitj
fof:time—varying channeis pf a fast adaptive filter algorithm 1is
numerical stability. Numerical roundoff errors pose potential

.roblems for any recursive least squares adaptation algorithm, )

[N
1 :; '
; |
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transversal or lattice, which minimizes (5.4), since according to"

(5.4) ﬁhiS'minimization explicitly or impliéitly forms'énd
inverts a N by N matrix whose elements are found bj accumulating
wveighted sums of all previous filter inputs. Previous simulatién
studies have reported that the FRLS adaptatidn algorithm tends to
become unstable (the coefficients "blow up"), especially for
less than unify [Mue 811, [HGDP 80], [Hsu 82], [CK 83]. More
stable (i.e. blowing up after a much longer“time5 is the much
more computation-intensive RLS algorithm. The most stable
reported recursive least squares transversal adaptive filter is
the "square-root Kalman" filter [Hsu 82}, bﬁt even in this case,
it was considered necessary to re-initialize the algorithm aboﬁt
once every 100 symbol inteéervals to avoid instabilities due to
roundoff errors. It is worth noting that the relatively slow-
converging simple LMS adaptive transversal filter does not fall
prey to numerical stability resulting from round-off error.
However digital implementation of the LMS adaptation élgorithm
must be carefully designed to avoid problems due to bias in some
types of digital arithmetic [GMW 82].

Ambng the lattice adaptive fiiters the FRLS lattice has been

found to exhibit better numerical stability than its FRLS

transveral counterpart [Mue 81]. 'Still more stable is a

normalized version of the FRLS lattice [Fri 82], which
unfortunately is more.computatiOnﬁintensive, requiring square
roots as well as multiplications and divisions.

It is unfortunate that the FRLS or "fast Kalman" adaptation
algorithm, which is the least computation~intensive of all the

equally-fast-converging RLS and FRLS algorithms, is also the most
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nUﬁéfically unstable. A recent stﬁdy of this type of algorithm
T
suggests modifications to it which may improve its numerical

stability and even decrease its complexity somewhat [CK 83].

These modifications will be incorporated and discussed in the .

next section.
o

While the RLS and square-root Kalman transversal adaptive
t

filters. or the various lattice adaptive filters have been

: v . .
advocated for equalization of fading HF channels [HGDP 80], [Hsu

t

5!:'4" . «
82}, [LP 83], primarily for their numerical stability properties,

.we have focussed.our attention on the simpler FRLS transve;sal

o
adaptive filters and (for comparison purposes) the simplest LMS
v ! R K

transversal adaptive filters. Even the LMS lattice adaptaiion

algorithm requires more computations than the FRLS transversal

fil;er. Moreover the adaptative lattice algorithms all require

mani more divisions than do the transversal filter algorithms;

thus their complexity if implemented with most existing or
i . .

con?pmplated digital signal processing devices is even greater.
£ ‘ '

i

Our remedy for the numeri§a1 stability problem of FRLS

transversal filters is periodic re-initialization. We describe

new restart procedures which guarantee smooth rewihitiélization
of the adaptive algorithm without introducing.any_significant
pefformance—deérading transients. These restart procedure
appear to make“the FRLS transversal filter algorithm viable for
adap;ive equalization of time-varying channels such as the fadiﬁg

HF éhannelﬁ

-
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5.3 Adaptive Chamnel Impulse Response Estimation

The MLSE receiver which finds the most likely data symbol
sequence by minimizing the running sum (4.1), requires an
estimate of the channel’s impulse response h(t)¥, sampled at
intervals of T/2, using T/2-spaced samples of the complex
baseband channel output and prior receiver decisions as shown in
Figure 4.1. Since for'every data symbol ag» there are two
complex channel outputs y(kT) and y(kT + T/2), it is convenient
to consider two sets of T-spaced channel outputs {y(kT)} and

{y(kT + T/2)}, and two corresponding sets of T-spaced estimated

channel impulse response samples {h(kT™)} and {h(kT + T/2%)).

In accordance with the weighted sum of squared errors
criterion (5.4), an FRLS channel response estimation algorithm

yields that N-dimensional vector ﬁ(n)(l) wvhich minimizes

1)

n ~ W% - ~
S (n) 2 am D aa-y e P2 a0 4 P nm B2

k=0 (5.5a)

and” (independently) that N-dimensional vector h(n)(Z) which
minimizes

B 3 2 .n-k - 2)2

sm@ = 1 1hm @ ao-yan P12 L nMhm D)2,
k=0
(5.5b)

where N is the chosen durationm in symbol intervals of the
estimated response, 8 is a small positive constant and the

vectors are defined as

AL ()= (h()™, h(T¥,... h((N=-1)T)™) (5.6a)

s

B(CD (¥ 2 (h(T/ )%, W(T+T/DF,... h((N-DT+T/2)%)  (5.6b)

g(k)* = (ak“l*, ak_z*,... ak_N*) ) (5.6C)
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and

i

y(k) (1) = y(KT) | S O (5.64)

in

y(kT) (2)

el

y(KT + T/2) 2 (5.6¢)

The superscripts on the channel impulse respomse vector and
channel output samﬁles denote one of the two possible sampling
clock phases 0 or T/2. Hencefoftﬁ these superscripts will be
suppressed for convenience. The.é terms in (5.5a) and (5.5b)
prevent any problems arising from singularities or mnear-
singularities during initial start;p.

The FRLS ;rans?ersal filter, or "fast Kalman" algorithm
applied to the.adaptation of a channel impulse response vector
h(n)* consists of two parts [FL 78], [Mue 811, [CK 83].

Part 1

Initialization at n=0:

h(0) = all-zero vector, a, = 0 for n < 0. (5.7a)
At n > 1:

i(n) = h(n-1) + e(m)* Kk(n) (5.7b)
wvhere.

e(n) = y(nT) - h(n=-1)% a(n) (5.8)

is the complex-valued error in approximating‘y(kTy by

h(an-1)*a(n). The N-dimensional complex vector k is the
"Kalman gain vector" and is updated in part (2). Again we
point out that ﬁ(n), and y(kT) and are understood to have

superscript (1) or (2).
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Part 2

Initial conditions at n = (:

r(o) =1 (a scalar) (5.9a)
k(0) = 0 (5.9b)
F(0) = 0 (N-dimensional forward predictiom vector) (5.9¢)
B(0) = Q0 (N-dimensional backward prediction vector) (5.94d)
E(0) =6 (a positive real number, which prevents

singularities during start-up). .- (5.9e)

Then the vector k{mn) is updated at time nT as follows(n‘a,);
Forward prediction error:

£(n) = a_ + F(n-1)%a(n) (5.10)
Forward‘prediction update:

F(n) = F(n-1) - £(n)*k(n-1) : (s.11)¥

Updated forward prediction error:

f(n)” =1 (n-1)£(n) T (5.12)
E(n) = AE(n-1) + £(n) f(n) ¥ (5.13)
Extended Kalman gain (a N+l - dimensional vector):
E() ™" £(n)"
k(n) = | ——— = —— — — — — T
k(n-1) + E(n) E(n) ~ f(n)"
- | (5.14a)
which is re-partitioned as
o) &)
kin) = | —— >+~ ~— :
u(w) (5.14h)

-

¥ Equations (5.11) and (5.18) represent a slightly different
but mathematically ‘equivalent formulation of the original FRLS
algorithm [FL 78] suggested by Cioffi and Kailath [CK 83}, which
improve its numerical stability.
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vhere g(n) is a N-dimensional vector and u(n) is a scalar.
Backwarxd prediction error:
b(n) = aj.y + B(n-1)%a(n) . (5.15)

Backward prediction update:

B(n) = [B(n-1)-g(n) b(n)*] [1-p(a)b(n)¥]1"! (5.16)

Finally, k(n) is updéted:
| k(n) = g(n) - B(n) u(n) | S (5.17)
and I'(n) is updated:
‘ _ : *
T =M (a-D=£() ¥ B()"L £(n) 101-p(a)¥b(a)]"1 (3:18)
A variation of this adaptétion algorithm can be employed if
it is desired to estimate the carrier phase shift separately from
the complex channel impulse response. In this case rather .than
minimizing expressidn (5;5) we minimize

Do 0w . 2 .n-k 0, g2
z Ihﬁn) a(k) - y(kT) exp(-JG(k))[ X + GA.IBﬁn)[ .
=0 A (5.19)

~where ©(k) is the estimated phase shift at time kT. Then in
equ!tion (5.8) y(nT) is replaced by y(aT) exp (~jo(n)), dnd o(n)
can be updated usiné a variation of the phase—updatihg algorithm
used in [Fal 76a]; |

h-1)" am) exp(30(@-1))

o(n) = d(n-1) - Im [ y (kT) ] (5.20)

1f]y(xT)| < .001, ©(n) = &(n-1).

Inv?hié vay, the channel’s impulse response and carrier phase
esgimate can be jointly estimatéa. If (5.20) is not employed,
fhég the channel’s phase sﬂift is implicitly a complex fac£or in
the complex impulse response estimate’ﬁﬁn). Simulations of the

FRLS impulse response estimation algorithm with (5.20) yielded
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little improvement. Consequently subsequent simulations did not

explicitly estimate phase angle &«s in (5.19) and (5.20).

5.4 Adaptive DFE
~ As shown in Figure (4.2) and as indicated by equation (4.2)
a decision feedback equalizer processes PiNl incoming complex
Baseband samples with a linear transversal filter, whose output
is combined with a linear combination of szprevious receiver
decisions and then passed to a quantizer for a decision on the
current symbol a 5, . The integer p; is the number of incoming
éamples per symbol interval. Py is 1 for a T-spaced forwvard
filter and 2 for a T/2-spaced filter. The input during the n¢p
symbol interval is expressed as Q(n) = Q(n-l)ﬁ Z(n), where the
partitioned vectors C and 2 are defined in (4.4) and (4.5% They
are N-dimensional, where
N = pjN + Ny (5.21)
An FRLS algorithm for adapting the tap coefficignt vector
Q(ﬂ)* minimizes the weighted sum of squared eriovors plus an
exponentially decreasing term proportional to the magnitude

squared of C(n).

Sty = 1 cm” 200 - a ) ? 2"+ atem]? o
k=0 (5.22)

wvhere 0 < A < 1. Then analogous to (5.7) C€(m) is updated

as follows:

Eg;g 1 of the DFE Adaptation Algorithm

C(n-1) + e(n)™ k(n) (5.23)

i

c(n)

where

i

e(n) a, - C(n-1)" z(n) (5.24)
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dnd"the N-dimensional complex vector k(n) is updated as described
in Part (2) below. hInitially'g(O)‘= the all-zero vector 0 and it
. is assumed that all channel outputs y(nT) and y(aT + T/2) and

data symbols ;n are zero for n £ 0.

At time nT, we can regard the p;+1 newest inputs to the DFE

(p; channel output samples and the latest receiver decision) as a

p-dimensional vector_§p(n) vhere p = p; + 1. For example for a

T/2-spaced. forvard filter p=3 and
£q(n) = y(aT+T)

y(nT+T/2)

a, (5.25)
wvhile the p oldest inputs that have just left the DFE are
represented by the p—dimepsipnai vector .gp(n) which in the case
p1=2 is -

£3(n) = y(nT - N;T+T)

y(aT - NyT+T/2)

- (5.26)
n N2 i ;

Part (2) of the DFE Adaptation Algorithm

The forward and backward predictor vectors of (5.10) and

(5.16) respectively are now replaced by N-by-3 matrices F(n) and

B(n). The forward and backward prediction errors of (5.10),

" (5.12) and (5.153) are replaced by p-dimensional vectors gp(n),
ip(n)f and by(n) respectively. The quautiﬁy uf{n) is now a p-
dimensional vector Ep(ﬁ), and E(n) becomes a p-by-p matrix
Epp(n), vhose initial value is & times the p-by-p identity

matrix Ipp Initial conditions at n=0:

44




I(0) =1 (a scalar) | (5.27a)
k(0) = 0 (N-dimensional vector) (5.27b)
F(0) = [0]. (N-by-p forward predictor) (5.27¢)
B(0) = [0] (N-by-p backward predictor) (5.274d)
FPP(O)'= 8§ Ipp (5.27e)

Then vector k(n) is updated as follows for n > 1

£,(n) = Ep(n) + F(a-1)" z(n) (5.28)
F(n) = F(a-1) = k(n=1) £,(n)" - (5.29)
7
£,(n) =T (n-1) £,(n) _ _ (5.30)
s R
Epp(n) =X Epp(n-1) f(n) £(n) (5.%1)

"For the DEE the equivalent of exp;essioﬁ (5.14a) and (5.14b) -
appears somewhat more complicated, but 1S no more difficult to
implement. The detailéd»derivation is [LMF 78] and [FL 79]. The
result is a N~dimensiopal vector g(n) and a p-dimensional vector
¥p(n) formed as follows (and as exemplified in Figure 5.2 for the
case p=3). |
(a) First form a p-dimensional vectof

xp % Epp(n)7l £ptn)” | ~ (5.32a)

and a N-dimensional vector

y = k(n-1) + F(n) 2y - (5.32b)

(b) Set first pj; components of g(n) = first pj; components of x
1 1 P

(c) Set next PyN;-p; components of g(n) = first PlNl"ﬁl

components-of y.

(d) Set first P; components ofgp(n) = components (pyNj-pj+1),
through pN;y of y.

(e) Set component (p;Ny+1) of g(n) = component p of Xp-

(f) Set components (pyNp+2) through K of g(n) =

components (p;Ny+1) through (N-1) of y
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(g) Set component p of = component N of y.

_ o L)

. Note that the transformations (b) through (c) are also followed
in changing (Ep(“)’ Z(n)) to (Z(n+1), pp(n)). Then backward
prediction error is:

by(n) = pp(n) + B(n-1)% z(n+l) . (5.33)

Backward predictor update:

o) = [B(a-1) - g(m) bp(m) ¥ 1 Tppmp(n)by(n)*171 C(5.34)
Upda;zc;.e of k(n): |

Mls(n) = g(n) - B(n) up(n) | (5.35)
Updéte of (n): |

T = IrCa-1) - £5(0) 5,1 {1-1, (a) by (a) 171 (5.36)

i

5.5 ERLS Alpgorithm Restarkt Procedures
Initial simulations of the FRLS adaptation algorithm applied
' to éixannel im_pulse resp;:)nse.'estimation and to DFE adaptation
confirmed earlier findings: eventually the algorithm became
unstable, and.tap coefficients assumed unreasonable values.
Running in.single precision on a 36-bit Honeywell level 66
computer (28-bit mantiésa including sign), a fRLS 10-tap-

coefficient adaptive channel estimation algorithm typically
e )

BecéFe_unstable after about 600 symbol intervalswith A=.93., A
QOuJie precision version typically went unstable aftef about 2000
symﬁol interval;. A singie-precision FRLS DFE wifh 30 T/2-spaced
forward tap coefficients and 10 feedback coefficients also wenf

unstable, after about 600 symbols intervals with A=.97.

As a remedy to the problem of instability due to accumulated

‘ roundoff errors ve propose re-starting (re-initializing) the FRLS
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algorithm at periodic intervals which are less than the typical
.time to become unstable. When a restart is initiated, the
internal variables in part 2vof the FRLS algorithm are re-
initialized - as in equation (5.9) for the adaptive channel
impulse response estimator or as 1in eguation (5.27) for the
adaptive DFE.

For an N-parameter adaptive filter following a restart, the
normal evolution of these internal variables, including the
vector k(n) is disrupted for about N to 2N iterations. The
disruption to k(n) would tend to cause a dissruption to the
adaptiVé filter tap coefficient vector ﬁ(n) updated as in .5.7)
"and (5.8) or to C(n) updated as in (5.23) and (5.24). However
the effect of this dis ruption and the consequent impairment of
the FRLS algorithm”s tracking ability due to the re-
initialization of the internal variables may be minimized by
adapting the filter as specified by (5.7b) - (5.18) or (5.23) -
(5.36), but not using its output. Instead during the restart
interval (N to 2N iterations following initiation of restart),
the output is taken from an auxiliary LMS-adapting filter whose
tap coefficients were initialized to those of the FRLS filter
just before the restart. The-FRLS restart interval 1is
sufficiently short that the momentary reliance on the slower-
adapting LMS algorithm should cause little reduction in the
adaptive filter”s tracking capability.

Following a restart at time KT, all inputs y(kT), y(kT+T/2)
and a j are taken to be zero for k £ Kﬂ In other words, for
‘n>K, the N-dimensional inpuf vector for purposes of adaptation is

taken to be.Z2(n) whose components consist of
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. y(kT), y(kT-T/2), Ek = . y(kT), y(kT-T/2), ay respectively
for k > K

0 for k £ K. (5.37)

However the use of the truncated input vectors Z(n) rather than’

the actual inputvvectors'g(n), which is necessary for the re-
initialization of the FRLS adaptation'algorithmAmay slow down its
ability to track chaﬁnel time variations during the restarﬁ
period somewhat. ' The tracking ability may be improved by
ﬁodifying the Qggiggg adaptive filter outputs d, dﬁring the
restart period (the d, are channel output samples for the channel
estimgtion algorithm and are receiver decisions for the DFE).
To see hovw the {dn} should be modified we note that if there wvere

no restart just prior to time nT, then we could express d_ as

dy = c(n) ¥

Z(n) + ug _ (5.38)
vhere U, is an error due to noise and random data, and where

g(n)’ is the value C(n) would have in the absence of restart.

Now define the N-dimensional vector
z(n)$=) = z(n) - z(n) | (5.39)

i.e. g(nﬂ") contains only the components of 2(n) which occurred

prio to n=K. Thus

dy = c(m) ® 2 () = e(a)™F Z(a) + u (5.40)

.Since the restarted FRLS algorithm only has the vectors i(n)

available, and since the adapted tap coefficient vector C(n)
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should ideally approach C(n)’, equation (5.40) suggests that
during the restart period, the desired outputs used for FRLS

adaptation should be during the restart interval

dp = dp - C(n-Dpyg* 2(n) () | (5.41)

“where C(n-1);yg is the current set of tap coefficients from the

auxiliary LMS algorithm. ©Note that when n exceeds K by a number
of symbol intervals at ieast equal to the filter's mémo;y, Zﬁn)(‘)
;s zero, and én = d,. This modifidation to the {dn} was tested
in our simulations. Also tried was an alternative modification:

*

EX“-lh}m Z(m) - during restart interval
d after restart interval

(5.42)

Both variations (5.41) and (5.42) were first simulated in
the channel impulse response estimation algorithm described in
section 5.3, processing recorded baseband waveforms resulting
from transmission of 2.4 kbps data through real HF channels. In
these simulations, ﬁ(K) was initialized to zero during each
restart and an auxiliary LMS algorithm was used to generate
output and modified desired outputs. Figure 5.3 illﬁstrates the
behaviour of both variations of the restart procedure as well as’
of an uninterrupted FRLS algorithm (which would eventually
succumb to numerical instability) following restarts at 300 and
at 615 iteratibns.

The relevant parameters were:

- N=10 complex tap coefficients

~- restart at intervals of K=315 symbol 1intervals
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- restart interval (time in which auxiliary LMS algorithm

takes over)

15 symbol intervals

- A = ,93

H
(o3
1

.1 (input data symbols all have unit magnitudé)

LMS adaptation parameter vy = .03

The channel used in this particular simulation was
designated MDAOO6., It exhibited little or no time~variability,
s0o éhe LMS énd FRLS algorithms yielded similar performaﬁce.
Figure 5.3 shows that thé FRLS/LMS restart algoritﬁm using
equation (5.42) maintains a slightly higher (by less than 1dB)
signal-to-noise ratio (ratio of desifed output to the algorithm’s
exror in esfimatiﬂg it) than the FRLS/LMS restart algorifhm uéing
equation (5.41). Furthermore the momentary dip relative to the
qnig;errupted FRLS algorithm is less tﬁan 1dB.

Figure 5.4 is for channel “MDA 011',vvhich is characterized
in phis time interQél by occasional rapid deep fades and telatively
1ow%ﬁqise. In this figure, there is a sudden fade at about the
1680th symbol interval, which appears tdlaét on the order of 20 to
40 msec., In the figure phe SNR of the LMS algorithms as well as
periodically~-restarted FRLS algorithms with two different values of
Ay.93 and .96 arxe shown. (fhe sﬁailer is A the faster the
algorithm can track but the more fnoisy“ it is). It appears that
this fade 'is so suédeﬁ and disappeared so quickly, that none of Ehe
three adaptation algoxithms had time-to.change the tap coefficients

significantly before the fade ended. Thus all three algorithms

behave similarly. However, the FRLS algorithm with A =.93



apparently allowed a greater change in its coefficients, with the
result that it "strayed from the course" more than the other
algorithms.

These simulations demonstrate that the FRLS algorithm can be
re~initialized periodically with little or no disruption to the
useful filter output signal in order to forestall numerical
instability problems.

Figure 5.5 shows a record of the SNR fluctuations obserxved
in adaptive channel impulse response estimation during 700
symbols intervals (about 583 msec.) on another chaunel, MDAO1OQ.
Note that the FRLS and LMS algorithms appear to track equally
well (or equally poorly) during this interval. Note too the more
than 10-dB variation in SNR in this interval as a result of
fading.

Figurés 5.6 and 5.7 shows the cumulative probability
distribution of the measured signal-to-noise ratio (SNR) for
channel identification on channels MDAOll and MDAO1lO
respectively. These results show that LMS*tracking of the
channel”s impulse response with a parameter vy =.05 may result in

at least as high a SNR as FRLS-tracking with X =.93.

5.6 Moxre on the Numerical Stability of the FRLS Algoxithm

Cioffi and Kailath have recently reported a study of FRLS
algorithms [CK 83] with particular emphasis on their numerical
stability problems and properties. They found that a tendency
toward numerical instability caﬁ be related to algorithm
initialization and also to the existence of a large steady state

mean squared error, due for example to noise. A modified
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initialization for the case vhere 6=0 is given, which may be-
useful when the steady state mean.squared error is small: The
bropensity towvard numerical problems in systems with relatively
large steady state mean squared error is especially relevant Eo
equalizer adaptation for ﬁF‘channels, since as we shall see in
Chapéer 8, the signal~-to-noise ratio for such channels can be
quite modest. N

Cioffi and Kailath also give a mathematical reformulation of
the FRLS adaptation algorithm (equations (5.,11) and (5.185 and
equations (5.30) and (5.36)) which improves its numerical
séability somewhat. Further improvements are obtained by placing
restriétions on some Of the inﬁérval variables in the FRLS
algori;hm. It can be shown [LMF 781, [Mue 81), [CK 83] that the.
scalér factor I'(n) is real=valued and that it must>be lover4
bounded bf éero and upper-bounded by 1. It can also be shown
[CK 83) that the factor (l-p(n)¥b(n)) in equation (5.18) and the
»factor (1~£p(n)*2p(n)) in equation (5.36) is real and also"
.bounded between zero and 1. In finite-word-length digitél
computation these constraints ﬁay eventually be violated if not
enforced. In practice the above quantities can be checked omr
each iterafion, and if they violate the above properties they are
fo}ced tqibe realfand.to be Bounded by zero and 1. It has been

observed [CK 83] that it is usually the -bound

1-Ep(n)* by(n) £ 1

which is violated first, and we have found this to also be true

in our simulations in the absence of period restart. ~Forcing

i

1
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this quantity to 1 when the above bound is violated, or to a
small positive quantity if the lower bound is violated, delays
the onset of instability, but does not prevent eventual
instability if periodic restarting is not applied. In our FRLS

simulations of the DFE receiver, T(n) is forced for be real, but

the other constraints are not applied.
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6. CARRIER AND TIMING SYNCHRONIZATION

. 6.1 Introducton

In a HF channel the unknown phase of the received signal

consists of several components:
- constant phase shift due to the unknown propagation delay
- Gériable phase due to the changes in the channel response;
which may include sudden changes in channel delay
~ linear phase shift due to a frequency difference between
| the transmit and receilver 6scillators
- gslowly varying Doppler frequency
and - rapid fluctuations of the phase with a small magnitude due
to system noise (phase jitter)

Some or all of these components could be observed during the

. intervals where the signal is present. These intervals are

intermitted with deep fading intervals where a total loss of the
received signal is encountered. The fading periods are usually
~long enough to cause totai loss of the timing information as well
as everything else.

“"The problem of timing and carrier synchronization should be
approached in a way that takes into account the entire receiver
structure.- In our case the receiver consists of an adaptive
equalizer which attempts continuously to estimate and match the

\channel parameters including its time-varying delay. Therefore,
_it is reasonable to assume that as léng as the phase error time
variation 1s no faster than that of the channel itself; it can be

tracked and compensated for by the adaptive equalizer. So, the
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equalizer does in parxt the syncrhonization function. Basically,

thgre are two approaches in dividing the synchronization function

i

b%tween Fhe equalizer and.the synchronizer; these are:

| (i) Individual circuits for synchronization and
equélization; in that case one should build . a

. synchronizer that éorrect:s those phase error

components that cannot be tracked by the equalizer; and

(ii) Jointly adaptive equalization and carrier recovery

e

Intuitively, the second approach appears to be superior to

f

the first one; but this statement should be qualified by taking
into account the channel charécteristics and the added complexity
to an already complicated equalizer.

Since the main thrust of this work is directed tovards a
comparative performance evaluation of different equaliiation

methods, then the first approach will be followed.

|
_ At this point, we re-examine the various phase error
! .

components to determine which part of the synchronization will be
done by the equalizer and which part would need a separate

circuit. We divide the phase error components into three

{
categories:

R

: (

! (i) Errors that could be corrected by the equalizer

4,(11) Errors that can be best dealt with by a separate
;“: synchronizer

aﬁd (1ii) érrd}s that are difficult to deal with by either the
! equalizer or the synchronizer.

| The phase errors that could be corrected by the equalizer

are those vhich are in-step wvith the variations of the complex

channel impulse response; prbvided, of course, that the equalizer

'
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itself is trackihg these changes. This category includes:
constant or slowly varying unknown delays as weli as small
Doppler frequency variations.

Large phase errors due to a fixed frequency off-set Between
the transmit and receive oscillators cannot usually be tracked by
the equalizer. TFortunately, such an error can be easily handled
by a simple AFC circuit. The same argument is applicable to
Doppler frequency shifts (which may vary with time). Then, the
major function of the synchronizer is to track the frequency
detuning of the received signal and is to remove any frequency
of fset that might cause large phase variation which would uvaduly
strain the equalizer performance.

An example of phase error components which should probably
be left aldne is abrupt phase changes. The reason is that such
sudden changes in the channel response delay would be expected to
accompany corresponding changes in other parameters of the
response which would upset the equalizer. Then, there is
little to be gaindby tracking the phase information thle the
main part of the receiver is inbpetable. Such rapid variations
were observed in the recorded data with the results of either
upsetting the equalizer or being ignored by it.

Fast phase jitter which is induced by the system noise and
is characterized by sméll magnitudes and rapid variations may be
best handled by a Costas loop or similar circuit.

The preQious discussion seems ﬁo indicate that the most

suitable approach for synchronization at this point of the

investigation is to implement a separate circuit for phase
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- locking and to augment this circuit by an AFC circuit for rapid

compensation of frequency errors. The problem of carrier

synchronization is discussed in section 6.2, and the problem of
| o '
timing (clock) recovery is discussed in section 6.3,

6.2 GCarrier Frequenmcy/Phase Symchromization
In view of the assumption that the adaptive equalizer will

i . . ~ o .
correct the phase variations resulting from changes--in the

chéﬁnel delay, ¢the tﬁree basic requireménts of the carrier
s;%éhronization circuitkbepomes:

. (i) ;Frequency tracking;
i» (ii) Tast recovery of the carxrier ffequency/phase at the
V

‘beginning of the transmission or after a fade
intervél; |

ané; (iii) Reduction of the noise-induced phase jitter.

X The three requirements are listed in descending order based

i,

on ‘their relative importance.

A small frequency error betwveen the_received and local
ca;Lier§ qanifests itself as a_continuous-rotatiopAof thg
equélizer»fap coefficients. Such rotation(was observed in the

data used in the simulation study. However, the observed

fréquency offset was small and an attempt to correct it has

resulted in a very small improvement in performance (< 1dB).

I»
[
i

It is believed that there are two reasons for such a small

frgéuency error: (1) highly stable oscillators were used to

pr?duce the data; and (2) the relatively small distance between

| . . . . La
the-transmitter and receiver. Under more typical conditions the.

frequency error could be tens of cycleé‘per seconds and variable.
l : :
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Even when stable oscillators are used over longer distances, the
Doppler effect could be substanthi.

Fortunately, the frequency tracking is relatively a simple
problem and there are several techniques to accomplish it. The

‘received QPSK signal (without noise) can be written as:

r(t) = A cos (2nfot + 0(t)) (6.1)

where 9(t) is assumed to consist of the phase modulation 0,(t)

and a frequency error term (2Vpft); i.e.
O(t) = 2rh £t + O_(¢) (5.2)

To get rid of the modulation phase O,(t), the received signal
should be passed through a &4th power device. The fourth harmonic

of the received signal is:

ry(t) = k A cos (2n(&f )t + 2 (4Af)t + 40 4(t)) (6.3)

The éeo(t) term 1s now a multiple of 2m and can be set to zero at
all times. Figure 6.1 shows a general form of a frequency error
detector for QPSK signals. . The block diagram shown in the figure
represents a very fast method to estimate the frequency error and
make it available to the adaptive equalizer. The scheme can be
modified to track the frequency of the received carrier as shown
in Figure 6.2. | | |

A second modification of the system shown in Figuré 6.2
allows it to aquife and track the phase as well‘aé the frequency

of the received carrier. This is shown in Figure 6.3.

.
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. The éperation of the circuit shown “in TFigure 6.3.goes
thi;ugh two stages: (i) Frequengy acquisition, followed by (i15
~Phase acquisition. During the frequency acquisition stage, the
phase comparator goés through several cycle slippings due to the
lq;ge phase efrofiand the singular points in-the phase transfer
fu;ction. During a complete cycle the error signal contaiqs
positive and negative halves, and because the phase changes
rdﬁidly compared to the LPF time constant, the two halves will
cgncel each other. Therefore, the frequency comparator will
dominate the VCO timing during this state producing a signal
proportional to the frequency exrrorxr. The output of the
iptegrator will, in effect, sweep the VCO frequency driving it
ciéser to the received frequency. As the frequency error
decrgases so does the signal at the integrator output, and when
tge two ffequeucies are nearly equal the role of the frequency
comparator diminishes. At that point the phase acquisition

starts. Now the phase error signal is slow enough for the LPF to

track it and correct the phase of the VCO signal. It has been

i
1

reported [EWH 81] that the inclusion of a frequency comparator in
a PLL reduces the acquisition tiﬁe significantly in ﬁhe presence
oqﬂan initial frequency error.

| 'Some examples of ;he phase and frequency comparators are the
Bidi:ectional Shift Register (BSR) and the three cell
asynchronous Selay line (ADL) [ED 82]1. A generaiized treatment
of these kinas of comparators 1is éiven'in'[Obe 71],.where they
'aré;§iewed as combinations of'Up~bown Counters (UDC).

[
Another type of frequency comparator is.the Rotational

Frequency Comparator (RFC) [Mes 79] which is based on comparing

66




the zero crossing relative locations in the two signals being
compared. A schematic diagram of such a comparator is shown in
‘Figure 6.4. The different situations encountered by the
comparator are shown in Figure 6.4a, where fg (“4f,) denotes the
frequency of the received signal and f; is the VCO frequency.

The phasor diagram of f] and f9 at two instants 1/f, seconds

apart is shown in Figure 6.4b. It is readily seen that the angle
of rotation of f3 is 2m, while the angle of-rotation of f; is 2
((£y/£9)-1) which is counter-clockwise if f1>f. and clockwise if
f1<f9. Therefore detecting the sign of the frequency offset is
equivalent to determining the direction.of rotation, whil2 the
magnitude is related to the angle of rotation.

A full cycle of the VCO output and its quadrature compdnent
is shown in Figure 6.4c and the cycle is divided into four
quadrants A, B, C and D.> Each of these quadrants is defined
uniquely by the logical levels of the two carrier components,
When the loop is in lock, the low-to-high transition of the
incoming signal takes place in the same quadranﬁ all the time.
In the presence of a frequency offset, the transition will change
quarters with time in a direction which depends on the sign of
the frequency offset. The frequency of this change is directly
related to the frequency error, in absolute value. An
implementation of the comparator is shown in Figure 6.4d. In
this implementation the VCO output and its quadrature components
are sampled with the rising edge of the received signal. Twp
consecutive pairs of sampleq are stored in the D flip-flop’s.

Gate Gl generates a narrowvw pulse whenever Q1Q2Q3Q4=1101
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indicating that a transition from the quadrant B to C has taken
plgce. Similarly, Q9 generates a pulse whenever a transition
from C to B occurs. Therefore, the output of Q, carfies a pulse
train only wvhen £1>f9 while Q2 remains low. The frequency of

occurance of these pulses is directly proportional to the

frequency offset. The transfer characteristic of this comparator

is shown in Figure 6.4e. The train of pulses coming out of Q.

and Qy could be converted into a voltage signal proportional to:

the frequency offset (with the proper sign) as shown in Figure
6;4f. The main advantage of the RFC described.above is. the
siﬁ?licity of implementation.

Anothér simple method that can be usedlto.extract the
frequency offset from the 4th harmonic of fhe received Qignal is
given in [Par 70] and is shown in Figure 6.5.

Using equation (6.3), it is easy to show that A(t) and B(ti

at the output of the two LPF’s are:

A(t)

il

1/2 A cos [8mAft] ‘ (6.4)

B(t) -1/2 A sin [8mAft] : (6.5)

and that the comparator output C is:
C = A%/4 (8mAE) | _ (6.6)

jﬂ Tpis circuit wvas first proposed in 1970 b; Park, but was
somehow ignored because of the difficult implementétion using
anélog discrete components. However, a digital version can now
be implemented using some of the recently available digital
signal processor chips.

'
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6.3 Time Symchronizex

The extraction of timing information from the received
signal can be accomplished by either operating on the received
signal directly or by using the estimated channel response.

In the first case, there are many standard techniques that

can be used to .recover the clock from a modulated signal and to

track that clock. The complexity of these techniques depends on
the characteristics of noise and time disturbances in the
channel. In general, a slowly varying chan;;l can be tracked
with‘simp}e PLL"s, while abrupﬁ time changes of the channel delay
requires more elaborate desiguns.

Among the most common types of clock synchronization are:

i) The Nonlinear Bit Synchronizer

The widely used nonlinearities are the second order, fourth
order, deléy and multiple, .absolute value and log [cosh(x)].
This technique has been discussed in several references,
e.g. [WL 69], [Spi 77] and [Gar 79]. The technique has the
advantages of simplicity and fast aquisition. On the other
hand, the timing jitter due to noise may be unacceptable
under low signal-to-noise conditions.

ii) In~Phase and Mid-Phase Bit Synchronizer

This is sometimes called the "Data Transition Tracking Loop"
(DTTL). It has been first suggested by Lindsay anc<
Transworth-[LT 68] and investigated in [Sim 69) and [HA 70].
The teéhnique is based on estimating ﬁhe In-phase and Mid-
phase of data transitions. The In-phase estimator
determines the polarity of the data transition if and when

-~ they occur, while the Mid-phase determines the magnitude of

69




the timing.error. An advantage of this technique is that
during long periods between data transitions? the
discriminator does not allow any noise to perturb the loop;
it "holds™ the last valid estimate.

iii) Early-Late Cate Synchronizer

synchrbnizer (AVBS). It uses an early and a late integrate
and dump channels. Its main advantage is~having an absolute
value operation, which makes it bit-independent. It was
found in [Sim 70]. That his technique provides a 3 dB
improvement in noise jitter over fhe DTTL and that it 1is
also superior in terms of the mean time to first cycle slip;
hovever, its aquisition time is longer than that Qf«the
DTTL. |

Probably, for the purﬁose of this study, it i1s better to

stay vith the simple nonlinearity bit synchronizer, basically

because of its fast aquisition performance, and in view of the .

fact that the adaptive equalizer will track the timing phase
Qariation once aquisition is achieved it seems that there is very

‘little to gain by adaptive more sophisticated timing recovery
loops -
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7. COMPUTER PROCESSING OF THE RECORDED WAVEFORMS AND SIMULATIONS

Our experimental investigation was based Oon computer
simulation of receivers which process digitally-recorded received
wvaveforms from real HF channels. These recordings were made and
provided to us by the Communications ﬁésearch Centre. Ve
describe ﬁhe channels and their characteristics in the next
.chapter. In this chapter we describe the transmitted signals and

the softwvare that was developed to process the recorded signals.

7.1 The Tramsmitted Signals*

The . transmitted signals were generated by QPSK-monlathg a
length 1023 pseudo-random bit pattern. The PN-sequence generator
is shown in Figure 7.1. For the recorded channel signals used in
this study, successive bit pairs resulted in 459, 1350, 225° or
3159 phase shifts as shown in Figure 7.1. Preceding this
repetitive PN-generated pseudo-random data sequence is a fixed
d;ta sequence consisting of two parts: the first is a 1200-
symbol sequence, each symbol advanced 135° from the preceding
one; the second is 1200 symbols of a repetitive l7-symbol "Frank
sequence'". In our processing of the recorded signals we ignored
these preliminary data sequences, and instead used a correlaﬁion
.technique to detect the start of the 1023~-bit PN pattern from the
demodulated signal;

The generated symbol rate derived from a Cs beam frequency

standard, was 1201.739 hz. Thus with 2 bits per symbol in the

* Information for this section was kindly provided by D. Clark

and R. Jenkins of the Communications Research Centre.
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QfSK cafrier frequency was 1505.107 hz, also derived from the Cs-
QPSK modulation format the true bit rate was 2403.478 bps.
The beam standard. .The approximately 2.4 khz-bandwidth signal
thus géherated wvas subsequently up-converted to the desire@_BF

frequency in the HF band.

7.2 Reception, Recordinp and Signal Processing

.. The modulated signals wvere transmitted over several HF
channels, wvhose characteristics are described in the ne#t
chapter. The received voiceband signals were sampled and
digitized to 12 bits and were recordéd in digital form by CRC
ﬁsing a PDP11/23 minicomputer. The receiver had a AGC with a 20
msec. attack time and about.250 msec; decay time. The sampling
rate used for rgcording was 9600.000 hz, again controlled by a Cs
béam standafd. Several tapes were récorded, each containing the
output of a different channel; i.e. as defined by time of day and
RF frequency.
| ¢ Since the data recorded on the tapes was to be processed
with a Honeywell lével 66 computer with a CP6 generafing system,
~a data reformatting procedure was necessary and is described in
Appendix A. For processing on thé 0?6 system, the taped data was
transferred to a disk file using a job file listed in Appendix A.

The front,end of the receivers simulated on the CP6 system
inﬁluded sine and cosine demodulation followed by 1ow‘bass
fiatering;as shown in Figufe 3.1. In this stage of processing

the original sample rate of recording, 9600 hz; i.e. about 8

times the baud rate, was used. However, this rate was not an
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exact multiple of the tranmsmitted baud rate, although both rates
were extremely stable due to the Cs beam frequency standards. It
rate 8 times the transmitted baud rate. This required sampling
rate was 9613.912 hz, while the recording sampling rate was
9600.000 hz. Thus the original receiver.clock "slips" one T/8
sample approximately once every 86 symbol intervals.

Figure.7.2(a) shows a block diagram of the "front-end" of
the simulated receiver. Received samples r(k%;/B) are read from
the-disk file cortaining the recorded waveform and demodulated
into baseband in—pﬁase_and quadrature components represente: by
samples of the real and imaginary parts respectively of a complex
wvaveform y(t) taken every T"/8 seconds where T°/8 is the sampling
period used in recording the received signal, (0.1042 msec.).
Interpolation was applied to the sampled demodulated baseband in-
phase and quadrature signals in the block labelled "RE-SAMPLING".
Since their bandwidth is less than 1/10 of the 9.6 khz sampling
rate, simple linear interpolation was adequate for the re-
sampling process [SR 73].

The indices k” of the current received samples needed for
linear interpolation are computed by the interpolation software.
The frequency f  used for demodulation is the transmitted carrier
frequency 1505.107 hez. The lowpass filters shown in Figure
7.2(a) are identical raised cosine filters with a 6 dB frequency
of 600 hz and a 20% rolloff. They are implemented by the FFT
overlap-add method. TFor simulation 6f the DFE receiver a 1200 hz

bandwidth was used.
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.] The output of the re~sampling block is the complex waveform

y(t) esampled at t=kT/8 where T is the transmitter’s symbol

interval 0.#3213 msec., and k i8 the transmitted sample index.
Thé relationship between k and k” and between k“T"/8 and kT/8 is
aﬁpwn in Figure 7.2(b). The output samples of y(t) are further
depimated by a factor of 4 so that the sampling frequency of the
.coablexAsignal y(t) used for channel impulse response estimation
anh equalization is 2/T.

Figure 7.3 shows the correlation signgl processing which
lo?ates the beginning of the 1023-bit pseudo~random sequence.
The complex transversal filter in this figure correlates the
demodulated complex baseband signal with vaLues knewn to occur at
the beginning of the sequence.

' The adaptive channel impulse response estimation algorithm

an

EQ-:—

.the gdaptive decision feedbaék eqﬁalizer that were simulated
prbcessed the complex-valued re-sampled Aemodulated signal
{y$nT+mT/2); (m=0"or 1)}. The DFE simulation is described in
Chaptexr 9.

Estimated éhannel imfulse responses at regular periodic time
intervals weie extracted using the FRLS channel egtimation
al%orithm‘described in sectionK5.3. The number of impulse
response ;amples N was 10, A was 0.93 and 6§ was 0.1. The FRLS
restart procedure described in section 5.5~wés invoked every 315
symbol intervals. At each restart, the filter coefficients
esgimated by the FRLS algorithm were reset ¢o zero, and the
‘modified desired outputs of equation (5.42) were used, An

augiliary LMS aléorithm with y=.05 provided the output tap

b
i

coefficients during each restart interval, which lasted 15
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symbol intervals.
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B .
8., CHANNEL CHARACTBRIZATION BASED ON IMPULSE RESPONSE ESTIMATES

'8.}{ Introduction
1 e
E

For an efficient use of HF channel (or in fact any channel),

estimates of the channel parameters characterizing the channel
are essentially req@ired. Where.the channel under consideration
isf@ime variant, definite values cannot be assigned to the
imggftant parameters andrstatistical'characterization becomes the
normal course of action. The HF channel falf; into this category
aﬂthere in this chapter, the channel charaéterization for the
sp%cific application of adaptive equalization té combat
in%;rsymbol interferepce is bréught under discdssion. Due to
peculiarity of the application-i.e. a desire to combat
inF@fsymbol interference due to multipath propagation, the
typical gharacterization parame;eré such as delay and doppler
spreads are not considered here, instead statistics of the
ch?nnel impulse response and its influence on the performance of
thg equalization techmiques described in Chapter 4 will be
degéribed.

i$

The channel is characterized in the form of impulse response

1e%gth statistics, the magnitude of the impulse response and

statistics of impulse response variability. The impulse response
length, as mentioned earlier in the report, plays an important

‘rolle in the selection of the number of taps required in the

eq?glization filter, and hence directly influences the complexity

of the equalization algorithm. Similarly, the impulse response

variability rate over a given numbers of symbol intervals,
. : ,
I . . .

determines how fast the algorithm should be to track the channel
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with a minimum of noise arising out of tap adjustment errors.

For the given channel, performance of MLSE and DFE receivers

-will be compared with the upper bound performance given by a

matched filter receiver. By studying these aspects,

recommendations could be made about the suitability of a

-particular receiver.

8.2 Observation of Channel Behaviour While Recording the Data

. a——— e St et i ot St e,

In order to correlate the statistical results with some
physical propagation mechanisms, it is worthwhile to describe the
behaviour of the channel when the data was being recorded. " his
may provide us with some subjective interpretation of the
results. The data was obtained by CRC from measurements of 1200
baud QPSK signals transmitted from Cobden to the CRC Laboratories
at Shirley Bay over a path of about 60 km. In‘all, data was
collected on six tapes at various times of the day, December 8,
1981. The signals were received via skywave without any
significant groundwave component. The observed subjective
characteristics are listed in Table 8.1.

From Table 8.1, it seems that tapes MDAOO7, 008, 010, and
011 will provide sufficient data to cover a variety of
impairments in the channel behaviour and evaluation of their
statistical behayiour will prdyide an insight into the physics of

ionosphere. The data on tape MDAOO9 is accompanied by a strong

_interfering signal makes it unique in the sense that it provides

‘enough academic curiosity to study for effectiveness of channel

equalization when both multipath fading and interference are

85




S
]
J

present. Howvever, this particular tape has not been used for

channel characterization and such a task has been reserved for

il

i |
futrre studies.
gl :

i

Table 8ol

!
I

= Subjective Characteristics of the Recorded Tapes

The average signal to noise ratio at the receiver input (for .

transmitted pover*of 16 watt) = 18 dB. All tapes with 1200 batgd~- """ 7

QPQﬁ‘signals.
Il

X

Tabe ﬁ§ Power . Transmitted
: Transmitted Frequency . Time Features/Characteristics
(Watts) (MHz) ‘ (Local Time)
MDAOO6 16 7.5555 11:40 . strong, steady and
:‘ ‘ ' clear signal
b
- MDAOQ7 1 7.5555 14:20 increased baseband noise,
- . sufficient fading noticed
MDAPOB 16 7.5555 14:50 good signal strength
1 strong fading
. fade rate = 0.3 Hz
MDAOQ9 - 16 11.623 15:00 presence of strong
: interference in the
nature of pulses at
-rate 10 per second was
o noted
y : ‘
MDAO10 16 5.2675 16:00 deep slow fading
; ' (> 20dB fades) with
very strong signal.
fade rates = 0,15 Hz
X | .
- MDAD1l 16 " 5,2675 . 17:40 strong signal with deep
H ' (down to noise level)
w ‘ ) rapid fades were. observed

(fade rate = 0.5 Hz)
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8.3 Iopulsive Respomse Characteristics

It is mentioned earlier that the length of the averaged
impu}se response and its varigtion over certain given time
intervals are two important statistical parameters for deciding
on a particular equalization technique to be employed. The data
on the tapes MDAOL1O and MDAOL1 has beeﬁ analyzed for the mean
magnitude of the impulse responée, distribution of the impulse

response duration, and distribution of percentage change in the

impulse response over various time intervals.

8.3.1 Channel XImpulse aespoﬁse Characterization

It has been mentioned in Chapter 7, section 7.2 of this
report that how using the impulse response identification program
files of channel complex impulse responsés h(n) every 25 symbol
intervals, with 2 samples per symbol intervals were obtained.
These files have been used to estimate the minimum span of M

symbol intervals that contain at least a predetermined percentage

.0f energy in the impulse response.

8.3.2 Averaged Hagmnitude of the Impulse Response

The mean magnitude of the imﬁulse response is obtained by
first estimating the magnitude of the impulse response over 25
symbol intervgls and then éveraging the results over 10,000 orx
20,000 symbol intervals. For tapeé.MDAOIO and MDAO1ll are plotted

in Figures 8.1 and 8.2. Table 8.2 shows the summary of the

findings.
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| Table 8.2

Impulse Response Mean. Magnitude

Tape No. No. of Paths Magnitude of Approximate Height of -

. . Secondary Paths - the Reflecting (or

‘ Relative to the Refracting) Layer

Primary - Relative to the Primary
Paths : :

MDAQL0 3 ' -9 dB; -~ 16 d8 250 Km; 500 Km

R

e

MDAO11 . 3 -6 dB; - 14 dB 275 Km; 500 Km

¥ ,
- The entries in the last column give relatively large values for

the distances between three propagation paths which is a physical

impossibility wunless the,primary impulse. response peak 1is

ogtained via‘a direcf communication path., If that is so, then

looking at the time intervals between the primary and secondary

paths, it is reasonable to imagine that the second and third
N .

p;gﬁé arrive at the receiver via Fl and Fy layers. MDAQ1ll has a

stronger secondary peaks which should give higher intersymbol

ihterference. Going ovexr Table 8.1, it is noted that.

ubjectivily fades for MDAOll were deeper with higher fade rate.

quuitively, strénger secondary peaks éou}d be responsible for

deeber fades. |

:
!il-

‘lz IR
b

8.3.3 Impulse Response Duration Distribution

.~ Here we get. a minimum span of M symbols such that the

associated energy with the M symbol intervals S".is more than or

88




equal to some fraction of total energy é. The distributions éf
the impulse resﬁonse duration for MDAO10 and MDAO1ll arranged over
10,000 symbols intervals are shown in Figureé 8.3 and 8.4. It 1is
clear that distributions of the impulse response duration are
dependent on the fraction of total energy considered for such
measurements. However, it seems to make a very little difference
in the impulse response distribution if the averaging time ié

varied betwveen 25 to up to 300 symbol intervals. Table 8.3 lists

. -

~the findings of this analysis.

Table 8.3

Impulse Response Duration Distribution

Tape MDAQ10 MDAO11
Energy Level )
Considered 0.97 , 0.99 0.96 0.97 0.98 0.99
Mean 4,66(25) 6.59(50) 4,456(100) 4.81(75) 5.53(50) 6.64(25)
(Symbols) 4.,69(100) 6.72(200) 4.,88(300) 5.52(200) 6.29(150)
Median 4 (25) 6.31(50) {3.875 4,68(75) 5.37(50) 6.48(25)
(Symbols) 4 (25) 6.33(200) 4.68(300) 5.37(200) 6.46(150)
Standard
Deviation 1.3326(25) 1.31(50) {1.000 0.869(75) 0.87(50) 0.799(25)
(Symbols) . 1.3924(25) 1.298(200) ©0.917(200) 0.988(200)0.71(150)

The figures in brackets denote averaging interval in symbol periods.
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Considering the median values of the impulse duration, it is
plgﬁr that the median chaﬁges very little over the averaging
interval for the same energy levels. For examples for the tape
MD}OIO'the median value of impulse response is .4 and 6.31
syﬁbols for 97% and 997 of enexgy levels gespectively. Similarly
for the tape MDAOLll for the same.energy levels the median impulse
reEPonse durations are 4;81 and 6.48. It is evident that

cdﬁpléxitylof the algorithm (number of mathematical operations)

could be reduced by considering truncated impulse response.. For

example a reduction factor of 16 and 4 vwill result for tape
MDAO10 and MDAO1l1l réspectively if the energy requirements are
cutdown from 0.99 to 0.97. However, such reduction in the
impulse response energ& will result in an increase in the
.regkdual intersymbql interference which will reduce the
percentage eye opening and more errors will result [MCL 80]. It
would be of some interest to study the relationship between
percentage eye opening with reduced impulse response énergy
1e§eis and ﬁo find a éuitable limit of §uch reduction which will

result in @h acceptable minimum of percentage eye opening of 0.8.

! '
"

1 8,3.4 "Distribution of xelative Chapmge im Estimated Impulse

- Responsge

It is of primary interest to estimate relative change over

certain time intexrval [in symbol intervals], so that the

by . ‘

established. The relative change in estimates of impulse
C : .

response over say 50 symbols intervals may be calculated from the

'

files of impulse response estimates, as given below.
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|hm) - fim-50)|
1/2(JH(n) | + [h(a-50)]

relative change in % =

. It cannot, however, be estimated that to what extent phase jitter

| and frequency offset is responsible for such relative change.

The relative changes in the impulse response estimates for
the channels MDAOlO and MDAOll have been plotted in Figures.B.S
and 8.6. These changes iﬁ estimates are over 25, 50, 75, 100;
150 and 200 symbol intervals. From the curves it could be
stated: | -

(a) The relative change pér symbol interval is nearly
constant over probability ranges of 0.25 to 0.80. The
median relative change is estimated to be 0.33% per
symbol interval for MDAO1l and 0.220% per symbol
interval_for MDAO10. The chanﬁél correspanding to

_ _ MDAOll is varying approximately one and a half times as

. fast as MDAOIO.

(b) The probability density function of the percentage for
tape MDAOIO seems to have much 1onger tail as compared
to MDAO1ll. This is confirmed byvdqmpariﬁg the standard
deviations for the MDAOQOILO and MDAO1l which are 4.7 and
2.9 respectively,. This means that though ‘rate of
change of channel MDAOIO may be slower on the average,
but when it starts to change it probably goes through
an e;tensive change. Table 8.1 indiqates similar
phenomenon that the taﬁe MDA010>pas slowver rate, but
has deeper fades. This is being confirmed here.

For a quick reference the results on the percentage changeare’

l summérized in Table 8.4.
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Table 8.4

Relative Change of the Channel Impulse Response

Tape No. . MDAO10 MDAO1l1

Mean 18.82% (25) . 17.58%(25)
' 22.8 % (50) 16.8%0 (50)
¥ ‘ . 30.0 % (100) . . 20.024(100)
B | 44 % (200) - - 68.006 (200)
Median 12.0 72 (25) 12.6% (25)
g - 15.6 % (50) 19.4% (50)
i i 28.4 % (100) | 33.4% (100)
B . 44,0 % (200) 66.4% (200)
Standard 9.4 % (25) 5.64% (25)
Deviation 9.6 % (50) . 5.80% (50)
¥ 9.2 % (100) 6.32% (100)
| 9.4 % (200) ' 10.24%(200)

}

B.Q!Svsteg Performance Compaxisons Based on Impulsec Response
I

Estinates

ﬂ it has been mentioned in sectiom (&4.3), that relative

X
B

difference in performance of DFE and MLSE receiver critically

depends on the actual channel impulse response. One of the aims

v .
of, this study is to compare .the performance of the two receivers

_vhen the channel impulse response is available. Such comparison
I

co@ld be made by comparing the performance with an ideal Matched

'Fiiter [MF] which yields lowest error probabiiity.
: It is also mentiomed that the ‘error probability is given by
i'! .

| Pe =20 (d/o)

vhere (d/g) is effective signal to noise ratio and
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Q) = 7 exp(-y/2)dy

—
. For the three receivers i.e. MF, DFE and MLSE, the receiver
performance can be evaluated on the basis of (d/o) and d ando
can be estimafed from the impulsé.response estimations (equations
.4.§;4.12). Here, in this section the cumulative distributions of
(dpin/o YMLsE are- obtained as outlined in section 4.3. The
performance comparison.of the three receivers for the channels
MDAOLO0 and MDAOll are shown in Figures 8.7 and 8.8 in the form of
probability distribution of (dpjn/0) dB. Here it could be said
that given the channel as it is, the DFE receiver which is a
suboptimum receiver alwvays performs worse than VA or MLSE
recelver. It is evident from the Figures 8.7 and 8.8. It is
clear that the margin in the performance of the two receiveré is
~ greater at (dpin/9 )dB of less than say 5 dB and 10 dB for
. channels MIDAOIO and MDAOll respectively, at lower end of (dmin/U)
Perhaps such an improvement is required for real life systems as
need to get improvements arises only when channel behaviour is at
its worst. For a good channel one may not need complex
equalizations. Beyond these values of (dminﬁi) of 5 and 10 dB
mentioned above the VA is better than DFE by less than a dB for
MDAO1l0 and 1 dB for MDAOILL. It seems that the relative
dompleﬁity of MLSE receiver outweighs the advantage over DFF.

It is noted that performance of MLSE receiver . is identical
with matched filter receiver for MDAOll but deviates (to a very
small extent) for MDAOILO. These resu1ts,ref1ect the pexformance
of the three réceivers for particular channel impulse responses.

‘ Looking at these curves it is not possible to get any feel about
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the channel behaviour. It is however possible to pinpoint the

eifect of a particular type of'éhannel impairments on the
pérforﬁance of the DFE éhd MLSE receivers by examining the
channel impqlse response at the instances when receiver
pqgformance’degfades below a certain (dy;,/0) threshold.

Software for such a study has been written and this particular

agpect will be studied in future.

- —

K 8.4.1: DFE and MLSE Receiver Performance Comparison
| E

The joint probability denmsities of (d ;,b ) for the two
.vreceivers have been plotted and these are shown in Figurcs 8.9

and 8.10 for the twvo channels MDAO10 and MDAOll. The numbers in
:;'1 .

the joint probability distribution print out shows the number of

occurances for particular values of (dminb ) for MLSE along
ordinate and DFE along the absiésa.' If the performance of the
twvo receivers were identical, then all the numbers would lie
along the diagonal drawn. If the majority of the number of
éccurénces lies in the upper left of the diagaonal, then the MLSE
receiver performs better, vice versa will show the DFE reéeiver
behaves bgtter. It again shows better performance of MLSE by
'réiatively small margins. The performance differential is not

too much though.

i
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9. SIMULATXION OF THE DFE RECEIVER

Figure 9.1 shows the block diagram of a decision feedback
equalization (DFE) receiver that was simulated to process the
éomplex baseband demodulated signal received from HF'channels.
This signal was derived as shown in Figure 3.1 and waé presented
to the DFE as complex samples, T/2 seconds apart, where T is the
duration of oﬁe symbol(.83213 msec.). Preliminary simulation
experiments resulted in the choice of.a 1200 hz 6dB bandwidth
with 20% raised~ccesine rolloff for the demodulator™s low pass
filters in the DFE receiver. The preliminary simulatiéns also
established the choice of the number of equalizer tap
coefficients: 20 T/2-spaced forward tap coefficients {W;} and 7
feedback tap coefficients {F;}; i.e. Ny=10, Nyp=7, p=3, p;=2.

The éomplex multiplication 5y exp (+j"n/4) before and after
the decision-making quantizer shown in_Figure 9.1 compensates for
the 45° phase increment that the transmitter added to each data
symbol. xThé problem of error propagation due to 90° ambiguity‘in
the decided data symbols was avoided by differential encoding of
the data. -Accordingly, the receiver’s output decisions were
obtained by differential decoding as shown in Figure 9.1. The
output QPSK data symbols had the four possible values (+1+j)//2.
As a result of the AGC used in the HF receiver and scaling in the
simulation program, the complex-valued input samples entering the
DFE’s forward filter had a RMS value close to unity under

conditions of little or no channel time variation.
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9*1 DFE Adaptation
_ Both LMS and FRLS adaptation algorithms were implemented.
TH

K
é LMS adaptation parameter y was set to 0.035, a value

determined by experimentation. The FRLS adaptation algorithm was
that described in section 5.4, with A=0,.97 and § =1.0.

E Three variations of the periodic restart procedures of
sJétion 5.5 for the FRLS algorithm were tried. All religd on an

i

'

\
"auxiliary LMS adaptation algorithm to prowvide the equalizer’s

output Qp during each restart interval. The three restart
Ll : :

procedures were as follows:
b

i :
Restaxt Procedure 1

The DFE tap coefficients C(n) were not re-initialized at the
iﬁitiation of each restart (at n=K). In this case it can be
‘shown [CK 83] that following a restart at time kT the DFE FRLS

algorithm minimizes for n > K

S(n) = 6A n-k | c(n) - g(K)lZ
n

z ® ) - 2,n-k :
+ 2o lemd® 240 - a2 | | O (9.1)

"where Q(K) is the value of the tap ¢oefficients updated just

pﬂior td‘restart. If the parameter § is reasonably large then
~§dﬁ should not stray too far from C(K) during the restart
i%%erval. However a\foo—large choice of & may hamper the
S ‘ ~ '
iaH%orithm's ability. to track channel variations during the
T A

‘restart interval. For equalizer inputs with an RMS value of

around 1.0, a suitable choice for § was 1.0. The desired filter

output used for adaptation in Restart Procedure 1 was that of

"

equation (5.41), with dp=ap-
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9. SINULATION OF THE DPFE RECEIVER

Figure 9.1 shows the block.diagram 0of a decision feedback
eq;alization (DFE) receiver that was simulated to process the
éomplex baseband demodulated signal received from HF channels.
This signél was derived as shown in Figure 3.1 and Qas presented
to the DFE as complex samples, T/2 seconds apart, where T is the
duration of one symbol (.83213 msec.). Preliminmary simulation
exLeriments resulted in the choice of a iZUU hz 6dB bandwidth
wvith 20% raised-cosine rolloff for the demodulator™s low pass
filters in the DFE receiver. The preliminary simulatiéns also
established the choice of the numbexr of equalizer tap
coefficients: 20 T/2-spaced forward tap coefficients {W;} and 7
feedback tap coefficients {F;}; i.e. Ny=10, No=7, p=3, p;=2.

The complex multiplication by exp (+j"n/4) before and after
the decision-making quantizer shown in Figure 9.1 compemsates for
the 459 phase increment that the transmitter added to each data
symbol. The problem of error propagation due to 90° ambiguity in
the decided data symbols was avoided by differential encoding of

the data. Accordingly, the receiver”s output decisiomns were

obtained by differential decoding . as shown in Figure 9.1. The

output QPSK data symbols had the four possible values (+1+j)/V2.

As a result of the AGC used in the HF receiver and scaling in the
simulation program, the complex-valued input samples entering the
DFE’s forward filter had a RMS value close to unity under

conditions of little or no channel time variation,
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9.1 DEFR Adantati@ﬁ

Both LMS and FRLS adaptation algorithms wvere implémented;
Thé LMS adaptation parameter y was set to 0.035, a value
détermined by'experimentation. The FRLS adaptation élgorithm was
that described in section 5.4, with A=0.97 and § =1.0,

Three variations of the periodic restart procedures of
section 5.5 for the FRLS algorithm were tried. All relied on an
auxiliary LMS adaptation algorithm to progjde'the‘equaiizey's
output Q, during each restart interﬁal. The three restart
procedures‘were as follows:

Restaxt Procedure 1

The DFE tap coefficients C(n) were not re-initialized at the

initiation of each restart (at n=K). In this case it can be
shown [CK 83] that following a restart at time kT the DFE FRLS

algorithm minimizes for n > K

S(n) =8An-k| c(g) - g(x)|2
n

- * 2 - .
ok letm)™ z(x) - ay 220~k ‘ (9.1)

where Q(K) is the value of the tap coefficients updéted jgst
pﬁior'tp-restart. If the parameter § is«féasonably large then
C(n) éhould not stray too far from‘g(K) during the restart
iﬁterval.‘ Hovever a foo—large choice of 6 may hamper the
algorithh’s ébility to track channel variatiéns during the
restart interval. TFor equalizer inputs with an RMS value of
around 1.0, a suitable choice for 6'was‘l.0, The desired filter
oupput used for adaptation in Resfart Procedure 1 was that of

~

eJﬁation (5.41), with dy=ap-
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Restart Procedure 2

In this restart procedure, the equalizer’s tap coefficients

€(n) were set to all-zeroes at the initiation of each restart.

Equation (5.41) was used to provide the desired output.

"Restart Procedure 3

Like Procedure 2, C(n) was set to all-zeroes, but equation
(5.42) was used for the desired output.
Figure 9.2 shows an example of the application of restart

methods initiated at the n=300tD symbol interval for channel

MDAO10. The signal-to-noise ratio SNR on the vertical axis is

the ratio of 1 (the mean $quared data symbol) to the obscsved
mean squared value of the error e(n) between the decision-making
quantizer”s input and its output. The averaging of the mean

squared error FMSE) at the nth symbol interval is as follows:
MSE(n) = 0.9 MSE(n) + 0.1 le(a)|2, | (9.2)
and the SNR at th?; time- 18
SNR(n) = 1/NSE(n) | 9.3

In the case shown in Figure 9.2 the restart interval is 40 symbol
intervals. During this period the useful equalizer output (the
input to the decision-making quantizer) is taken from an
auxiliary DFE which adapts according to the LMS algorithm, and
whose tap coefficients were initialized to the tap coefficients
of the FRLS DFE at the beginning of the restart period. In
Figure 9.2 the SNR obtained‘from this LMS filter is shown by the

solid line between n=300 and n=340.
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During the 40~symbol-interval restart interval, the FRLS

- o )
algorithm adapted from an initial state restarting at n=300.

After n=340 the FRLS~adapting DFE took over from the LMS-adapting
] ’ .

DTE. Figure 9.2 shows the SNR for the three restart procedures

beyond n=340. In this example, Restart Précedure 1 gave slightly

”W: . . ‘
better performance than Restart Procedure 2, which in turn was
L

somevhat better than Procedure 3.

The differences among these restart prdcedures in the same

e;émple are emphasized in Figure 9.3, vhich shovws the measured

SNR between n=300 and n=340, where the SNR is now defined as the

1

reciprocal of the MSE, defined as in (9.2) for the still-

' . .
rq%tarting FRLS alporithm, instead of the LMS algorithm. The MSE

it

was initialized to zero at n=300, which accounts for the large

vélués of SNR near n=300. It is clear that Restart Procedure 1,
in vhich the eqﬁalizer tap coefficients were not zeroed, caused
little'disruption‘to the FRLS adaptation during the restart
ﬁgriod, vhile the other two procedures involving zeroed

cgefficients, required at least 40 iterations to restore a

|y

rﬁésonably'low mean squared error. Figures 9.4 and 9.5

carrespond to Figures 9.2 and 9.3 for the next restart interval,

beginning at- n=640. In this case, Figure 9.4 shows less

i . , . . -
difference among the SNR“s of ‘the various procedures.

St

|

that a valid and efficient procedure for periodically restarting

the FRLS adaptation algorithm applied to a DFE receiver is
li;| : ) ' B

R%start Procedure 1l: do not initialize the FRLS equalizer tap

coefficients to zero; supply the decision-making quantizer from

ig 108
N ' '

On the bdsis of simulation results like these we concluded

i
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an auxiliary LMS-adapting DFE during the short startup interval;
and use equation (5.41) as thé desired output of the FRLS-
adapting DFE for purposes of adaptation, with the C vector
appearing in (5.41) being the current C vector of the auxiliary
LMS algorithm. This i1s the restart procedure employed in all
FRLS simulations described henceforth.

It is interesting to recall that in restarting the channel
estimation FRLS algorithm with all coeffiéients being zeroed,

equation (5.42) was generally found to yield a higher SNR than

equation (5.41). The reason for this difference in the two types
of adaptive filters is not known, although the differences 1 SKNR
between equations (5.41) and (5.42) have been observed to be
sﬁall.

Figure 9.6 shows the DFE receiver’s measured SNR for the
first 800 symbol intervals on channel MDAO10 and for both the
FRLS adaptation algorithm and the LMS adaptation algorithm. The
FRLS ealgorittnn used the preferred restart procedure just
described; this figures includes both restart intervzls shown in
Figures 9.2 to 9.5. Note that there is no noticeable disruption
as a résult of the periodically initiated restarts, although the
measured SNR does exhibit felatively large fluctuations for this
channel. . Note too, that for some periods shown in the figure,
the LMS~adapting DFE (not the same as the .auxiliary LMé algorithma
employed during the FRLS restart period) exhibits higher SNR than

the FRLS algorithm.
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9.2 Perfoxmance Comparisom of FRLS and LMS Adaptation Algorithms

(Ideal Reference Mode)

I
’y Simulated DFE equalizers adapted according to the LMS
algorithm and also according to the FRLS algorithm with periodic
restart Procedure 1 were compared with éespect to error ratel
The error rates were measured in 2 ways:

3
b

; (1) Fraction of data symbols in error.

errors occurring in blocks of 100 transmitted symbéls.
The total number of transmitted symbols in each simulation
‘was 30000 (300 blocks). In the simulétions reported in this
’se%tion, the data symbols ap which enter the feedback filter of

i . : .
the DFE and which are used for adaptation purposes were not

receiver decisions, but instead were the known transmitted data

sym?ols. This is the ideal referendé mode. The results of these
simulations shed light on the inherent capabilities of the DFE
equalizer and its adaptation methods. The simulation results
feported in section 9.4 are for the realistic case where the data
symbols used by the adaptive receiver are its own decisions, and
thg% include the effects of error propagation or "crashes" caused

during deep fades. ‘

i Figure 9.7 shows the block error distribution - the
'prﬁbability that more than n errors occur in a block of 100 as a

12

function of n - for the ideal reference mode on channel MDAOLl1l.
FR%S restart intervals of 30 and 40 symbol intervals are shown,
the shorter restart interval yielding a slightly lowver percentage

of |blocks containing one or more errors. Subsequent simulations

| .
used a FRLS restart interval of 30. The LMS-adapting DFE

Y

)
i 110
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(2) Probability distxibution of the number of symbols
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exhibited on the ordexr of twice the block -error rate of the FRLS-
adapting DFE. 'Figure 9.8 shows the corresponding ideal reference
block error statistics for channel MDAOlO. For this channel
“there was less difference between the performance of the FRLS and
LMS adaptation algorithms. Both channels exhibited error bursts
due to fading.- The largest numbers of consecutive blocks
containing errors were 6 for the LMS algorithm on MDAOLll and 19
for the LMS algorithm on MDAO1O. The last 16000 symbols on
channel MDAOlO were transmitted efror—free in all cases. Taﬁles
in sectiom 9.4 will summhriée the error statistics.

It is clear that fof~these two chagnels in the ideal
reference mode, the FRLS adaptation algofithm enjoyed only a
slight performance advantage over thé simpler LMS algorithm.
~This lack of a clear-cut adyantage for the fast-adapting FRLS
algorithm may be attributable to low signal-to-noise raéios

during periods of rapid fading.

9.3 Cxashes

The statistical results repprted in Chapter 8 show periods
of quite low (less than IOQB) signal-to-noise ratio on HF
channels. This charactéristic vas also mirrored in the bursty
nature of the errors observed in the ideal reference simulations.
f;r a sufficiently deep fade, the receiver;s error rate can
Secome high enough that the sequence of decisions used for filter
adaptation become unreliable; then the adapted equalizer tap
coefficients may wander far from their optimal values, and

catastrophic error propagation occurs. The onset of this
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disastrous error propagation or "crash" can only be hastened by

the use of filtex adaptation algorithms which xapidly adapt to
changing channel conditions. Such crashes for decision-directed

adaptation were observed during deep fades in our simulations;

decision-directed adaptation algorithms, both FRLS and LMS,

|
|

'usually failed to re-converge within a reasonable time following

a crash.

decisions {;n} for equalizer adaptation and for decision feedback

equalization were modified in the following way called the

decision~directed mode: during every vestart period once every

i |

330 symbol intervals, the receiver’s decisions were replaced by
it: ) .

~the portion of the known pseudo-random data sequence during that

period; i.e. it was assumed that an ideal reference "training
sequence" of 30 data symbglé was transmitted once every 330
s;mbol intervals. Thus 9.1%2 of the transmitted data was an ideal
reference training sequence. Periodic resynchronization of the

aq@ptive receiver with an ideal reference appears to be a

t

| . . .
}pnkctlcal;measure for fading HF channels., An altermnative

approach to crash recovery is transmission of a training sequence
[ . - .

I '
on demand via a feedback channel as suggested in [HGDP 80)J. 1In

|

_on simulation the equalizer tap coefficient vector was never

P .
reset to zero;, hovever there may be some advantage to resetting
;i. . P4 . .
this vector to all-zeroes when the receiver’s estimated signal-
N ‘ '

tornoise radio has beéen below a threshold for more than some

!

‘ig%ven time interval. The periodic training sequence was applied

td both LMS and FRLS receivers. In the case of the FRLS algorithm
the training sequence coincided with each restart period. period.
L,
-W'l

| _ 112
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Therefore, subsequent simulations which.used the receiver's




9.4 Performance Coéparison of FRLS and LMS Adaptation Algorithms

Decision-Directed Mode) |

Figures 9.9 and 9.10 show the block error distributions for
channels'MDAOll and MDAOlO respectively in the decision-directed
mode. It is seen that the absence of an ideal refereﬁce except
during the periodic training periods. greatly increased the total
number of symbol errors. The fraction of blocks contaiﬁing one
or more errors did not increase much for the receiver using the
decision-directed FRLS algorithm. However the block error rate
tripled for the LMS receiver on channel MDAOLl1l. This was the
only case observed in which the FRLS algorithm displayed mar! ily
superior performance. Table 9.1 for channel MDAOll and Table 9.2
for MDAO10 summarize the average error rates observed in each of
the 30,000-symbol simulations of DFE receivers. Figure 9.11
shows the blocks (numbered from 1 to 300) containing one or more
errors in each simulation. Isolated erroneous blocks are shown
as vertical lines, groups of two or more consecutive erroneous
blocks are shown as rectangles. The ideal reference.:esults are
shown above, and the decision-directed results below the
horizontél lines. Again, the very bursty nature of the decision
er#ors is apparent. The times of occurrence of error bursts
coincide with dips in the channel’s signal-to-noise ratio shown
in Figures 9.12 and 9.13 for channels MDAOIll and MDAOLO
respeétively. The measurements in Figures 9.12 and 9.13 were

made using the LMS channel identification algorithm; the mean
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Table 9.1

ﬁ: Summary of Erroxr Rates for Channel MDAO1l

f ' Ideal Reference Decision Directed
- LMS  FRLS LMS FRLS
Block Ervor .103 . .06 .193 .06
.Rate " . - R
" ' ' - ' '
Bit Error .005 .003 077 .010
Rﬁte
Table 9.2
Summary of Error Rates for Channel MDAO1O
Ideal Reference Decision Directed
LMS FRLS LMS FRLS
Block Errox 140 .137 .153 .133
Rate '
]
t|: . N .
Bit Error 014 .012 .056 045
Rate

I
‘ﬁ

sﬁuared error used to determine the SNR was averaged over 500

symbol intervals, so as to present an overall picture over 30000
symbol intervals, minimizing instantaneous fluctuatiomns.

Superimposed on these figures are the error bursts shown in

Figure 9.11.

: ‘ 114




uil

y&7), i

y (RT+T/2)

FoRwARD TRANSVELSAL

FILTER

T

Gr FoR ADAPTATION

: exp (_J'Wn/@)

‘+’\‘V——

>70

-

FiIG. 91

DFE

DECIS 1000
QanTRER

CIFFERENT 1AL
DECopELR

/5\

e&'ffj in

/f@)‘

FAY

FEFDBacr TRANSVERSAL

'ﬁAock'

FIiLTER

DiAGCRA




91T

SKR
€d8)

/ ProcZpufz 2
g _ _
! . 7\ PRocEpuRE 3
Su RESTART  IWNTERVAL = : \V/
ouT PuT ind o = ‘ -
( Rom &ms  DFE . cuzfPuF FRom RESTARTED
12 FRLS DFE
i
r : ; : 2 : A :
300 o 220 3% 340 350 240 270 320
Etarsgp Svymboc INTERVALS
EXBmPLE oF RESTART PROCEPURES FoR FRLS QFE

Fl6- 9.2
: ( CHAwNEL MDA 610)




SR
(48)

"8 o

It 1

14 1

12

PRocEOURE |

10 ] e //
\ // /,
: s ’
g \ /// //
\‘ PRocEDURE 71// //
P
\,\ i ,/
N ‘\ ///,/ PRocEDURE 5
\ /__,__.// ,/
T \\ // 1/
T
4 Y / A / s ) L\ A
%05 30 ns 32e 325 330 338
ELRPSED S ymBoL INTERVALS
FIG. 9-3 SNR oF  FRLS ALGORITHM  Fup

.CHANNEL - MDA 0)o  (RESTART AT 300)

117



BIT

10

PRocEDuRE 3

\‘/PRoCEDuRE z

i< RESTART  INTERVAL >
~%
i
640 €50 6o 670 £80 é?p 7;90 ’1‘&:0
ELapsED SymBoL INTERVALS
FIG. 9-4  EXAMPLE  oFf  RESTART PRocEDURES FoR  FRLS DFE
[CaAnmwEL s 010)
i'_' i ; g \_/




1€
b+
PRocEDUARE | R
4 - ,
SR
(d8)
1?:%
'V
\
\
Y "':o ,/
q ’//
‘ /
||
. ;\ PKocEDcAﬂE 3/
by / /
ROCEDURE
l‘\ / -7 F ¢
/ /
v\ <
b \\ \ : /
\ \ ///
\\ A . ’/ //
4 \ X L/// N ) .
645 650 658 béo 665 &70
ELAPSED SymBot INTERVALS

FIG. 9.6 SR oF  FRLS

ALGOR I T HM FoR
CRANNEL

MDA ojo (RESTART AT 640

119



FALS ALGORITH™
. - ) - - - _
187 l’\ " Lms ALGORITHM
R \ I
’ /
\ A
\
le ..
\ "/
SR / .
(48) |
4 £ 7.
= 1§ | /;g"’s /? Fhs
w . ESTART :
© ,’ ' INTERYAL | fﬁ%ﬁ@
: (PRocEDURE 1)
) ]
1z ,
]
I
: i
o I ) 2 : " < . A
0 foo 200 " %00 400 Seo 600 760
ELAPSED  SymBor  INTERvALS
FIG- 9-6 C omPARISON oF FRLS  AND  LmS AODAPTATION

For DFE o CrAnMNEL MDA D10



PROBABILITY THAT musrER oF ERRoRS » ABSCssA

FRLS lAQDAP'TRTMA) (RESTART  INTBAVAL = o)

_“’ﬂl ] /Fmas -ROAPTATION (RESTART 'M;N‘m’&um s 30)

2
M
g‘ﬂo Shanhidsand |

Y Lmg  ADAPTATION
I T L’“""""I /
l -
brms 0 e
o -
! ~
. { N
lo W
|
| MUV
37;10“3' B g
c
! 4
|
1
]
".3 { {
{0 s N \ | l .
b 4 2 12 16 20

NumBER  oF SymBor ERRoRS v
Brocte oF 106 DATA Sympots

FIG. 1.7 ERRR STATISTICS FOoR  FRLS AWMD 'L"’?S
DFE on CHANMEL  MpA oll (IDEAL
REFERENCE  mMODF)

121



:.;)__

Qi T

g =

[ —
e

NOUPMBER oF EBREMS > ABSCISsH

THAT

PRofagiLiTy

1 - L FnS AD&PTATION

e £ALS ADAPTATION
L. (RESTART INTEBRVAL = 30)
i

L |
T \
b : |
| ?
L DR
1 |
‘
| o
) \
| 1
L |
: D
-\
i
|

4!, g 12 16 20 | W

NUMBER  oF SYmBor. ERRoRS IV
Btock oF jo6  DATA  SyYmbots

'??9 ERROR STATISTICS FoR FRLS  AwD Ams
" DFE ow CHAwEL MDA 01p (IDEAL REFEREMCE) )

122



FIG. 9.9  ERRoR STATSTICS  FoR

_ON CHRANNEL

MDA 01l

123

19 : Lms ADPAPTATION
£l -‘-_-_——‘t——\
-f
10 - -
%
L"-{. b N 1
[ ————
2 e
A 3 -2 | L"“i
{
g —L
3 ]
x
Wy | S—
% T T
X 10'?'«»
8 FALS ADAPTATION
| § (RESTART  INTERVAL = 30)
I~
3
~
o
, }_3;40 ~
L
~i
)
<.
2
N
23
;0 Fl ., s L A
0 4 ? 12 /6 20
NUMBER OF SYMBOL FERRORS 1N

Brock oF (00 DATA Sm&oas

FRLS AnND Lms
(DECIStow - DIRECTED

DFE



' LmS ADAPTAT 0N
%
X
1] = ‘
TN T e WS
31; L —_—
NS [D;i:‘ ' e e
wo
2 i :
é |=;! FALS ADAPTAT (0N
@ [RESTART INTERVAL = 30)
-2 | ’ ) {
R
S
S
] !;jl
w0
-2
.« oo :
S
g
g' i
i ;
% | .
&
ﬂ'3
%3;(101 |*'
t E'i
3 i
S
s
S .f‘:
&
107:3 !:’ ‘ll [} \ I
ll’:o.. S & ra /6 20 bt
¢ . NUMBER  of  SymBor  ERRMS IN BLOCK of oo DamA SVmBoLS
Fl6. 910 ERRoR STATISTICS FoR  FALS AND . L ms DFE
‘ oN CHAWNEL MDA 010  ( DECIS[on— DIRECTED ) D

124 - !




o 1 i i i 110
[0 |
mpaol e >0 He
FALS 1] R i, - i
i it T H— s
100 . 200 \i>00
L#S N iyt
7 u ’gu,L._.._.! A ! EJ 200 3
(]
MORDIO e ’
FALY | | 1 I |
o | 1l /| P% ,
loo 200 3c0
> , i
TIMmE (9 BLoCkS)
FIG- " 9.1 BlocCks ConTRIVING  ONE o0& mDRE  ERRoRS .
IDEAL REFEREnCE  CASES SHown  ABOVE, DECszMQ
DIRECTED - CASES S Hown BELOW.




70 1L

SuR
(48)

] EBRzZzz . &

B 2 :
. “ j‘%E} 2 @ ﬁ;Z%TAT(om
g1 - . ERR0R BuRSTS IV DECISm -DIRECTED  DFE :
: ' : ) .
? L
h ZIN 28 | E] 2 éﬁapmmm
é) : i ) - q .
0 100600 Z_oooo 30000
ELAPSED SymBor  IWTERVALS
FIG. 9.12 SwR  VERSus Tim6 FoR  CHAwnEL  MDAOI] |
(5MR AVEARAGED WITH 550 ~SymfBol ~10TERvAL TIME ConSTANT )
£ i ~ i



16 1
14 A
SHR
(48) 1z
—
N
E ~
12 1
B Ba ADAPTATION
T A
ERROR BuAsSTs 1N DELISIen ~DIRECTED DFE
P4 I 1 B , 1 1l FALs  ADAPTATHIN \!
6 % 3 2
19 /0000 , 20000 30000

ELAPSED SymBoc INTERYALS

FIG- 9-13 SR VERSus  TImE Fo CHAVNE L MpA 010
(svR  AvERABED WITH 5po-sympboL IWTERVAL ~ TME  CowSTAMT )




i 10, SUMMARY AND CONCLUSIOQONS

IOJi Comgaxison of DFE and MLSE Receivexs

| Deterﬁina;ion of the effective SNR parameter d/oc from
measured channel impulse responses suggests that for the two HF
channels which were extensively investigated, the theoretical DFE
peréormance falls within about 1 dB of the theofetical MLSE or
matched fiiter performance. (See Figurés 8.7 and 8.8). Moreover
the ﬁeasured impulse response dufatién statistics, summarized in
Table S,B.fndicates.that channel impulse responseg effectively 8
to 10 symbol intervals long.can occuzx, A MLSE (Viterbi
algorithm) reqei?er designed to accommodate such impulse
respénses would require on the order of 419 storage locations and
operations per symbol interval. Thus there seems to be little
zeason go ddapt the MLSE approach on the basis of these results.

A further problem with MLSE is the effect of the decision delay

on the adaptation speed. On.the'other hand, if the MLSE

o

algorithm could be approximated by a simpler algorithm, we have

seen that the filter adaptation algorithm associated with an MLSE

'reqeiver can be considerably simpler than that associated with a

DF$ receiver. It is worth noting here that Monsen has drawn

‘simﬁlar conclusions on the relative worth of DFE and MLSE

.reéeption for fading tropospheric scatter channels with diversity

[Mon 71}, [Mon 73], [Mon 74], [Mon 771].

102 Comparison of FRLS and LMS Adaptation Algorithms

—_— ———

Relatively rapid impulse response variations were observed,

as illustrated in Table 8.4. For channel identification with the

]
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order of 10 adaptive tap coefficients LMS adaptation appears
gdequate, especially in a low SNR environment. (See Figures 5.6
and 5.7). The probiem of instability due to accumulating
"roundoff error in FRLS algorithms was met and dealt with by means
of a periodic restart procedure. By restarting (zeroing) only
the interval algorithm variables and modifying the desired
adaptive filter outputs>dufing restart to account for the step
function in the filter inputs during restart, disruptions due to
restart were minimized. As well as the periodically-applied
restart procedures for the FRLS adaptation algorithms it was
found necessary to modify the normal decision~directed mode of
operation (use of receiver decisions in the DfE feedback signal
and for fiiter adaptation) by periodically inserting a training
sequence of 30 known data symbols. For thé FRLS algorithm this
coincided with the restart periodé. Although 9.1%Z of the
transmitted data capacity was thereby lost, periodic retraining

allowed the adaptive receiver to recover from the effects of

severe fades. The complete DFE and FRLS adaptation'and restart

algorithm is specified in Appendix B.

Simulations of decision-directed DFE receivers using both
LMS and FRLS adaptation algorithm were car;ied out for channels
MDAOLll and MDAOIO. The results were summari;ed in Figures 9.6 to
9.13. The block error rate for the FRLS algorithm was reduced to
about one third of its value for the LMS algorithm in the case of
channel MDAOll. However in the case of channel MDAOlO, there was
little difference in the block error rate performance of the two

adaptation algorithms. We feel that the failure of the fast-
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adapting but more computation~intensive FRLS adaptation algorithm
to show a sbebtacular performance advantage over the LMS
[

adaptaéion aigoriéhm is due to the relatively low average signal-
to;noise ratios seen on thesé channels, Higher signal-to—noise
.raflos would probably have con51derab1y lncreaued the performance
;dlffercnces‘betueen the two algorithms. This conclusion is bormne
out by other performance cqmparisons between FRLS and LMS
iadaptation algorithms reported in [HGDP 80}, and [LP 83] in
V%iCh Ray;eigh~fgding-HF channels with a wide range of signal-to-
.ﬁ&ise_ratios vere gsimulated.

;if i: H ' |' ' !
10)3 Recommendatioms for Future Werk

It is8 recommended that similar studies be conducted using

recordings from a much wider selection of HF channels -~ for
different path lengths, times of day and seasons, frequencies

rélative to the M.U.F. etc. Among the other results of such a
st;dy should be a better statistical characterization of the
a%fnage signa1?£o~nqise ratio encogntered under various
c%ﬁditions. We have seen that the signal~to-noise ratio not only

strongly influences performance in an obvious way but also
influences the choice of the filter adaptation algorithm.
}‘ If the low SNR”s encountered in our investigation are felt
[ B ; .

to be typlcal then a prototype digital HF communications system

employlng a decision feedback equallzer adapted according to the

L%S algorithm should be built and tested on a variety of HF

channels, Such an implementation should be within the
f

capabilities of existing programmable signal processing devices.

Implementation of an FRLS adaptation algorithm at present would

]

! 130




‘

likely require non-programmable hardware due to its complexity,
but this algorithm should be within the capabilitieé of digital
signal processing devices in the near future.

There is also a need for further studies of alternate

. transmitter and receiver signal processing. Transmission of data

in independent blocks or packets, preceded by known training
sequences is an effective method for crash recovery; Packet
length and training-sequence lenéth should be investigated for
various adaptation algorithms to maximize throughput and
reliability. Finally, there may be room for innovation i~ the

MLSE type of receiver, if lov-complexity practical approximations

to the MLSE detection algorithm can be found which work well on

HF channels.

10.4 Hajor Conclugions of the Study

(1) For the HF channels iﬂvestigated, DFE reception offers a
more favourable performance/complexity tradeoff than MLSE
reception. |

(2) For the channels investigated the relatively small
performance advantage enjoyed by a DFE receiver using the
FRLS adaptation algorithm may not justify its much greater
complexity felativg to the DFE receiver using LMS
adaptation. However if higher average signai—to—noise
ratiés are expected in practice, the FRLS-adapting DFE
receiver may be much more attractive.

(3) ‘An efficient restart procedure for the FRLS adaptation

algorithm has been developed. This circumvents the
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numerical stability problems to .which the FRLS algorithm is
.subject, vithout significantly compromising its ability to

track rapidly time~varying channels.
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‘ PROCESSING THE HF DATA TAPES

i

¥
L
Hi

i

computer is different from the standard format used by CP6. In

[ .
par;icular,ltwo sixteen-bit DEC integers will appear per 36-bit

The recorded data format created originally by the DEC

il
CPjﬁ integer read. The data file in the CP~-6 consists of a
o . ; _
series of fixed length records. The records will be 128 CP-6

],r ’ .
vords in length, corresponding to & block of 512 DEC bytes.

A Tortran unformatted READ statement of the form "READ {(22)

‘[K]W can be used in ordér to read the data from the data file,

il
vhere

t, 22: is a logical unit number (it is arbitrary)

i' K : is the output list |

Ih our casé, since every record contains 128 words, a 128 array
}igt has to be used as an output list. Before invoking the
program containing this READ statement, one would give the IBEX

. il
command: ISET 22 [file namel.

!

As we mentioned above, the data output is somewhat

scrambled. In the sequel we shall try to explain with a

N .
particular example the procedure vhich should be followed step by

step -in order to unscramble the data.

(k4

't . Consider the following 36-bit CP-6 integer word in octal

form:

I
Vi

| 110 001 . 256 011
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That 36-bit word contains two sixteen bit DEC integers. The

period separates those tvo numbers. Therefore every half CP-6

word contains two DEC 8 bit bytes which are scrambled. The octal

byte representation of the above word will be:

110 001 . 256 0O1l1

In order to find the actual integer number, we should follow the

steps:

1. Reverse the order of the bytes of every CP-6 half word,

i.€@.5
001 110 . 011 256

2. The binary equivalent is n

' :
000 000 001 001 001 000 000 001 001 010 101 110

T 8-bit 7 g-bit T 8-bit A g-bit
0 0
3. According to the above pattern we form the new

binary

equivalent by deleting the 10th and 28th bits and inserting

zeroes in the first and 19th positions as ;hown.

000 000 000 101 001 000 000 000 100 110 101 110
4. The above binary number in octal form is

000 510 004 656
Therefore the octal unscrambled equivaleﬁt form is

00510 . 004656
whigh corresponds to the decimal integers:

5x82 + 5x8! + 0x80 = 328 |

4x83 ¥ 6x82 + 5x81 + 6x80 = 2478

In our Fortran program the GETTWO subroutine performs the

appropriate unscrambling operation.
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uns;rambling operation and stores the unscrambled data in array

evett

- Coxrrespondence of integers to signal values, e.g.,

M,—S \'j

0v
5V

The following FORTRAN program performs the appropriate

c

C DATA FROM THE CRCMDAAZD DATA FILES.. .

c .

C INT(128): 128 INTEGER ARRAY READ FROM THE

v : DATA FILE.READS THE WHOLE RECORD.

C IHI(1Z8): TEMPORARY ARRAY WITH UNSCRMBLED

C o . DATA.CONTAINS FIRST MALF OF EACH

C , .7 CcP~B WORD.

C ILD(i28):  TEMPORARY ARRAY WITH UNSCRAMBLED

c DATA.CONTAINS SECOND HALF OF EACH

¢t CP-6 WORD. :

C RC(258):  CONTAINS THE UNSCRAMBLED DATA IN

C A SEGUENTIAL ORDER.’

C —
INTEGER INT(iZS)‘ILD(iaS):IHI(iZB) RC(256)
DO 100 I=1,10172 N .

.. READ(22). (INTLIL). Y121,128) oo i
IF(I.LE.99) GO TO 100 ‘
PRINT>"DATA. BLOCK®

- WRITE(Z3,10). (INT(IZ),12=1, 1"8) L

10 | FORMAT((4013)).
. DD 50 J=1,128: :

L CALL, GETTHOCINT(J) » ILOCJI) » IHICJ))
RC(Z#J)=ILOCIY - ,
RE(2%J=1)=IHI(J)

50 CONTINUE . ... . o
MRITE(23,20) (RC(I3),13=1,256)
20 FORMAT(B1B) ‘
100 : CONTINUE
STOP

END

C .

c

00004

4000
77774

ﬁor.further processing.

THE FDLLDQING PROGRAM READS AND UNSCRAMBLES

142

~



SUBRUUTINE GETTWOCINT, ILO,IHI)
c
£ SUBROUTINE UNSCRAMBLES INTEGERS CREATED -BY
C DEC RSX-11 TAPE.

c INPUT: INT(36 BIT INTEGER READ FRbﬁ TAPE)

C O0QUTPUT: IHIC(FIRST SERUENTIAL 1G-BIT INFEGER)
cC. ILO(SECOND SEGUNTIAL 16-BIT INTEGER) _
C NOTE. 16-BIT INTEGERS ARE TREATED AS UNSIGNED

C CONSTANTS .THUS,IF. NEGATIVE INTEGERS ARE EXPECTED,
C THE ROUTNE MUST BE MDDIFIED TO PLLDH FGR SIGN -
C PROPAGPTIDNQ.M..'-
C e ey -\.--'.-.. s .‘- A v aBes v e o
ILO= IAND(IKT 255)
ITEM=IAND(INT »1303G0)

e e - ILD=ISLCILGS 81+ISL11TEH:_-S)‘m;=;_"....un_u-

“ITEMZ2=ISLCINT,-18)- L
IHI=IAND<1TEM2.255>T‘€ ST
ITEM=IAND(ITENZ,130580)
IHI=ISL(IHI,8)+ISL(ITEM,-9)

RETURN :
END
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M% The following JOB file has been used in order to mount and
co%y'bn disk the magnetic tapes with file name “CRCMDAA2D".
"Between the CP6 library names and the tape names there is the

i .
following correspondence:

| AK0068 CRCMDA
| AA0067 MDA 002 (Oct.13)
 An0068 MDA 002 (Dec.3)
[| 440069 MDA 003 | N
I : |
- l_’ )
i °
. .
i
'] AA0O77 MDA 011
|
1
3 W)

. 'RESOURCE LT(BOORPI)=;
MESSAGE PLS MOUNT TAPE ARO076 AS MDAGIG KGRING. ...
H 0 PN
MOUNT 1L T#MDAGT O
, REW LT#MDAC10
N L(AS LT#MDACIO
- REW LT#MDAO1C
| COPY LT#MDAOT O/ ‘CROMDA, AZR Y TO CROMDAAR
REM LT#EDAOTO T PRERARED
REL LT#MDACTO
END
!
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Appendix B

FAST RECURSIVE LEAST SQUARES (FRLS) ALGORITHM APPLIED TO A

DECISTION FEEDBACK EQUALIZER (DFE)

Parameters: 2N; forward complex tap coefficients {Wi*} and Ny
feedback tap coefficients (Fi*}. P;=2 complex channel outputs

enter equalizer in each symbol interval. _ Total number of

~coefficients N=2N;+N,.

. Equalizer gutput at QLQ symbol interval:

Q, = C(n-1)7 z(n) (1)

where € is tap coefficient vector;

¢ e 2t .
N . Tk o ;
g(n"‘l) = (WO’ Wl,...Wle_l : Fl ) Fz}a-..FNZ) (2)
Forward Tap Feedback Tap
Coefficients Coefficients

and Z(n) is the N~dimensional vector of equalizer inputs;

n

; % * /2 % +1/2 X o~ % - ;
Z(n) - = (y(uT) , y(aT-T/2) ,.. y(nT—NlT T/2) | 8p-1 0 v aanz
complex channel output samples previous data (3)
at T/2-sec. intervals decisions
Desired output at gﬁh symbol interval: an
Error for adaptation:
e(n) = a_ - ¢(n-1)* z(n) (4)
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Initialization at n=0 of FRLS algorithm

' y(aT) = y(nI-T/2) = ;n = 0 for n < 0
'i ! ! i

/|

N-dimensional complex vectors: k(mn), C(n), y, g(n)

with C(n) = k(n) = 0 for n=0
o ,

1
N-by-3 complex matrices:
. F(n) = B(a) = [0) for n=0
' : i

3~§§~3 complex matrix:

1L 0 0.
Eq3(n) =61 0 1 0 vhere 8 is a positive comstant
i‘ 0 0 1
: for n=0

Thé following will be 3-dimensional complex vectors:

i

_f_3(n)’ .f..S(n)’: .}5.3:- 93(n)’ ,§_3(n)a .}1_3(‘1)9 1)_3(“)

.
i

Reél—valued scalar:

g I'(n) = 1 at n=0
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FRLS Algpoxithm for n > 1:

fl

£3(n)

vector of 3 newest inputs to DFE

y(nT+T)

il

y(nT+T/2)

~

| an

P3(n) = vector of 3 oldest inputs to DFE

y(nT-NyT+T)

y(nT—NlT+T/2)

A

dn-N

B

~ £3(n) = E(n) + F(a-1)" 2(n)

F(n) = F(n-1)"- k(n=-1) £3(n)"
£3(n)" = I(n-1) f£5(n)
7%

Ey3(n) = AE33(n=1) + £3(n) £3(n)

,?5_3 = E33(n)"1 £3(n)'

1
|

y = k(n-1) + F(n)_§3

Form g(n) X
_{ from T
& 3(n) Yy

as shown in Figure 5.2

Form Z{(n+l) §3(n)
from

P3(n) 2(n)

in exactly the same way.
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(13)
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(16)
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!
|

WJ-P(n)

i

by(n) = p3(n) + B(n-1)" z(n+l)

B(n) = [B(n-1) - a(n) b3(n)¥1[I33-u3(ndb3(n)
vhere I3q = 3-by-3 idéntity matrix
k(n) = g(n) - B(n) uz(n)
= [T (n-1)=£3(n) “x3101-u3(n)*b3(n) 1"}

Constraints:

|

i“

H

1

i
do

R
b

l

If Im(1l-u3(n)*bg(n)) = 0 set it to 0.

If l—E3(n)*b3(n) exceeds 1 set it to 1.0.

“r'lf Im(I'(n)) % 0 set it to 0;

f

‘1f T(n) < 0 set T(n) = .00001.

IfT(n) > 1 set ' (n) 1.0.

|

1

Tap Coefficient Update:

c(n) = C(n-1) + k(n-1) e(n)™

where e(n) was determined in (4).

Restart mechanism initiated at n=K:

-7

exceptions:

(

1)
f!

Do not reset C(K) to 0 at initiation of restarxt unless
1

measured MSE has been high.
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| .
f 1f l-Lg(n)*b3(n) is negative set it to .00001.
| _

(19)

(20)

(21)

(22)

(23)

ﬁr Initiate te5tart.333Ct1Y as in (5)~(8) withthe following
i' - .
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; r {(2) During restart intexval use asuxiliary LMS algorithm:

;n' - Q_(n-—l)LMS* Z_(n)

e(n)LMS

Cln-1pyg + velndpys” 2(n),

i

C(n)yus

with C(R-1)pye = C(K-1)

and.where {Qn} are decisions obtained from output of LMS

DFE.

(3) Duxing restart interval for FRLS élgorithm replace e() in

(4) with
e(n) = 4, - clo-Dpys” 2(n)¢™) = ca-D* z(n)

where &(nﬂ') is‘g(n) with all components which entered at
n > K replaced by 0 and Z(n) is Z(n) with all components
which entered prior to n=K replaced by 0. Then in the FRLS

algorithm during restart, replace Z(n) by Z_(n_). ‘

N
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