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1. 	INTRODUCT I ON 

The success of a.utomatic 	speaker 	recognition 	c.-systems' 

designed 	to be used wi th  communications  channels has been 
hampered by two general sources of error.  . 	Fr imar i ly , signal 
inter f erenees 	in 	the message path, which cause 1 ine.ar and 
non-1 inear distort ion, have been shown to mask the 	speaker- 

discr iminat ing 	characteristics 	of 	the 	signal 	so 	that 
succe 'ssf ul procedures developed in the labora.tory can not be 

re, p1 icated 	in 	the 	field. 	This has been compounded by the 
second source of error,  , 	intra-speaker 	di f ferences 	in 	the 
speech samples used f or  recognition.  These di f ferences tend 
to inter f e re wi th the task of ex tract ing acoustic 'parameters 
f ro 111 the signal that describe the  distinctive 
characteristics of individual speakers. 

The Communications Research Centre in Ottawa 	has 

recently completed 	the developMent of a new vocoder system 

f or  digital  transmission of speech in real time, 	using 	new 

signal 	processing 	technology to provide a low cost  digital 
communications system. 	For automat lc 	speaker 	recognition,  
the 	use 	of 	vocoders 	aI leviatc..-s 	the major i ty of problems 
as- sociated with signal inter f erence generated by the message 
path. 	Because vocoders involve the  digital  transmission of 
an encoded signal ( fol lowed by decoding 	upon 	receipt ) 	any 
distort ion that occurs is a resul t of the e.ncoding funct 
and any transmission errors that do occur 	ca.n be 	detected 

and/or 	correc ted 	by 	standard 	digital  techniques (pari ty, 

error detect ing and correct ing codes) . 

The object of this research is to f ind  solutions  to the 

problem of int ra-speaker di f ferences between speech samples,' 
in order to develop a recognition  system that wi II operate 
in connec t ion wi th 	the newly developed v °code r syst em. 
Errors produced by this source of interference stem from the 
kinds 	of 	information 	in 	the signal that are focused upon 
during the 	analysis 	phase, 	dur.ing 	which 	parameterF.; 	for 

speaker 	recognition  , are 	extracted. 	A 	high 	amount 	of 

variability in the speech signal produced by 	an 	individua,1 
ca.n 	be 	attributed 	to 	natural phonetic processes that are 
mi -.stakenly analyzed as being speaker-speci f ic . Imp r v emen t 
of the para.meter extraction phase  would therefore contribute 
to improvement of the overai I taslc, both in the laboratory 

and in the field. 

To achieve the goal of improved 	parameter 	ex traction, 

the 	Centre for Speech Technology Research in Victoria, B.C. 

has be.en invol ved in research 	to 	develop 	procedures 	that 
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automatically 	isolate 	phonetic 	events 	containing 	a high 

degree. of 	speaker-specific 	information 	for 	recognition 

purposes, 	and 	that 	manipulate' these events to reduce the 

-influence 	of 	intra-speaker 	differences 	between 	speech 

samples used as test and reference data. 	Recently, work has 

been continued under 	contract with 	the  • Department 	of 

Communications, 	in 	an 	effort 	to 	develop 	a 	functional 

automatic speaker  verificationk 	procedure 	t6 	be 	used 	in 

connection 	with 	the  new vocoder 	system. 	This 	paper 

addresses 	the 	underlying 	theoretical 	issues 	that 	are 

Involved with 	the research, describes the results obtained 

from the preliminary 	investigation, 	and 	comments 	on 	the 

expected success and applications of the proposed system. 

Speaker recognition is generally divided into two 	kinds 

of 	tasks: 	verification 	and 	. identification. 

Verification,.or authentication, involves 	the 	task 	of 

determining whether 	or not a speaker is• if fact who he 

claims to 	be. 	A 	sample 	utterance 	produced 	by 	the 

speaker is compared with a file of accumulated referende 

data belonging to.the person of claimed identity, and 	a 

binary 	decision 	of 	acceptanCe 	or 	rejecti. on is made. 

This contrasts with speaker identification, in which 	an 

unknown eample of speech is . compared with reference data 

of a (possibly 	large) 	group 	of 	known 	speakers, 	the 

possibility 	existing 	that 	the 	unknown speaker is not 

represented in the reference data. 	At 	some 	level 	of 

analysis, 	both 	tasks 	require 	that a decision be made 

about whether the sample data and the reference data are 

closely 	enough 	matched ,to 	constitute 	an acceptance. 

Errors of false acceptance of a speaker, 	versus 	errors 

of false rejection are determined  by  this measure. 
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2 . 	THEORETI CAL BACKGROUND 

2.1 	Sources of Intra-speaker Va.r iabi 1 i ty 

Acoustic signals generated 	by 	the ,speech 	E., vent 	are 
c o mp osed 	of 	a 	complex 	orchestration 	of 	information.  
Information about the linguist ic message, the diale.ct , 	a.ge , 

se X 	and 	respiratory 	heal. th 	of 	the 	speaker 	are 	a.I.I. 
transmi t ted simul ta.neously, and integrated wi th 	these 	are 
indicators 	of 	the 	speaker ' s 	intent 	and emotional state. 
A150, and of pz.krticular  importance  here., 	the 	speech 	event 

produces 	acoust ic 	indicators 	of 	individual 	speech 

characteristics which, for 	our. purposes, 	are 	de f ined 	as 

acoustic  manifestations  of an.atomical aspects such as the 

size of the res,onating cavi ies, or habi tual aspects strch  as  

tendencies to produce  certain  phonation types and the timing 
of articulatory movements. 

In theory, a number of 	these 	anatomical 	or , habi tual 

character" st ics are expected to influence the signa l in such 

a way as to provide  information  that is unique 	to 	any 	one 

speaker. 	Howe V er , 	the 	highly 	dyna.mic 	proper t es Of the 

signal that are caused by di f ferences in the I inguist ic 
message, together wi th the transi e.nt aspects of mood, intent 
etc . , produce variations in the speech signal that are 
di f f icul t 	to 	control 	whi le concen.trat ing  on thos- e aspects 
that we expect to be unique. 

In processing the  signal,  the human listener a.ppears to 
be 	capable 	of 	focusing 	on one 	of 	the 	above 	kinds of 
information while ignoring, or at least 	accommodating, 	the  

other kinds. 	The isolation of information about the speaker 

would then be performed 	on 	the 	basis 	of 	the 	listener i s 
'knowledge 	about 	• the 	language, 	regional 	and 	social 
indicators, and how f or example, the 	speaker 's mood might 
influence 	the 	qua.I ty 	of the  signai. 	In using this prior 
knowledge, the 	I i 5f enter 	also 	a.ppe.ars 	to 	be 	capable 	of 
shi t ing 	f rom one set of audi tory parameters to another in 
order to ef feet  recognition. 	However,  , while a large 	source 
of 	prior 	Icnowleclge 	is 	not avai lab le to the the au tomal ic 
system, it is also not limi ted b'y the ef feats of 	shor t- term 
me RIO r y 	I t 	is 	the 	limitations  of shor t- term raemory that 
have been ci ted Cl] as 	the 	reason why 	a.utomatic 	speaker 
r,ecogni t ion 	enperiments 	conducted 	under 	laboratory .  
conditions 	have 	produced 	more- successful 	resul ts 	than 
parallel auditory taÉ.;Ics. 



Page 	4 

	

Beca.use 	of 	the 	dynamic 	proper t ie.s 	of 	speech, 	the 

capabi I i ty of an automatic  recognition  system to selectively 

• shift f Tom one set of parameters 	to 	a.no ther 	according 	to 

other 	information  about the signal is therefore expected to 

improve 	the 	sys t em' s 	performance. 	Segmentation  of 	the 

signal on the basis of the occurrence of phonetic events may 
be of interest for this purpose, but their selection is 	not 

• a simple task . 

For example, it has been found in our earlier 	research 

. E2 , 3] that the ef fects of coarticuIation (the articulatory 
influence of one phonetic segment upon another ) are a major 

influence  on the acoust ic qual i ty of speech segments that 

may be used for  recognition,  even when 	these segments are 

we I I 	separated 	by 	other 	segments. 	To 	compound this, a. 

s I ight change in the dynamic content of the ut terance, 	such 

as 	a .  di f fere.nce 	in 	speech 	rate or sentence stress, wi II 

al ter the coar t icula t on characterist ics 	in 	two 	otherwise 

dent ica I 	ut terances. 	In speaker recognition  experiments, 

coar t icula t ion 	ef fects 	have 	been 	observed 	in 	context- 

depe.ndent 	tasks 	( the 	same 	series 	of words 	repeated to 

presumably produee a similar ac..‘oustic pat tern) 	as 	‘ivel I 	as 

f or 	context-independent 	tasks, 	al. though the  influences  of 

the phonetic e n v r onment are reduced in the former. 

2.2 	Selection of Parameters 

	

The  principal task 	of 	speaker 	recegni t on 	research, 

then, 	is 	to 	develop 	a set of parameters that account f or 

such 	intra.:- speaker 	variability. 	Ef fects 	such 	as 	those 

described 	above must be con.t roI I ed to avoid the acceptance 

of  information 	tha t 	is 	no t 	cons i st ent I y 	unique 	t o 	the 

speaker, 	but 	care 	must 	be 	taken that the ei imina.t ion of 

certain  el em.ents of speech does-  not lead to the 	el imina t i on 

of 	useful 	information 	about the speaker. 	The division of 

the signal into ca tegor es 	according 	to 	general 	acoust ic 

. characteristics 	is 	seen as a means of reducing var.  lab i I i ty 

tha t is related to the linguistic component , 5 0 	tha t 	these 

ca t ego r i es 	can be 	exa.mined 	f or 	hab t ua I 	and anat omi ca I 

influences 	that 	are 	thought . 	to 	be 	. dist inctively 

•represent a t ive. of the speaker. 
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2 .3 	Long-Term Parameters 

In the search for useful parameters, 	several ' at tempts 
have 	been made to make use of 'parameters in the signal that 

are 	not 	greatly 	inf luenced 	by 	modifications 	in 	the 

I inguistic 	message. 	It 	has 	been 	theorized 	that 	the 
averaging of information ove.r the duration of 	an 	ut terance 

would 	s.mooth 	the 	ef fec.ts of linguistic variation, SO that 

individual 	characteristics 	are 	more 	accessible. 	For 
e x amp I e , 	the mean and range of the f undament a I f requency 
(F0) have bc-en used et fectively in the 	laboratory, 	[4,5,6] 

as 	have 	accumulated 	values de.rived 	from LPC 	such as 
ref I ect ion  coefficients [4 , 6 , 7] 	and 	ceps t rum 	coefficients 
E4 , 8 , 9 3 , 	and 	other 	processes 	such as the long-term power 
spectrum [10,11] and 	even 	zero-crossings 	[12]. 	However,  , 

parame. ters 	gathered in this manner appear to be susceptible 

to  shifts in speech pat terns tha. t occur 	over 	a 	period 	of 
t ime, 	perhaps 	brought 	about 	by 	changes 	in vocal tract 
settings or phonation type [3]. 	These kinds 	of 	parameters 

may 	therefore 	be more 	representative 	of 	the 	transient 
aspects spoken of earlier,  , 	such as 	changes 	in emotional 

state, 	than the kind of information that is anatomical ly or 
habi tua.11y based and unique to a speaker. 

2 .4 	Phonet cal ly-13ased Approaches 

An earl ier approach • to 	speaker 	recognition, 	and 	one 
that 	has 	recent Iy been tevisi ted (ea. 	E 1 33 ) , involves the 
location of phonet ic segments wi thin an ut terance, 	and 	an 
examine t i on 	of 	the 	segments 	for 	speaker-speci fic 
information. 	The theory of this phonetical ly-based approach 
is that the acoustic  manifestation  of the phonetic uni t wi II 
ref Iect the manner in wh.ich the speaker habi tuaI ly 	produces 

the 	segment, 	at 	least 	Wi thin the context of a previously 

's- pecif ied ut terance . 	For a 	speaker 	veri f leaf ion 	ta.sk 	in 

which 	the speaker ' s evironment is strictly controlled, such 
an approach has been highly 	successful 	[11 ] 	as 	long 	as 
several -tests are run in pa rai I . el , and the ref erence samples 
are updated 	regularly 	to 	account 	f-or 	changes 	in 	Voice 
quail ty 	over 	time. 	However,  if  there is no control of the 
context , . as is us- ual ly the case f or 	speaker 	identification  
for 	forensic 	purposes, 	and ç,vhich is of ten desire'd in less 
strictly 	control I ed 	situations 	involving 	speaker 
verif ication, 	.the 	acoustic 	quail. ties of a single phonetic 
uni t are far too variable to be of use... 
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Research in the phonetical I y-based approach has 	shown 

that 	certain' phonetic 	segments 	are more 	const s tent in 
providing speaker-speci f ic 	information 	than 	others 	[15]. 

Phone tic uni t 5 such as [n],  Cm] ,  [u], 	] and 	] were f ound 

to outra.nk 	other 	uni ts 	in 	Fisher 	discriminant 	analysis 

tests, 	indicating 	that 	the 	production 	of 	these 	events- . 

ref lects more  information  about the anatomy of the subject ' s 

speech mechani sm 	than do o the. r events . 	However,  , f or these. 
uni ts to be • use f ul , a means of 	cont rol I ing 	the 	acoust icaI 
ef fects of coar t icula t ion must be developed. 

Z.5 	Phone t i„c Classes 

In an 	a t t emp t 	to 	control 	coart iculat ion 	whi le 

concentra ting 	upon phonet ic uni ts, the current research has 
incorporated a preliminary stage of ana.Iysis 	in which 	the 

speech 	signal 	is 	categorized 	into 	a 	series of phon.et ic 
classes, 	each 	class 	being 	characterized 	by 	i ts 	broa.d 

acoust ical 	qua' i t es 	A 	phonet ic 	class 	is def ined as a 

class 	of 	acoustical 	events 	that 	are 	the • resul t 	of 	a 
par t icular 	set 	of art icuiatory and phonatory gestures, and 
are not necessarily related to the phonemic 	intent 	of 	the 

gestures. 	Acoustic 	events 	thus 	isora.ted are accumula ted 

over the durat ion of a speech sample and, wi th "other 
simi larly accumulated events belonging to di f ferent phone t lc 
classes', are used to describe an acoustic  profile  of the 
speaker. 

As an eiample of a phonetic class, a nasal m.urmur is an 

acoustical 	event 	thas t 	occurs when 	the 	raajori ty 	of the 

pulmonary energy 	is , def Iected 	through 	the 	nasal 	cavi ty 

during voicing. Gene I' 2, 1 I y this is the principal a.coust ic 

indicator of a nasal phoneme, but the event is of ten masked' 

by the predominance of oral energy.  . If this occurs, other 

acoustic indica tors of the nasal phoneme will 	remain, 	such 

as 	the 	amount 	of 	nasal za t i on 	in 	the 	vowel 	and 	the 

transi tionaI ef ec Ls of tongue body movement to a target 	in 

the 	oral 	cavi ty. 	On 	the 	o ther hand a nasal murmur can 
occur during any articulation that involves 	increased 	oral 

impede.nce 	when 	the 	velar  port  is reiaxecl or open . . 	Thus a 

voiced stop consonant or a resonant such as [w] 	may 	crea te 

suf ficient 	impedence 	in 	the oral eavi ty to give rise to a 

nasal murmur.  . 

The separati on 	of 	the 	speech 	signal 	into 	acoust ic 

cel asse 5 	i 5 	therefore 	not 	directly 	related 	to 	the. 
phonetical ly-base.d approach described above . 	However,  , 	the 

new 	approach 	avoids 	the 	di f f icul ties 	that 	arise 	f rom 

attempts 	to 	derive 	parameters 	f rom 	the 	signal 	wi thout 
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aecount ing for the di f ferent kinds of acoustic events wi thin 
the ut terance.% . Beca,use the ca tegor zat i on of the signal 
into classes according to broad acoust ic pat terns a.voids the 
comparison of highly di ssimi lar acoustic events, a large 

proportion 	of 	the 	va,riabili ty 	within 	the 	signal 	is 

control led. 

The  accumulation  of a series of events belonging 	to a 

common phone t ic 	class appears 	to 	reduce 	the ef fects of 

coarticulation  when the appropria te 	stat ist ical 	procedures. 

are 	appl ied 	to 	determine 	their 	predominant 	para,metric 

values. 	The expected resul t 	is 	.t that 	information 	in 	the 

acoust ic signal that ref 1 ects the less var iable habi tua.1 or 
anatomical characteriet ics of the speaker are enhanced while 

the highly variable influences of coart icuIat i on are 

reduced. 

2. 	Phonetic Classes Selected 

Three classes of phonetic events have been focused upon 

in 	the 	theoretical 	stages of the research: nasal murmurs- , 

h gh front v owe I s , and h I gh back v owe 1 s . 	As was men t oned 

earlier,  , 	research 	in the phone t ical ly-based approaches has 
indicated tha.t phonet ic uni ts 	belonging 	to 	these 	classes 

contain a higher' proportion  of speaker-speci f ic information 
than other phonet lc uni ts. 	Also, these.,  events may 	be 	more 

de. scr ipt ive 	of 	the 	physiological 	character ist ics 	of the 

organs of speech 	tha.n 	other 	ar t cula tory 	gestures. 	The 

nasal 	murmur s 	ref lect 	information about 	the 	resonant 

cha.racteristics of the nasal cavi ty, which is 	a 	relatively 

ixed 	body, 	and 	the two categories of high front and high 

back 	v owe 1 s 	represent 	positions 	of 	extreme 	oral 

articulation. 	Thu5 	the 	accumulation 	of 	acoustic. 

deser i p t ions of these events as they occur in an ut terance 

wi II not only reduce the ef f ects of coar t i .cul a i on, but wi 1 I 

also provide an acoust ic  profile  that is more speci f ic tha.n 

one 	tha t 	resul ts 	from 	the 	accumulation 	of 	acoustic 

information f ram  an unsegn-tented s. igna 1 . 
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3 . TECHNI CAL APPROACH 

3.1 	Resul ts of Previous Worlc 

In our ear I ier research 	in 	speaker 	recogni i on , 	the 

cIa.ss 	of 	nasal. 	raurmurs 	W a S 	selected 	f or exa-mina t i on to 

de termine the f easibi I i ty of the 	proCedure 	An 	a. u o ma t c 

procedure 	f or locating the nasal murmurs was developed on a 

sma J. I 	computer, 	using 	parameters 	derived 	f rom 	energy 

calculations and  profiles  taken f rom, the power spec tra. A 

da ta base of 880  short  sentences containing nasa l  murmurs in 

a range of phonet ic env ronments produced by 10 subjec ts was 
used to develop the phone t ic class  extraction routine, and 

the 	context-independent 	da ta of 50 . .subjects were used in a 

closed-set  identification  experiment . Twenty higher order 

cepstrum  coefficients  were derived from the extracted data, 
these parameters yielding 100% accuracy when a 'pooled 

covariance  matching procedure wa.s employed. 	A minimum of 

fifty 20 ms. 	f rames 	of 	nasal 	da ta 	for 	each 	subject 's 

covariance  matrix was used. 

These high success rates appear to have been inf I cienced 

by 	the 	fact 	that 	the 	test 	and 	reference 	samples were 

r e co r de d on the same day.  . We were encouraged , however,  , wi th 
the resul ts of closed-set experiments involving test samples 
taken 17 months later f rom groups of ten and f ive subjects. 

The success rates of 70% and 85% respect ively were achieved, 
which is bet ter than other repor ted resul ts in which 

extensive 	periods 	of 	time have 	elapsed 	between 	the 

collection of test and reference samples. 

3.2 	Current Approach 

The purpose of the c.ur rent research project has been to 
determine whe.ther 	speech 	that 	has been encoded using the 

vocoder system developed at 	the Communications  Research 

Centre 	contains 	stif f icient speaker-speci f ic information to 
allow automatic speaker verif ica.t ion. 	In order to do 	this, 

the 	recognition 	model 	invo v'i ng 	the 	classification 	of 
phone tic events T.vas modi f ied to operate on speech 	that 	has.., 

been processed through the encoding stage of the vocoder . 

Ee_,.cause of the prel iminary aspects of the work, the phonetic. 

cIas 5 of nasal murmurs was again examined, f aci I tat ing the 
rapid comparison of re.sul ts wi th the earlier woric. AI so, 
the concern has been expressed that an al I-pole model of L.PC 
would ma›.7k the nasal segments because of the presence of 
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zeros 	(anti-resonances) 	during 	these 	events. 	I t 	is • 

therefore expected that ,  if  this 	class 	of 	events 	ca.n 	be 

automatical Iy 	extracted 	and 	used 	for verif ication, there 

wi II be  little  di f'f icul ty in achieving 	success 	wi th 	other 

classes.' 

3. 3 	I sola.t ing the Class of Nasal Murmurs- 

The 880-sentence data base of 	the 	ten subjec ts 	used 

previous- ly was 	re-sampled and analys- is  files  were created, 

using 	the 	pa.rameters 	talcen 	f rom 	the 	modi f ied 	vococter 

routines. 	The 	segment 	extraction 	routine 	that was 

subsequent Iy 	developed proved 	to 	be more accurate 	in 

isolating 	nasal 	events 	than 	the one used in the previous 

research. 	This success has also given a 	strong 	indication  

that 	the 	other 	phonetic 	classes of interest, these being 

hi gh front  vowe Is and high back vowel s , can be ident i f ied 

wi th  relative  ea.ze us in.g st rategie..5 developed for extract ing 

the nasal murmurs. 

	

Parameters avai lab I e through the encoding stage of 	the 

vocoder include 10 re.flect ion  coefficients  (K's), the 

residua' energy and the f undamenta I f requency ( including the 

voiced / voicelesel decision) . Values for these parameters are 

computed at intervals of  20.1 ms from a signal that has been 

digi i zed at approximately 8K samples per second. 

It was found that the reflect ion  coefficients 	are 	too 

speaker-dependent 	to be useful f or extracting the segments. 

An initial at tempt that relied on 	the 	autocor relat ion 	(or 

filter) coefficients (A' s) was more promising, but further 
exam' na t ion revealed that these  coefficients  were influenced 
by the shape of the waveform, such that phonation types tha t >  

involved harsh or creaky voice failed to produce values that 
were wi thin tolerances assigned to nasa . l  murmurs produced 
wi th modal voice. 	As harsh or cr,eak.y voice may be habi tual 

or 	may 	be the result of a respiratory disorder or smoking, 
other 	pararae ters 	that 	were 	independent 	of 	laryngeal 
cha.racterist ics had to be determined. 

The f requF..‘ncy of the resonant peak.s ( f ormants) , derived 

f rom the f i I ter  coefficients  by means of a pea.k-picking 

routine  operating on the f I ter res.porie..,e curve, proved to b e 

suf f icient Iy speaker-independent to be used f or i . dent I fying 

many aspects of the 	nasals, 	as 	long 	as 	1,.'aria.bi. I ty • was 

a'l lowed f or a formant pc-ak-  in the 800 to 1900 Hz range.  The 

 bandwidths and the relative  magnitudes  of the formants were 

not as use.ful as the formant frequencies for identi Lying the 

na.sa I s,  as  they were easi ly inf 1 uenced by • the voca..I ic 

env i r•onment 
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The nasal murmur extraction routine takes the following 

values 	from parameters 	that 	are 	either 	available in or 

derived from each frame of 	encoded 	data produced by 	the 

vocoder: 

a).voicing occiirs (pitch value reported); 

b) zero-crossing (0x) count set at 	maximum of 	13 	per 

frame;* 

c) normalized residual energy 	value 	(RMSN) 	set 	at 	a 

maximum of 0.8; 

d) filter coefficient A2 set at a 	value 	of 	less 	than 

-0.2; 

e) • a formant peak occurs below 375 Hz and a peak does 

not occur between 375 Hz and 800 Hz; 

f) one or two peaks occur in the 1900-2800 Hz region and 

no more than one peak occurs between 800 and 1900 Hz; 

and 

g) aII peaks in the 1900-2800 Hz region are separated by 

more 	than 400 Hz 	and any 	peak 	in that range is 

separated from peaks outside that range by more 	than 

700 Hz. 

Each parameter was 	selected 	on 	the 	basis 	of 	its 

computational 	simplicity 	and 	its 	power 	to 	eliminate 

non-nasal events. 	As can be 	seen 	in . the 	decision 	logic 

presented ln Table 1, the order of access to each parameter 

is determined 	by 	the 	level 	of 	computational 	complexity 

required 	to eliminate the frame. 	The individual parameters 

each contribute in the following manners: 

Y( The number of zero crossingS per frame is not one of the 

parameters 	that is transmitted by the vocoder, although 

it is calculated to allow voice/voiceless 	decisions 	in 

the 	pitch extraction routine. 	Because the narrow band- 

width used for transmission o.f the encoded data 	is 	not 

expected 	to 	support 	the extra four bits that would be 

required for Ox, it is expected that this parameter 	can 

be 	calculated 	from the decoded signal. 	The comparison 

of a number of samples of original and synthesized 	data 

revealed 	that, in the frames in which this parameter is 

required to distinguish the nasals, the Ox values in the 

synthesized frames are not significantly different from 

those in the . original sample. 
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- The use of a maximum Ox value provides an inexpensive 

means 	of 	eliminating 	signals with dominant 	high 

frequency energy, 	avoiding 	the 	need 	t‘ o 	compute 	the 

spectrum for all voiced frames. 

- Because RMSM (with a maximum possible value 	of 	1.0) 

indicates 	the 	ratio 	of 	the 	excitation  energy to the 

total signal energy, it is being used experimentally 	as 

a means 	of 	avoiding 	the 	false capture of signals in 

which Voicing is very weak or absent. 

- Although 	the 	filter 	coefficients were 	found 	to 	be 

influenced 	by ' laryngeal 	characteristics, 	it was also 

found that the single 	filter 	coefficient 	A2 	reliably 

exhibited 	a 	value 	above -0.2 during the occurrence of 

most 	vowels. 	As 	this parameter 	involves a 	simple 

derivation 	from 	the 	K's, the expense of computing the 

spectrum for all 	voiced 	frames 	that meet 	the above 

criteria 	is avoided. 	The parameter's value may reflect 

the sharpness of amplitude fIuxations in 	the waveform, 

as nasals generally 	exhibit 	a 	smooth shape and most 

vowels contain more rapid shifts in amplitxide over time. 

- Categories e, f and g 	above 	provide 	general 	spectral 

characteristics 	that 	are 	descriptive of nasal murmurs 

but 	that 	are 	flexible enough 	to accommodate 	both 

speaker-dependent and context-dependent 	variations in 

the signal. •It was found that a careful description 	of 

the 	separation of 	formant frequencies would avoid the 

false 	capture 	of 	the 	majority. 	of 	the 	resonant 

consonants. 

- Because the 	above 	parameters 	are 	likely 	to 	exhibit 

values within the stated tolerances during transitions, 

and nasal murmurs are 	generally steady 	state 	eyents 

lasting 	60 	ms 	or more, the segment isolation decision 

also requires two or more consecutive 	frames 	to have 

values within 	the 	tolerances to effect the capture of 

the event. . 

In the previous project, gain information was used as a 

primary indicator of the temporal location of possible nasal 

murmurs in order to avoid expensive computational decisions. 

However, because thi.s approach required a two-pass analysis, 

gain has not been employed >  in the current routine, other 

than as a threshOld check and to compute normalized residual 

energy. (The previous strategy required prior information 

regarding the possible location of the events, making use of 

the gain computed fronuoverlapping frames to locate rapid 

shifts 	in energy as the signal was damped or released from 

damping caused by nasal coupling.) 
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INPUT PARAMETERS FOR 1 FRAME 

IF . (voIcED 	YES) 	AND 
(OX 	13) 	AND 	Table  1: Decision 	logic 	for 

(UMSN Kr.: 0.8) 	 - Isolating 	consecutive 

frames with 	acoustic 

THEN 	BEGIN 	 parameter characteris- 

tics of nasal murMurs. 

COMPUTE FILTER COEFFS 

IF 	> -0.2) 

THEN 	REJECT FRAME 

ELSE 

COMPUTE SPECTRUM/APPLY PEAK PICKING 

IF 	(LOWEST FREQUENCY PEAK > 375 HZ )  

THEN 	REJECT FRAME 

ELSE 

IF 	(A PEAK OCCURS IN 375-800 HZ RANGE ' ) 

ELSE 

THEM 	REJECT FRAME' 

IF 	ce OF PEAKS IN 800-1900 RANGE  > 1) 

- 
THEM 	REJECT FRAME 

ELSE 

IF 	ce or PEAKS IN 1900-2800 HZ RANGE .1. 1) 	AND 

(DIFF BETWEEN THIS PEAK AND A PEAK 

OUTSIDE 1900-2800 HZ RANGE ( 700 HZ) 

THEN 	REjECT FRAME 

ELSE 

IF 	ce OF PEAKS IN 1900-2800 HZ RANGE 	2) 	AND 

(DIFF BETWEEN PEAKS IN 1900-2800 HZ 

RANGE ( 100 HZ OR DIFFSETWEEN ONE 

OF THE 2 PEAKS IN THIS RANGE AND A 

PEAK OUTSIDE THIS RANGE ( 700 HZ) 

THEN 	REJECT FRAME , 

ELSE 

IF 	cg OF PEAKS IN 1900-2800 HZE RANGE ) 2) 

TH EN 	REJEC'1:  FRAME 

IF 	(rru.:vIou3 FRA ME  ACCE • TED) 

OU 	(:•17.;-:T FR.IE ACCEPTD) 

THEP 	ACCEPT FRAME 

ELF.;E 

RUJECT ITUAME 

ELSE ELSE 
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3.4 	Resui.ts of Segment Isolation 

• 	The 'corpus of data used for segment . isolation consisted 

o f 	88 	sentences, each averaging 1.25  se e in duration for a 

total duration of 110 sec per subject. 	For the 	development 

o f 	the 	nasal murmur isolation routine, a total of 1100 sec 

(16.3'min) of speech data produced by 10 male 	subjects was 

therefore processed. 	This amounted tO an estimated tota l  of 

54,000 frames of speech data, 	each 	frame 	representing an 

approximate 20.4 ms interval of the signal (see Table 3). 

Each sentence in the corpus contained one nasal phoneme 

in a 	unique "phonetic environment. 	However, the occurrence 

o f the acoustic event described as a nasal murmur was not 

guaranteed, 	due 	to 	the 	environmental 	influences 	of 

coarticuIation. 	As was found in our previoUs research, 	the 

acoustic manifestation of some phonemic nasals may only be 

the 	presence 	of 	transitional 	information, 	or 	of 	nasal 

activity 	in 	coarticuiation with a VoweI. 	It was observed 

from the examination of our corpus of Utterances 	that 	the 

murmur was likely to be absent or of very shOrt duration if 

the nasal phoneme was at the beginning of an utterance, 	if 

the signal energy was too low, or if the phoneme was 

followed by a voiceless consonant such as a fricative, which 

would require that the velar port remain closed to effect 

articulation, 

In addition to the nasal phonemes in the corpus, 	some 

occurrences of 	voiced stops and resonants produced with a 

highly impeded oral air flow resulted in the 	occurrence 	of 

nasal 	murmurs. 	Subjective auditory examinations of some of 

these events showed that when they were 	isolated 	from the 

neighbouring 	vowels 	and 	transitional 	influences, 	their 

auditory effect was exactly that of a nasal murmur. 

	

The combined effects - of (1) coarticulation 	during 	the 

production 	of 	nasals, 	and 	(2) 	the occurrence of murmurs 
associated with non-nasal phonemes, 	made 	it 	difficult 	to 

predict 	the number or positions of these acoustic events in 

the data without the aid of careful 	auditory 	and 	spectral 

analysis. 	Examination of 	the 	data in this manner showed 

. that an average of 570 frames of data per subject were 

attributed to naSal murmurs that were 40.6 ms in duration or 

longer and of sufficient energy to have a distinctive 

spectral 	shape 	and auditory quality. 	Of these, an average 

o f 400 frames were aesociated with  the  nasal phonemes in the 

corpus, and 170 were the result of some other phonetic event 

such as a voiced stop producing a murmur. 
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A total of 5700 frames of data 	associated 	with 'nasal 

murmurs was therefore eupected in the 880-sentence data base 

produced by the ten subjects. 	As summarized in Table 2, the 

segment 	isolation 	routine 	located a total of 7000 frames, 

with an estimated 5400, 	or 	94.7% 	of 	the 	eupected 	nasal 

murmur 	frames 	being 	included. 	An estimated 300 frames of 

nasal 	data were 	not 	captured, 	generally 	because 	of 

uneupected 	irregularities in the murmurs produced either by 

perturbations or irregular formant structure. 

	

Est. Number I Duration I 	tb Known 	% to Total 

of Frames 	I 	(sec.) 	I 	Murmurs 	I 	Captured 

l• 

n 

Known 	. . 

	

n 	 n 

Nasal 	 . 	 n 
n 	 . 	, 

. Murmurs: 	5,700 	I 	116.3 	100.0% 	
. 	

81.4% . 	n 

Murmurs 	I 	' 

	

. 	' n 

Not 	 . 

	

. 	I 	n 
n 

Captured: 	300 	' 

	

n 	4.1 	
n 

	

. 	5.3% 	. I 	4.3% 

	

. 	‘ 

	

. 	. 	n 

Apparent 	. . 

	

. 	' 

	

. 	
. 
. 

False 	 . 

	

, 	n 

	

. 	
. , 

Captures: 	1,600 	I 	32.6 	I 	28.1% 	. 

	

n 	22.8% 

	

. n 	 . 

	

n 	 n 	 . 

Total ' ' n  

	

. 	' . 

Events 	n 	 . 	 n 

	

n 	• 	. .  n 

Captured: 	7,000 	I 	142.8 	. 

	

. 	122.8% 	
. 

	

n 	100.0% 

TABLE  2: Estima*ted percentages of 	nasale 	and non-nasale  

captured 	by 	the 	segment 	isolation 	routine, 

relative to,the total known nasal Murmurs, 	and 

the 	total 	events captured, for the data base of 

880 short sentences spoken by 10 male subjects. 

	

As can be seen from Table 2, an estimated 	1600 	frames 

were 	the 	result 	of 	apparent 	false 	captures. 	Upon 

euamination, 	it 	was 	found 	that 	all 	these 	frames, were 

associated 	with 	events 	that • contained 	some 	degree 	of 

velarization. 	Velarization 	occurs 	when 	oral 	airflow 	i5 

restricted by placing the tongUe body near the velum, and is 

C ,OMMO 'll during the production of [ w], Cu], [ l] and Cr]. (The. 

velum is the articulatory organ that i5 also responsible for 

controlling the passage of energy into the nasal cavity.) 

Because no 	adjustment 	to 	the 	parameters was found that 
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7,000  
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rejected these events without also 	rejecting 	some 	nasale,  

tests 	were 	conducted 	to 	determine 	their 	- phonetic 

characteristics. 	 . 

	

Observation of the resonant peaks after 	autoregressive 

analysis 	showed 	that 	the 	apparent 	false 	captures were 

similar 	in 	spectral 	shape 	to 	the 	general• 	spectral 

distribution 	for 	nasal 	murmurs, 	je. 	a 	dominant 	first 

formant 	peak 	generally 	below 350 	Hz, 	the 	absence 	or 

attenuation of F2 between 800 and 1900 Hz, and the presence 

of a weak and broadened F3 in the 1900 to 2800 Hz range. 	To 

- illuStrate these similarities', Figure 1 provides spectral 

representations of some nasal segments that were isolated by 

the routine, compared with some non-nasal segments that were 

isolated. 

t 

	

Est. Number 1 	Duration 	Percentage 

' 

	

of Frames › 1 	(sec.) 	of Signal , 

	 : 	1 

Total Signal 

Analyzed: 

Known  Nasale 

 Captured: 

Apparent  False 

Captures: 

Total Events 

Captured: 

TABLE 3: Accumulated 	results 	of 	the 	segment 	isolation 

routine, 	showing 	percentage 	of signal isolated 

from data base of 880 short sentences 	spoken by 

10 male subjects. 

Auditory  tests  were also conducted, and 	it was 	found 

that, 	before 	synthesi, the events did not always give.the 

impression of being predominately nasalized, 	although 	they 

all 	involved 	a highly impeded oral air flow. 	The error' is 

therefore assumed to be related to the 	limitations 	of 	the 

analysis 	procedure, 	Or 	to 	the 	process 	of 	dividing the 

sampled data into frames to effect analysis. However, this 

is speculative in that auditory examination of the synthetic' 

speech produced by the vocoder usually showed that the 

auditory 	distinction 	between 	nasal and velar articulation 

was maintained. It is expected that a 12-pole model of 'LPC 

would .be more effective than the 10-pole model in prOviding 

parameters that make this distinction. 
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This apparent failure is not expected to interfere with 

ihe 	verification 	task 	however, 	as 	the 	falsely captured 

events and the nasal murmurs are 	similar 	enough 	in 	their 

parametric 	values 	to 	be regarded as belonging to the same 

class • of 	phonetic 	events. 	Although 	further 	Uests 'are 

required, 	there 	is 	s.ome 	speculation 	tha't 	when the oral 

airflow is impeded and glottal energy is sufficiently 	high, 

resonance may 	be 	transferred 	to 	the nasal mask where it 

would radiate in much the same manner 	as .a )nasal 	murmur. 

Table 	3 .summarizes 	the 	percentage 	of IraMes captured in 

relation to the total signal. 

FIGURE  la: Spectra of some nasal and non-nasal segments taken from Subject 3 

using autoregressive analysis. Horizontal scale is frequency 

(0-4000) and vertical scale is log magnitude. 
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FIGURE  lb: Spectra of nasal and non-nasal segments taken from Subject 4 

using autoregressive analysis. Horizontal scale is frequency 
(0-4000 Hz) and vertical scale is log magnitude. 
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4. 	PATTERN MATCHING EXPERIMENTS  

4.1 	Data Collection for Matching Experiments 

The corpus of data used for identifying 	and 	isolating 

the 	class 	of 	nasal 	murmurs .  was 	collected during single 

sittings for each of the ten subjects. 	This corpus was used 

in 	our 	previous 	research, 	the 	results 	of 	which were 

summarized in Section 3.1 above. 	In order to make 	use 	of 

data 	from this corpus for the pattern matching experiments, 

test and reference 	files were 	created 	for 	each 	subject 

through 	random selection of data frames from larger files. 

The larger files were created earlier by 	the nasal 	murmur 

isolation 	routine, 	after 	processing 	the data through the 

vocoder system. The new files were then used in the 

preliminary selection of parameters for the pattern matching 

experiments." 

In order to provide 
- the efficiency and app 

verification system under 

second set of data was 

the vocoder and segment i 

set was devised to test 

context-dependent data ta 

subjects. The eleven sub 

more conclusive evidence 	regarding 
lication 	of 	the 	proposed speaker 

conditions of elapsed time, a 

also recorded and processed through 

solation routines. The new data 

the accuracy of our approach, using 

ken from 10 male and one female 

jects were each given the following 

code: 

"My number is ECM-199-079D." 

In a practical application, this code could be different for 

each 	subject, 	but 	for 	experimental 	purposes, ten of the 

eleven subjects must be 	regarded 	as 	imposter.s while 	the 

eleventh 	is 	being 	tested, 	so all subjects were given the 

same code. 	The sample contains nine positions where 	nasal 

murmurs might be detected. 	For future  work, the sample also 

contains four high front vowels, with 	four 	more 	possible, 

depending upon the subject's tendency to diphthongize. • 

The average duration of each 	speech 	sample was 	just 

over 	five 	seconds. 	A 	context-dependent scenario, rather 

than a content-independent one, was chosen to 	simplify 	the 

test, 	as 	i t 	was 	expected 	that 	the 	influences 	of 

coarticuiation would require the accumulation 	of 	a 	larger 

sample of data for the context-independent task. 



Page 	19 

To allow for the accumulation of 	reference 	data 	over 
time, 	the subjects were recalled on three consecutive days, 
all th.ree recordings contributing 	to 	the 	reference 	data. 
The subjects were then recalled one we.ek following the Iast 
re f erenee samp le recording  session, and the test  samp le • was 
recorded. The accumulation of reference data by taking 
samples over time has been shown in other• research 	(eq.E97) 

to improve ...success rates. 	Successfully matched test samples 
are generally added to the reference data 	to 	update 	t h e. m 
thus 	reducing 	the 	elapsed 	time between the collection- of 
samples being matched. 

4.2 	Statistical Techniques for Fea.ture Eva.lua.tion 

Our ea.riier research [2,3 ]  supports the 	usefulness ,  of 
the 	pro -processing 	phase 	th:i., t 	isolates nasal murmurs for 
speaker recognition. 	For .the adaptation of this approach to 
the 	vococler 	system, 	a 	number of para.meters are available 
from the vocoder that are expected to be useful for 	speaker 
verification. 	These include: 

a) the excitation energy 
b) the fundamental. frequency (Fo) 
c) the 	vocal 	tract 	response 	as 	determined 	by 	ton 

 reflection coefficients (It's). 

	

T W 0 alternative 	representations 	of 	the 	vocal 	tract 
response may • be obtained from the above parameters. 	These 
are  the autocorreIation .  coefficients (A's) and the 	cepstraI 

coefficients 	(CI s). 	For 	the s- eIection for the nasal data 
the A's are used directly and indirectly (the 	indirect 	use 
being 	for 	the 	determina.tion of Vocal tract resonances for 

	

• formant estimation). 	The 	success 	attained 	in 	the 	nasal 
extraction 	procedure 	indicates 	that 	voca l 	tract 	data 
expreFised in terms of the formant frequencies 	tends 	to 	be 
speaker-independent 	and 	thus, 	of • no 	use 	in 	speaker 
recognition. 	The indication that the A's are influenced 	by 
shifts 	in 	laryngeal 	activity 	also 	shows 	that 	these 
coefficients are of little use in speaker recognition. 

It 	might 	be 	expected 	that 	the 	other 	' two 
represe.ntations, that is, the 1(.''s.  and C's would suffesr from 
the same problem of speaker independence, but investigations 
have shol,vn that this is definitely not the case. In fact, 
the data gathered to date indicate a 	very 	high 	degree 	of 
speaker 	dependenc e 	in 	the 	statistical 	b e h a v i o'r 	of 	the 
reflection 	coefficients 	taken 	from 	the 	isolated 	nasal 
f r a in e s . 	Because 	of tirae restrictions associate.d with this 
preliminary investigation, the 	cepstru la 	coefficients 	have 
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not 	yet 	been examined. 	However, 	the work of 	other 
investigators 	[ 4,8] 	indicate.s 	that 	if 	the 	reflection 

coefficients 	show a high degree of speaker dependence, then 

the cepstra . will be even more efficient. 	In the anticipated 

further development of the verification system, the C's will 

therefore be autimatically derived from the 1{ 1  5 transmitted 

by the vocoder system (see Figures 2 and 3). 

	

A variety of mathematical techniques are available 	for 

application 	to 	the pattern recognition problems arising in 

speaker identification and 	speaker 	verification. 	In 	the 
discussion 	that 	follows •we will frequently refer to "data 
vectors". 	Each 	data 	Vee tor 	consists 	of 	an 	netupie 	of 

parameter 	values 	ex t rac ted f Tom a single  20 ms  data  f 
For most of the discussion the data 	vectors 	examined will 
consist 	of 	the 	fundamenta_l frequency as one component and 
the ten IC's as the others. 

For the pattern recognition problem at hand we 	have 	a 
set of data vectors forming a reference set for each subject 
who is to be identified by the system. 	It is expected 	that 
the 	reference 	data 	available 	will 	exhibit 	sufficient 
subject-dependent behavior to allow us 	to 	carry 	out 	the 

de..--,ired identification or verification task: at hand. 

The actual operation of the 	system will 	involve 	the 
capture 	of 	additional 	data 	vectors from a speaker  whq i 5 

either completely unknown or who claims to be one of 	the 
reference. 	subjects. 	In 	the first instance, the system is 
required to determine whether or not the unknown speaker  is  
one of the refe.%re.nce subjects; in the second the system must 
judge whether or not the • speaker  is in.deed the person he 
claims to be. 

	

The mathematical techniques that must 	be used 	in a 
problem of 	this 	nature 	involve 	an 	examination 	of 	the 
statistical behavior of the 	individual 	components 	of 	the 

data 	vectors for each reference subject and analysis of any 
interactions 	between components. 	One 	such 	technique 

involves 	the 	extraction of what are known as the Principal 

Components (cf. 	C141, chapter 8) of the data vectors. 	This 

method 	recognizes that  all  of the pa.rameters that mak e  up a- 

data vector may not be of equa l .  importance in explaining the 

variation 	of values observed for a particular speaker. 	The 
computations 	that 	take 	place 	in 	principal 	components 
extraction are designed to deterraine a linear transformation 
that may be applied to the data ve-ctors for a 	specific 	set 
of 	refere.nce 	data 	that 	will 	produce 	a 	ne.w set of data 
vectors. 	These transformed vectors have the 	following 	key 
properties: 
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a) the individual components may be ranked in 	order 	of 

importance 	related to . the amount of the variation in 

the original data explained by each, 

b) the 	individual 

uncorrelated. 

components are 	statistica.11y 

The first property is particularly 	useful 	if 	there 	is 	a 

requirement 	to 	identify 	certain 	data components as being 

more significant than others. 	Additionally, if 	the 	length 

'of 	the 	data 	vectors in a particular application is longer 

than 	desired, 	the 	original 	data 	may 	be 	replaced 	by 

transformed 	data 	in which 	only 	the 	first feW principal 

components have been retained. 

Another standard technique used in statistical 	pattern 

recognition 	is 	Linear 	Discriminant 	Analysis(cf. 	E1 6], 

chapter 	6, 	and 	[173, 	chapter 	5). 	Ely 	analyzing 	the 

statistical 	properties of the reference data base, a set of 

linear functionals is 	determined 	(a 	different 	functional 

corresponding 	to each reference subject). When an unknOwn 

test subject is to be identified, the set of linear 

functionals is applied to the data vectors captured from - the 

subject and the largest functional value obtained is used to 

classify the subject as one of the reference subjects. This 

technique' is more suited to the case of "closed' set" 

identification where the test subject is known to be one of 

the reference subjects and all that must be determined is 

which one. 

	

One major problem that arises from the 	application of 

discriminant 	analysis techniques is the strict requirements 

that must be satisfied by 	the 	data 	being 	analyzed. 	The 

common assumption 	that data vectors from all the reference 

populations possess a 	common covariance matrix 	i5 	often* 

satisfied 	to 	a 	sufficient 	degree 	that 	the 	method 	is 

appropriate. 	However, the 	other standard 	requirement 	is 

that 	the 	data 	vectors 	for 	each 	subject 	possess 

multi-normal probability disteibution. 	It 	is 	very 	common 

for 	researchers 	to 	completely ignore this requirement and 

proceed to use the mothod 	on data 	for which 	it 	is not 

suited. • The 	major problem that arises in this instance is 

the determination of . error rates that have no 	justification 

from p.robabili,ty theory. 

4'.3 	Statistical Properties of Nasal Murmurs 

A number of researchers have made use of  the  reflection 

coefficients and fundamental frequency values taken from the 
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voiced component of the 	speech 	signal 	as 	the 	basis 	for 

speaker 	recognition. 	The 	focus 	of our investigation has 

been• the 	selection 	of 	acoustic 	events 	belonging 	to 	a 

phonetic 	class 	as 	the 	basis 	for 	recognition, 	with the 

expectation 	that more 	speaker-dependent 	information 	is 

availabIe•during these types of vocalic events. 

An indication of 	the 	expected 	effectiveness 	of 	the 

pre-processing phase that isolates the nasal murmurs can be 

obtained through a comparison of the statistical properties 

of the variables extracted from the nasa l  murmurs with those 

extracted from voiced events that have not been separated 

into 	acoustic 	classes. 	In 	particular, 	most 	pattern 

recognition techniques are based on variations, from subject 

to 	subject, 	of 	the 	average 	values 	of 	the •selected 

parameters. The general behaviour of the parameters Under 

discussion may be seen from the data in Tables 4a through 

4e, in which the means and standard deviations of the 

parameters are listed for large samples of nasal murmur data 

and voiced data. 

TABLE  4: Comparison of eutracted nasal murmur data and 

voiced 	data 	of five subjects, showing means :and 

standard 	deviations 	of 	each 	category. 	The  

variables 	1 	to 	10 are the values of the 10 K's 

and the ilth variable is Fo. 

NASAL 	 VOICED 

Variable Mean 	Std. Dev. 	Mean 	Std. Dev. 

	

1 	-0.925 	0.062 	-0.701 	0.355 

- 

	

2 	0.166 	0.211 	0.141 	0.432 

	

3 	0.014 	0.272 	-0.12.3 	0.318 

	

4 	0.263 	0.213 	0.151 	0.286 

	

5 	-0.101 	0.189 	0.094 	0.266 

	

6 	0,225 	0.219 	0.272 	0.229 

	

7 	0.178 	0.261 	0.123 	0.238 

	

8 	0.111 	0.198 	-0.016 	0.245 

	

9 	0.028 	0.212 	-0.089 	0.215 

	

10 	0.066 	0.208 	0.061 	0.187 

• 

	

11 	119.984 	17.560 	112.186 	26.785 

TABLE  4a: Subject 1, Data Set 2. 

No. of Nasal Frames: 	129 

No. of Voiced Frames: 	611 
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NASAL 	 VOICED 

Variable 	Mean 	Std , Dev. 	Mean 	Std. Dev. 

	

1 	-0.810 	0.096 	-0.423 	0.115 

	

2 	0.025 	0.185 	0.032 	0.333 

3 . 	-0.261 	0.232 	-0.233 	0.350 

	

4 	0.384 	0.206 	• 0,057 	0.256 

	

5 	0.212 	0.19'8 	-0.023 	0.274 

	

6 	0.058 	0.157 	0.218 	0.222 

	

•7 	0.001 	0.137 	0.096 	0.214 

	

8 	0.178 	0.141 	0.253 	0.185 

	

9 	-0.053 	0.152 	-0-.049 	0.179 

	

10 	0.131 	0.132 	-0.010 	0.170 

	

11 	104.717 	9.037 	103.407 	14.399 

TABLE lb: Subject 2, Data Set Z. 

No. of Nasal Frames: 	53 

No. of Voiced Frames: 	551 

NASAL 	 VOICED 

Variable 	Mean Std. Dev. Mean 	Std. Dev. 

	

1 	-0.842 

	

2 	0.121 

	

3 	-0.352 

	

4 	0.303 

	

5 	0.167 

	

6 	0.069 

	

7 	0.254 

	

8 	0.095 

	

9 	-0.033 

	

10 	0.017 

	

11 	148.180  

0.101 

0.277 

0.198 

0.263 

0.250 

0.148 

0.214 

0.157 

0.223 

0.1.48 

16.548 

-0.304 

-0.023 

-0.037 

0.092 

-0.054 

0.209 

0.186 

0.352 

-0.012 

-0.021 

111.446 

0.501 

0.332 

0.387 

0.310 

0.285 

0.220 

0.189 

0.213 

0.194 

0.136 

24.716 

TABLE .1c.: Subject 3, Data Set 2. 

No. of Nasal Frames: 	50 

No. of'Voieed Frames: 	581 
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NASAL 	 VOICED 

Variable Mean 	Std. Dev. Mean 	Std. Dev. 

	

1 	-0.837 	0.107 	-0.569 	0.326 

	

2 	0.140 	0.161 	0.290 	0.329 

	

3 	-0.284 	0.280 	-0.247 	0.317 

	

4 	0.518 	0.166 	0.247 	0.249 

	

5 	0.153 	0.248 	0.005 	0.253 

	

6 	-0.048 	0.234 	0.208 	0.260 

	

7 	0.081 	0.153 	0.182 	0.200 

	

8 	0.199 	0.172 	0.283 	0.214 

	

9 	0.173 	0.214 	0.006 	0.202' 

	

10 	0.0,42 	0.210 	-0.070 	0.157 

	

11 	109.776 	10.274 	105.383 	14.557 

TABLE 4d: Subject 3, Data Set 1. 

No,. of Nasal Frames: 	161 

No. of Voiced Frames: 2056 

NASAL 	 VOICED 

Variable Mean 	Std. Dev. 	Mean 	Std. Dev. 

	

1 	-0.883 	0.077 	-0.723 	0.303 

	

2 	0,204 	0.216 	0,222 	0.363 

	

3 	-0.156 	0.242 	-0.156 	0.310 

	

4 	0.297 	0.289 	0.113 	0.264 

	

5 	0.094 	0.251 	0.048 	0.285 

	

6 	0.061 	0.239 	0.18.6 	0.242 

	

/ 	0.170 	0.157 	0.173 	0.187 

	

8 	0,139 	0.183 	0.054 	0.223 

	

9 	0.017 	0.240 	-0.132 	0.223 

	

10 	-0.028 	0.192 	-0.027 	0.158 

	

11 	131.146 	21.345 	131.571 	20.296 

T.?.BLE_ 	Subject 4, Data Set 1. 

No of Nasal Frames: 	'219 

No, of Voiced Frames: 1661 
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Several patterns of behaviour 	are 	apparent 	from 	the 

data 	listed 	in Table el, which may be confirmed by simila.r 

analysis of the data available for the other subjects: 

1) There is a significant difference› in the mea.n 	values 

of • the 	first « 	few 	reflection 	coefficients for the 

nasal data as opposed to the ge.neral voiced data. 

2) More importantly, the 	standard 	dÉ.- tiation 	of 	thes- e 

variables 	is much 	lower for the nasal data. 	These 

sma I I e r. values produce very t ight  confidence  limi ts  

about the means for samples drawn frOm the population 
of nasal frames produced by an individual speaker. 

3) The average values of the funcla.mental frequency 	vary 

a 	good 	deal 	from - speaker to speaker, a.gain with a 

much smaller standard deviation for the nasal frames. 

AI though the f undamen.t a I 	frequency 	values 	are 	often 

cited 	as 	being 	valuable for speaker recognition, the ea.se 

with which these parameters may be disguised eliminates them 

from 	serious 	consideration 	for 	forensic '':i'dentification 

purpo s-  e s . 	For verifica.tion, there is also coneern -  that they 

ma.y 	vary excessively from the reference sample values under 

conditions 	of 	emot ono 1 	stress, 	and 	that 	they 	ma  y 	be 

consciously 	imitated by imposters. 	The value s of the first 

fet,v reflection coefficients, however, 	are 	believed 	to. be 

related 	to 	the 	actual vocal. tract geemetry of the speaker 

(configured in this case for the production of 	a 	nasal 	or 

nasal-like 	event) 	and 	should 	prove more difficult for an 

impostc.,.r to replicate. 	The lower standard deviation 	values 

for 	the nasal 	data 	indicate 	that we 	have been able to 

isolate a particular acoustic event during which 	a 	subject 

displays 	I E.? EI 	variation 	in 	the 	form 	of 	his 	speech 

production. 

The basic statistical test to decide whethe.r or 	not 	a 

sample 	has 	been drawn from a given population involves the 

comparison of the sample mean to 	that 	of 	the 	population .  

With the population standard deviation known and With 

knowledge of the statistical distribution of the population, 

decisions can be made with a known level of accuracy. A 
statistical principle known as .the "Law of 	Large 	Numbers" 

provides 	•some 	relief 	f r om 	the 	requi rement 	that 	the 
population distribution be known 	if 	one 	i 5 	dealing 	with 
large 	samples 	(typically 	more than 30 values). 	In either 

case, the ability of the statistica.1 tests 	to 	disCriminate 

between 	two 	populations 	is 	directly 	proportiona.l to the 

population standard dc..viation and inversely proportional 	to 

the • se 	of 	the 	sample. 	The 	advantage 	of the smaller 
standard deviations exhibited by the reflection coefficients 
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taken 	from 	the 	nasal 	murmur 	data 	is 	the 	ability 	to 
discriminate be . tween 	speakers 	using 	considerably 	smaller 
sets of sample data. 

An exampIi.,1 of this may be seen in the data in  Tables 4a 

to 4e. 	For Variable no. 	1 (the parameter  K1), the  standard -  

deviations-  in the 	nasal 	data 	are 	approximately 	1/4 	the 

values of the equivalent parameter in the voiced data, 	This 
means 	tha.t 	with 	1/16 	the 	sample 	size 	of 	the 	voiced 
in.forTnation, 	we can obtain the same level of discrimination 
between mean values taken from the naSaI information. 

It iS evident from the data 	provide d .  that 	no 	single 
parameter 	is 	sufficient 	to 	distinguish 	between the five 
subjects listed. 	However, the variations in a number of the 

parameter 	values 	frora •- one 	subject to the next indicate a 
good chance of achieving appropria.te sepa.ration by 	using 	a 

comb i na t ion of  values. 

4.4 	Sf..lection of Parameters for Discrimination 

The 	previous 	sections 	have 	indica.ted 	the 	s- trong 
possibility 	that 	successful 	subject 	recognition 	can 	be 
performed using the mean  value s  of 	a number 	of 	the LPC 
parameters 	obtained 	from  frames 	of speech data that have 
been identified as nasal 	or 	nasal-like 	information. 	The 
problems that must be examined e,re: 

a) which 	pa.rameters 	should 	be 	cho.sen 	for 	optimal 
discrimination? 

b) is it possible to set detection thresholds that 	will 
a.11ow 	us 	to 	mak:e 	the 	decision 	that 	the current 
subject i 5 not one of the 	reference 	subjects, 	(je. 

to perform open set verification)? 

A numbe.r of techniques have been LI5 d during the 	course 	of 
investigations 	related 	to 	this project in order to answer 
the first question. These will be described briefly here, 
with SOMe indications being provided of the level of success 
achieved by each technique. 

The major data ana.Iysis was- carried out on a subse.t 	of 

the two  data bases. 	(The first set of data was the sentence 
list spok.en by 10 subjects and used for determining 	methods 
f ‘or isolating the class of nasal murinurs. 	The second set of  
data 	consisted 	of 	the 	four 	se.parate 	recordings 	with 
unvarying 	contexts 	made 	by 	11 	subjects, as described in 
section 4.1 above.) The nasal data take.n from 	five 	of 	the 
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subjects in the first group and the nasal data from eight of 

the subjects in 	the 	second group were 	used.* Test 	and 

reference 	files were 	taken 	from 	the first set »y random 

sàlection to assure context-independence. 	For 	the 	second 

set, the results of the first three recordings made one day 

. apart were used as the reference data and the results of the 

fourth recording one week later were used as the test data. 

	

The data vectors for each 20 ms nasal 	frame 	consisted 

of 	the 	10 	reflection 	coefficients 	and 	the 	fundamental 

frequency produced by the vocoder 	syStem. 	The number of 

frames for each set of data is given in Table 5. 

SUBjECT 

SET 1, SUE 1 

SET 1, SUE 2 

SET 1, SUE 3 

SET 1, SUE 4 

SET 1, SUE 5 

SET 2, *SUE 1 

SET 2, SUS 2 

SET 2, SUE 3 

SET 2, SUE 4 

SET 2, SUE 5 

SET 2, SUE 6 

SET 2, SUE 8 

SET 2, SUE 11 

TABLE 5: Number -of 20 ms reference frames and test 	frames 

used 	in 	the 	data 	base 	for 	pattern matching 

experimentS. 

	

* Because of time restrictions, the final version 	of 	the 

nasal 	murmur 	extraction routine was not impIemented in 

time to begin the collection of 	data 	for 	the 	pattern 

matching experiments. 	The original version which relied 

heavily on the values of the A's instead of the spectral 

peaks 	failed 	to 	produce 	a 	sufficient number of test 

frames from the 5-second 	ukte'rances 	of 	three 	of 	the 

subjects 	for 	adequate 	analysis. 	However, 	the 	new 

routine was tested separately on 	these 	and 	ail 	other 

subjects, 	and 	no 	failures to produce adequate samples 

'resulted. 	The frames isolated by the 	original 	routine 

are 	essentially 	a subset of the frames isolated by the 

final version. 
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g.5 	Statistical Techniques for Discrimination Tests 

- Linear Discriminant Analysis 

The 	statistical 	technique 	of 	Linear 	Discriminant 

AnalysiF.; 	referred 	to 	above was a.pplied to the data in the 

preliminary stages of the 	investigation. 	The method  was  

found 	to 	function adequately 	for 	purposes of closed set 

identification but was later 	discarded 	for 	the 	following 

reasons: 

1) The  magnitudes  of 	the discriminant 	functions when 

they are eval.ua.ted have no absolute significance, but 

must be interpreted acros 5 the reference 	data 	being 

used. 	This mak- es the method inadequate for open-set 

identification. 

2) The discriminant 	functions 	produce 	a 	single 	real 

value 	that 	is used to classify  the  test data. 	This 

means 	tha.t 	no 	like thod 	is 	available 	to 	directly 

deter ilk ne 	the 	effect of a single aberrant component 
of the data vector - and a single 	such value may 

serious .ly 	affect 	the 	classification outc.orne. 	(The 

proble.m 	of 	s.evere 	effects 	on 	the 	classification 
results- 	stemming 	from aberrant behaviour of one or 

two components of the da ta vec tors will 	also 	affect  

the 	performance 	of 	other 	common 	classification 

techniques su nah as the 	T,veighted 	Euclidean 	distance 

and the Mahalonobis distance.) 

3) The statistic.al properties that are demanded 	of 	the 

data in the standard discriminant analysis techniques 
(multi-normal distributions with 	common covariance 

matrix.) are not satisified closely enough by the data 

vectors available. 

Principal Components Analysis 

	

The 	other 	technique 	ine.ntioned 	above, 	Principal 

Components 	Analysis, 	W e'i',. 5 	applied 	to 	the 	data 	before 

developing the classification procedures. 	In Order to carry 

out 	an 	analysis 	that 	is 	based 	on 	the 	deviations 	of 

individual test sample III e an 5 from the corre.sponding 

referenc e  data means, it is desirable to he able to identify 

and apply higher ÇA/eights to the most significant variables. 

Al 5 0 i 	if 	the  • individual 	components• V./ e re known to possess 

normal distributions, this would imply 	t ha, t 	the 'principal 
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components were 	in.dependent, 	making 	it 	possible to make 
mea.ningful statements concerning the 	setting 	of 	detection. 
thresholds 	and 	false 	alarm 	rates 	for 	open-set 
classification. 

-  Classification  Using Z-va Iues 

In Section 4.3 above it was indicated that a reasonable 

inter-speaker 	sepa.ration 	of mean values exists for many of 

the components, and that 	quite 	small 	values 	of 	standard 

devia.tion 	accompe,nied 	these 	values. 	For this rea.son,  an  

attempt was made to measure the degree of separation of 	the 

nie à n 	values 	of 	the. 	test 	data 	components 	f r om 	the 

corresponding components of the ref erence 	data. 	This was 

undertaken 	for 	both 	the 	original 	data 	and 	the derived 

principal com.ponents. 	The technique 	employed 	is 	outlined 

below. 

For each speaker in the set of those to be 	identified, 

the 	reference 	data 	veCtors 	that 	have 	been obtained are 

processed to extract the means „e“. and 	standard 	devia,tions 

(1=1,...N) where 1,1 represents the number of components in 
the data vector. Typical values used trie.re 1\1=11 (all 
components u:-..-, ed) and N=6 (only the first 5 lç's and Fo used). 

In the case whe-, re Principal Components Analysis has been 
applied, 	the 	data 	vectors 	are obtaine'd from the original 

reference 	data 	by 	applying 	the 	a.ppropriate 	principal 

components transformation. 

When an unknown speaker is to be ide.ntif fed, 	the 	data 

from a number of nasal frames is extrac.ted from the vocoder 
.syste.ra while he is speaking (si...=.e Figures 2 	and 	3). 	These 

data, 	referred to as the test data  are  then "Compared t 	h e 
stored information from the referenc.e data. 	The 	Comparison 

takes 	place 	against 	the 	reference 	data 	for ea..ch of the 

original speakers 	and 	is 	carried 	out 	in 	the 	f o 1 lowing 

Yt1 a 1111 	r: 

1) If the original data are obtained 	by 	extra.ction 	of 
the principal coinponents, the test data are converted 

using the same 	transformation 	that 	was 	originally 

appl i eci 	to 	the 	reference 	data 	of 	the speaker in 

question. 	Then the mea.n value iez calculated for each 
component of the transformed data vectors, yielding a 

. 	set of me.an' values 

2) If the original data are analyzed without 	using 	the 

principal 	components, 	the mean values 71.  
represent the a.verages of the components of the 	test 
data vectors with no modifications. 
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3> For each component, a value is caIcula,ted (which will 
be referred to as the Z-value) us- ing the formula 

At i ) 1r-17  
Z 

where II represents the size of the test 	sample 
the number 	of 	nasal 	data frames captured from the 
speech of the unknown subject). 

A few comments are appropriate concerning the behaviour 
and interpretation of the Z-values: 

1) If each component of the data 	vectors wa.s 	normally 
distributed, 	the 	Z-values would 	possess 	a normal 
distribution with mean 0 and standard clevia.tion 1; 

2> If, 	in 	addition, 	the .indi vi dual 	component 5 	we r e 
uncorreIated 	( henc.e 	in.dependent) 	then 	the 
probabilities 	of 	normal 	values 	greater 	than 	the 
Z- values 	obtained 	could be multiplied to obtain the 
overa.II probability that the test data caine from 	the 
speaker 	to whose 	reference data the comparison N.,./as 
being made. 

Although 	the 	requirement 	for 	norma.lity 	is 	partia.lIy 
satisfied for the data obtained and the Principal Component 
Analysis produces-  uncorreIa.ted variables, it is not possible 
to use the standard ana.lysis techniques with the Z-values 
with .any 	real 	justification. 	A. deta.iled 	study 	of 	the 
statistical 	properties 	of the K's in the data s- houIcl allow 
decisions to be made 	concerning 	the 	significance 	of 	the 
Z-values, 	This 	should 	permit 	the 	setting 	of 	accurate 
thresholds 	for 	open-set 	matchin.g 	of 	test 	samples with 
claimed reference samples for verification purposes. 

The separation of mean  values  for the compone.nts of the 
data 	vectors 	for the reference speakers is, however, large 
enough that unsophisticated methods can be used 	to 	analyze 
the 	Z- values 	in 	order 	to 	perform' classification of the 
unknown  speakers. In Section 5 below, we will describe two 
straightforward . implementations that involve the use of the 
Z-value a.pproach to classify the thirteen speakers in the 
data base described in Section 
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5. 	CLASSIFICATION RESULTS 

In order to adequately assess the effectiveness of 	any 

pattern matching 	techniques, a number of applications must 

be carried out using different test and reference data sets. 

Random subsets of the test and reference data files of each 

subject were aenerated for this purpose.. For example, a 

particular simulation might involve the choice of random 

samples of 50 frames from the reference data of each subject 

and the use of those data to attempt to jdentify the speaker 

when random samples of 30 frames are chosen from the test 

data. 

Two key parameters 	that must 	be determined 	if 	the 

identification system is to function efficiently are (1) the, 

minimum number of frames required in the reference data base 

for each subject, and (2) the minimum number of frames 

required to be extracted from the sampl . e utterance in 	order 

to 	obtain a high degree of recognition accuracy. 	As stated 

earlier, the Iaraer the test sample, the 	More 	closely 	the 

parameter 	means will 	cluster around 	the corresponding 

population  me ans  for the speaker'in question. 	However, 	for 

efficiency, 	it 	is 	desirable to minimize the the number of 

frames that are 	required 	for 	the 	task. 	The 	simulation 

technique 	involving 	random selection of a number of Urames 

allows us to examine the error rates 	obtained 	for 	various 

test sample sizes and reference data base sizes. 

5.1 Method 1:  Classification  with K's and Fo 

The classification algorithm involves Ihe 	summing 	of 

all Z-values computed in relating the test data means to the 

means 	for 	one 	of 	the 	reference 	subjects. 	The 	sums 

S4 	(jel,...) obtained 	for each of the reference groups are 

compared and the test speaker is identified as the reference 

• ubject ,  for 	whom Sj is the minimum. 	No attempt is made in 

this method to 	discard 	certain 	Zevalues 	that 	appear 	to 

represent 	aberrant behaviour for the particular test sample 

being classified. 

This method was 	applied 	to 	the 	data 	from 	the 	13 

subjects. 	Ail  of the reference frames for each subject were 

used to' calculate the mean 	and 	standard 	deviation 	values 

required for the analysis. 	In all cases, with the exception' 

of Subjects 2 and 3 of Data Set 2, for whom an 	insufficient 
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number 	of 	test 	frames were 	available 	(see Table 5 and 

pTevious footnote), a sequence of 200 randomly selected sets 

of 	30 	test 	frames was 	chosen 	from 	those available and 

matched with one of the 	13 	reference 	subjects 	us.ing 	the 

technique 	just 	described. 	As 	summarized in Table 6, the 

results yielded an error rate of 2.14% A 	very 	enCouraging 

aspect of these results is thai only one incorrect match was 

reported for the second set of data in which 	the 	reference 

samples were 	collected over a period of three days and the 

test samples were collected one week Iater. 

TEST SUBJECT 	TRIALS 	CORRECT 	INCORRECT 	ERRORS(%) 

SET 1, SUE 1 	200 	167 	33 	16.5 

SET 1,  SUE  2 	200 	200 	0 	0.0 

SET 1,  SUE  3 	200 	200 	0 	0.0 

SET 1, SUB 4 	200 	194 . 	6 	3.0 

SET 1,  SUE  5 	200 	193 	7 	3.5. 

SET 2,  SUE  1 	200 	199 	1 	0.5 

SET 2,  SUE  4 	200 	200 	0 	0.0 

SET 2,  SUE  5 	200 	200 	« 	0 	0.0 

SET 2,  SUE  6 	200 	200 	0 	0.0 

SET 2,  SUE  8 	200 	200 	0 	0.0 

SET 2,  SUE  11 	200 	200 	0 	0.0 

OVERALL 	2200 	2153 	47 	2.14% 

TABLE 6.: Results of 	classification 	experiment 	involving 

all 	parameters 	(10 	K's 	and Fo), and comparing 

test files from 11 subjects with reference 	files 

of  13 subjects. . The reference files cOnsisted of 

• all 	available 	frames, 	and 	the 	test 	files 

consisted 	of 	30 	randomly 	selected 	frames. 	A 

total of 2200 trials 	were 	conducted, 	involving 

random selection 	of 	test 	data 	200 	times per 

subject. 

In order to determine the optimum sizes  of the test'and 

reference 	data when this technique is applied, a number of 

further 	tests 	were 	conducted. 	A 	total 	of 	1100 

classification 	attempt s .  was conducted for each examination 

of.a different test or reference size, that is, 100 randomly 

selected 	test 	files 	generated 	from each of the 11 larger 

test files used. 	These tests are summar . ized in Table?. 	As 

can 	be 	seen from  Table?,  all 11 available paramet . ers were 

used except in two tests cases, in which only 	the 	first 	5 

K's 	and 	Fo 	were 	used% 	The 	results 	indicate 	a slight 

improvement in performance obtained from the use of 	all 	11 

parameters. 
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NUMB EF?. OF 
VARIABLES 

REFERENCE 
DATA SIZE 

TEST 
DATA SI ZE ERRORS (% > 

	

11 	 90 	 20 	 8.73 

	

11 	 90 	 30 	 6.27 

	

11 	 90 	 30 	 1.27 

	

6 	 40 	 30 . 	 2.00 

	

11 	 60 	 20 	 1.27 

	

11 	 60 	 30 	 0.82 

	

11 	 60 	 90 	 0.00 

	

6 	 60 	 30 	 1.82 

	

11 	 80 	 20 	 2.73 

	

11 	 80 	 40 	 0.18 

	

11 	 80 	 60 	 0.00 

TABLE 7. : Resul ts of  classification 	e.xperiments 	involving 

Kt .s 	and 	Fe, 	and 	di f ferent 	test and ref erence 

sample sizes. Each resu I t involved 1100 separate 

classification a.ttempt.s, or 100 attempts for each 

of 11 test subjects. 

In terms of the general ef fectivertess of the method, i t 

appears 	from the 	resul ts 	summari zed 	in Table 	7 	that 

re f ere.n.nce da ta bases consist ina 	of 	data 	vectors 	f rom 	80 

nasal 	f rames 	or more are required, .and test samples should 

be capable  of providin.g 40 or more nasa l f rames 	to 	provide 

the 	best 	resul ts. 	Test and re.ference  files  of these si zes 

are easily obtained using a method" of 	el ici ta t ion 	such 	as 

that out lined  in  Section  4.1. 	If context-independent speech 

sampIeE: are to be 	used, 	a 	typical 	sample 	length 	of 	16 

seconds or more would be required to obtain 80 nasal f 

wi th  an expe.c tecl 10% of the signal being ident i f ied as nasal 

or nasal-1 ike (see Table 3) . 

5.2 	Me thod 2: Principal Components  Classification  

In 	this 	method,. 	the 	selected 	number 	of 	principal  

component 5 	i 5 	extracted 	f Tom 	the 	reference da ta and the 

means and standard deviations are 	caIcula.ted. 	Before 	the 

test 	data 	are compared with a specific reference file ., the 

test data are first transforine.d . using 	the 	saine 	principal 

components 	transformation 	as was applied to the reference 

file being examined for the match. 	The 	Z-values 	are 	then 

caIculated as they where in Method 1 above. 

T o 	take 	advantage 	of 	the 	power 	of 	the 	principal 

comp anent 5 	the Z-values that are derived f rom the a.na.lysis 



are weighted according to the 	theoretical 	significance 	of 

the principal components in the data. 	The weight w, ranging 

from M for the first component,. (M-,-1) for 	the 	second, 	and 

down 	to 	1 	for 	the 	component 	of 	the 	least theoretical 

importance, is iirst applied to the 'Z.-values. ' The 	Z-values 

are 	then summed 	to obtain the selection values Si . , as was 

done previously. 	Table 8 summarizes the results of a series 

of 	trials 	using this method. 	The trials were conducted in 

the same manner as those shown in Table 7. 

mumEn OF 
VARIABLES 

REFEREMCE 

DATA SIZE 

TEST 

DATA SIZE ERRORS(%) 

	

11 	40 	30 	0.82 

	

6 	40 	30 	11.72 

	

11 	60 	20 	1.23 

	

11 	80 	20 	0.36 

	

11 	80 	30 	0.45 

	

11 	80 	10 	0.73 

	

6 	80 	30 	3.55 

TABLE  8: Results of classification 	experiments 	involving 

principal 	components and 	different 	test 	and 

reference sample 	sizes. 	Each 	result 	involved 

1100 	separate 	classification 	attempts, 	or 100 

attempts for each of 11 test subjects. 

A comparison of Tables 7 and 8 shows 	that 	in general 

there 	is a• slight improvement in the effectiveness of using 

the principal components and the weighting 	function, 	when 

the 	same 	test 	and reference sample sizes are referred to. 

However, this slight improvement 	in performance 	does not 

appear 	to warrent 	the 	increased 	computation required to 

obtain the principal 	components, 	suggesting 	that 	efforts 

should 	be 	concentrated 	upon 	the 	development 	of 	a 

verification routine that  uses the original data. 
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6. 	DISCUSS  r om 

	

Our success in determining parameters 	in 	the 	vocoded 

data 	for 	phonetic 	classification, 	and 	the 	preliminary 

results 	of 	the 	speaker-discriminating 	efficiency 	of 

parameters that are available in the vocoder system, lead us 

to anticipate SUCCe55 in des- ignin.g 	a 	speaker 	verification 

y. stem 	that 	will 	operate in conjunttion with this digital 

communications 	device. 	The 	results 	of 	the 	experiments 

ca.rried out to date suggest that the reflection coefficients 

ob t a. i ned 	f rom 	the 	nasal 	f rames 	contain 	sufficient 

speaker-dependent 	information 	to 	be 	used 	for 	speaker 

verification. 	A thorough study of the statistical behaviour 

of 	the 	reflection coefficients 	produced 	during 	nasal 

activity should result in the development of a more 
sophisticated analysis technique for e•xamining the Z-values. 

Such as study is-  also expected to lead to the determina.tion 

of detection thresholds for open-set verification. 

However, higher succeS5 rates are 	expected 	to 	result 

through 	the 	use 	of 	cepstrum coefficients in place of the 

K's. 	As 	the 	implementation 	of 	cepstrum 	coefficients 

involves 	a 	simple transformation, the examination of •their 

statistica.1 properties may be done in parallel with 	further 

analysis of the K's. 

The phonetic class of nasal murmurs WaS cho -sen for  this  

stage 	of 	the experiments because of projected difficulties 

in  isola.ting these events when restricted to 	the 	selection 

of 	parameters 	produced 	by 	the 	10-pole model 	of 

However, our success indicates that the isolation 	of 	other 

classes 	of 	phonetic 	events ceill be• trivial in comparison , . 

making it possible to iinpiement several parallel 	levels 	of 

analysis 	for 'speaker 	verification> purposes. 	As stated in 

the theoretical approach a.bove, sets of 	parameters 	in 	the 

different 	Classes 	of 	events 	that 	are 	isolated 	may 	be 

appea.le.d to selectively, This way, any failure5 in 	one 	set 

of parameters can be offset by successes in others. 

	

Such 	a 	scheme 	ha.s 	more 	practical 	applications 	in 

content -independent verific:ation than in context-dependent, 
as temporally-based methods could be implemented in order to 
find the phonetic events of interest in the latter task 

(although the ta5k would then be weakened by the failure 	of 

a, speaker 	to produce a phonetic segment at the appropria.te 

position in the utterance ) . 	I-:(:) ,siever, in an application such 

as the verification of an aircraft pilot's identity, the use 

of a code raay not always be feasible, as 	it 	may 	interfere 
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with 	other tasks involving communication. 	The selection of 

phonetic events from . free co.ntext would therefore mean 	that 

verfication 	could 	be 	pe.rformed 	from any 	stretch of the 

speech signal, as long 	as 	sufficient 	information 	can be 
gathered to perform the task. 	As illustrated in  Section 5.1 

above, a.total dura.tion of 16 seconds of free speech is 	the 
minimum requirement 	if a context—independent approach must 
be used. 

The block diagrams of Figures 2 	and 	3 	are 	scheraa.tic 
representations 	of 	the 	Communication  Research 	Centre's 
vocoder 	system 	interfaced with 	the • 	proposed 	speaker 
verification 	system. 	In 	Figure 	2, the vocoder system is 
represented, 	showing 	the 	encoding and 	decoding 	stages. 

After the parameters are decoded• they are fed to the 
verification system (except for Ox, which is picked up af ter 

13/A conversion) to be ope.rated on indE.s.pendently of the 

processing phases that produce the synthe t ic speech. 

	

As shown in Figure 3, the values are the n  fed into 	the 
various 	stages 	of preprocessing for segment  isolation, arid 

rules are applied to control the selectio.n of 	data 	f r me s 

Two 	or three segment isolation operation.s will be conducted 
in parallel at this stage, 	depending 	upon 	the 	,number 	of 
phone.tic 	classes 	to be isolated in the final version. 	For 

computationa.I efficiency, ga.ting procedures will be used 	to 

control 	the 	various 	stages of a.nalysis (cf. 	Table 1) and 
cepstrum derivation will be performed only 	on 	frames 	that 
match the segment isolation rules. 

For speaker verification, a critical component 	of 	the 

system 	is 	the 	capability 	to 	update 	reference files and 

thresho . Ids, using information 	received 	through 	succ.essful 

matches. 	This 	essentially 	converts 	succe ,Ssfully. maitched .• 
test samples to referen.ce data 	by 	poo.leing •thern -Wit - h• the  
reference data held in storage. 

A procedure for registering an identity claim will 	be 
implemented, 	in 	order 	to 	retrieve 	the 	reference 	file 
belonging to the claimed 	speaker. 	For 	verification 	this 
claim enables a single comparison to be made, that being the 

comparison of the test sample 	being 	received 	through 	the 
sys- teia 	with 	the reference file retrieved by the individua.I 

wishing to verify the speaker's identity. 	This 	accentuates 
the 	need for an efficient threshold determination procedure 
as discussed in the previou 5 section. 

In furthE_-, r development 	of 	the 	verific.ation 	routine,. 
factors 	that 	have been previously controlled, but that may 
interfere with the task must be investigated before a.ccurate 

predictions-  can be made regarding the extent of  applications 
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f or 	the 	system. 	Such 	factors 	include 	the 	ef fects 	of 

emot I onal 	stress, 	respira tory 	disorders 	and 	background 

noise. 	Also, hardware requirements and processing t ime must 

be 	take.n into account in the design of the system, wi th due 

consideration being given to the complexi ty 	of 	statistical 

measure! 5" 	that 	are 	to 	be implemented. 	These probl. e.ms  can 

only be solved by the examinat ion of a large 	poPulat i on of 

speakers under a variety of  conditions.  
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