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Executive Summary !

This study on datagrams considered as a possible data
transmission service provided by public data netWOrks has been carried
out by G.V. Bochmann and P. Goyer of Université de Montréal under con-

tract for the Department of Communlcatlons, Ottawa

The advent of packet—switehed data communication networks has

brought up the question of what kind of data transmission service should-

be provided by public packet-switched data networks. Thefe seems to

be two basic alternatives: the datagram service and the virtual cir-
cuit service. ‘With the CCITT Recommendation X.25, the carriers have
recently:chosen virtual circuits as the first service to be provided
by public packet-switchedAdata networks, Whether the datagram service
w111 be provided in the future is an open questlon. - The purpose of
thlS study is to take up this questlon and review and analyse the |
1mp11cat10ns of a datagram service on data communlcatlon and’ proce551ng

systems, wh1ch implies carrlers, computer and terminal manufacturers,

and users.

The main objective of the study is to present a comprehensive
view of the implieations of a datagram service, and the report is -

divided into the following parts:

- An overview of the.history of packet'switching and the development

of the datagram concept.



- An overview of commmication systems architecture identifying :
the role a datagram service would play within the logical struc-

ture of a distributed data processing system.

"~ A comparison between datagrams and virtual circuits, 1nc1ud1ng
such points as field of appllcatlon eff1c1ency as a transm1551on

service, interworking of networks, flow control and charging.

- A comparative study of the current proposals for extending X.25
in order to incorporate a datagram facility and/or a '"fast select'

facility.

The major flndlngs of this state of-art study can be sum-

marlzed as follows with supporting detalls given in the report.

1) As a transmission service, datagrams have a definite advantage over
virtual circuits, being simpler to realize, more flexible and within
an appropriate systems architecture can be used for obtaining reliable -

communications.

'2) Work and experience is needed to better understand the suitability
~of virtual circuits and datagrams services for different types of

applications.

3) For the interworking of several packet—switchedAnetworks, dategrams

present several advantages over virtual circuits.

4) An integrated, international billing scheme involving carriers
and data processing service organizations could be 1mp1emented more

easily w1th the virtual c1rcu1t service than with datagrams



5) The problems of flow and congestion control in a network providing

a datagram service can be resolved.

6) The different proposals for datagram facility show agreement on

the basic functions to be provided and similarity in the protocols.

7) The "fast select" facility is an interesting extension of X.25, but

is not an alternative to datagrams.

1. Introduction

This report covers the subject of datagrams. in a public
data transmission environment ' As defined by one of its main proponents
[1] "a datagram is a packet of 1nformation vhich is carried to its
destination w1thout references to any other packet nor prior setting

of a data path"

Many computer networks are hased'on a packet—switched data—
gram transmission facility and in some cases this facility is the basic
service offered to the subscriber. However, the data communication
carriers have decided, as expressed by th CCITT Recommendatlon X. 25
to provide a packet-switched virtual circuit facility " The virtual
circuit serv1ce is relatively s1m11ar»to the serv1ce of realJcircnits;'

except that pharges are calculated by.the number of transmitted packets

and not by connect time. Because present data processing systems usually a

use real circuits for their data communication needs, it seems that these
systems can be more easily adapted to a virtual circuit data transmission
service than to a datagram service. However, the use of a datagram ser-

vice has several advantages as explained~in this report.




Our main objective is to present a'compreﬁensive vigw of
the implications of a‘datagram service on data communication and_v
processing systems, which imﬁlies carriers, computer gnd terminal
manufactureré, and users.. The reﬁort iskdivided.into.the following |

sections.

Section 2: An overview of the history of packet switching and the

development of the datagram concept.

Section 3: An overview or commumication systems architecture identi-
fying the role a datagram service would play within the

logical structure of a distributed data processing system.

Section 4: A comparison between datagrams and virtual circuits, inclu-
ding such points as field of application, efficiency as a
transmission service, interworking of networks, flow,control

and charging.

Section 5: A comparativé study of theAcurrent proposals for extending
X.25 in order to incorporate a datagram facility and/or a

"fast select" facility.

Several'public packét—switched data networks are now being
built providing only virtual circuits [2 ] . The diséussion is far
from closed whether virtual circuits ;re the ultimate»transmissioﬂl
service‘for'computer cémmunications. .Apart from considerations 6f com-
mUnicétions'systems architecture favéufing datggrams, it is generally
admitted that datagrams might be more efficient than virtual circﬁits

for certain classes of applicationms.



r
I

The reader will find in Section 7 a list of points that

require further study and that were beyond the scope of this report.

2. History of Packet Switc¢hing

Since this report deals with datagrams and virtual circuits,
it is worth to recall how these two concepts have emerged in the com-

munications commumity during the early seventies.

The history of packet-switching begins with the adveﬁt'of
"éomputer networks" and ﬁore Specifically withvthe implémentation of
the ARPA network, started in 1967Vand wprking.since 69.A In such a
network, the host.computers’as well as terminals exchange "ﬁessages"
through an underlying communication subnetwork. The subnetwork‘is

based on packet switching, i.e. packets ha&ing a fixed maximum length

are adaptively routed through a network of nodes and transmission links. -

Thus forvsendihg a message to a desfinafion'ﬁost, a-host woﬁld sénd-the
message to. its 1ocai nodé which in turn‘would'fragment it into packets
and send these packets (possibly’throughﬁdifferentArdutes) to the ,
destinationknode. The. latter wouldvrééssémble the packets into a
message and then franémit'if to the destiﬁation hésfli Naturally, thereA
is in addition a host to host'protocol’to_controi thé'transfer of mes-

sages.

The later CYCLADES network (1972) is particularly interesting
in the fact. that its communicétion subnetwork (CIGALE) accepts only. ‘
packets and does not guarantee the delivery, nor the order in which’

the packets would be received. Such a subnetwork is easier to build




because the data transmission serﬁioevﬁrovided‘is lesa sophistioated. :
This approach is viable becauso'the oombuters and terminal controliers
connected to theaaubnétwork_imolement an end-to-end brotocol_whioh  |
builds up'a reliable data communication facility on top of the primifive
transmiasion aervice provided by the subgetwork. This architeoturé pro-
vides fhe possibility that a host is oonoected to several diffefent nodes
of thia~subnétwork thch increases the communication reliability The
experience with CYCLADES led to the proposal that publlc data networks
should provide a socalled '"datagram" service similar to the service pro-
vided by the subnetwork of CYCLADES, and the adoption of thls datagram
service, together with the service of v1rtua1 circuits, as a user fa01—

llty for publlc packet- SW1tched data networks [31 .

As new appllcatlons grew (time sharlng serv1ces, remote JOb
entry and flle transfer, etc ) more experlence was acqulred and it
became ev1dent “that protocols and 1nterfaces were to be studled more
carefully in order to'eliminate functiOnal redundancy; master flow |
controlland, if possiblé, define standards‘oeforé too many incompatible
systems would be developed. The telecommunications carriers were parti- -
cularly active ia the CCITT to devolop ahiagreémont on a standard-not—

work interface providing a reliable commmication function based on

‘packet switching.

In Canada the Trans-Canada Telephone System, in the prelimi-

nary proposal for Datapac [17 1] (1974),.fresented a datagram service



and defined a‘standardAnetwork access protocol to interface with
such a service. They also suggested a standard end-to-end protocol
to be used by the subscriber for taking care of packet sequenciﬁg and

-end-to-end flow control.

In order to provide a mqré secure and reliable service,.inclﬁ—
ding packet seﬁuencing (necessary in many applicati@ns) the carfier
decided to include somé functions of the end-to-end protocol iﬁfo the
service offered by their networks. The discussions i@ thé CCITT
resulted in Recommendation X.25 describing a data tréﬁsmissioﬁ service
of "virtual.cifcuité"; It is intereStiﬁg to noté~thét'for many existing
or planned'nétworks virtual circuiﬁs are built ovér éﬁ ihterhal datagram

facility which is not accessible to the subscriber [2 ]

During the Special Rappofteurs"Meeting on Packef Mode Swif-
ching held by Study Group VII of CCITT. in November 1576 the issue of
the datagram service waé discussed agé?n. No cérrier indicated immediate
plans for providing a datagram service, bﬁt "if was fecognized that imple-
mentation of the datagram facility in oné_or more experiﬁepfal packet-
switched networks will frovide a Valuable cdnfribufion to the work of

. _ , : S |
- the Study Group VII" [4] . e - : i
P . |

|

It is important to note that several carriers have remained
scepticalvabout the future economic viability of packet-switching in : |

general, in view of the new data switching technology of 1980's [2'] .



3. Communication SyStems‘ATCHiféCﬁUre
We give in this secfion an overview of the principles of

commmication systems architacture as a background for the.diséussion
of the datagram service. The datagram service, by itself,‘is not vary'
useful; it bacomes an intéresting facility in the contekt of an‘overa11 
communicafion systems architecture; In fact, this architecture plays
an important part within the normalization process of data commuaica—
tions. 'Thefefore work on this subject has been.started in the Data
Communications subcommittee (SCG) of ISO/TQ 97 [5 1 and recently, a new
subcommittee on Systems Archltecture (SC 16) has been formed, The fol-

~lowing dlscu351on is partly based on these 1nternat10na1 developments.

3.1 General overview

Théiarchitectural model which is used for describing coﬁmu-
nication systems is:one involving sevefal iayers of protocols, whéra
each layer provides a aertain set of characferiaticlfunctiohs. VFigUre
3.1 shows the overall view of two communlcatlng subscrlber systems o
where, based on some klnd of end-to- end data transm1551on fac111ty,

three protocol 1evels are dlstlngulshed

- The transport protocol provides reliab1a~end—torend data transfoft,
including‘such functions as recoVeryxfrom transmission error'aa&
lost packets, packet sequencing,\and'assembly aﬁd disassembly. of
user messages into packets. (Part of these functions may already

be provided by the underlying transmission facility).




- The function oriented protocol provides additional standard
functioﬁs, for example, depending on the application configuration,
access functions for interactive terminals, or file transfer

functions, et.
- The last layer is application specific. It may coﬁsist, for example,
of the message exchange between an application program and the termi-

nal operator,

<- TTTTTTIees > application
L function
&—-m=--~=-=> oriented
protocol

<;_end:to;end -> transpdrt
protocol

data transmission facility

. Figure 3.1

Each protocol layer, based on the functions provided by the
layers below, realizes some additional. communication functions which

are finally used by the application.
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Dependlng on the overall system conflguratlon, the data
transm1551on fac111ty can be provided by different kinds of data
transmission services;.among others, we mention dedicated or switohed
(real) circuits, a packet-switched datagram service,_a packet-switched -
service of virtual circuits, a satellite based packet broadcast system,
etc. Figures 3.3 and 3.2 show the architectural structure.of theAdata
transmission facility in the case of (real) circuits,_and'oacket-switched
services, respectively. In the case of packet—switched_datagram‘or
virtual circuit services, one usualiy distinguishes thtee levels of
protocols, called network access protocols, which are necessary for pro-

v1d1ng the transmission service:

- The physical/electrical layer provides a bit sequence oriented -
communication path between the subscriber's DTE and the network

DCE.

- The data link protocol provides reliable data transmission between.

the DTE and DCE.

- The packet level protocol via the packet switched network (and
through several networks, in the case of 1nter network communlca—

tions), provides some kind of endeto—end data transmission fac111ty*;

* A problem of Recommendation. X.25 is the fact that it spec1f1es
only conventions for the DTE - local DCE communlcatlon° However,
the subscriber protocols rely on the end-to-end properties of the
transmission service which are not speoified in the recommendation.
The subscriber has to rely on assumptions and assurances of the

carriers.
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n ' o " packet level
' / protocol
\\ ’ .
\ , |
' \ r —
! / { data link
]
b N . , / control
N\ \ - ' /
HDLC ~ . 4HDLC .
\N‘IL“—. ) 'l,
x.21y D packet- D "x.z _
cr 'switching X _p?ysic§i/1-
E network . E - - electrica
subscriber's DTE subscriber's DTE
. Figure 3.2
21 o D, .. |DTE (physical
X.2 X.21 pay
v € ﬁ and electrical
F E . interface
Figure 3.3 .

The difference between the datagram and virtual circuit-services

resides in the packet level protocols. They prbvide different kinds

of end-to-end transmission facilities.

It is important to note that the details of the end-to-end

tranéport protocol depend on the facilities and reliability needed by

the applicgtion and on the communication functions already provided by
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the (lowef level) transmission facility. For example, the transmission

error recovery procedures inherent in a packet-switched data network

would normally reduce the frequency of transmission errors to a level .

which is acceptable to the appiication. Therefore the transport pro-:

tocol needs not provide any additional transmission error recovery, in -

this case. Similarly, the functions to be realized by the transport
protocol would be different depending on whether the underlying trans-
mission service provides datagrams or virtual circuits, as explained

in the following section.

3.2 ‘The datagram transmission service

A datagram transmission service can be characterized by the

following properties:

(a) Each datagram contains a source and destination address, and a
user data field with varying size, but always shorter than a

maximum field length,

(b) The datagrams submitted to the network are transmittéd to the

destination DTEs independently of one another.

(c)- Transm1551on errors are negllgeable, but occa51ona11y, datagrams

may be 1ost by the network.

(d) . The sequenc1ng of datagrams sent consecutlvely by a given source

DTE to the same destlnatlon DTE is not guaranteed by the network
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For comparihg the datagram service with virtual.circuits,
we give in.the following a<short characterization of the virtual--
circuits provided by carriers according to hecommendation X.25, Before
ekchanging data; a virtual circuit must be established between two DTES.
For this purpose, call establishing (and clearing) packets, together
with call information and call progress signals, are exchanged between
the DTEs and the respective DCEs. A given DTE may establish several
virtuql circuits at the same time. Once é virtual circuit.is esta-
blished, data transmission is performed by fackets.> The network pro-.
tides transmission error recovery and packet sequencing.- Packets are
not 1ost,_uﬁ1ess the virtual circuit is "reset", in which case an inde-
finite number.of data packets are 1ost.L ht rare.occésions, for example

in the case of congestion, the network may reset a virtual circuit.

It-is clear that the datagram»service is less sophisticated

than the virtual circuit service. But it is also simpler, and there-

- fore easier to provide and (possibly) less eipensive. The different

characteristios of the transmission services.have.important impiica—
tions on the architectural structure of the overall system. The trans-
port protocol, 1mp1emented by the- subscriber on top of the network
access'transmission protocol, depending oﬁ the functions provided by
the latter, may or may not perform certain communication functions,. -

as outlined in the following.



(1)

(2)

(3)
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When the application needs sequential transmission of longer:
messages, the transport protocol has to ferform message éssembly
and disassembly. The backet sequencing function has to be pér-
formed by the transport protodol in the case that the &atagram‘

service is used, not in the case of virtual circuits.

For certain applications, such as point of sale transactions,

- the application only needs interactive transmission of short

mességes, but message loss and duplication;must be avoided.  For
these applications a‘simple transpbft protocol performing recovery
from lost packets may be used with the datagram service. A similar
protocol: is also needed on top‘qf'the virtual.ciféuit service, since
packets may be lost due to network>circuit resetsl  However, the se-
quencing function of the transﬁission service'is'not'needed;

For a number of applicétions, the flow control ﬁécanigm provided

by the X.25 virtual circuits (see SeCfion'4.5.3) may not be suf-

ficient, For example X.25 does not provide such functions as ack-

' nowledgments for reception, or pacing between the communicating

DTEs. Providing these functions at the transport piotbCol'level
will normally imply that the basic flow cbntroi'functiOn;provided

by X.25 is duplicated at the transport level. In the case of an

“underlying datagram servibe, there would be no duplication since

“the datagram transmission service does not provide an end-to-end

flow control mecanism.
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(4) Sometimes it is argued that a subscribér does not need any ‘
transport protocol on top of the X.éS'virtual circuit service.
for applications such as remoté‘job enfry etc. However, this
is only‘true if the grade of service brovided by the data net-
work is sufficient for the aﬁbiication (and we note that the
grade of service decreéses in the case of interworking.of
several networks).» A crifical aspect may be the frequency of
daté_loss due to network genérafed circuit resets. For‘appli—
cations thaf are sensitive to data loss (and most applications.
are) it may be advantageous to ﬁ;e an end—to-end transbprt
protocol (ét the. level above X.Zéj that recovers from lost data
packeté due to resets (by performing data retransmission). We
note that in-this,situatidn; theieAare two mechanisms for packet
“loss recovery, one in the data;nétwqu and -one in the sﬁbscriber's

equipment .

We can summarize this discussionﬂby'noting that the end—to-ena‘
transport protocol of the subsériﬁér's~equipment has to provide those
end~to;end transport functions needed-ﬁy the'apfiicatioh that.are not
or insufficiently provided by the end;to-énd tiénsmission faciiityr
of thévdata nétwork. Iﬁ the case of ;ldétagram'transmission.facility,
which provides less functions than the virtual circuit facility of
X.25, the transport'protoc01<has to'perférm more'funétiohs. On the
other hand, the X.25 facility provideé;some functions that are not
always needed (éee point 2 above), whereas certain otherlfunctions,'

for many applications, may not be sufficient the way they»afe_imple—
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mented in the data network. This leads to duplication of these

functions in the transport protocol.

Independently of the above discussion, general reiiaBility
pfinciples indicate an advantage of datagrams as virtual circuits‘
for use as a tréﬁsmiséion service, especially when several néfworks are
ihvolved. " In the case of virtual circuits, certain en&—£o4end fransporf
functions such as sequencing of data packets, flow, error énd 1o$s con-
trol are.performed in possibly several steps, as shown in figure 3.4 .

The functions are performed for each step independently. The more steps

.are involved, the higher.the probability_of'failufe; In the case where
_ datagrams are used, the same‘fuhcfions are performed end to end by the

-transport protocol in the subscriber's equipment. Only one step, i.e.

end-to-end, is involved which implies higher reliability.

DTE .
DTE g public gateway ) public 8 private
data —_ data local
El network . network . J-E network
Lo |
virtual circuit: step 1 . virtual circuit: Step 2 virtual circuit:
- . , o step 3.
& > < - < >
, end-to-end transport protocol N
. & P

Figure 3.4
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~Up to now, CCITT has déveloped two important standard inter-

faces for public data networks:
- Recommendation X.21 for (real) circuité, and

-~ Recommendation X.ZS for (packet-switched) virtual circuits.

A simplet packet-switched interface for single access terminals, called
"frame mode interface", is being discussed. . The frame mode interface
will provide the transmiséion facility‘of a single virtual circuit. |
For providihg‘the'datagram'transmission service, still another intefa
face must be defined (different. prop051t10ns for such. 1nterfaces are

dlscussed in Section 5).

Most present-day 1nteract1ve termlnals afe start-stop ter-
minals. They can be used with a packet ~-switched data network only
through an 1nterfgce adapter, also called "packet assembler and dis-
assembler' or PAD. The PAD functions can be pfovided by subscriber's

equipment, or a network PAD service.

IntélligentAterminalé with a.éynchronous.line iﬁterface'could
directly USe-the'packet—switched interfaces X.25, Frame Mode and/or
Datagram. Terﬁinals that directly use the datagram interface have to
implement, ingtheir micro-computer based ébmmuniéation software, the net-
work access protocol for datagrams.toggther with appropriate end-to-end
transport and terminal access protocols to be used with the other commu-

nicating DTEs. We note that such interactive @erminals have already been
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built for the computer network CYCLADES [ 6 1 . Future widespread
use of intelligent terminals will make the use of a datagram service

éasier.

.......................

4. 'Data Transmission Services: Datagrams and V1rtua1 ‘Circuits

Wé give in this section a technical comﬁarison 6f'datagrams
and virtual circuits considered.as data transmission facilities pro-
vided by public paéket-switched data networks. This gomparison does
not fely on defailed characteristics of eaéh of these services, But
only on the general characteristics outllned 1n Sectlon 3 2. Never-
theless we refer sometlmes to the CCITT Recommendatlon X 25 which is the

standard for the virtual circuit service of publlc data networks.

To put this comparison into the righf pérspective; it is
important to note that the ijecti?és of the two services are not the
same. The datagram ser?ice‘could be characterized as a simpie and -
inexpensive basic packet ffansmissioh service, as expréssed in[71: as
follows: | | | | |
"It is‘considéied that the main diffeféﬂéé‘bétﬁeeh a datagram'service
and a virtual call service is that a datagram serv1ce is less complex
and should only 1nvolve a minimum of network prov1ded functlons. It

is considered that a datagram service should prov1de an extremely simple

transport mechanism upon which customers can implement their own proto-

cols at a higher level to provide any required flow control, acknowled-

gements, diagnostics, etc."
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- The objective of the carrier provided virtual circuits seems
to be the proviSion of reliable and'seqUenced data transmission'betWeenA
two connected DTEs, plus multipleking of such connections. However, as
noted in Section 3. 2. it is questlonable whether the subscribers can |
rely on this serv1ce w1thout using his own end-to-end transport protocol,

as he would do with a datagram service.

....................

The present discussion would not be complete without mentioning
the packet broadcastlng service wh1ch, W1th the development of the satel-
lite communlcatlon technology, will become 1ncreaslng1y 1mportant in the
near future. The packet broadcastlng service would typ1ca11y be prov1ded
by ‘a satellite based communlcatlon system, in which a packet sent by a
source DTE will be broadcasted to all connected DTEs, but only those DTE
to whom the packet is addressed will retain the information, the others

will ignore.it.

It is not clear which kind ofEmulti-DTE addressing scheme is
most appropriate to be used for a broadcastlng app11cat10n, such -as
teleconferencing, over a packet broadcastlng data transm1551on service.
One possibility would be addressing by.closed user group. In the case
of a single destination DTE it would be sufficient'to.provide the -DTE

network address;-

It is clear, however, that there is s1m11ar1ty between the
datagram serv1ce and the packet broadcastlng service. Thevdatagram

service is actually a speclal case of packet broadcastlng where only
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~ one destination DTE is selected for each packet. - ;

Data processing applications using data communications can
be classified according to whether the expected data traffic is charac-

terized by

(a) relatively few and 1oﬂg—1astingiend—tofend'associations with

sequenced data transmission in both directions, or
(b) relatively many and short end-to-end aSsociatiéns,-eéch typically

_requiring only a single exchange qf short messages.

Another aspect is the presence (or absence) of broadcast data traffic
from a given source to many destinationms. Typicai‘applications for (a)

are
- file transfer and remote job entry,

- time-sharing applications, computer assisted instruction, etc.

Typical. applications for (b) are

- transaction systems, such as banking systems, point-of-sale sys-

tems, reservation systems
- inquiry systems, such as credit checking

- message delivery




A typical application involving broadcast t¥affic is tele-conferencing,

possibly computer assisted.

We consider the following different transmission services

(a) Virtual circuits,
(b) Datagrams,

(c) Packet broadcasting.

The virtual circuits aie'characterized by the fact that data is deli-‘
vered in sequéhce from a source DTE and a destination DTE;lexcept in

the qasé of é circﬁitffesét'which-could be network genefated; and the
circuit must be established by a call establishment‘procédure before it
can be used for data transfer.’ Welnofe that the”carriers.dlso prbvide
perménent_virtual circuits, which are permaneﬁtly eStabiished. The
network can takewadvantage of its knowledge about the aséociation bet-
ween the two éommuﬁicating DTEs, and establish an efficient data transfer
path between. the two DTEs. (This is done in Tymnet and Tranépac [21).
However, it is not clear whethervthis really represents an advantage,
since this approach makes alternate roﬁting (essential for xeliabiiity)
more'difficuit.  In fact, many pyblic data networks are‘internaiiygbased
on a kind of datagram transmission facility, in which no internal paths
are establiéhed for virtual circuits. L(The latter approach is taken in

Datapac, EPSS, etc. [21]).

The datagram service is-characterized by the absence of .

network known associations between source and destination DTEs, the
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. absence of packet sequencing and occasional packet loss. It is a basic

data transmission service.which presents the folldwing advantages:

(1) No call establishment ?rocedure must be eXecutediﬁrior to data

transfer.. Datagrams are simply sent, one by one, to their appro-

priate destination DTE.

(2) Multi-homing procedures caﬁ be used for DTEs that have multiple
| connections to the network. Multi?le connections of a DTE to a _
network are.usgd_to increasé the reliability. In fhe case of virfual
circuits, multiple connections can bé established (this pdgsibility‘
~is undéi Study by”severalzéarriersj,'but only Qith fhe same nétwork
node.. In the case of datégrams, mﬁltiple cdnnecfions couid be esta--
blished with different nodes of the network. Only in the latter case

does the system remain operational_during a network node failure.

A sﬁperficial comparison of the.different types of appiications
and tiaﬁsmission servicés; as Outlin§&~above,Vindicétes that'appliCations
of type (aj'may best use transmission serviée.(a), applications ofitype (b)
may best use transmission services (b)--and (cj, and apblications«inﬁélving
broadcasting may best use tranémission-service (c).. HoWevér,”wé believe

the situation is not as simple, as shoﬁﬁ by the following remarks: -

. . o . : Cl o

(1) Many applications of type (a) need, in addition to the carrier pro- o
: , . ° ' s

vided virtual circuits, end-to-end transport protocols which 'could

as well be implemented on the datagram transmission service, -

i

(2) As noted above, many data networks do not take advantage of the

virtual circuit structure for optimizing transmission efficiency.
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(3) Most present distributed déta processing systems are designed
around real circuits, available since'long'timé." An adaptation
to the datagram Service‘is more difficult_f@r these systems than
to the virtual circuits.' |

(4) . The virtual circuit service could ﬁossibly be adapted to appiica-
tions of type (b) (see-Secﬁion 5.2, discussion of the Fast Select

facility).

(5) The advént of cheap intelligent terminals may favor the use of a .

datagram service.

More work and experiernice with both, virtual circuits and datagrams,
is needed for better understanding the suitability of the different
data transmission services for different types of applications. This

need is also recognized by the CCITT [4 ] .

4.3 Servicé charges and billing

4.3.1 Accounting for billing purposes

Communication carriers have the tradition of billing the
subscriber providing information about each call established during
the billing period. Similar practice can be continued for the virtual
circuit data transmission service, keeping a record.of all virtual

connections established by the subscriber's DTE.

- In the case of the datagram service, this practice is not

feasible because the network is not aware of virtual end-to-end associa-

Ny
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tions between the DTEs connected to the network;'~We believe that.
appfopriate accounting schemes can be deveiqpéd that are reasonably

simple and aqceptabie to the subscriber. -

For exam?le, atcbumting_for each individual daﬁagram»is
probably too cumﬁérsome. However, accounting for all datégrams in
each individual distanée category and user facility may be fegsiblé.
Another possible gccodnting scheme is by ?eriods for which the DTE is'
connected to thé network. For hést computers these periéds may be
typically one day or longer, whereas for terminals these ﬁeriods ﬁay

be shorter.

We note that in the case of virtual circuits, too, the ac-
counting scheme by virtual connections may be found too cumbersome,
and schemes like those mentioned for the datagram service may be appro-

priaté.

4.3.2 Refersed charging

‘The reversed charging facility,'foréseen with the virtual
circuit service, is difficult to implement with the datagram service

because of the following points [7 ] :

(1) How can the destination DTE refuse charges after it has received
the whole packet?

- (2) When a datagram is lost (which méy haﬁﬁen occasionally) could

the network charge the destination DTE?

(3) The .destination DTE has no direct control over the number of

datagrams that are sent.
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4.3.3 The issue of chaiglngifOr'non—delivered‘pgcketh-

Forisimplifying thgléécounting.methaniém it seems naﬁural to
charge a DTE for each datagram sent, irrésbéctive'of whether it is
actdally delivered or lost. We<think that this is abqebtablé to the
subscriber as long as the percentage of noﬁ-délivgred péﬁkets is réék
sonably small. We note thatfthe'ehd—fo—end brotocbi-used by the cdmmu~
nicating DTEs wili usually detect~a11 ihétances.of.datagram loss anyway,
so that the subscriber can beAaware éf the momentaneous and average qualify

of the transmission service.-

In the case odeétagrams sent with a request for delivery
confirmation (a special user facility) 'charging for_non—deiiveredipackets

can clearly be avoided»very'easiiy.

4.3.4 Towards an integrated system of payments

- In this sﬁbsection, we cdnSiderfa'éystem“of paymént_inAWhich
the'subscriber.is‘billed by a single ipvoihé for all sérviges obtained
through a telecqmmunicatioﬁ connection,:pot»only for national or intér—l
national telephone or data pommunication charges, but also for computér
service or data.basevacéess charges. The different services may be pro-
vided by a variety of companies,iand it:may be.the role“of the éérrier
to Eill the subscriber and collect the'fees.. The advantages of §uch an
intégrated billing scheme has-been eloquéntly described_by_l. de Sola

‘Pool [8 ] with special emphasis on international data communications.

We note that for such an integrated billing scheme a data net-
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work accountlng scheme by V1rtua1 connectlons (see Sectlon 4.3.1) has
the advantage that ‘the addltlonal charges: for a computer service or data
base access can be slmply assoc1ated with the v1rtua1 connectlon.through

the network. In the case f‘w'hen the network only provides a datagram

transmission service, different procedures would have to be developed
for allowing the computer service bureau or data base administration

to commmicate to the carrier the service charges for the subscriber.

4.4 Interwofking“between networks

leferent approaches to 1nterwork1ng of data networks have
been dlscussed [9 ] and many spec1f1c pr0posals have been made [10 11
12, 13, 14 1 of which many have actually been tr1ed out by experlments
[11, 13 1. All of these pr0posals assume some kind of gateways wh1ch
are-interposed at the connectlon points between the networks.' The dif-
fetent approaches to interworking oan be*distingnishedvby the atohitec—
tural 1eve1 at whlch the 1nterwork1ng between the networks is establlshed.
For provldlng interworking between datagram services .of different net-
works it seems necessary that the interworking is based on the exchange
of individual datagrams [9 ]. interworking_between viftual circuit ser-
vices of different networks could be.reai;sed either b& network inter-
working at the level of datagrans, as abowe, or at the level of virtual
circuits [14 ], 1n which case a gateway 1dent1f1es each virtual c1rcu1t
* that passes through the given gateway. A comprehen51ve dlscusslon of
the difficulties of the latter approach is glven by V.G. Cerf [15 ] and

reads as follows
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"Some claiﬁs have been made [ 14 ] that X.25 can solve the
very difficult generél nétﬁork.interCaneqtion broblem; ‘That ié, the
problem of communiéation between two DTEs in différent networks. The
idea is that the two DTEs could cOmmuniéate.throﬁgh.X.ZS'interfaces by
setting up separate virtual circuits to the netWorkAbpundaries where a
"géteway" would ﬁridgé th§ tﬁo circuits and effect fhe ¢ommﬁni§ation.
Such é:stfategy limits the internetﬁorking flexibilityAsince thé'gateway
is a Critiéai part of the circuit. Alternate gatewaysxéould_not be chosen
with the same degree of freedom aé, for instance, alternate routes are
selected in.a packét»nefwork. Thus, one of the major advaﬁtageSVOf
packet switéhing, dynaﬁic élternate rdufing, might.Bé lost if X.ZS\wére
used to suﬁbort network interConnectioﬁ;; Even if mechanisms withiﬁ‘fhe
vnetwork(s) detected a gateWay faiiure and automatically establishedAa new
pair of viftual connections between sou&ce and destination_DTE tﬁrough a
new gateWay,\it‘isn'£ certain how end-fo-end}robust deli?éry‘couid be
assured by fhe‘x.25 protocol, since there»wbuld be ﬁo way of knowiﬁgk
which packeté had or had not been succéssfully forwarded across tﬁe gate-
>Way. Coﬁséﬁpently, even an X.25_netWo¥k must rely on higher levél

DTE-to-DTE protocols for internetwork robustness:

"Moreover, unless’non—sequehcing.networké are eXﬁlicitly
ruled out by the X.25 specification, the existence of an X.25 interface
to a network will not guaranteé end-to-end séquencing,uduplicate.detection,
- and so-on,} Even if sequencing at the.neﬁwork‘boundarigs were enforced,
there remains a potential pérfOrmance problem, since intefmediate_seF
quencing through several networks could easily introduce unneces;éry

delays.



B .28 -

"X.25 does ad&ress the brdblem of paﬁket size'mismatcheS'among
packet networks, sincg theAdaté contents of packets can be fragmented
~and carried in smaller fackets as they cross,fhe gafeway. Thi§ strategy
only works, however, if the ﬁetworks are able to carry the X.25 "More
Data" indicator across the network to the destination DCE. 1In the X.25
specification, it is nét cleaf Whether'the reéeivingiDCE should éxpéct
to recéive such an indicafioﬁ, since its use; as deécribed, is purely to
allow for improved data paéking in packets issued by the DCE on behalf
of those sent to it by the DTE. It would appear that some implicit as- 
sumptions concefﬁing'the_underlying network implementation are hecessary
before the fragmehtation féature of the.X.ZS protocol can be said téz

work in the internet environment.

MAlternative strétégies_for.hetwérk infercohnection have ﬁeen
proposed [ 10, 11;'12, 13 1 which depend~on1y on unsequenced dataéram
services. These stfategies allow for sﬁbstant131.Variation in netwbrk
characteristics, pfovideAforApacket fragmentation at the network bounda-

ries, concurrent or alternate use of multiple gateways, end-to-end. error

and‘flow control,.dual.homing and loss or duplicatiOn of packets in inter- -

mediate networks. There is ongoing research to test these ideas'thrqugh

the interconnection of three very different networks [16]. "

-'Cdnsidering in addition to the above discussion the similarity
between the datagram and packet broadcast services, we conclude that
there seems.to be a definite long range advantage of designing the.inter-

working of packet-switched data networks. on the architectural level.of
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of datagrams, i.e. on the exchange of individual packets between the
networks. However, this'approach presupposes that
(a) all intercomnecting networks provide the datagraﬁ service or, at

least have an internal structure wh1ch supports the transm1551on

of individual packets, and

(b) for providing inter—network virtual circuit services,vthe interf
working networks usefthe same agreed brotocol‘which builds the
virtual circuit serVice on top.of the transmissioﬁ serVice for‘
individual packets. (We note that such a prop051t10n was con-

tained in the first descrlptlon of the Datapac access protocol [17 1).

4.5 Flow and congestien control

Flow and congestion control are related, since a network -
needs to limit the incoming data flow in order to avoid network con-
gestion. Therefore these mechanisms have an indirect impact on the

quality of service provided by the network.

4,5.1 "Flow control mechanisms for datagrams

Depending on where the mechanism aﬁplies;_we can distinguish
the following four mechanisms for controlling, i.e. limiting the flow

of datagrams through a network:

(a) At the source DTE:

This is a mechanism,by which the network can limit the
number of datagrams forwarded by the source DTE to the
network. Typlcally, this mechanlsm could be prov1ded by

the flow‘control mechanlsm Qf the DTE-DCE link access protocol,
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(h) In the network:

If a network node (because of congestlon or any other ex-
ceptional‘reason) is not able to forward all datagrams in
transit, it may drop some. Thfs poses the question whether
such a datagram loss should be 1nd1cated to the source DTE
by a non—dellvery 1nd1cat10n This question is related to
the option of rece1v1ng an acknowledgement for each de11vered
datagram. leferent approaches to these problems have been

taken by the datagram proposals, as discussed in Sectlon 5. l ..

(¢) At the‘destination‘DTE'

Th1s is a mechanlsm by which the rece1v1ng DTE can 11m1t the
number of datagrams accepted from the network. Typlcally .
again, the flow control mechan1sm of the DTE-DCE 11nk access
protocol is used for prov1d1ng this mechanlsm, 51m11arely as
for mechanism (a). If the queue of waiting datagrams for. a
given destination DTE becomes too long, the network is ent1tled
to drop addltlonal datagrams for this destlnatlon, pos51bly

_returning'a non-delivery indlcatlon (see mechanism (b)).

(d) Barred access:

This mechanism discriminates,ifor a giVen.destination DTE;
between those source DTEs that are,allowed to.send datagrams
to the destinationiDlE; and_those that are not allowed (i:e.
for which the access. to the;destination DTE is barred).:tIf a

datagram arrives at the network node of. the destination DTE
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and its access is barred, the nétwork will-d;0p the datagram, .
and possibly (sée'méchénism (b)).fefurﬁ a'non-delivery'indi-
cation, However; it is also bossible that the network detects
the barred access condition for é_gifen datégram'already at:_
the node of the soﬁrce‘DTE. - This would be a définite_advantage
in the case when the network isvcoﬂgested due to a large number

of datagrams which cannot be delivered.

- The ¢losed user group is a p&fticUlar kind of barred

access mechanism.. The. concept of a closed user group is al-
feady been used for virtual‘cifCuit networks. Detailed pfopo—
sitions for implementing this: facility in X.25 have been made
to the CCITT. The idea is fhat a uéer groub‘islidentified By
a user group number and gcces§‘t6 a member of such’é group is
.bnly granted to DTEs'belonginé’to the same'grOup. A given DTE
can belong to several user groups. Thé.pertinent user group
number.has to be:indicafed for'eaéh call establishment in X.25.
In ﬁhe case of dafagfams, the number could be indicated with
each datagram_sent. In the cése of the closed user grouﬁ;:the

bérfed_access condition can be detected at the source.’

viding fhe possibility for the destination to dynamically bar
the “access for datagrams from particular source DTEs. This fa-
cility could be useful when a.particular source DTE floods the

destination DTE with a 1arge.number of non-relevant datagrams.
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We note that,.in‘addition fo theée flow control mechanismsy
at -the dataéré% level, the subscriber system will usually contain an
end-to-end transﬁort ﬁrotocél*between the éommunicating subsystems
which will controi the data flow for each indifidual cbmmunicafion
according to the requirementsvof the ﬁarticiﬁatipg subsystems. When

these higher-level profocols work correctly datagfam loss due to the

control mechanism (c) above should be very low.

For providing the oﬁtions of delivery écknowledgements and -
non-delivery iﬁdications, thé datagrém ﬁrotoéol has to contain some
means for identifying individual datagraﬁs. Generally, a two octet -
field is foreseen for this purpbée; This;fieid can also Be useful for
the end-to-end transpoftvprotocol implemented:by the subscriber on top
of the‘datagfam éransmission.service. o

4.5.2 Network congestion control for datagrams

For cont?olling congestion the network can use the four flow
control meéhanisms described aﬁbve.-5A.network‘node‘experienéing coﬁ—
gestioh would typically block at the souicé a11~datagrams_qoming from
the DTEs directly conneéfed to that node, éﬁd_would drop, if necessary,
datagrams thét awaif delivery to a dirééfly connected distincfipn_DTE,
and datagramé in trénsit._ Additional sﬁrategies for informiﬁg the other
nodes of the network énd apbroﬁriate actions for them are mﬁchvmore'dif—
ficult to‘elabofate. .Aithqugh some insight has been gained on overall
congestion control [19, 20°'], there -are still many oﬁén Probléms in -

this  area for theoretical and experimental research.
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Before making a comﬁarison of the flow and congestion control
between the datagram and Viifual circﬁit transmission serviges we.explain_
shortly the flow control mechanism for‘the,virtual Circuit.serviée'of
X.25, For each established virtual circuit, there is a .flow control
mechanism at the‘source an& at thefdeétination, similar to the mechanisms
(a) and (c) above. However, when the destination DTE'blocks.the incoming
packets the network will, after a time defending‘on its.avéilable buffer
space, block the source DTE in turn. As far as the number Qf Qirtual
circuits is_concefnea, each‘DTE connectgd to'the\network can'only support

a certain maximum number of circuits at a given time.

The congestion problems for datagramsuand virtual circuits

Caccordihg to X.25) éan now be compared as follows.

Datagram service: .

Congestion is caused by too many datagrams coming together in a given
area of the network. The result is reduced throughput, increased .trans-

mission delay and relatively many datagram losses. -

Virtual c¢ircuit service:

Congestion can be causéd by

‘(a) too many data péckets.coming togéthér in a gilven area of the net-

- work, :and/or
(b) too mahy call requests coming together‘to the same node of the

network.

~
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In.case (a) the~re$ult-is reducéd.thrqughput, incréaséd tranémiSSion :'
delay and bossibly (hobefully only §n rare occasions) loss of data
paqkéts indicated by a circuit reset ﬁack;t;.:ln the case (b)_the
results are ﬁfobably,dela&ed call progreés;signalé ahd~cali-§1earing
packets indicating the'capse of congésfion in resﬁonse to cail fequést

packets,

. We note that-theré-is a certain similaiity’of’the:effect of
congestion on~the.twd services: both services have feduced throughput
and increased delays, and both may lose dafé ﬁaékets. In the.case of
the virtual‘circuit-service,‘thevthrbughbufléaﬁ bé'limited bf thé’net—:.
work at fwoilevels: (a)' limiting the flow indiyidualiy'for>each
established'circuit, ahd (b) limiting the number of new éircuits that
are establishéd by deiaying the resbdnsé-to éalllreQUest Péékété‘[21']

and/or repiying to éall-fequésts By clééf'indiéation ﬁackets.

In the case of the datagram éervice, there is the folloWing |
additionalsbroblem: A malicious DTE may fl&od é given destination DTE
with a large ngmber of datagrams. Tﬁié méy indﬁce ailarge number. of :
datagfam 1os$es, according to méchanism (c) above, also for‘usefui :f
datagrams from other sources, and théreforé appreciébiy reduée tﬁe. 
sérvice quality for the given DTE. Possiblétmecﬁanisms to prevent this
from happenihg are the bar access faciiity and the closed user group

(see mechanism'(d)vabove).
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5. 'Proposdls for’ Datagram'and Fast’ Select facilities

Several different proposals have been recently submitted
to the CCITT for prOViding facilities in packet sw1tched data networks
for supporting applications involving a large number of short end-to-end

associations.

- Two quite different facilities have been proposed: the
Datagram facility [7, 18, 23] and the Fast Select facility [25, 22 1.
The proposals for ‘a datagram facility are more or 1ess in line with the
view that "a datagram service should prov1de an extremely simple trans-

port mechanism upon which customers can- 1mp1ement their own protocols

at a higher level to provide any required flow control, acknowledgements,

diagnostics etc." and be "as cheap as p0551ble" [71. The proposals

adhere to the structure and the packet format of X.25 as much as p0551b1e.

The p0551bility of interworking between a datagram service and a virtual

circuit service has not been considered and remains for further study.

The fast select facility, proposed by Japan, ispaa extension
of X.25 to support more efficiently "simple DTEs which transfer only
one inquiry packet and receive one response packet, for example a point
of sales terminal" [251]. Because-this facility includes the complexity
of virtual circuit set up and clearing,.it:can hardly Be coﬁsidered.as

an alternative to the datagram‘facility;'v

There seems to be agreement on the general characteristics

of a datagram transmission facility as:outlined in Sectiom 3.2. There
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is also agreement with the fact that the fa0111ty should be prov1ded by
a "packet level" protocol at 1eve1 3 with an undellylng data 1link and |
electrical—physical’interfaceA(see figure 3.2), as much as posslble
similar to X.25. Several papers point outpthe?necessity of having aio
separate ''channel" betweeﬁ the DTE and DCE for transmitting »datagrams

in the case that'the DTE also uses the virtual circuit service of the
data netWorki‘ Different schemes: for obtaining such'a'separate:"channel"

have been proposed [7, 18 ].

The: main functlons and fa0111t1es* to be prov1ded by the

proposed datagram serv1ce are summarlzed for the different proposals

‘in Table 1.. Different proposed datagram packet formats are shown in

figure 5.1.° 'These'differemces do not seem very si_gnificant. We note,
however, that although.many of the proposals shggest a maximum user

data field'length.of 128 octets, a recemt us docoment f24 ]~suggests.a p‘
maximum 1ength of 1024 octets. An‘universai maximum length must be

adopted if datagrams are to be used for internetwork data transmission.
Twolproposals give almost complete specifications [7, 18 ].

The UKPO proposal

We consider this proposal [7 ] the best because
(a) the protocol structure seems to be as simple as possible,
(b) it provides the basic functions of a datagram facility,
(c) the paper is well written, giving good justifications and expla-

nations.

* The'list_of'functions and facilities is taken from [24 ].
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General format identifier |- : Datagram type . general format . - datagram type -
0 0 1 1 0 0 0 0 : 0 0 1. -1 0 -0 0 0
. o ‘ ' datagram type - '
datagram identifier S ’ o 0 0 ’g . yg 0 0 1
: * packet -type identifier :
1 0 0 0 1 1 i 1
Calling DTE : Called DTE , o Calling DTE Called DTE
address length address length 5 address length address length
DTE address ] . DTE. address’
0 0 0 0 0 0 0 0
0 0 facility length . ; : 0 0 A facility length
facilities . - ) - . _ facilities
user data - . o . user data
a) Proposal [7 ] (UKPO) | S T b) Proposal [18 ] (Solomonidéé)
Data carrying datagram packet : - ) ‘ "datagram only" datagfam'packet

general format 1 &atagram logical '0 g?“g*?l f?imat 1 logiéal ’ i
— e — = e e T |
channei g:qup\number E : . chénnél numper
0 P(R) ERIONS Clo | P(R) : M PE) | o
Datagram as illustrated in (b) aggiii:gizzgth adgiii:dlzzzth
- DTE'address
******* 0 ) o o - 0
) -0 0 facility lenéfﬁ
facilities
uéer détﬁ
¢) Proposal [18] (Solomonides) - ~V ' ' d) Propoéal [23] (ANSI wo;kiug:pépef)

Virtual circuit datagram packet

N Figure 5.1
\\ Formats of data carrying datagram packets
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As far as thevseparate ”cheﬁnel" for datagram packets~is
concerned, the papet proposes to use two identical, but'separate link
access procedures, one for the v1rtua1 call packets and one for the
datagram packets. The two 1dent1ca1 links would be dlstlngulshed by
using different values as statlon addresses in the HDLC header of the

- frames (see also figure 5.2).

virtual cir- | .| datagram
cuit control control

e

, A :
Virtual IDatagram:’

call ¢! link 3

link T level. | . ~ o _ _
level.. S~ -~ e
~— e T
o - g ~ -~ -
physical/electri- 23 NETWORK
cal interface
Figure 5.2

Several identical link 1eve1>procedures for different packet level services.

‘The datagram flow control at the source and destination DTE
(see mechanisms (aj and (c)»in Sectioh 4.5, i)vare performed by the link
access procedure of the datagram fac111ty, thus e11m1nat1ng dupllcatlon

of the flow control function in the link and packet levels.

We also note that the datagram header provides space for a

two octet "datagram 1dent1f1er" (figure 5, 1). This identifier
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can be used by the subscriber's implemented end-to-end protocol, and
is returned by the network in aéknowledge or.non—deiivery.diagnostié

service signals.

The proposal by C.M. Solomonides

This proposal [ 18 ] distinguishes two situations: The sub-
scriber needs only the datagram service or he'needs both, datagram and

virtual circuit services.

For the first situation, as there is no need for separate
channels, it is proposed that flow control be handled at the link level
protocol, similar as in[7 ]. The corresponding datagram format is

shown in figure 5.1 (b).

in the second‘situation,_the necessary separate channel is
obtained by‘feserving 6ne permanent virtual circuit for the transmi;sion ’
of datagraﬁé. The corresponding datagram:fbrmat is shown in figufe'.-
5.2 (c). Datagrams are transmitted over the permanént virtual cifcuit
between the DTE and DCE.like ordinary data packets, except that.the flow
gontrol proce&ures'is slightly changed: "A datégram is_éiways pfomptiy

acknéWledged'by the local DCE to'allow‘uninterrupted flow of‘détagrams

into the network". In this proposal, facilities such as "delivery con-

firmation requested", '"no-delivery confirmation required" and signals
such as '"inaccessible destination', 'bar access request' etc. are coded
as different datagrams types (see figufe 5.2. (b)) and not as user faci-

lities as'ﬁroﬁosed inf71.
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The userifééility field-is used to select reverse -charging.
This facility is made possible by_thé ﬁrovision of.an authofizétion
code obtained at subscriﬁtibn timé'which;HWhen confronted with the
combination of calling and .called DTE addreéses; beComes.the key to

the reverse charging facility.

5.2 'The fast select facility

Two ﬁroposals {25, 22 ], not very different from one
another, are made to support what the Niﬁfon Telegraph and Telephone

(NTT) public corporation has called a "fast select facility".

Thevoverhead of call set up aﬁd call clearing necessitated
by X.25 becomes very important‘for'applications requiring a‘simple data

transfer such as inquiry/response ‘(figure 5;3) or message/aéknowledgement°

~§E;tj§ﬁft__;_ o | - CR: call request
3 ‘f‘—'“‘*-4-;__~“~QN;i_§§£§~_~é ' CN: incoming call

' | CA_——"""| CA: call accepted
- _ ﬂfr;”f"/,f—e—"" _ o 'CC:  call connected
érlglf“’””"’ww : o _ : .CQ: ¢1ear requested

Mi i ’ L ’ . - . 'Y s
L iy ] CI: ‘clear indication

T —a e aia . .

: CF: clear confirmation -

DTE DCE  NETWORK DCE . DTE.

Figure 5.3 :
The mechanism of an inquiry/response with X.25 virtual circuits..
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It was thus prbpdséd by NTT [25 ] to ﬁrovide uéer_data‘fieldsfwith
the call‘controi ﬁackets:  call rvequest, incoming call, cdil'dcceéted;
call comnected, clear request and clear tndication. The user data
field should have a maiimum’length-Of1128'ocféts;» A simﬁle transaction,
witﬁ this ﬁroﬁosition, is now re&uced'to a feﬁ ekchanges as illustrated

in figure 5.4 .

‘gg“iFiﬂﬂEigr -
e e . .

DTE DCE NETWORK DCE DTE

Figure 5.4

An inquiry/response using the fast'select facility.

“In a similar proposal from olivetti [ 22'] clear fequest_ah&'cléar

tndication packets do not carry a user data field.
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CR + inquiry " : :
——Dquiry | (

autey |

S.ponse / . X _' o . : ‘ 3

o ~«—-f‘~"f“‘*“~ﬁ-£QL;_;;m___€§ ‘
1. s :
cr e i

Figure 5.5 .= . ' - ,

An inquiry/response using OliVetti's proposal [221.

The proposal does not suggest a maximum length for the user'data field.
Rather it is stated that "the maximum user data field length is agreed

for each.DTE?DCE interface for a given period of time'".

Some minor modifications to allow for end-to-end user con-

trolled handshaking and user specified clearing/resetting causes were

also included in the proposal.

" The implications of the fast select facility on network
design and other user facilitie$<such'és reverse:charging need further

study.
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We have identified the following potential problems for

the fast select facility:

(1) A user response delay is . introduced in the call establlshment -
phase. A call cannot be established (or cleared) until the
called DTE has prov1ded the response to the inquiry included in

the call request of the source DTE

(2) In some networks the call establishment is not an endfto-end
procedure. For instance in DATAPAC, the destinatlon DCE sends e

" call connected packet.before receiring a call accepted-packet
from the. called DTE (for 1mplement1ng faster call set-up) Such

a procedure is 1ncompat1ble with the fast select facility.

(3) It has been claimed that the fast select fac111ty prov1des a
solution to flow control problems encountered W1th datagrams
However, there can be congestion due to a large nunber of call
requestipeckets. ANTT [21 ]Ahas proposed two methods.to solve

this problem:

- To allow the network to delay the tranSmission of éaZZ con-
nected or cZear tndtcatton packets just not to exceed a pre-
determined DTE time-out. (Thls mlght be dlfflcult to realize:

there is not yet an argument on DTE|t1me—0uts)°

- To allow a network to decrease temporarily the number of
logical channels available to packet mode DTEs when the net-
work is congested., (This séems to contradict Recommendation

X.25) .
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(4) Reverse charglng is dlfflcult The problem (1) of Section

4,3.2 app11es to the fast select fac1llty.

(5) The presence of the user data field in call control packets 1ncre—
ments the overhead associated w1th call set—up, and call clear1ng

Undoubtedly this will influence the‘network deSign.

(6) Is an end-to-end transport protocol necessary on top of ‘the fast
select fac111ty? Can packets be lost? For example, what happens
if, whlle an acknowledgment packet is on its way, a vestart is

initiated by the network?

We conclude that the fast select facility is an interesting extension
of X.25 whlth ‘may be useful for app11catlons such as polnt of sale
systems,.etc. However, due to 1ts complex1ty it can not generally be

considered‘ashan alternatlve to datagrams.

As far as point of sale and similar app11cat10ns are con-
cerned, the: cholce between a. fast select or datagram transm1ss1on fa01—

lity will depend. largely on_quest1ons such as:

- does the subscrlber want to leave the responsab111ty for the de-
tectlon of packet loss or dup11catlon to the carrier, or. should
these problems be handled in the subscrlber [ equlpment?

- Are the terminals used in the applicatioﬁ intelligeﬁt enough tov
handle such problems? A

The grade of service and tariffs of the transmission facility may

also influence the choice.
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6, Conclusions

The'ﬁresent study is mainly based on ei@erience gained witﬁ
different ek@erimental backet~switched data/eombuter'netwofks.~ The
main conclusion is that a datagram-transmissioh service is an iﬂteresting
alternative to the virtual circuit sefviee ﬁ?ovided according to X.?S
by many publie ﬁacket-switched data networks; It is partieularly
interesting (a) for apﬁlications invblving short ekchanges of messages,
such as point-of-sale systems, and (b) in the cases where the communica-
'.ting subscriber DTEs are soﬁhisticated enough to imblement'an end-to-end
data transﬁort ﬁfotoeol ﬁrdviding the'necesSary,reliability; such as in
the case of 1nte111gent terminals and/or dlstrlbuted systems of (mlnl )
computers, For 1nternetwork1ng the datagram serv1ce has 1mportant advan-

tages over the service of v1rtua1 c1rcu1ts.

It is importaﬁt to gain mere-experienee in the use of
packet-switched data‘transmissioh‘faeilitfes for every day data pro—‘
ce551ng appllcatlons, as well with v1rtua1 c1rcu1t as with datagram faci-
11t1es. With the advent of Datapac and Infosw1tch many Canadlan users
may gain experlence with a packet»swltched virtual circuit service. We
hope that in the near future, in addition? some data communications users
will identify the edvantages‘of>the datagram.servicetfor seme particular
appllcatlons, and a carrler will agree to prov1de such a serv1ce for these
-appllcatlons whlch should not be. dlfflcult in. the case of a data network

that internally uses a klnd of datagram facility.
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We give in the fbllbwing a list of more detailed conclusions:
- Used with.én a@ﬁroﬁriaﬁé end-to-end ﬁrotoéol'imﬁlemeﬁted iﬂ thé
éubscriber;s eqﬁipﬁenf, the détag?am traﬁsmisﬁiqn service can proVide.-
very reliable data éommuhication, eveﬁ in the case of intermittent
network maifunction. With multi—homing aﬁréﬁgements; communicat ion
can be ﬁaintained even in the case of lo¢él network node failﬁre,'

which is not possible with the virtual cail.fécility.

- There is no doubt that a datagram.séfvice can be more cdst effective
than virtual ciréuiﬁs'for appiications requiring a'simple and fast
‘transport service for a small number. of short messages. However. -
more work and~expérience with both Qirtual circuits and_datagiams |
is needed fdr better umderstanding the impact on the terminal quip-
ment, and_ﬁhe suitability 6f the different data transmiésion seyyicéé

for different types of applicétions;_

- Interworking of facket-switchéd data networks can be“realized at
the érchitéctural level of datagrams or &irtual cifcuit$. Inter-

" working onuthe'basis of datégréms,seems‘to be simpler to reaiiie,
specially in the case 6f~mu1ti;gatewéy.configurationSIWﬁéré.high‘

communication reliability is obtained without any complications.

- Sufficieﬁt methods for handling floﬁ,énd‘congéstion éontrol within

-A a datagr;m providing network seem to:be known. In this fespeéf;i

- the subscriber's end-to-end ﬁrbtocol and the closed user group'éﬁd
bar access facilities may play an'imforfant fole. |
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We believe that it is possible to deveiop'ao00unting schemes for -
datagrams that are reasonably‘simple,'and'acceptable to the sub-

scriber.

Virtual circuits may present a certain advantage over datagrams

for an international integrated billiﬁg schemevbased on calls.

The proposals for a datagram facility, which were available for
the study, show agreement on the basic characteristics of a datagram
service, and on the fact that‘such a service should be provided by_>

a plotocol 51m11ar and complementary to X. 25 Similar pécket formats

and the same link and phy51ca1 1eve1 procedures should be used. The

remalnlng differences seem to be of secondary‘lmportance. Among the .
proposals made, the one from United Kingdoﬁ Post Office [ 7 ] seems

to be the most appropriate.

. The fast select facility is a proposition for more efficiently sup-

. portlng appllcatlons such as p01nt of sales systems, with only a

minimum modlflcatlon to the X.25 speC1f1cat10ns. However, because
of its 1nherent complex1ty, 1t can not be considered as a general

alternative to the datagram fac111ty.

Points for further study

As mentioned in the conclusions, more experience is. needed

with the use of packet-switched transmission services for data proces-

sing applications. For evaluating thetrelative merits of virtual cir-

cuits and datagrams as a transmission facility within the communication
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system architecture of data processing systems, we propose the fol-

lowing lines of action:

tl) Determine fhe data trénsbort.reqﬁirements tinéluding grédé of ser--
vice) for certain'imﬁoftént‘cIasses bf'aﬁﬁlications; in ﬁarticuiat
those classes for which the datagram fac111ty seems espec1a11y
1nterest1ng, i.e. 1nqu1ry and transactlon systems, dlstrlbuted

proce551ng and broadcast appllcatlonsl

(2) Partly in relation with point (1), elaborate standards for
end-to-end transport protocols, términal access and other_highér

level Protobols.

(3) Gain practical experience with the use of a datagram transmission

facility.
4

Thé area of internetworking needs . further study. Considering

the advéntages of using the datagram faéility as the basis for the'

“interconnection of data networks, it would be 1nterest1ng to 1nvest1gate

3

the p0551b111t1es of bu11d1ng datagram gateways for the 1nterwork1ng of

public data networks. The following p01nts need particular attention:

(4) Detailed evaluation of different probosed schemes for the ihter-'.
worklng of data networks, and thelr appllcatlon to exxstlng and

planned networks.
(5) Interworking between datagram‘and Virtual circuit services [26 ].

(6) Establlshment of international accountlng and b1111ng schemes -in

L/

the context of a - datagram transm1551on service.




. _ In addition we note the'following points for whiéh.further
studies would be useful:
(7) Intelligent terminals directly interfacing with a datagram trans-

mission service.

(8) Congeétion cOntfol of in dataAnetworks. (Thére'are'ﬁény prbblems
for theoretical and experimental research.)

| . (9) The implications of the "fast selecf" extension to X.25 on the .

network architecture and its resource management.

(10) Optimal maximum dat?gramzsiZeffor,universal utilization.

8. Glossarx'}_

The following glossary (extrééted from [ 15 1) may be useful
for clarifyiﬁg"éertain notions which occur frequently in the present

report.

Communication Protocols
Sets of conventions.(formats,-contiol procedﬁfes) Which facili-
tate all levels of data communication. Includes electrical inter-
face conventions, line contrbl procedures, digital commumication
'network~interface5g inter-process ¢Ommunication convéntions;~and
« application level (e.g., file transfer, database retriéval)

standards.

48 -
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Computer Network

A collection of autonomous but co- operatlng computers sharing
common’ transmission and switching media. This def1n1tlon could
include computers sharlng memoxry through a common data buss,
computers sharing a common terminal concentratlon network, and
computers using a common carr1er network to communlcate among

themselves, for example

Data Network or Data Communication Network

A network providing data transmission facilities.

Congestlon
A situation in a packet network in wh1ch all or nearly a11 buffer
capac1ty is used up, 1ead1ng to exce551ve retransm1551on and

potentlal 1ock up

Datagram
A packet of data to whlch sufficient addre551ng and control 1nforma-
tion is afflxed to allow the packet to be routed and processed inde-
pendently of all others in a store and forward network. De11very
of a datagram does not depend upon its .arrival at the destlnatlon

in any -particular order, for example.

DCE‘(Data'Comnunication Equipment)

Usually taken as the extreme boundary of a data communlcatlon

network.

' DTE (Data Terminal Equipment)

The device whlch connects to the DCE and acts as a source or sink
of data crossing the boundary. A DTE can be a computer, a te1e— '
communication device, etc. Often the distinction is made on the

basis of ownership whether a device is a DCE or DTE.
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; Multi—Homing

A method of networking in which a DTE'is'connecfed simultaneously
to more than one DCE. A routing method used to accommodate this

sort of multiple connection.

End-to-End

Usually taken to mean from DTE to DTE in a network environment. :
In the case of multiple networks, it means spanning any inter-

mediate networks as well.

Flow Control

A technlque used by a’ receiver to 11m1t the amount (or rate) of

data flow transmltted by a sender

Gatewaz
The logical or physical interface between computer networks.,

The mechanism by which data passes from one network to another.

Internetworking

The process of interconnecting.two or more distinct computer

comminication networks. (See Gateway.)

Muitiplexing

Time or space sharing of a frequency band among several

. transmltters

Packet

A short (128 2000 blts) block of data, ‘prefixed with addre551ng
and other control 1nformat10n, whlch is used to carry information
through a packet switching network. ‘ ‘
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~Packet Switching

¥ . .
A form of message switching which facilitates asynchronous

~ time-diviision sharlng and sw1tch1ng of transmission resources.
'Partlcularly suited to bursty communlcatlon requlrements, permlts
the sharing of common switched transm1551on resources among both

high bandwidth and low delay appllcatlons

Switching

Provision of point to point transmission between dynamically
changing sources and sinks (i.e., different sources and dif-

ferent sinks are connected and disconnected as required).

-Virtual Circuit

A synthetic equivalent of a real circuit (point to‘point).,*
derived from a store-and-forward pécket network. Data packetsf
are kept in sequence at the dellvery point (though not neces~'

sarlly in transit).
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