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ABSTRACT 

The conventional approach to satellite orbit sharing is to determine the 
power level of the wanted signal, as well as the required separation between 
satellites on the basis of a worst case scenario of link parameters. Such an 
approach yields a safe but conservative system design. 

An alternative design approach involves an analysis based on treatment 
of link parameter variations as random variables. Such variations arise 
because of variations in antenna pointing directions, approximations to 
actual antenna gain patterns, and variations in attenuation levels due to 
rain loss. The advantage of this alternative approach is that it avoids the 
practical difficulties of deciding at the outset on worst case values for the 
(random) variations, and avoids designs based on unlikely or even impossible 
events. 

The report begins with the definition of a general satellite network 
model. The effects of small random variations of the link parameters on the 
carrier to interference ratio (C/I) are then determined. Actual values of 
C/I variations are then obtained for a worst case design approach as well as 
for a statistical design approach. For variations of 5% in each of 6 link 
parameters of the wanted and interfering signals, the two design approaches 
yield differences of 2.33 dB at the 98% confidence level, and 2.78 dB at the 
99.9% confidence level ..  

The effects on the capacity of a system based on an overly conservative 
design are determined, and it is shown that a substantial capacity penalty 
can occur. Ways to better utilize existing overdesigned systems are 
presented. 

The effects of large variations in wanted signal and interference levels 
resulting from rain-loss variations are examined. An algorithm is presented 
to determine the C/I distribution (where I also includes noise). This 
distribution would then be used to compare the difference in signal power  
determined using a worst case approach. The difference could be several dB. 

The report concludes with suggestions for further work, including actual 
numerical calculation of the difference in C/I margins as noted above, as 
well as determination of improvements possible in orbit/spectrum capacity of 
an ensemble of satellite systems. 
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I INTRODUCTION 

A. Orbit Congestion and Capacity  

The geostationary satellite orbit is becoming increasingly congested in 

some frequency bands at some orbital positions. Orbits used by fixed satel-

lites in the 6/4 and 14/11 (or 14/12) GHz bands in the North American 

70 °W-140°W arc and in the Indian Ocean 0 ° -30 °W arc are of specific interest. 

Congestion occurs as a result of interference between radio signals 

associated with different satellite networks and systems. 

An increasing level of effort is being devoted to analysing the effects 

of such interference and to the development of design approaches to minimize 

its harmful effects [1-6]. For example, a recent study [1] presents some 

results which determine the best orbital spacing to maximize orbit capacity. 

It is noted that as satellite spacing decreases interference from other 

satellite networks increases and the capacity of a given satellite network is 

thereby decreased. However the capacity per unit-of-arc of orbit may actu-

ally increase, and the capacity/unit-of-arc could be optimized by properly 

selecting satellite spacing. The modulation method is of importance in such 

considerations. 

B The  Conventional "Worst Case" Design Approach to Orbit Sharirq 

The existing conventional approach to orbit sharing has grown from that 

used in the early days of satellite technology. Basically, degredations in 

carrier-to-interference ratio (C/I) for the wanted signal are determined on 

the basis of a worst case configuration of the various sources of C/I impair-

ments. Reductions in C/I occur when an antenna transmitting or receiving the 



2 

wanted signal is off boresight, when rainfall attenuation levels reach their 

maximum values or when interference levels are based on estimated worst case 

rather than actual antenna gains. 

The worst case design approach tends to provide safe but conservative 

margins for C/I. However there are practical difficulties; for example how 

does one specify worst case values? In fact, degredations are random vari-

ables, and it is necessary to select as worst case that value which is not 

likely to be exceeded. What precisely is meant by not likely? Do we use 99% 

probability or 99.9% probability, or some other probability? 

The worst case scenario may be highly unlikely. For example two inde-

pendent events A and B which occur individually with 1% probability occur 

jointly with .01% probability. Use of worst case analysis assures perfor-

mance above a desired level. However the actual performance as measured in 

terms of bit-error probability or signal-to-noise ratio may be well in excess 

of what is required. The penalty for overly-good performance is a reduction 

In the overall system capacity otherwise available in a given frequency range 

and geographic orbit. 

C. A Statistical Design Approach  

The purpose of the present report is to present an analysis and prelim-

inary evaluation of the effects of system parameter variations on C/I, based 

on the fact that such variations are in fact random variables. We assume the 

variables to be statistically independent; however this assumption imposes no 

inherent limitation on our statistical approach. 

The analysis approach developed here is particularly easy to apply when 

parameter variations from the nominal values are "small". Clearly, some 
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variations including attenuation caused by variations in rainfall are not 

small. Large variations of this type are handled differently. In this 

regard we note that there is increasing interest in combatting large 

variations by adaptive control of transmitter power [7,9], both from ground 

stations on the up-link and from multi-beam satellite antennas on the 

downlink. Implementation of such control would tend to make all variations 

from nominal values small. 

D. Outline of the Report  

This report is organized as follows. In Section II we describe a rather 

general satellite network model. The model allows for interference not only 

from other networks but also from adjacent channels of the satellite which 

carries the wanted signal. The effect of small variations on C/I behaviour 

is determined in Section III. A simple example is presented to illustrate 

the power of the approach. Section IV includes further analysis of small 

variations in system parameters, and expresses these in terms of the product 

of sensitivity coefficients and changes in other system parameters. For 

example, the effects of the off-boresight variations are expressed in terms 

of the actual off-boresight angle, the broadened 3-dB angle (which broadening 

accounts for satellite motion) and the deviation of the actual antenna 

pattern from its assumed nominal value. 

In Section V we use our formulation to determine actual C/I variations 

in terms of the number of system parameters and the standard deviations of 

these assuming small variations. Section VI presents an analysis of the 

effects on performance of overdesign based on a worst-case approach, and 

illustrates how a statistical approach can lead to achievable improvements in 



the capacity of existing systems. Both digital and analog message 

transmission are considered. 

In Section VII we consider the effects of large variations, including 

attenuation due to rainfall. Concluding comments and recommendations for 

further work appear in Section VIII. References cited appear at the end of 

the report in Section IX. 

4 



II SATELLITE NETWORK MODEL 

A. General Network  

Fig. 1 illustrates a simplified model of a satellite network. 

Interfering signal I  is carried on the same satellite that carries the 

wanted signal but on a different channel, while 1 2  is carried by a different 

satellite. As well, some fraction I 1 of 
I 1 

may also be carried by the 

A 

satellite which carries 1 2 . Similarly,  12  may appear on the satellite which 

carries  I and the wanted signal S. 

With more satellites, the interference pattern extends in an obvious 

way. 

B. The Wanted Signal  

Consider first the wanted signal on the downlink, with carrier power C 

(dB) received at the groundstation: 

C = P
d 
+ G

s
(4 ) - L

m 
- L

f 
- L

ca 
- D + G

e
(0) 	(1) 

where 

RF carrier power of the wanted signal from the satellite 

transponder. 

satellite antenna gain in the direction of the receiving antenna 

multiplexing loss in the satellite after the power amplifier 

(= 1 or 2 dB) 

free space loss between satellite and earth station (including a 

20 log(f) component, = 205 dB at 12 GHz) 

clear air loss (fraction of a dB at SHF) 

rain-attenuation loss (highly variable, up to = 10 dB at 12 GHz) 

earth station receiving gain in the direction of the satellite 

5 
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A 
Fig. 1 Simplified satellite network model. S-wanted signal. I

k 
- interfering signal. I

k 
- secondary 

_ 
interference. 
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(2) 

angle of satellite transmitting antenna off boresight 

0: 	angle of earth station receiving antenna 'off boresight. 

Combining the known factors into a single factor Kd  yields 

K
d 

= P - L
m 
-L 

f 
-L 

 

C = K
d 
+ G

s
4) - D + G

e
(0) 	 (3) 

A similar expression can be written for the uplink: 

P =K +H
s
(a) - U + H

e
(p) 	 (4) 

u 	u 

P
u

: 	RF carrier power of the wanted signal from the ground station 

transmitter 

H
s

: 	satellite receiving antenna gain in the direction of the 

transmitting ground station 

U: 	rain attenuation loss on up link 

H
e

: 	earth station transmitter gain in the direction of the satellite 

receiving antenna 

a: 	angle of satellite receiving antenna off boresight 

13: 	angle of earth station transmitting antenna off boresight 

Combining (3) and (4) yields 

C = K + G
s
(40 + G

e
(8) - D + H

s
(a) + H

e
(p) - u 

where K = K
u 
+ K 

a' 
A worst case approach is to consider the parameters in (5) as known 

constants, and to then consider the worst case effects of their combined 

variation. However we intend to consider these variations as random 

variables. 

4): 

(5) 
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C. Interfering Signals  

Arguments similar to those above lead to an equation similar to (5) for 

each received interfering carrier Ik , again expressed in dB. 

I
k 

= Kk  + 
Gskk) 

 + Gek(4)k)  - D
k 
+ Hsk(fxk)  + H 

ex .( k 
) - U

k 
(6) 

The total interference in dB is obtained by first converting (6) to 

linear (i.e. non-dB) form in which case Ik  is represented as a product of 

the terms in (6). The non-dB interfering carriers powers {I
k

} are then 

added, and the results may then be converted again to dB form by taking 10 

log io 	Ik . 

In obtaining (6) we have ignored the effects of secondary interference 

Ilk . These terms could be included as well, of course, although they would be 

be small relative to I
k

. 

In considering statistical variations of the various contributions, 

correlations between I
k 
 and 

'k

would have to be included in the analysis. 

There is no real difficulty in doing this; however the analysis complexity 

increases and may obscure the major differences implied by worst-case and 

statistical design constraints. 
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(7) 

(8) 

III. SMALL C/I VARIATIONS 

A. Linear (non-dB) Variations  

To develop the C/I ratio we represent C and I as follows, in non-dB 

format: 

C = n xk  

I = E I 
. 	j 

I = n n 	 (9 ) 
k kJ 

We note here that {xid and {nkj}  correspond to the various variable 

terms in (5) and (6) respectively. Some of these variables may be functions 

of other variables; for example if xk  = Ge (4)) then xk  depends on 4). 

We now consider the case where "small" variations occur in the wanted 

and interfering signal power levels as a result of "small" variations in the 

variables x
k
and n

kj • 

A(C/I) I-1  AC - (Cl/I 2 ) 

C r  AC 	AI, 
- 

AC = 	(u xk)(Axi /xi ) 
1k  

= C 

(10)  

(11) 
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(12)  

(13)  

AI. = I î (An /n ) 
J 	j 

àI = AI 
j 

	

I. 	An 

	

AI . y j 	__11 
I 	L I 

 

	

àx 	I 	àn 
[ i ----1 	Î —I  i —AI  ] 	 (14) 

C/I 	x 	I 	n 

Eqn. (14) relates small variations  (C/I) relative to the nominal C/I 

I 4  
value. One immediate consequence is that if 	is the same for all N 

interferers then 

A(C/I) 	àxi 	1 	An 

C/I 	/ 	IF ( 
ij  nij  

In (15), N denotes the total number of interfering signals, and î is 
ii 

over all incremental variations 
Anij/nij 

of all of these interfering 

signals. 

B. CIR (dB) Variations  

We can now determine the variations in C/I in dB. Define 

CIR = 10 log io  (C/I) 

= 10 log io  [(CM °  + (C/I)] 

r à(C/I), 
= 10 log io  (C/I) 0  + 10 log 10 	-(c ---  ) 71.7--. N 0 .1 

(15) 

(16) 
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(17) 

(18) 

A(C/I)1  
PCIR = 10 log i dl -r (cmoj  

where (C/I) 0  denotes the nominal C/I (non-dB) value, 

In those cases where ACIR « 1, a further approximation is possible 

ACIR = (10/1n 10) 	 

; C. An Example  

Since the objective of this study is to determine the feasibility of 

using a statistical rather than a worst case design approach, we present here 

; a preliminary examination of the two approaches. 

Consider (15) with N=5 interfering signals. Assume that each 

; incremental term Ax Ix
i 

and 
AnijInij 

has the same standard deviation a
A 
and 

that these terms are statistically independent. Further, assume that 

a
A 

= 1% (a
à 

= 0.01) 

Eqn. (5) indicates that there are six separate terms subject to 

variation in the wanted signal, and the corresponding eqn. (6) indicates six 

variables for each interference term. Thus, the standard deviation a of the 

(non-dB) carrier-to-interference ratio is given by 

a2 = 6 a  2 + ( 30 ) 	2 
à 	—5-)  (5A 

a = il2 a
à 

= 3.46 a
A  

a = 3.46 % 

Since there are a large number of independent random variables, the 
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central limit theorem implies that A(C/I) (non-dB format) is Gaussian with 

zero mean and variance cr2 . Thus, with 98% probability A(C/I)/(C/I) 0  < 2.33 a 

[10] which implies 

< 2.33(0.0346) 

< 8.06% 

Now consider a "worst case" scenario where all incremental parameters 

are at their maximum magnitudes and of such sign to maximize A(C/I). 

Immediately a problem arises; what should be assumed for worst case 

variation? We assume a worst case value of 2.33 a
à' 

since 98% of the time 

1 the parameter remains below its worst case value if the incremental variation 

is Gaussian (which it probably is not). 

Thus, with 

lAx/xi I = lAn
ij

in
ij

I = 2.33% 

1AL£L11 1  _ q àxil 3° rn_il 
1(C/I) 0 	x

i 	
5 	nij 

àx 
=12 

x 

= 12 (2.33)% 

= 28.0% 

Thus, the two approaches give very different estimates of variability in 

A(C/I). Actually, the probability of the worst case scenario here is 

P 	= [0.01] " wc 

. 10-72 



In terms of MIR we see that the worst case scenario predicts 

IACIRI we  = 10 log io  [1 + 0.280] 

= 1.07 dB 	(a = 1.0%) 
à 

If we use the statistical approach we find that with 98% probability 

ACIR
stet 

< 10 log io  [1 + 0.0806] 

0.34 dB 	(a = 1.0%) 

Thus, if used for design purposes the two approaches would show a 0.73 

dB difference in ACIR. 

If we repeat the above analysis with a larger value of aà , say aà  = 3% 

then 

= 10 log io  [1 + 3(0.280)] 

= 2.65 dB 	(a = 3%) 

'MIR'
stet 

‹ 10 log io  [1 + 3(0.0806)] 

< 0.94 dB 	(a = 3%) 

Here the difference is approximately 1.71 dB. Under the worst case 

scenario  (C/I) is no longer "small" and the analysis is subject to some 

error. 

This rather simple example clearly illustrates how a worst case analysis 

, may lead to overly conservative system designs. 

13 
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IV SENSITIVITY COEFFICIENTS 

In order to calculate ACIR in a specific situation it is necessary to 

calculate Ax/x
i 
and An /n . These incremental parameters may themselves be 

expressed in terms of other parameters, as illustrated in the examples 

below. 

A. Antenna Off-Boresight Variations  

Consider the antenna gain factor xi  for the wanted signal, as follows: 

x = f (1--) G (4) 	) (Po 	i 7171:7 e W O )  

Eqn. (19) is explained with the help of Fig. 2 which shows both an 

actual antenna pattern as well as a "standard template" pattern, both plotted 

vs. (Pao where 4) denotes the actual angle off boresight, and 4) 0  is the 3-dB 

beamwidth of the antenna. Actually, (Po for the standard template is 

broadened artificially beyond the necessary ground coverage area to account 

for satellite movement (pitch, roll, and yaw in the case of the satellite 

antennae, or station keeping errors for groundstation antennae). Standard 

templates are normally developed in such a way that all of the peaks, or 

sometimes 90% of the peaks lie below the template (envelope). Such template 

envelopes have been developed by CCIR. 

At an angle 4, off boresight the actual gain xi  will differ from the 

design gain xi  at  4, = 0 for 3 reasons: 

1. Angle 4,* O. 

2. The actual gain at angle (I) differs from that predicted by the 

(19) 



' Fig. 2 Antenna Off-Boresight Variations. 



standard template by the factor f 1 (M/ 4 0 ) in (19). (See also Fig. 2.) 

3. The actual value of M o  is different from the artificially broadened 

value used in the standard template. 

For the signal, M = 0 ideally, and we assume AM to be small. Then with 

= 

àx 	AG ( 01)0) 

	

_ Af4) 	 	 (20) 
X1 	f(q)) 	G(q),(4) 

AGOG/ 	à(1) 	(  G/
ehiMo  AM ()  

(21) 
G = 	m0  ) m o  

The coefficients in (20) of the form PG/by)/[G/y] are sensitivity 

coefficients which multiply the incremental parameter variations Acp/(1) and 

AM/m o . These sensitivity coefficients are important, since they determine 

the effect of the normalized incremental variations which they multiply. If 

the instantaneous rate of change of G is larger than the average rate of 

change G/y then the effect of //c' 	AM0/M 0  is amplified, and conversely. 

Substitution of (20) into (15) shows that the simple linear combination 

of signal terms Axi  /xi  is replaced by a 
weighted sum of the form 

ai (AY /y) where {a } denote the sensitivity coefficients and {yi } the 

variables in terms of which {x} have been expressed. 

A similar approach can be used for the interference terms ànij /nij , with 

some modifications. First, the nominal angle ( 4 / 4 0 ) would have a non—zero 

value. Second, the value Af/f may not be small, since as M increases the 

difference between the template antenna pattern and actual pattern would tend 

to increase. Thus, the small variation assumption for Af/f may not always be 

16 
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accurate particularly for interference well off boresight. Having said this, 

we note that the effect of interfering signals at large cp values would be 

small relative to that of other interfering signals with small (I) values. 

Therefore, the use of (19) and (20) would not lead to serious overall errors 

in AC/I calculations. 

In those cases where Af/f, &PM) and A4)0/4) 0  are small, the interference 

terms in (15) are of the form î pi àz i /z i where {pi } denote the interference 
i 

sensitivity coefficients and {Azi /z i } the incremental variables. 

B. Adjacent-Channel Interference  

The separation v between adjacent-channel carriers is one of the factors 

which determines the adjacent-channel interference. Other factors include 

the modulation format and receiver filter (window) characteristic [11-14]. 

We denote the dependence of adjacent-channel interference on separation 

v as I =I
i 
 (v). Then for variations in v from the nominal value i  

[II 	81 av 
-J. -r _l1 Ay 	 (22) 
I 	L 	v v J 
i 	

Ij/ 

Given the modulation format and receiver window I i (v) can be calculated 

i
[10-13]. For binary PSK or COPSK, for example, 6I/&v - (v) -2 . For binary 

MSK 8I av - (Av) -4  and for sinusoidal PSK SI /45v - (Av) -8 . These asymptotic 
i 	 i 

behaviours apply for Av above some threshold value, where the sensitivity to 

i 
changes in Av is clearly greater for MSK than for PSK. 

The purpose of this immediate discussion is to show that our approach 

to determining ACIR variations is quite general, and is not limited only to 

interference from other satellite networks. 
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V. SOME EXAMPLES 

At this point we generalize the example presented earlier. We consider 

the following generalized version of (14), where we have included the effects 

of sensitivity coefficients ai  and  

àn à(C/I) r 

1 

a  _ttlx  
(23) 

C/I 	L L i x
i 	j 

I 	13ij -71 	] 

When I j  /I is the same for all interfering signals, the (15) also 

generalizes as follows: 

à(C/I) v 	AXi 	1 v 	
Anti r 

C/I 	L ai x 	
ij 

7-1 

	

	Pii 	n 
 ij  

A. Equal Weighted Parameter Variances  

We consider first the case of an arbitrary number of signal and 

interference variables. Let m and r denote the number of variables for the 

wanted signal and each interfering signal, respectively. We assume that the 

variance of Ax/x
i and àn /n in (15) is such that the effective variances 

are equal to a
. 

Thus a
i 
 àx

i  /xi 	ij 
and p An

ij /nij 
all have variance aà, in 

à  
à(C/I)  which case the variance a of 
C/I 
 is as follows: 

(24) 

a2 	ma  2 +.1. (Nr)a 2  à 	N 	A 

a = im+r 
a A 

If we use a worst-case 

la àx/x
i 

= à 

lpij ànij
in

ij
I = à 

(25) 

design aproach, and assume the worst case values 

(26a) 

(26b) 

then 



1 
+ — (Nr) 

àn
ij 

n
ij 

ACIR] wc  

enn s ta t 

(30) 

(31) 

àC/I1 

7-711  = m  
wc 

Further, if we assume that the worst-case values 

àC/I, 
= 2.33 (m+r) a

à we 

We can now take the ratio of the worst-case 

(25) to obtain 

wc/stat = (m+r)A/2.33a 

(m+r)(2.33)a 

2.33Vm+r a
à 

= 

can also take the dB difference between àCIR] we  

obtain the following: 

19 

taxi  

x
i 

= (m+r)A 

à 

We and ACIR] stat t°  

(27) 

A = 2.33 aà' 
then [10] 

(28) 

value in (28) to 2.33 a in 

10 log io  (1 + (m+r)à) 

= 10 log io  (1 + /FF. 2.33a) 

1 + (m+r)(2.33a) 

1 + 	(2.33a ) ]  
= 10 log lo  [ àCIR] wc 

 - e/R]stat 
(32) 

In those cases where MIR is mnall in both cases, (32) simplifies to 

- Vm+r (2.330)] ACIR] 	4CIR] - 	= (10/2n10)[(m+02.33 lic aà 
 stat 

= (10/1n10)(2.33o»PF(VIFF -  1) 

Figs. 3 and 4 show (32) plotted vs m for various values of aà . In 

3 r = m while in Fig. 4 r = 1.5 m. These graphs enable quick 

determination of the effect of using a worst case approach rather than a 

statistical approach when the incremental parameter variaitons are small. 

Fig. 

(33) 
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NUMBER OF SIGNAL VARIABLES M 

Fig. 3 MIR vs (I A  and m; r = m (98% 
level) 



0.02 

0.01 

0.005 
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cr - o 
à - 
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0.04 
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2.0 
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CC 

o 
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.  

0 	2 	4 	6 

NUMBER OF SIGNAL VARIABLES M 

Fig. 4 MIR vs C à  and m; r = 1.5 m (98% 
level) 



For example with m = 6, r = 1.5(m) = 9 and a
A 

= 0.05 (5%) the two approaches 

show a difference in ACIR of 2.77 dB. This is a rather substantial 

difference. With a
A 
= 0.10 (10%) the difference is even larger at 3.73 dB. 

B. Linearly Tapered Variances  

As a second example consider the case of linearly tapered variances of 

the signal and interference variations. Thus, let the variances of ai àxi /xi 

 andBij Anii /nii  be as follows: 

a
i 
= iax 	 (34a) 

a
ij 

= io
.11 	

(all j) 	 (34b) 

Then 

x 	x 
1=1 

m(m+1)  

2 	ex 

r(r+1)  

2 	
a
n 	

(all j) 	 (36) 
n  

These values can be substituted into (15) to obtain [AC/W[C/I] without 

difficulty. 

If 

(m+1)ax/2 = (r + 1)a/2 = aà 	 (37) 

then (33) again results, and Figs. 3 and 4 are applicable with aà,  given by 

(37). 

C. Higher  Confidence Levels  

Figs. 3 and 4 are applicable when a 98% confidence level is used. Fig. 

5  shows the effects of using the higher confidence level of 99.9%. In this 

case the factor 2.33 in (32) is replaced by 3.3 [10]. 

22 
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Clearly the higher confidence level results in an increased difference 

between the two design approaches. For m = r = 6, the 98% level shows that 

the difference ACIR] 	- ACTH]
stat 

= 2.33 dB (see Fig. 3). At the 99% level 
wc 

ACM] 	- ACIR]
stat 

= 2.78 dB with a
A 
= 5%. 

wc 

Similarly a lower confidence level would reduce the difference between 

the two ACM's. However, a level below 98% would probably be unacceptable 

for many applications. 

These examples illustrate what might be expected in terms of differences 

between a worst case and statistical design approach for small parameter 

variations. In an actual situation all variations would not be equal, and 

actual values of these variations would be required for substitution into 

(23). 
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VI. EFFECTS OF ACIR ON PERFORMANCE 

We now examine the effects of an overly conservative design on system 

Performance, and determine ways to effectively utilize the results of 

improved throughput implied by our statistical design approach. We do not 

have the flexibility here to actually change satellit orbit spacing although 

space shuttle technology may eventually enable such a change. Instead, we 

are restricted to changing modulation parameters, data transmission rates, 

code rates or other signal transmission variables. 

To see what is possible we consider a specific example involving digital 

data transmission using binary PSK modulation and forward error correction 

(PEC) coding using a linear block code [15,16]. We assume that the channel 

bit rate (chip rate) is to remain constant, and that any flexibility in data 

throughput is via control of the FEC code rate k/n. We require a decoded 

message bit error probability pm  = 10-7 . We assume that the system was 

designed using a worst case approach to yield a channel bit error 

Probability p = 10-4 . We assume further that a statistical analysis 

indicates that the worst case approach is too conservative by 2.5 dB, thus 

ACIR] 	- ACIR]
stat 

= 2.5 dB 
wc 

It is reasonable to assume a random error channel, and optimum matched 

filter detection of the PSK signal. Assuming that the totality of 

interference can be approximated by additive white Gaussian noise then the 

actual chip error rate is p = 10-5  (see Fig. 6). 

Consider FEC coding using a (n,k) block code on a random error channel 

to yield pm  = 10-7 . For such a code 
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d 
 — P <p < 1 —P 	 (38) 

ne 	m 2e 

Where d is the minimum Hamming distance between codewords, n is the block 

length including both information and check bits and Pe  is the block error 

Probability. In this case [15,16] with t = (d+1)/2 
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Pe = 	
i(1)n_1 

n! 	t+1 
(t+1)! (n-t+1)! P  

(39) 

(np << 1) 	(40) 

For np << 1 the lower bound in (38) is applicable in determining pm • 

 Consider a (15,11) single-error-correcting Hamming code (d=3) for use 

With p = 10 -4 . Then 

d [n(n-1)]  2  

Pm n 	2 	P  

= 1.5 (14)(10-4 ) 2  

= 2 x 10-7  

However, if the actual value for p is 10-5  then pm  = 2 x 10-9  which is 

two orders of magnitude better than required. With p = 10 -5  we could use a 

(1024, 1014) single-error correcting Hamming (d=3) code with 

p
m 

= 1.5 (1024)(10-5 ) 2  

= 1.5 x 10-7  

The (15,11) code has an efficiency of k/n = 11/15 = 73%, while the 

( 1 024,1014) code efficiency is 99%. The statistical system design indicates 

e  Potential efficiency increase of 36% over that implied by the worst case 

design. Thus, data originally sent at rate R bits/sec could actually be sent 

at rate 1.36 R bits/sec and still meet the error probability requirements. 

In many cases there is virtually no advantage in having a decoded bit 
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error probability much better than required for a given application. 

Consider the transmission of high-quality graphics or inagery, uniformly 

quantized to L = 10 bits per picture element. The output signal-to-noise 

ratio (SNR) for reconstructed images following transmission over a noisy 

channel and decoded with bit error probability pm  is [18] 

r 1 2  
SNR = 	+ 4p

m
]-1 	 (41) 

2
L 

With pm  = 10-7  

SNR = (10-6  + 4 x 10-7 ) -1  

= 10 6/1.4 

= 58.5 dB 

Reducing pm  to 10-9  will cause a SNR improvement of only 1.5 dB which 

does not justify the code rate efficiency reduction from 99% to 73%. The 

only advantage of using the (15,11) code is to reduce the probability that p 

will rise above 10-4 , during some very unfavourable and very unlikely 

coincidence of satellite link parameter variations. At the outset, the 

designer must specify the acceptable probability of such an event. Once such 

a specification is available, a statistical design approach is appropriate. 

A similar type of analysis can be undertaken for digital transmission 

systems where an ARQ error control strategy is used, or when analog FM 

transmission is employed. In the case of ARQ with an overly good channel bit 

error probability p, fewer check bits relative to information bits would be 

needed to maintain an acceptable level of retransmissions and an acceptable 

decoded message bit error probability. In the case of analog FM, an overly 

good C/I ratio would allow a reduction in the FM bandwidth expansion ratio. 
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In  this case either more analog messages could be multiplexed on the FM 

carrier, or the FM bandwidth could be reduced, thereby enabling additional FM 

carriers to be transmitted. 

. 	It may not always be possible to increase the utliziation of a satellite 

network which has been overdesigned using a worst case approach. For 

example, consider direct digital transmission of differentially encoded 

speech with 4 bits of quantization. In this case [18] 

-1 
SNR = [(1-p  2)2-2L + 4p] 	 (42) 

With p 0.9 and L = 4 the quantization noise term is 

[1 - (0.9) 2 1/256 = 7.5 x 10-4  

To this is added 4p. Clearly there is little advantage in reducing p 

below - 10-4 , since such reduction does not significantly reduce SNR in (42). 

If overdesign yields p = 10-6  for example, there is no easy way to increase 

the  system efficiency. Faster transmission of the bits is one potential 

solution, however, this may not be feasible. For example in a 

single-channel-per-carrier system a higher transmission rate may result in an 

expanded transmission bandwidth which would lead to increased 

adjacent-channel interference at the very least. 

Finally we note that there is an increased tendency toward spread 

spectrum transmission [19-22]. Here it is possible to change the data rate 

and hence the channel bit error probability, without altering the transmitted 

Signal  spectrum. Thus, spread spectrum systems allow for adjustment of the 

data rate in response to a varying channel bit error probability. In fact, 

variable data rate SSMA is one alternative to adaptive satellite link power 

control [7-9] discussed earlier. 



VII LARGE VARIATIONS IN SIGNAL AND INTERFERENCE LEVELS 

A. The Conventional Approach  

Large variations in the level of the wanted signal and the interference 

can occur as result of variations in the rainfall level [7-9,23,24]. At 12 

Gliz attenuation levels up to 10 dB can occur. The conventional approach is 

to determine the rain-loss margin in dB such that the carrier-to-noise ratio 

C/Nt for the 
wanted signal is at an acceptable level for a specified 

Percentage of the time. For voice, data and network televion this percentage 

is usually 99.99% for the worst month. For other services such as direct 

broadcasting or thin-route voice, this figure may reduce to 99.9% for the 

worst month. To obtain the required rain-loss margin, rain-loss data is 

obtained at various geographic locations at various times. Curves showing 

rain-loss probabilities are obtained, and transmitted power levels necessary 

to overcome such losses 99.9% or 99.99% of the time during the worst month in 

the worst service areas are thereby determined. For most of the time in most 

service areas, the level of the wanted signal is well above what is required 

for adequate service. 

R. Adaptive Power Control  

The potential wasting of signal power to overcome rain-loss attentuation 

under worst case conditions has been recognized. One approach for combatting 

deep fades is to control the transmitted signal power, both from the up-link 

groundstation and the down-link satellite. A brief but lucid explanation of 

the approach appears in [7] and is reproduced below: 

30 
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"At SATCOM frequencies above 1 GHz, rain causes signal fades. At 

the frequencies most extensively used in today's systems, 4/6 and 7/8 

GHz, the rain fading is moderate and can be handled by allocating a 

margin in transmit power of a few (4-6) dB above what is required in 

clear weather. Even if the downlink transmitter is the limiting 

resource in the system, most existing systems use a fixed power margin 

and accept the resulting reduction in satellite capacity. As the 

congestion of the frequency bands dictates the use of the higher 

frequencies such as the 20/30 bands, fades as deep as 15-30 dB have to 

be overcome. Then, it is no longer realistic to support a fixed power 

margin, and alternative methods to reduce communication outage due to 

rain fading have to be found. The use of multiple satellite ground 

terminals (SGT) [1], [2] has been studied. This method, called site (or 

path) diversity, reduces the probability of outage for two (or more) 

ground terminals. Reasonable separations (35 km) cause the most severe 

rain fades to be uncorrelated, and terrain features between the sites 

[2] may further diminish the harmful effects of intense rain cells. The 

site-diversity method applies only to static users and, because of the 

extra investment in ground terminals, the method seems also to be 

restricted to high-traffic trunks between major communication centers. 

The outage can also be reduced by adaptively sharing the satellite 

EIRP between several users, depending on the actual fading at the 

various sites. In particular, frequency diversity multiple-access 

(PENA) systems lend themselves to this method because the satellite 

effective isotropically radiated power (EIRP) for a carrier can be 
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increased (according to some strategy to be discussed) simply by 

transmit power control for the earth terminals. Transmit power control 

has been studied [3], [4] for satellite communication systems with fixed 

downlink antennas. The introduction of multiple beam transmit antennas 

for satellites [5] offers a new tool which can be used to transfer the 

satellite resources between the various users according to their needs 

[11]. It can be used as the only means of adapting the link margins [6] 

or, as will be studied in this paper, in combination with control of the 

transmit power of the ground terminals." 

Much analysis remains to be done regarding the effects on capacity of a 

satellite network under adaptive power control. It appears that virtually 

nothing has been done regarding the optimization of orbit/spectrum capacity 

under adaptive power control. However it is clear that power control reduces 

the variability of received signal and interference levels due to rainfall 

and perhaps other causes. In such case the small signal analysis in the 

Previous sections may be appropriate in estimating the variability of CIR, 

Particularly if this analysis is extended to incorporate variations which 

result from any limitations of power control algorithms. 

C. Stastical Design Approach  

We now consider a statistical design approach when large rain-loss 

variations accompany the other small variations considered earlier. An 

initial evaluation of the effecs of a worst case design approach of an 

interference-limited system is first illustrated below. 
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Consider the requirement that the C/I ratio remain above a certain 

level with probability P=10 -3  even when rain attenuates the wanted 

signal. Define probability Q as the probability that rain causes 

significant fading. Consider a worst case scenario with N interfering 

signals of equal power. Worst case conditions occur when maximum 

rain loss occurs for the wanted signal, with no rain loss for any of the 

interfering signals. The probability of this unlikely event during 

signal rain-loss conditions is: 

P =  
1 

For Q = 10% and N = 10 

P
1 
= 3.48 x 10

-4 

For Q = 20% and N = 5 

P
1  = 3.28 x 10 -4  

For Q = 20% and N = 10 

P
1 
= 1.07 x 10-4 

Thus, with 20% rain-loss and 10 interfering signals, P = 10 -2  would 

yield P I  = 10-3 . The required power of the wanted signal would be less 

for P = 10-2  than for P = 10-3. The actual difference in power would 

depend on the background noise level at the receiving groundstation, 

relative to the signal and interference power. The results in [7] 

suggest that the difference might be 5 dB. The actual probability can 

be calculated, using the method described below. 

(30) 
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D. Statistical Analysis Algorithm for Large Variations  

Of interest is C/(N
t
+I), where we now include noise power  N  

as separate from interference. If Nt  = 0, then (non-adaptive) scaling of the 

wanted and interfering signals does not change C/I. If Nt  0, then C and I 

are scaled until C/(N
t
+I) is at an acceptable level. 

We represent the wanted signal as follows, with a similar expression for 

each interfering signal: 

C = xud 	 (31) 

In (31), x includes all terms except those due to up-link (u) and 

dowo-link(d) rain loss. 

Thus, 

xud  
C/(Nt+I) =Nt 	î xi  ui  d 	

(32) 

xu  
(N

t
/d) +Ex u 

i i 	
(33) 

In (32) it is assumed that the wanted and interfering signals all pass 

through the same rain cell and all undergo the same down-link attenuation d. 

This assumption corresponds to the case where the groundstations of the 

wanted and interfering signals are close together [5]. Other cases are 

handled with obvious changes. 

To determine the probability density of C/(Nt+I), densities of sums and 

Products of random variables must be obtained, as follows [17]: 

For z = x + y 

fz (a) = fxy (0, ce—ocIP 

For z = xy 

(34) 
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. 	-1 
fz (a) 	f_. 	f xy (oe ,  OE/P ) do 

We also require the densities for Nt , x, u, and d. The noise density 

would be Gaussian with zero-mean; however the variance would increase with 

rain loss [7] because of rain noise. An appropriate density for the small 

variations term x would be Gaussian, with mean equal to the mean attenuation 

and variance obtained using the small variation approach described earlier. 

The central limit theorem supports this Gaussian assumption. The rain-loss 

attenuation density is obtained from the log-normal approximation for the dB 

loss [7], and is as follows: 

-1 	r 1 	 , 
f
u
(a) = [1/27t a a /na] 	expL- — {/n(10 log

10
a/a

m
)/a}

2 
 jQ 

2 

+ 8(a - 1)(1 - Q) 	 (36) 

where a
m 

and a denote the median attenuation and standard deviation in dB. 

To determine the C/(N
t
+I) density: 

1. Determine the density of xu, xiui  and Nt /d using (35). It is first 

necessary to determine the density of d-1 , which is given by (36) with a 

minus sign multiplying 10 £n 10 in (36) [7]. 

2. Using (34) determine the density of (Nt/d) + xiui . In many 

situations up-link rain loss between all signals including the wanted 

signal and interference would be uncorrelated. 

3. Determine the density of C/(Nt+I) or that of (N t+I)/C. The latter 

is probably the easier of the two to obtain. 

The resulting C/(Nt+I) density would depend on the variance of x and 

, C/N
t 
and C/I in the absence of rain loss, and Q, a and a

m 
in (36). The 

(35) 
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calculations would have to be done numerically, in the absence of some 

simplifying assumptions, and good judgement would be needed to make 

meaningful selection of the above parameters. The results could be plotted 

showing the cumulative distribution of CRN
t
+I), which could then be compared 

directly with a similar type of distribution based on worst case analysis. 

The dB differences between the two approaches would indicate reasonably well 

the differences between a statistical and worst case design approach. Based 

on the earlier results for small variations and those for the "fixed 

transmission power" case in [7], these differences could be several dB. 
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VIII. CONCLUSIONS AND RECOMMENDATIONS 

As a result of the work reported here we state the following conclusions 

and make recommendations as listed below. 

A. Conclusions  

1. Variations of wanted signal and interference parameters are random 

variables. In a worst case design approach it is necessary to assign 

worst case values to such variations. This assignment must eventually 

be based on the probability P that these parameters do not exceed some 

range of variability. Choosing P poses difficulties which are avoided 

by recognizing at the outset the random nature of these parameter 

variations. 

2. When all parameter variations from nominal values are small, it is 

relavitely easy to make meaningful comparisons of worst case and 

statistical approaches to system design. This statement is true even if 

some parameters are rather complicated functions of other parameters. 

3. Typical examples indicate that with parameter standard deviations of 

5%, the two approaches yield C/I variations which differ by 2.33 dB. 

For 10% variances the difference is typically 3.22 dB. These results 

apply when 98% probability confidence levels are used. Higher 

confidence levels result in larger differences between the two design 

approaches. 

4. The differences of = 2.5 dB in C/I referred to in 2 above imply 

substantial differences in performance obtainable for existing satellite 

networks. For example, digital transmissions which use forward error 

correction (FEC) for error control may have an unnecessarily low 
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throughput for a design based on worst case parameter variations. The 

specific example considered earlier indicates that a throughput increase 

from 73% to 99% is possible for a system originally designed to operate 

at a bit-error probability of p= 10-4  on the basis of worst case system 

parameter values. The price of a worst case design approach is an 

overly conservative performance at the expense of severely reduced 

system capacity. 

5. The effects of large variations in parameter values on system design 

approaches have received initial consideration. Signal and interference 

attenuation changes resulting from variations in rainfall intensity can 

cause large variations in C/I. Here again it is clear that a worst case 

design approach can lead to an overly conservative system specification 

at the expense of reduced system capacity. Some recent efforts have 

been made to analyse the effects of using adaptive power control of 

either the satellite multibeam transmitter or the groundstation 

transmitter or both. These efforts are likely to continue and would 

further enhance the utility of our "small" variation analysis and 

results. 

B. Recommendations for Future Work  

1. The detailed effects of large variations in attenuation caused by 

changes in rainfall intensity requires additional study. Reasonably 

accurate probability densities of rainfall attenuation are needed for 

careful use in the analytical approach outline in the Section VII. It 

would then be possible to compare the estimates of CIR variations 

obtained using worst case and statistical design approaches, when 
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rainfall effects are included. 

2. The ultimate objective is to determine the spectrum/orbit capacity 

obtainable, based on a statistical design approach. The resulting 

capacity would then be compared with that determined using a worst case 

design approach. The general problem of spectrum/orbit capacity 

determination is difficult; however some recent work has been published 

[1] which would assist in this effort. 

3. It would be useful to examine satellite antenna characteristics, to 

determine the sensitivity coefficients particularly for the interference 

contributions where the nominal value for the off-boresight angle is 

non-zero. 

These three recommendations all involve a substantial effort. However, 

the potential payoff is large, and could result in real increases in 

spectrum/orbit capacity of satellite systems. 



40 

IX REFERENCES 

1. R.A. Hedinger and M.C. Jeruchim, "On the relationship between 

geostationary orbit capacity and interference allowance," IEEE Trans. 

Commun. vol. COM-32, pp. 627-633, May 1984. 

2. H.J. Weiss, "Relating to the efficiency of utilization of the 

geostationary orbit/spectrum in the fixed-satellite service," Proc. 

IEEE, vol. 68, pp. 1484-1496, Dec. 1980. 

3. L.S. Lee, "A new formulation of spectrum-orbit utilization efficiency 

for satellite communications in interference-limited situations," IEEE 

Trans. Commun., vol. COM-32, pp. 212-214. 

4. M.C. Jeruchim, "A survey of interference problems and application to 

geostationary satellite networks," Proc. IEEE, vol. 65, pp. 317-331, 

March 1977. 

5. D.J. Withers, "Effective use of the geostationary orbit for satellite 

communication," Proc. IEEE, vol. 65, pp. 308-317, March 1977. 

6. D.J. Withers, "The effect of WARC-79 on efficient use of the 

geostationary satellite orbit", IEEE Trans. Commun., vol. COM-29, pp. 

1216-1221, Aug. 1981. 

7. P.M. Bakken and T. Maseng, "Adaptive control of satellite EIRP to reduce 

outage caused by fading", IEEE Trans. on Commun., vol. COM-31, pp. 

726-734, May 1983. 

8. R.G. Lyons, "A statistical analysis of transmit power control to 

compensate up and down-link fading in an FDMA satellite communication 

system", IEEE Trans. commun., vol. COM-24, June 1976. 



41 

9. A.T. Alper and J.C. Arnbak, "Capacity allocation and reservation in 

common user satellite communication systems with reconfigurable 

multiple-beam antenna on a nonlinear repeater," IEEE Trans. Commun., 

vol. COM-28, pp. 1681-1692, Sept. 1980. 

10. R.E. Walpole and R.H. Meyers, Probability and Statistics for Engineers  

and Scientists, 2 ed.,  New York, N.Y., MacMillan. 

11. I. Kalet, "A look at crosstalks in quadrature-carrier modulation 

systems", IEEE Trans. Commun., vol. COM-25, pp. 884-892, Sept. 1977. 

12. I. Kalet and B.F. White, "Suboptimal continuous shift keyed (CSK) 

demodulation for the efficient implementation of low crosstalk data 

communications," IEEE Trans. Commun., vol. COM-25, pp. 1037-1041, Sept. 

1977. 

13. K.S. Chung, "Generalized tamed frequency modulation and its application 

for mobile radio communications," IEEE Trans. Veh. Technol., vol. VT-33, 

pp. 103-114, Aug. 1984. 

14. D. Muilwijk, "Correlative phase shift keying - a class of constant 

envelope modulation techniques," IEEE Trans. Commun., vol. COM-29, pp. 

226-236, March 1981. 

15. S. Lin and D.J. Costello, Jr., Error Control Coding: Fundamentals and  

Applications.  Englewood Cliffs, N.J.: 1983. 

16. W.W. Peterson and E.J. Weldon, Jr., Error-Correcting Codes, 2nd Ed.. 

Cambridge, Mass.: M.I.T. Press, 1972. 

17. J.M. Wozencraft and I.M. Jacobs, Principles of Communication  

Engineering. New York, N.Y.: Wiley, 1965. 

18. K.Y. Chang and R.W. Donaldson, "Nbnadaptive DPCM transmission of 



42 

monochrome pictures over noisy communication channels", IEEE Trans. 

Commun., vol. COM-24, pp. 173-183, Feb. 1976. 

19. E.B. Parker, "Micro earth stations as personal computer accessories," 

Proc. IEEE, vol. 72, pp. 1526-1531, Nov. 1984. 

20. R.C. Dixon, Spread Spectrum Systems, 2nd Ed.,  New York: Wiley, 1984. 

21. R.L. Pickholz, D.L. Schilling and L.B. Milstein, "Theory of 

spread-spectrum communications - a tutorial," IEEE Trans. Commun., vol. 

COM-30, pp. 855-884, May 1982. 

22. L. Gerhard and R.C. Dixon, Eds., Special Issue on Spread Spectrum 

Communications, IEEE Trans. Commun., vol. COM-30, pp. 855-884, May 

1982. 

23. D.C. Hogg and T.S. Chu, "The role of rain in satellite communications," 

Proc. IEEE, vol. 63, pp. 1308-1331, Sept. 1975. (Also in H.L. Van 

Trees, Satellite Communications.  N.Y.: IEEE Press, 1979, pp. 

554-577.) 

24. R.K. Crane, "Propagation phenomena affecting satellite communication 

systems operating in the centimeter and millimeter wave bands," Proc. 

IEEE, vol. 59, pp. 173-188, Feb. 1971. (Also in Goldberg, Ed., 

Communication Channels: Characterization and Behaviour.  N.Y.: IEEE 

Press, 1975, pp. 609-624.) 



ll 

DONALDSON, ROBERT W. 

--Examination of the mechanism of 
interference between .,. 

91 
C655 

D6515 
1985 

DATE DUE  
DATE DE RETOUR 

"(MI—MARTIN No. 1137 




