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ABSTRACT 

To assess the suitability of narrowband land mobile communication chan-

nels for digital transmission requires knowledge of bit-error rate behaviour 
in the presence of Rayleigh fading, shadowing and mobile-base distance 
changes. The bit-error probability F averaged over Rayleigh fading is deter-
mined in terms of co-channel and adjacent-channel interference levels. Co-
channel levels depend on the assignment of channels to cells. Adjacent-chan-

nel levels depend on the ratio of bit rate R to channel separation L, as well 

as on the digital signalling format for data or the transmitted spectrum for 

analog FM. Adjacent-channel levels are determined for easily implemented 
signalling schemes including staggered quadrature differential PSK and FSK. 

Distribution and density functions for F are determined for interference-
limited systems in terms of the propagation factor n and shadowing variance a 

(typically, n = 3.5 and a = 9 dB). It is found that variations in F from 
shadowing are more severe than are variations from distance separations. The 

distribution for p enables determination of the probability that 5.  exceeds 

any given value. The density function permits the average of F over the 
radio coverage aresa to be calculated. The number of groups of channels need-

ed in a cellular plan to obtain any desired average F value is then obtain-
able, as well as the maximum R/A value for a given data signalling format. 

The spectrum efficiency can then be determined, and is determined for several 

fixed channel-assignment schemes. A 7-cell pattern with 120 0  sectoral 

illumination proposed by American Telephone and Telegraph is found to have a 

maximum efficiency of 0.20 bits/sec/Hz/cell. 

Spread spectrum multiple access (SSMA) systems are described, and their 
spectrum efficiencies are compared with those of narrowband systems. SSMA 
systems with isotropic antennae at cell-centre have maximum efficiencies of 

0.17 bits/sec/Hz/cell. Use of 120° sectoral antennae at cell corners would 
increase this efficiency threefold. SSMA advantages include substantial 
reduction of Rayleigh fading effects, unrestricted system access, message 

privacy, absence of channel switching as users cross cell boundaries, and 

potential for co-existence with other systems. Primary disadvantages include 

complexity and cost, and synchronization delays. 

All spectrum efficiencies determined excluded overheads from synchro-
nization, retransmissions, acknowledgements and in the case of narrowband 

systems, channel scanning. Of particular importance is SSMA synchronization, 
which can involve times comparable to message transmission times. Further 

study to determine and minimize these overheads is recommended, in order that 

final comparisons of obtainable spectrum efficiencies can be determined. 

ii  



• 

TABLE OF CONTENTS 

Page 
I. 	INTRODUCTION 

I-1 Scope of the Study  	1 

I-2 Executive Summary  	3 

IL INFORMATION SOURCES, LAND MOBILE CHANNELS AND SPECTRUM 
EFFICIENCY 

II-1 Digital Communication Transceivers  	8 

II-2 Information Sources for Land Mobile Radio Channels . . .  	10 

II-3 Physical Behaviour of Land Mobile Radio Channels  	12 

II-4 Spectrum Efficiency  	17 

II-5 References for Chapter 2  	22 

III. INTERFERENCE, CODING AND BIT-ERROR PROBABILITY 

III-1 Interference for Binary PSK and MSK Signalling  	25 

III-2 Suboptimum MSK Receiver Performance  	36 

Channel Bit-Error Rates  	40 

III-4 Channel Coding and Error Control  	50 

III-5 Selection of Bit-Error Rate F  	56 

III-6 References for Chapter 3  	59 

IV. BIT-ERROR PROBABILITY VARIATIONS 

IV-1 Single-Cell Systems - Downstream Transmission  	62 

IV-2 Single-Cell System - Upstream Transmission  	67 

IV-3 Intercell Interference  	78 

IV-4 Interference and Shadowing Variation of the Signal Only  	85 

IV-5 System Effects of Level Variations  	92 

IV-6 References for Chapter 4  	94 

iii 



Page 
V. 	SPECTRUM,EFFICIENCY FOR NARROWBAND DIGITAL TRANSMISSION 

V-1 Spectrum Efficiency Determination  	95 

V-2 Bit-Error Probability Averaged Over Distance and Shadowing 	96 

V-3 Spectrum Efficiency of Cellular Systems with Isotropic 
Antenna at Cell-Centre  	103 

V-4 Twenty-One-Cell System Performance  	108 

V-5 Seven-Cell System with Bases at Cell Corners  	111 

V-6 Effects of Blocking Probability Requirements on Spectrum 
Efficiency  	116 

V-7 Spectrum Efficiency with Channel Encoding  	117 

V-8 Comments Regarding Cellular System Performance  	118 

V-9 References for Chapter 5  	121 

VI. 	SPREAD SPECTRUM SYSTEMS 

VI-1  Spread Spectrum System Alternatives  	122 

VI-2 SSMA System Operation  	127 

VI-3 SSMA System Performance  	131 

VI-4 SSMA and Narrowband Transmission Compared  	136 

VI-5 References for Chapter 6  	140 

APPENDIX - RELATIONSHIP BETWEEN MEAN AND MEDIAN SIGNAL LEVEL IN 
THE PRESENCE OF SHADOWINC  	142 

iv 



LIST OF ILLUSTRATIONS 

Page 

	

Fig. 2-1 	Block diagram of a digital communication link  	9 

	

2-2 	Received signal level vs. time in an urban environment .  	13 

	

2-3 	Traffic carried (per channel) vs. number of channels m .  	18 

	

2-4 	Blocking probability PB  for an m-server system vs. traffic 
carried (p/m)(1-PB) (Erlang B)  	19 

	

2-5 	Oueueing delay (normalized) dim for an m-server system vs 	 
traffic carried p/m (Erlang C)  	20 

	

3-1 	Receiver for coherent demodulation of PAM signals with 
zero intersymbol interference  	26 

	

3-2 	Optimum binary MSK receiver  	32 

	

3-3 	Crosstalk function Cd  vs. AT for SOPSK, MSK and FSK . .  	35 

	

3-4 	Coherent FSK receiver  	38 

3-5 	Bit-error probability 5 averaged over Rayleigh fading 
(a) (I) = 0.5; 	(h) (I) = 1.0  	46 

	

4-1 	Density and distribution functions forf o(y) and Fo(y); 
downstream interference one-cell system  	90 

. 	 . 

	

4-2 	Density and distribution functions f-1(y) and 
Flrif-1(y); downstream interference, single-cell system . 	66 

	

4-3 	Probability density f i(r) for a single interfering signal; 
upstream interference  	74 

	

4-4 	Probability distribution Fi(r) for a single interfering 
signal; upstream interference  	75 

4-5 	Probability densities 11(r) for shadowing only (n=0) and 
distance variation only (o=0); upstream interference . . 	76 

4-6 	Illustrating inter-cell interference density determination 	79 

• 



Page 

4-7 	Interference-to-signal density Rf ri() for various D 

values  	80 

	

4-8 	Illustrating the calculation of distribution function 
Fr (K)  	82 

	

4-9 	Density function f r (K) for various D values  	84 

4-10 Probability density f.,(r) for constant interference; 
upstream interference  	88 

4-11 	Probability distribution F I(r) for constant interference; 
upstream interference  	89 

	

5-1 	Average bit-error probability <1-5> for signal-only level 
variations  	98 

	

5-2 	Seven-cell system plan  	104 

	

5-3 	Nine-cell system plan  	104 

	

5-4 	Twelve-cell system plan  	105 

	

5-5 	Sixteen-cell system plan  	105 

	

5-6 	Twenty-one-cell system plan  	109 

5-7 	Seven-cell system with 120°  corner illumination; 
co-channel interference  	113 

5-8 	Seven-cell system with 120°  corner illumination; 
adjacent-channel interference  	114 

6-1 	SSMA channel  	123 

	

6-2 	FH-SSMA transceiver operations (from [G1]). 
(a) Transmitter; (h) Receiver; (c) Detection. 
• - denotes spurious entry. ri  - denotes removal of X. 
X - denotes signal  	128 

	

6-3 	FH-SSMA Implementation (from [H1 ] )  	132 

6-4 	Bit-error probability vs. matched-filter output signal-to- 
noise ratio (from [H1])  	134 

• 
vi 



LIST OF TABLES 

107 

110 

• 

Page 

Table 4-1 	Standard deviations of the distributions f I(r) in Figs. 
4-3 and 4-11  	90 

5-1 (D/On  in dB vs. number of channel groups  	100 

5-2 Required SNR values to achieve <p> in Fig. 5-1  	101 

5-3 	Required values of DdB  to obtain values of <1-5> 	101 

5-4 Required number of channel groups G to achieve DdB  in 
Table 5-3  	102 

5-5 Bit-error probability <F> and maximum spectrum efficiency 
0/N for cellular systems; a = 9 and n = 4 	 

	

5-6 Determination of spectrum efficiency for a 21-cell system 	 
Limiting cases are circled 	  

6-1. 	Spectrum efficiency comparisons  	135 

• 
vii 



1 

I. INTRODUCTION 

I-1 Scope and Objectives of the Study  

This report presents the results of a Communications Canada Contract 

study whose motivation, purpose and general approach are summarized below. 

MOTIVATION  

Recent advances in Land Mobile system development has provided increas-

ing evidence that digital transmission of dispatch data as well as other 

digitally encoded information will constitute an important part of Land 

Mobile communication  traffic. The need for the development of guidelines 

identifying transmission characteristics, requirements, and limitations of 

digital transmission is becoming increasingly urgent. These guidelines would 

lead to the development of new regulations and standards governing the tech-

nical characteristics and operation of equipment and systems employing 

digital transmission of information over Land Mobile communication channels. 

The following items are of specific interest. 

1) Comparison of spread spectrum techniques with conventiona analog FM 

over Land Mobile channels. 

2) Bit error rate analysis over digital mobile channels; effect of 

noise, interference, fading, and mobile base distance. 

FM noise interference into digital mobile channels; different types 

of voice models. 

4) Equipment complexity for digital mobile communication systems for 

modulation techniques not covered in previous contracts. 
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PURPOSE  

To produce technical data in support of the development of guidelines 

for the use and operation of Land Mobile radio equipment and systems in the 

900 MHz band for communication over Land Mobile channels utilizing digital 

modulation techniques. 

At the outset it was recognized that an important part of the study 

would involve selection of an approach which woiuld provide useful technical 

data consistent with the study's motivation and purpose. 

GENERAL APPROACH AND RESULTS  

Proper assessment of systems for digital transmission over conventional 

narrowband channels requires accurate determination of bit-error rate (BER) 

as described in item 2 above. Considerable effort was therefore devoted to 

BER determination. The method developed here involves calculation of bit- 

error probability p averaged over Rayleigh fading of both the signal and 

interference levels, followed by determination of the probability distribu- 

tion of p which results from shadowing and mobile-base distance separation 

changes. Our approach enables direct computation of p, its distribution, and 

its average <F> over shadowing and distance variations, in terms of the 

shadowing variance, propagation constant, digital modulation format, bit-

rate, channel separation and co-channel and adjacent-channel interference 

levels. Both types of interference are treated in a unified way, whether 

from transmission of data or FM voice. 

Distributions and <1> are actually determined for those modulation for-

mats suitable for land mobile channels, and for some cellular system channel 
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assignment schemes. Sectrum efficiencies in bits/sec/Hz are obtained, for 

various blocking probabilities (or delay) and <P.> values. The overall result 

is an accurate and meaningful basis for system design, evaluation, perform-

ance assessment and perforil4ance comparison with other systems including SSMA. 

An earlier report in January, 1980 detailed FM voice interference calcu-

lations, based on a Gaussian speech model. It was shown that the pre-modula-

tion signal processing together with the speech spectrum determines the 

transmitted FM spectrum and its spectral attenuation rate. Once the trans-

mitted FM spectrum has been calculated the approach developed in this report 

is readily used to determine 17, its distribution and <1";>. 

Spectrum efficiencies for SSMA systems are available in the literature. 

These results were used for comparisons with narrowband systems. All com-

parisons assume that all bits transmitted are message information bits. 

Overhead from synchronization, retransmissions and acknowledgement reduces 

the spectrum efficiency, and final comparisons should include these over-

heads. Of particular importance is SSMA synchronization, which can involve 

times comparable to message transmission times. 

Equipment complexity considerations are incorporated throughout the 

report. 

1-2 Executive Summary  

Chapter 2  begins with a brief summary of the functional parts of digital 

communication systems. Three basic types of information to be transmitted 

over land mobile radio channels are identified, including speech, text and 

control information. The speed vs. accuracy requirements for each of these 
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is different. Speech transmission is in real-time at a high data rate with 

non-stringent accuracy requirements, while control information requires high 

accuracy but not real-time transmission. 

Chapter 2  also reviews the physical characteristics of conventional 

narrowband land mobile radio channels, which include signal level variations 

resulting from fading, shadowing and base-mobile distance changes. These 

variations can exceed 90 dB, and result in orders of magnitude variations in 

bit-error probability over a radio coverage area. Various alternatives to 

reduce the effects of these variations are summarized. Spectrum efficiency 

0/N in bits/sec/Hz is defined, and the effects of message traffic parameters, 

channel assignments, channel codes, bit rate, channel separation and other 

factors on spectrum efficiency are described. The way in which channel 

access delay or channel blocking probability relates to spectrum efficiency 

is explained. 

Chapter 3  deals with relationships between modulation formats, adjacent-

channel and co-channel interference, bit-error probability, and channel 

encoding. The interference-to-signal power ratio SNR-1  is determined for 

coherently detected binary PSK, staggered quadrature PSK (SQPSK) and MSK (a 

type of FSK). SOPSK and FSK are constant-envelope signals, with implementa-

tion advantages. The approach is then extended to include non-coherently 

detected FSK, which has a simple receiver structure. The approach permits 

SNR-1  to be determined in terms of the receiver filter characteristic, the 

basic modulator pulse shape and A/R where A is the channel spacing in Hz and 

R the bit rate. The approach also permits a unified treatment of co-channel 

and adjacent-channel interference, whether from other data or FM voice 
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signals. Modulator design to reduce both types of inteference is discussed. 

When many interfering signals are present, the bit-error probability p 

can be determined in terms of SNR, and averaged over Rayleigh fading. For 

high signal-to-interference ratios, 	SNR-1  where SNR is the average signal 

to average interference power ratio. 

The benefits of channel encoding for forward error correction and/or 

error detection are sumarized. Appropriate design values for p are consider- 

ed. The choice ie = 10-3  is deemed adequate for speech, with some channel 

encoding required for text and control messages. For p = 10-2 , some coding 

would likely be needed for speech transmission. 

Chapter 4  presents a detailed examination of the variation of p as a 

result of shadowing and distance variations between transmitter and receiver. 

The probability distribution and density functions for p are determined with 

shadowing variance a (in dB) and distance propagation factor n as variables. 

Variations in p from shadowing tend to be larger than variations caused by 

distance changes. Variations are largest for one interfering signal, and 

decrease as the number of interferers increase. 

The distribution for b." enables the required SNR value to be determined 

such that p is less than any given value, with any specified probability. 

For narrowband cellular systems which reuse frequency channels, this SNR 

limitation translates into a minimum AIR value to limit adjacent-channel 

interference, and a minimum number of channel groups G to limit co-channel 

interference. The resulting spectrum efficiency obtainable is then readily 

determined. 
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In Chapter 5  the density function for i; is used to determine <17)>, the 

bit-error probability averaged over shadowing and distance separation. This 

result is then used to determine G and RIA in cellular plans, given <171>. 

Typically a = 9 and n = 4 in a large urban area. For <i).> = 3x10-3 , G .1' 43 

for SODPSK (D - differential), DMSK, and FSK-PSK and G > 63 for FSK, with a 

single isotropic base antenna at cell centre. The maximum spectrum effi-

ciency in bits/sec/Hz/cell which results for a 16-cell system is Q/N = 0.033, 

0.078, 0.039 for SQDPSK, DMSK and FSK-PSK respectively. For a 21-cell system 

using FSK, 0/N = 0.053. These results are obtained by requiring that 

adjacent-channel interference levels not exceed co-channel levels. 

Spectrum efficiency can be increased by use of directional antennae at 

cell corners, and by the use of channel encoding. The 7-cell system of 

American Telephone and Telegraph, for example, yields Q/N = 0.20 with <1-;> = 

3x10-3  when a = 6 and 2x10-2  when a = 9. In the case a = 9 a (31,21) double-

error-correcting Hamming code reduces the average bit-error probability after 

decoding to <71;i > = 3x10-3 , with a 33% reduction in spectrum efficiency. If a 

(31,26) single-error-correcting code is used for error-detection with 

retransmission, <iii> = 10-4  with a 55% reduction in maximum spectrum effi-

ciency to 0.09 bits/sec/Hz/cell when a = 9. Coding results are based on an 

independent-error channel, implying totally effective interleaving of bits 

which could not always be achieved in practise. 

Actual spectrum efficiencies would be reduced from maximum values in 

accordance with the delay or blocking probability PB and the number of chan-

nels per mobile m. For the AT&T system, m = 96 channels/mobile/cell. With 

PB = 0.02 the actual efficiency is 85% 
of the maximum; with PB = 0.20 this 
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value is 96%. The reduction factor increases with G, which should be 

minimized. 

Spread spectrum systems are considered in Chapter 6.  Advantages of SSMA 

include substantial reduction of Rayleigh fading effects, no hard limits on 

system access, some message privacy, absence of channel switching upon cross-

ing of cell boundaries, and potential for coexistence with other systems. 

The primary disadvantage is the cost and complexity of mobile transceiver 

hardware. Existing spectrum efficiency results available in the literature 

are described and compared with each other, and with the results obtained for 

narrowband systems. 

Spectrum efficiencies 0/N for the 7-cell AT&T system with 120° sectoral 

illumination and SSMA cellular systems with isotropic antennae are compar-

able. However, 120° sectoral illumination improves Q/N threefold for SSMA. 

Channel encoding and/or switched diversity improves 0/N for narrowband sys-

tems. All of these comparisons assume negligible overhead bits for synchro-

nization, retransmissions, acknowledgements and in the case of narrowband 

systems, channel scanning. In cases involving communication of short, inter-

active messages overheads may be considerable, particularly when SSMA syn-

chronization is involved. Final spectrum efficiency comparisons require 

analysis and minimization of these overheads. 

Chapter 6  includes some policy considerations, including appropriate 

choices for (narrowband) channel spacing A and bit rate R. Part of the band 

could have A = R = 12 kHz with R = A = 30 kHz over the rest of the band. 

Such an arrangement together with channel encoding would make narrowband 

systems practically as flexible in data rates as SSMA. • 
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II INFORMATION SOURCES, LAND MOBILE CHANNELS AND SPECTRUM EFFICIENCY 

II-1 Digital Communication Transceivers  

Fig. 2-1 shows in block diagram a digital communication link, whose 

component subsystems perform the following tasks [G1, Ll]: 

1. Source encoder: converts the message source which may be either analog 

or digital into a binary digit stream which ideally has no redundancy. 

2. Channel encoder:  maps source digit sequences into channel digit 

sequences which contain controlled amounts of redundancy to combat 

channel transmission errors, either by means of forward error correction, 

or error detection and retransmission, or both. 

3. Modulator: converts binary digit sequences from the channel encoder into 

signals suitable for transmission over the physical waveform channel. 

4. Demodulator: extracts from the received signal r(t) a replica of the 

channel-encoded digits. 

5. Channel Decoder: maps the demodulated binary digits into source digits. 

6. Source Decoder:  uses the channel decoder output bits to reconstruct a 

replica of the original message. 

The term digital communication implies a fundamental constraint on the 

transmitter and receiver in Fig. 2-1, namely that the transmitted signal 

consists of a superposition of time-translates of a few basic signals [L1]. 

For land mobile applications, binary signalling is particularly attrative 

[D1 ], and particular emphasis is placed on signals which minimize adjacent-

channel interference. 
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Fig. 2-1 Block diagram of a digital communication link. 
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The restriction to digital signalling is for ease of system implemen-

tation. Even with this constraint, the bit-error probability can be made 

arbitrarily small by proper channel encoder/decoder design provided that the 

rate at which source digits are transmitted does not exceed the capacity in 

bits/sec of the digital channel [L1, 01, W1]. Simplicity of implementation 

as well as symbol synchronization capability is an added consideration in 

modulator and demodulator design [L2, Si].  

Effective channel encoders can be implemented using linear feedback 

shift registers [G1, L3, P1]. Decoding is more difficult and, except for 

some selected (but very useful) codes, requires decoding algorithms whose 

implementation is often prohibitively expensive. Design and performance 

analysis of channel encoders and decoders requires knowledge of the bit-error 

statistics of the digital channel in Fig. 2-1, including bit-error 

dependencies. Further discussion appears in Section 3-4. 

The continuing cost/benefit trend of micro-circuits promises improved 

source encoding. Such improvements are needed for highly redundant sources 

such as speech and video data if significant reductions in transmitted bit 

rates (and therefore in required channel bandwidth) are to be realized. The 

various types of information sources are described below. 

II-2 Information Sources for Land Mobile Radio Channels  

Three types of information can be identified as requiring transmission 

over land mobile radio channels, as follows: 

1. Speech  is real-time information with considerable natural redundancy. In 

the absence of a prohibitively larger storage buffer, speech requires 
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transmission as it is generated; i.e. real-time transmission. The actual 

source information rate is less than 100 bits/sec. However, conventional 

7-bit PCM transmission of speech sampled at 8 KMZ requires 56 Kb/s. 

Three-bit DPCM, which is equivalent in quality to 4-bit PCM requires 24 

Kb/s [Y1]. Adaptive DPCM at 16 Kb/s is comparable to 4- or 5-bit DPCM 

[H1, Cl, C5 ] . Coding based on analysis/synthesis methods at rates as low 

as 2400 bits/s [F2] may soon be practical. 

2. Text information  like voice contains redundancy. Shannon [S2] estimated 

that English text is approximately 50% redundant in that random deletion 

of up to half of the message does not prevent reconstruction (possibly 

with difficulty) of the remainder. Text does not normally require real-

time transmission. Transmission errors are annoying in that they may 

cause "spelling" errors upon reconstruction of the received text. How-

ever, these errors are normally correctable by the reader provided they 

don't occur too frequently. Video facsimile would fall into the text 

information category because of its redundant and non-real-time nature, 

although buffer storage limitations may require a scanning rate commen-

surate with average data transmission rate. 

3. Control information  includes vehicle status reports, vehicle dispatch 

orders and street addresses. Because control information contains mini-

mal redundancy, accuracy of its transmission is essential. Although 

real-time transmission of control data is seldom necessary, prompt trans-

mission is normally required. 

• 
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Fortunately, information sources requiring accurate transmission do not nor-

mally require high data transmission rates; conversely, information requiring 

high speed transmission does not normally carry stringent accuracy require-

ments. 

Communication in a mobile environment often involves two or all three 

types of information. It may be advantageous to provide for two or more 

digital transmission modes, one of which would favour speed while another 

would favour accuracy. 

II-3 Physical Behaviour of Land Mobile Radio Channels  

Land mobile radio channels are dispersive in time, frequency, and 

space [J1, C2, Kl]. Relative motion between the transmitter and receiver 

causes the level of received narrow-band signal to fluctuate rapdily, as 

indicated in Fig. 2-2. These level changes are due to scattering and multi-

path, and vary with the receiver's spatial location and with the frequency 

band occupied by the signal. The rate of signal level change depends on the 

velocities of the mobile transceiver, which velocity is itself variable. 

Adjacent peaks in the signal envelope correspond to changes in the relative 

separation between transmitter and receiver of one-half the (narrow-band) 

signal's wavelength. 

The amplitude probability density f r (a) of the received signal level r 

is reasonably well approximated by the Rayleigh distribution, as follows [W1, 

Fi]: 

• 
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Fig. 2-2 . Received signal level vs. time in an urban environment. 

Vehicle speed: 12 mph. 	Carrier frequency: 850 MHz. 

(after Arredondo and Smith [Al]). 
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where s = /7i--072 is the local mean level of the received signal and r 0  is the 

average energy in the received signal. The distribution of r 2  the received 

signal energy is [W1,  Fi]:  

(2- 2) 

The local mean signal level s varies slowly over several wavelengths 

as a result of gradual changes in path transmission characteristics. These 

changes result from variations in shadowing caused by topographical features 

such as street width, building height and hills. The amplitude probability 

density of s in dB is reasonably well approximated by the log-normal distri-

bution, as follows [J1,  Fi]:  

fs(00  = 	1 exp (_(orm) 2 /20.2 )  

'2 ire  
(2- 3) 

In (2-3) m is the mean signal level in dB averaged over several wavelengths 

(typically 50 m), and a is the standard deviation in dB of the local mean; a 

has been quated as 6 dB in London [Fil and as 8-12 dB in Japan and the U.S.A. 

[F1, J1]. 

The local mean m varies over the mobile coverage areas as the distance 

D between transmitter and receiver changes. This variation (in linear co-

ordinates) is proportional to D-n  where 2 < n < 4 [J1, 01] for D Z 40 km (25 

miles). The rate of attenuation of n tends to increase with D. A recent 
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study shows that n = 3.7 in urban Philadelphia [01]. 

The rate of signal level variation relative to vehicle speed affects 

the performance of various digital transmission schemes. The carrier signal 

wavelength X= c/f where c is the velocity of light (3 x 10 8  m/sec) and f the 

carrier frequency. At 900 MHz, X = 1f t.  Thus, fading minima in Fig. 2-2 

correspond to vehicle movements of 1/2 ft. (1/6 m). At 15 mph (22'/sec) a 

mobile moves 44 half-wavelengths in one sec. For data rates of 10 Kb/s, 

227 bits are transmitted as a vehicle moving at 15 mph moves one-half wave-

length. For data rates of 1 Kb/s, 11 bits are transmitted as a vehicle 

moving at 30 mph moves one-half wavelength. Thus, at 10 Kb/s and 15 mph a 

100 bit data block is transmitted as the vehicle moves one-quarter wave-

length. At 1 Kb/s and 30 mph a 100 bit block is transmitted as the vehicle 

moves 5 wavelengths. If follows that the received signal level  los  rela-

tively constant over one bit period, but not necessarily during the transmis-

sion of once data block when using conventional 30 kHz channels. The mean 

signal level, however, being relatively constant over 50 m, is relatively 

constant over one transmitted data block. 

The random doppler shifts in signal frequency caused by vehicle motion 

also broadens the power spectral density of the radiated signal on the order 

of 50 Hz at 20 mph. Because radiated spectra normally have bandwidths in 

excess of 10 kHz, this spectrum broadening can be neglected below 1 GHz, for 

spectral occupancy calculations. 

The signal level variations resulting from fading, local mean varia-

tions, and variations in transmitter-receiver separation D can exceed 20 dB, 

10 dB and 60 dB, respectively, which together can cause a total received 
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signal level variation in excess of 90 dB. One way to combat these large 

fluctuations is to use one or more types of diversity, based on the fact that 

these variations are not uniform over time, space or frequency. For example, 

spatial diversity utilizes several base station antennas located at the edge 

of the radio coverage area to reduce fluctuations in base-station received 

signal level resulting from all these of the above-noted causes [J1]. By 

switching these antennas during transmission from the base station, varia-

tions in mobile receiver signal level due to shadowing and D-n  loss can also 

be reduced considerably [J1]. Space diversity systems utilize the fact that 

the probability of two or more transmission paths being poor at the same time 

is considerably less than the corresponding probability for any individual 

path. Forward error correcting [L1, Gl] codes involve use of time diversity. 

Frequency diversity is an inherent part of recently proposed spread spectrum 

systems, in which each transceiver makes full use of the available spectrum. 

An alternative to diversity involves transmitting information at a 

rate which depends either directly or indirectly on the signal-to-noise ratio 

(SNR) at the receiver. Transmission rates are high when SNR is high, and 

conversely. Variable-rate transmission normally implies a two-way channel 

between transmitter and receiver. The receiver may estimate its signal-to-

noise ratio and transmit this estimate to the transmitter, whose information 

transmission rate is adjusted accordinly [C3, C4]. Alternatively, the de-

coder in the receiver may detect, rather than correct errors in transmitted 

bit sequences, and request retransmission of those sequences recieved in 

error. Retransmission probability is highest and information throughput is 
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lowest when SNR is low; thus, the actual information rate adjusts automati-

cally to the state of the channel. 

Again, it should be emphasized that Fig. 2-2 corresponds to a signal 

whose bandwidth is sufficiently narrow that the level of all frequency com-

ponents vary in unison (flat fading). Conventional 30 kHz land mobile chan-

nels meet this narrow-band criterion; as indicated earlier, spread spectrum 

systems do not. 

II-4 Spectrum Efficiency  

Spectrum efficiency 0 denotes the number of information bits per 

second carried by a system of total bandwidth B. In terms of the symbols 

defined in the Appendix, 0 for a conventional narrowband cellular system with 

N cells is [D1]: 

= 	• As • —
k • f • 

(P) • A 	‘r 	° c 	G 
(2-4) 

The channel occupancy (I) equals the expected fraction in use of the 

total number of available channels. This factor depends on the channel 

blocking probability PB  in an Erlang B environment (blocked cells cleared) or 

on the average message delay D in an Erlang C environment (blocked cells 

queued) 	K2]. The larger the allowed value for PB  or D, the larger is (I). 

The factor cl) also increases as the number of channels per mobile m increases. 

Fig. 2-3 shows (1) vs. the traffic carried (p/m)(1-P
B
) for various values of P

B 

and normalized delay d/m where 

d/m = jiRD 	 (2-5) 

This curve is obtained from those in Fig. 2-4 and 2-5, which show PB  and d 
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f n(x,y)dx dy 
A 

(2-9) 

vs. (p/m)(1-PB). For Erlang C, PB  = O. 

For Erlang B 
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in 

P
B 
= [ 	p

k
/k!] 

-1 
pm/m! 

k=0 

For Erlang C 

(2-6) 

d = m + Pm/El - (p/m)] 	(2-7a) 

Pm = 0/[1 - (P/m)]1 pm/m! 

m  k 	-1 
c/[1 - (p/m)] = {p /m! + [1 - (p/m)] 	p /k!1 
0 k=0 

The utilization factor 

(2-7h) 

(2-7c) 

p=  X/IIR 	 (2-8) 

where X is the call-attempt rate in the region A covered by the m channels. 

Thus, 	 • 

The size of region A and hence the value of X decreases as the number of 

cells increases. 

The function  g(P)  =1 in (2-4) for systems which use either no chan-

nel encoding or forward error correction. In systems where message acknowl-

edgements are sent via a return channel  g(P) = P c 
represents the probability 

of correct reception of a digital word, averaged over the entire coverage 

area. Determination of this average requires that the bit-error probability 

distribution be determined, since Pc 
depends on bit-error probability. 
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The factor N/G indicates the number of times a channel is reused over 

a coverage area. An increase in N/G increases Q directly, and also indirect-

ly through an increase in cp which tends to grow with the number of channels 

per mobile per cell. However, either RIA would have to decrease to offset 

increased co-channel interference, or else k/n would decrease to combat chan-

nel errors, or Pc  would increase. The net effect on Q  depends on the 

parameter values, and is different in different situations. 

The factor f depends on the channel control scheme and equals the 

fraction of the time that the channel is actually being used for successful 

transmission of information bits. 

Channel assignments, number of cells, and modulation formats determine 

co-channel and adjacent-channel interference levels, which in turn determine 

signal-to-noise ratio, bit-error rate, Pc  and required code rate k/n. 

Adjacent-channel interference determines the allowable R/A value, which 

directly affects Q. Choice of modulation format is important here; Chapter 3 

shows that a 30 dB signal to adjacent-channel interference level requires 

AIR = 7.5 for conventional PSK against = 1.8 for MSK. Similarly, choice of 

premodulation filters for FM voice to yield favourable R/A values is also of 

interest. 
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III. INTERFERENCE, CODING AND BIT ERROR PROBABILITY 

III-1 Interference for Binary PSK and MSK Signalling  

This section summarizes both the approach used and the results obtain-

ed in an earlier [D1] detailed analysis of signal-to-noise and signal-to-

interference ratios for binary PSK and MSK signalling. Our approach differs 

from one used earlier by Kalet [Kl] and permits extension in the following 

section to other signalling formats and detection schemes. 

With reference to Fig. 3-1, the received signal 

r(t) = 	p(t) cos (2e ct+6) + n c(t) + i(t) 	(3-1) 

where P
s 

is the power in r(t) due to the transmitted signal, p(t) is the 

baseband data signal, 6 is a random phase angle uniformly distributed between 

0 and 2n, nc (t) is white Gaussian noise with power spectral density N0 /2 and 

c
(t) is interference consisting of other data signals and/or voice modulated 

FM. The input x(t) to the filter is 

x(t) = 1/P s  p(t)[1+cos(4e ct+20)] + ii(n c(t)+i c(t)) cos (21rf e t+e) 	(3-2) 

For cases of interest in this section, 

p(t) = 	ak  g(t-kT) 	 (3-3) 

where a
k
=±1 and g(t-kT) is the basic modulator pulse shape. It is convenient 

to scale g(t) and g(t) as follows: 

CO 

f IG(01 2df = T 
-03 

(3-4) 
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f IGT(f)1 2  = 1 
- 

(3-5) 

where G(f) and GT(f) are Fourier transforms of g(t) and gT(t), respectively. 

For conventional PSK 

Itl < T/2 
g
T 	

= 
0 	Itl > T/2 

The response y(t) in Fig. 3-1 is 

Y ( t ) =  

(3-6) 

(3-7a) 

The filter removes signals outside the data signal baseband, with the 

result that the response y(kT) due to the data signal alone at k=0 is 

00 

y(0) = 	f p(--r)h( -EMT 	 (3-7b) s 

For reasons cited earlier [D1 ], g(t) is selected such that y(0) contains no 

intersymbol interference, in which case 

00 

y(0) = i17; f ak  g(-T)h( 
-00  

oo 

= 147-  f a
k 
 G(f)H(f)df 

s  -00 

where H(f) is the Fourier transform of h(t). 

Thus, the output power S solely from the data signal is 

(3-8a) 

(3-8b) 
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I 	= f S.(01H(f)1 2df (3-10) 
03 

S = y 2(0) 
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= P
S
T[f G

T
(f)H(f)dfr 

-co 

= P
S
T[f g

T
(T)h(-T)dT1 2  

-co 

(3-9a) 

(3 -9b) 

The output power I i  due to noise or interference with power spectral 

density Si (f) at the input to filter H(f) is 

In the present context three choices for S i (f) are of interest: white 

Gaussian noise with S (f) = N
o/2; 

voice interference of power P
v 

and baseband 

power density spectrum V(f) on a channel A Hz from the wanted channel at f c ; 

and data interference at 
fC+A' 

with power P
d 
and baseband power spectral 

density P i (f). For the data signal interference, in the band of H(f) 

S i(f) = (Pd/4)[Pi (f+à)+ P i (f-A)] 	 (3-11) 

In the case of a data signal with zero intersymbol interference Pi(f) = 

IGT(f)I 2 . For voice signal interference P(f) is replaced in (3-11) by V(f). 

Relative to S, the power outputs in these interfering signals are as 

follows: 

Co 	 CO 

N/S = (g0/2P 5 )T-1  f IH(f)1 2df/[f GT(f)H(f)dfi 2  
— CO 	 — co 

(3-12) 

• 



• 29 

	

co 	co 
I 	1v/S = 7  (Pv/P,)T- lfV(f)1H(f-A)1 2df/[f T

(f)H(f)df] 2 	(3-13) 

	

_co 	
—co 

1 , 
Id/S = 	LP

d 
 /P s  )T-1 1 IPi  (f-A)1 2 1H(01 2df/U G (f)H(f)df] 2  (3-14) 

—œ 

The above equations are quite general, and apply even when the data 

 signal on the interfering channel is not of a form given by (3-3), or when 

its data rate differs from that of the wanted signal. Simplification occurs 

when the interfering and wanted signal have the same format and data rate and 

when H(f) = GT*(f) (matched filtering). In this case 

f 111(f)1 2df = 1 	 (3-15) 

co 
f GT(f)H(f)df = 1 	 (3-16) 
n 03 

00 	 00 

and 

N/S = (N0/2P sT) 

= (Pv/P s )Cv (ET,B,g) 

Id/S = (Pd/Ps )Cd (AT '
g) 

where, with ›fT and x=T/T 

(3-17) 

(3-18) 

(3-19) 
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1 r „ 
— j 	TJ p(T)cos2eArrdt 

o  
(3-20c) 	. 

Co  

Cv (hT,B,g) = (2T) - lf V(f)IGT(f-p)1 2df 
n• CO 

Co  

= (1/2T 2 )f V(X)IGT(X-AT)1 2dÀ 

30 

(3-20a) 

(3-20b)  

CO 

f v(x)p (x)cos2uATxdx (3-20d) 

co 

Cd(ff ' g) = (2T) - lf 1GT(f-A)1 2 IGT (f)1 2df 
—œ 

co 

= (112T 2 )f IC (X-AT) 121G (x)12dx 
—oa 

co 
1 = -,7 f pg 2( T)cos2nATdT 

0 

= f p 2(x)cos2inexdx 

(3-21a) 

(3 -21b) 

(3-21c) 

(3-21d) 

• 

In (2-21) v(T) is the inverse Fourier transform of V(f) and 

CO 

p (T) = f g
T
(t)g

T
(t-T)dt 	 (3-22) 

-co 

In obtaining (3-20c) and (3-21c) we have used 

00 	co 

f A(f)B*(f-y)df = f a(t)b(t)e 3211.37tdt 	(3-23) 
— Co 	 —Co  

where A(f) and B(f) are the Fourier transforms of a(t) and b(t), 
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1 

 

g
2T
(0 = 

o 

tj < T 

(3-26) 
> T 

respectively, as well as the fact that v(x) and p (x) are even functions. 

For conventional PSK signals on all channels, the above simplifying 

assumptions apply, and one obtains 

--- 	 ti 	T 

	

r 1 	- I  T 	

I

r'  
p (T) 	 (3-24) 

	

0 	 > T 
1nnn 
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C
d 

= f 1 
 (1-x) 2cos( 2 TrATx)dx 

1
[ 	

sin2ITAT1  
1- 

2nAT 
2(nAT) 2  

(3-25) 

For AT=0, Cd/3. 

MSK can be regarded as staggered quadrature PAM [K1,S1,G1], where each 

data stream consists of baseband PSK-type pulses with duration 2T and shape 

The optimum coherent quadrature receiver appears in Fig. 3-2. Each 

data stream has power Ps 12. From either receiver filter, the output power S 

due to the data signal only is 

CO 

S = (P 8 /2)2T[f G 2T(f)H(f)df] 2  
-00  

OD 

= P sT  { f g2T( t)h(- T)d  
••n•CO 

(3-27a) 

(3-27h) 

Each interiering MSK signal consists of two uncorrelated PSK-type data 
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streams each of power Pd/2, with identical spectra Pi
(f) = IG2T(f) 1

2 . Thus, 

for MSK with matched filters in each quadrature arm N/S is again given by 

(3-18) and 

co 

Id/S = (Pd/2P sT)f 1G2T
(f_A) 121

2T 
G (f)12df 
" -co 

= (Pd/ P s )c d ( ' g)  

where 

= 	

6 	

n 11È f p2_(T)cos2ATdT Cd(AT,g) 
0  

and 

CO 

p (T) -  = fg2T(1)g 2T(T-t)dt 	 (3-31) 
-co 

In this case 

p (T) = 

[i 

1  sin n I T I  + (1 	cos I T I) 	ILL 

L 2T 2T .2T 

0 

1T1 < 2T 
(3-32) 

1T1 › 2T 

Thus, Cd  can be written as follows 

2 
Cd (LIT) = f [-=.sin a + (1- 2i)cos 2E1] 2  cos2nATxdx 

0 	n 	
2 	2 	2 

1 
Cd(ff) = 2f ir sin ny + (1-y) cos ny]

2cos4nATydy 
0 

A similar approach yields Cv(AT) for MSK [D2]. 

(3-33a) 

(3-33h) 

• 
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Figure 3-3 shows Cd(hT) for MSK and SOPSK ; Cd(a) for SQPSK is 

obtained by adding 3 dB to Cd (2ff) for PSK. For SOPSK, Cd  (a)-2 . For 

MSK, Cd 	(àT)-4 . 

An earlier report [D2] shows Cv (àT) for two different (Gaussian) voice 

models. One model is based on the long-term average spectrum [D2,F1] of 

speech into a pre-emphasis audio filter normally used with FM transmission; 

for this model the spectral roll-off rate is no faster than (U)-2 , and 

Cv (hT) 	(ff) -2  for both PSK and MSK. The other model assumes an ideal low- 

pass modulating spectrum [J1], flat in the pass band and having zero energy 

in the stop band. For this latter model the spectral roll-off rate is at 

least as fast as (àT) -4 , since Cv  

The rate of decrease of C
d (and also Cv) with àT is equal to rate of 

decrease of either the interfering signal spectrum, or of IH(f)1 2 , whichever 

is slower [R1]. The roll-off rate of IH(f)1 2  is often chosen to be equal to 

that of the baseband data signal. 

Clearly, adjacent-channel interference depends very much on the choice 

of the data signal format. The voice model chosen for FM spectrum calcula-

tions clearly affects the interference levels through  C.  It is desirable to 

pre-filter the voice signal prior to modulation to yield an FM spectral roll-

off rate equal to or better than that of the wanted data signal. Some 

results of work currently underway at the University of British Columbia 

indicate that prefiltering of speech to achieve an FM spectral roll-off rate 

2  for PSK and -(C)-4  for MSK. 

SOPSK consists of two quadrature PSK data streams of equal power, offset by 
one-half a bit period [K1]. SOPSK, like MSK, results in a constant 
envelope signal which facilitates implementation. • 
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as good as that for MSK is possible. The quality of the received voice sig- 

nais  is currently being assessed. 

III-2 Suboptimum MSK Receiver Performance  

The quadrature receiver in Fig. 3-2 has two disadvantages. First, two 

filters and samplers, rather than one are required. Second, coherent detec-

tion which requires carrier recovery, is employed. Under Rayleigh fading, 

carrier tracking is difficult, and differential detection or incoherent 

detection is often employed instead. 

By using a receiver filter with 

h(t) =e ( ) 2  -2T-2t- 	
(3-34) 

whereg2T(t) is given by (3-26), the first problem can be alleviated; the 

impulse response of the above filter is non-zero for T rather than 2T sec., 

and a single filter can be used with sampling at T sec. intervals. In this 

case 

T 	T/2 
1 

	

 
C
d 

= --17 f p,(T)ph(T)cos2nAT01T/[2f 	g ( ) h(T)dT1 2  

	

- 	-2T -T. 	
(3-35) 

0 8 	 0 

where p (T) is given by (3-31) and p
h
(T) = 2p (2T). Equation (3-35) can be 

written as follows: 
• 

9  

cd (T) - -=L- f  i sin -12-x- + (1- 25-)cos 	sin nx + (1-x)cosnx]cos2uATxdx 
2 	2 	2 n 

L 2  0 Tr  
gh 

(3-36a) 

where 



1/2 
Lgh 

=  2 	f 	cosnxdx 
0 

(L 2h 
 0.90 = -0.91 dB) 

g = 2127 Tr 

(3-39a) 

(3-39h) 
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1/2 
L
gh 

= 217i f 	cos(mx/2)cos(nx)dx 
0 

= 8/3n 

(3-36b) 

(3-36c) 

The value 813u equals the -1.43 dB obtained by Kalet and White [ 1(2] 

using a different approach. Fig. 3-3 shows Cd , which is seen to be approxi-

mately 10 dB worse than Cd  for the optimum MSK receiver, for AT 5.  2. The 

analysis procedure in the previous section can be used to determine the 

interference ratios for detection of MSK using conventional FSK receivers. 

Consider the coherent case in Fig. 3-4. Using the filter of (3-34), yields 

I
d
/S = (Pd/Psd

(AT) 

where 

(3-37) 

• 
Cd( LT)  = [cd (T + 	+ Cd (T - 44.)]/2 	(3-38) 

Function Cd is given by 
(3-36) with 

The result for Lgh follows from 
the fact that the output signal power 

S from the filter corresponding to the signal's bit frequency is based on (3- 

27), where e 2T - T- ( ) is a rectangular pulse. The averaging in (3-38) is with , 
- 

Cd 
expressed in actual units (not dB) and occurs because the interference is 

on a channel A -±S2 Hz from the wanted signal's bit frequencies, which are 

• 
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equiprobable. For MSK itr = 1/4. To a first approximation, èd(T) = Cd(AT) 

for AT 1/2. The dotted curve in Fig. 3-3 shows -ÈÇ1 (AT) in (3-38). 

The need to carefully select the receiver bandpass filter roll-off rate can-

not be over-emphasized. Use of a PSK-type receiver filter with lowpass 

equivalent h(t) = g(t) in (3-6), which is optimum for FSK detection in white 

Gaussian noise, would yield a -dd  value which would fall off as (AT) -2 , rather 

than AT-4 , as shown by the MSK-PSK curve in Fig. 3-3. 

It is seen that the procedures developed earlier for PSK-type signals 

can be extended to conventional FSK receivers with an arbitrary frequency 

deviation. It is also seen that this analysis is useful in selecting appro-

priate bandpass filters and for analysis of their performance. 

The saine  analysis procedure is also used to obtain Cv  for FSK 

receivers, once V(f) is known. 

The value of N/S is given as before by (3-12). 

To obviate the need for carrier tracking incoherent detection may be 

employed. In this case each local oscillator in Fig. 3-4 is replaced by a 

bandpass filter centered at f e ±fl, a squarer and an integrator. Replacing a 

coherent FSK receiver with an incoherent counterpart involves some loss in 

detectability (up to 3 dB in white Gaussian noise) [W1,L1]. However, the two 

detectors give equal performance at high signal-to-noise ratios. 

Differential detection of PSK signals also obviates the need for 

carrier tracking, and thereby simplifys the receiver [W1,L11. Differential 

detection of MSK signals, based on the receiver in Fig. 3-1, has also been 
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SNR = 2P/RN
o 

(3-41) 

demonstrated [K3]. At high signal-to-noise ratios differential PSK (DPSK) 

performance is virtually identical to PSK [W1]. 

The effects of incoherent and differential detection on bit error 

probability are discussed in the next section. 

III-3 Channel Bit-Error Rates  

For binary antipodal signalling on white Gaussian noise channels, the 

bit-error probability p with optimum (matched filter) receivers is [W1,L1] 

p = erfc()/§iii) 	 (3-40) 

where 

00 
erfc(x) - 	1 	r j exp(-y 2/2)dy 	 (3-42) 

X  

and P, R and N0/2 denote, respectively, the received signal power, noise 

power spectral density and bit rate. Binary PAM and binary PSK are examples 

of binary antipodal signalling, as are binary MSK and 4-phase PSK when viewed 

as quadrature streams of binary  PAN data. In the case of 4-phase PSK, P is 

the power in each stream. 

With binary orthogonal signalling on white Gaussian channels, optimum 

(coherent) reception yields 

p = erfc(ISNR/2) 	 (3-43) 

Binary orthogonal signalling results when MSK is coherently detected 

as FSK. 

• 
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• 

As p becomes small, twice the power (3 dB) is seen to be needed if 

orthogonal signalling is to match the performance of binary antipodal signal-

ling. 

For reasons of either implementation simplicity or necessity, the 

receiver may operate incoherently and ignore carrier phase. For optimum 

incoherent reception of binary orthogonal FSK in white Gaussian noise 

p = 0.5 exp(-SNR/4) 	 (3-44) 

Incoherent and coherent detection are "exponentially equivalent", 

however a penalty of up to 3 dB results when incoherent detection is used; 

the penalty reduces as p decreases, and is less than 1.5 dB for p < 10
-3

. 

For binary antipodal DPSK 

p = 0.5 exp (-SNR/2) 	 (3-45) 

The degredation in performance which results in comparison with PSK is 

negligible for practical values of p. However errors tend to occur in pairs, 

since an error in one bit implies a poor phase reference for the following 

bit. 

When the signal level is subject to Rayleigh fading, SNR varies and p 

must be averaged over the SNR levels. For binary orthogonal (incoherent) 

signalling, 

p = (2 + P/RNo )-1  

(2 + [ie/2])-1 	
(3-46) 

where the overbar represents an average. 

Non-white Gaussian noise, multi-level signalling or suboptimum 

receivers change the above values for p and P. However, in all cases, p 
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decreases exponentially with SNR for Gaussian channels, while P-  decreases 

linearly with SNR for Rayleigh channels. In the case of differential PSK 

SNR/2 in (3-46) is replaced by SNR, in accordance with (3-45). 

In land mobile channels interfering signals with Rayleigh varying 

levels often constitute the primary disturbance. Consider for the moment 

that all mobiles are stationary. If the interference plus noise could be 

modelled as white Gaussian noise, then SNR would be given by (3-41), with No 

 replaced by 

Ne = N
o 
+ 2T 1 PiCi

(AT) 	 (3-47) 

assuming independent interference sources. If the signal only is subject to 

Rayleigh fading then averaging (3-46) yields 

1n• 	 nn•n., 

In. those cases where "I; << 1, 

If the interference is also varying in level from bit-to-bit, then for 

« 1 

No 	r Pi - 
- i PsT 	i P s 	

• 
(3-50) 

In those cases where the assumption p << 1 is violated, (3-50) upper • 



[ 
717s  

21-P- C.AT) 1 ( 

(3-51) 

= 2+  

co 
= 	f [--L} exp(- (3)d i3 

7 	0+a 
0 

(3-54) 

- 
bounds p, and the bound become increasingly tight as p decreases. 

In interference limited systems (3-48) becomes 

43 

If many interfering signals are each varying about their average -17i , and if 

each of these interferers has channel occupancy 4) then 

-1 

(3-52) 

" 
•••n•11 

In conventional narrowband land mobile radio systems which do not 

reuse channels there are one or two predominant sources of interference from 

adjacent channels. In this case p in (3-51) should be averaged over the 

Rayleigh varying interference levels. 

For a single interfering signal, the probability density for the 

interference power level is 

f(a) = (1-0 8( ct) + 	exp(-ciff'i )U( ct) 	(3-53) 
Pi  

where U(ot) is the unit step function and 

co 	exp(-offi)dot 

15-1 
 

= f 	[ 	(I)  
I 	- 

0 2+(i)'s /2C i o) 71  
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Co  

I(pq) = f
0 

exp(-pt)  dt 
q+t • 

(3-58) 

where ni is the number of interfering signals (here n=1) and 

a = s
/-15 )/4nC 	 (3-55) 

In (3-54) the subscript on 71  denotes one interfering signal. 

When there are two interfering signals of equal average strength 

with the saine  values for (I) and Ci , -1-7 can be calculated as above, provided the 

density function is for the sum of the interfering signals. This density 

function is obtained by convolution of (3-53) with itself to yield: 

2 
= (1- cp) 2 5( a)+1 [24)(1-1))  ] exp(- afiTi )+ 	] a exp( - afFi ) 1U( a) 

P
i 	

P
i 

(3-56) 

The last term in (3-56) results from the fact that the self-convolution of 

e
-at

U(t) yields te
-at

U(t). 

Application of (3-56) together with (3-51) yields the average -172  (here 

n=2): 

; _ 24(l-4) 	
exp( -a/F1) 

e2

ce a exp(-afF 

	

T; 	a da  + 	f 
Pi 	

O 
 

2+( /4c 
	ij 

	

s 	
) 	

Pi 	2.+C§.  /4c ) 
s 

22 
 (ê  

2(1- 	exp(-0)  )(le,  0-171  +7 J o 	(3+a (3-57) 

The integrals in (3-54) and (3-57) can be determined in terms of the 

integral 



[2 p2 = 2(1-0 1
+4p )— a 1pi  (3-60) 

+ 
(3-61) 

where 

= 

= 

 

24C (T)  fF 
s 

« 1) (3-63) 

Thus, 

45 

co 

1-7 = -11.)  [1—a f exP(-e)  d]
0 	efa 

4 [1-aI(a)] 	 (3-59) 

7;2  = (e-a)exp(-e)de + à 2  f ex1" f3'  clf3 
2 0 	

0 ea  

= 2(1-)
1

17) + 
(>2

[1-a+a
2
I(a)] -2-  

2 co 

Fig. 3-5 shows 71  and io.2  plotted vs. a for e0.5 and 4p=1.0. Also 

shown for comparison purposes is for the case of many interferers, where 

a = (F / 4 Yc 	) 	 (3-62) 
s 

If all P
1 
 and C

i 
values are equal then (3-62) reduces to (3-55). 

Fig. 3-5 shows that 77.- 
and"2 

are bounded above by 7.. as  given by 
1 
— — 	— 

(3-61). For large values of a
' 
p p

2 
and p all approach the value 
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Equations (3-48) to (3-63) inclusive apply to binary orthogonal inco-

herent FSK. These  saine  results apply to binary DPSK provided P s  is replaced 

by 2 .13- s . In particular, for DPSK 

• 

All of the above analysis is based on the assumption that interference 

has the same effect in determining p in (3-40) to (3-45), inclusive, as does 

white Gaussian noise. When there are many interfering signals making a sig- 

nificant contribution to the total interference, the assumption is appropri- 
, 

ate, because of the central limit theorem [W1]. When there are one or two 

interfering signals only, the Gaussian assumption cannot be defended; how-

ever, it does not follow that p in (3-40) to (3-45) is grossly inaccurate. 

In fact existing studies [El] on the effects of co-channel interference show 

that 

= Kei /Vs  (p << 1) 	 (3-65) 

where for duobinary MSK K = 1 for discriminator detection and K = 1/2 for 

differential detection. Below, we demonstrate that for a single co-channel 

interfering signal K = 1/2 for binary orthogonal incoherent FSK and K 1/n 

for binary coherent PSK. For adjacent channel interference, preliminary 

results [K3] suggest that the use of formulas based on Gaussian noise of 

power equal to the averaged interference power may yield bit-error results 

which are reasonably accurate. liowever additional work on the effects of a 

few interfering signals on bit-error probability, particularly for adjacent-

channel signals, would be useful. 
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When the wanted signal (s) and interfering signal (i) in binary 

coherent FSK differ over an entire bit period (event A), then an error occurs 

if P
s 

< P 	The probability ps 
of this event is 

Ps  = fn  f5 f s ( 40)f(e)dnd 	 (3-66) 
Oa=0 

where 

f s (a)  = 	[exP (---ceri 5 )]/.1; s 
(3-67) 

f 
i
( (3) = [exp(-8/Pi )1/131 	 (3-68) 

Integration yields 

When the wanted and interfering signal differ over a fraction f 

(0 < f < 1) of a bit period (event B) then the probability of error p
d 

‹ p
s' 

and equality applies only if the carrier phases of the interfering and wanted 

bits cancel over that part of the bit period where the two bit streams are 

equal. 

Since P(A) =  •/4, and P(B) = (1)/2 and 	= ps  P(A) + pd  

(1) r 	31), 	) 
- 	< 	< P 	4 l_

ps+i.Di 4 
P
s
+P 

Thus, (3-70) suggests the following approximation for binary 

orthogonal incoherent FSK: 

(3-70) 



1 	] 

s 

(3-71) 
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. [131 /7's 1/2 	
(p << 1) 	(3-72) 

From (3-63), on the other hand, one obtains 713 = 24(P iffs )C1(0). For 

MSK detected as coherent FSK C 1(0) = C d ( 1 / 4 ) = 2/ 3  (see Section 3-2, Fig. 

3-3), and -17) = ( 4/ 3 )(1)P i55 . Incoherent detection increases 17 further, and 

the approximation in (3-63) gives a value of which is too high, by a factor 

of at least 2.7. Fig. 3-5 shows that P- in  (3-71) (shown as %) is bounded 

above by p in (3-61). 

A similar analysis applies to PSK signals with a single co-channel 

interfering signal. In Fig. 3-1, 

r(t) = 12 F—  cos w
c
t + 15—  cos (w

c
tflp) 	(3-73) 

x(t) = 2P s cos 2  wt 4. 2P i 
cos wt cos (w t+11)) 

y(kT) = P s
T + P T cos 11) 

(3-74) 

(3-75) 

where lp is the phase of the interfering signal relative to that of the wanted 

signal. The output energy due to the interference exceeds that from the 

signal if n/2 < 	< n and if P
s 

< P
i
IcosIpl. From (3-69) one sees that the 

probability of this event is 

1 	i  
P(P s  < P i lcostpl) - 

	

+ 	lcosl  

(3-76) 

• 
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1 	
Pi  

IT  
P < 

-1-)s 

(3-78) 

Since IcosIll 	1 

1 
7
i  

P(p. < P i lcosql) C 2  ( 
«f +

) (3-77) 

Averaging over Icosipi yields the following bound on the bit error probability 

p: 

Eqn. (4-78) suggests 	as given by (3-71) with 4)/ir replacing 1)1 2. 

III-4 Channel Coding and Error Control  

Channel coding is a form of time diversity which can be highly effec-

tive on fading channels, either in a forward error correction (FEC) or error 

detection and retransmission (ARO) mode. 

Block codes and convolutional codes are available for FEC [L2, Gl, 

P1]. Block coders augment k-bit source-digit sequences with r redundant 

check bits, to correct up to t errors in an n-bit block, where, 

	

[ (d-1)/2 	d odd 
t=  

	

(d/2)-1 	d even 
(3-79) 

and d is the minimum Hamming distance between two transmitted codewords. 

Block codes are easily generated using feedback shift registers. 

Decoding of selected codes is possible using feedback shift register circuits 

or majority logic gates. In particular, all single-bit error correcting 

Hamming codes ( a subclass of BCH codes) can be decoded using either 
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P
e 

= 	P(m,n) 
m=t+1 

(3-80) 

P(m,n) = ( 	) Pm  (1 -13) n -m  (3-81) • where 

( m ) _ 	m!  (3-82) 

approach. Selected multiple-error correcting BCH codes can also be decoded 

using one or both types of decoders. Convolutional codes seem to offer no 

clear advantage over block codes for transmission of short messages. 

A useful measure of block code performance is Pe , the probability of a 

block (or word) error. Define P(m,n) as the probability of m errors in a 

block of n bits. For a FEC code which corrects all errors in t or fewer 

bits, 

For a binary symmetric memoryless channel with bit-error probability p 

Equation (3-81) can be used to calculate error performance for land mobile 

channels, provided bit interleaving is used to make errors independent. 

Otherwise, more complex models must be used for P(m,n) [Al].  

Also of interest is pb' 
the probability of error of a decoded informa-

tion bit, where 

p
b 

= P
w
P
e 	

(3-83) 

In (3-83), Pw 
denotes the probability of an error in the k information bits, 

given an error in the n-bit word, and depends on the code. Errors would 

normally cause the closest (in the Hamming sense) codeword to the one trans- 



P 	= 2-(n-k) 	P(m,n) 
e 	, 

m=d 
( 3-85) 
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mitted to be decoded, in which case Pw 
= d/n. For lower density codes such 

1 
as orthogonal codes P 	— 

w 	
[L2, 82]. 

2 

When error detection is employed using block codes, the probability of 

a detectable block error Pd 
is of interest, along with the probability of a 

block decoding error Pe  and the probability P c  that the block is decoded 

correctly. 

In the absence of any error correction [L1]: 

P
c 

= P(m = 0,n) 	 (3-84) 

• 

Pd 
=1-P 

c 
 - P e 	

(3-86) 

The factor 2
'-k 

in (3-81) together with the lower limit d rather than 

t = d/2 for FEC makes Pe 
much lower for error detection than for FEC. How-

ever, the converse is true of Pc  since one or more errors in a block results 

in retransmission rather than decoding. As the channel degrades the number 

of retransmissions increases, and the actual information throughput adjusts 

automatically to match channel quality. It has been shown that use of some 

FEC can reduce P
c 

to acceptable levels (= 5%). The remaining check bits are 

then used for error detection [L4, F2 1 . 

Under FEC coding, the actual information throughput is k/n times the 

total number of bits transmitted. When ARQ is used, additional delay as well 

as throughput reductions occur as a result of retransmissions, depending on 
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the type of ARO protocol used. Basic ARO protocols are summarized below [B1, 

B2, B3, F2, S3 ] : 

1. Send-and-wait ARO:  Following transmission of a block, the sending 

terminal waits for either a positive acknowledgement (ACK) or a nega-

tive acknowledgement (NACK) from the receiving terminal before sending 

the next block or retransmitting the same block. 

2. Continuous (Go-Back-N) ARO:  The transmitter continues to send blocks 

until it receives a NACK, at which point it retransmits the current 

block as well as the previously transmitted N-1 blocks. A transmitter 

buffer is needed to save N blocks for possible retransmission. Follow-

ing detection of one or more errors in a block, the receiver ignores 

all subsequent blocks prior to receiving the retransmitted block. 

Transmission delays and receiver decoding delays require N 5.  2. 

3. Selective ARO:  The transmitter operates continuously, but retransmits 

only those blocks in which errors have been detected. 

Send-and-wait ARO is advantageous because of its implementation sim-

plicity and is particularly suited to half-duplex channels [B1]. However, 

considerable idle channel time may occur and reduce information throughput. 

Selective repeat systems have the highest overall system throughput but 

require numbering of the data blocks to facilitate identification for 

retransmission. 

Variations of each of the above schemes are possible [ 1(4, Ml, S4, S5]. 

For example, send-and-wait  ARC)  may involve transmission of a sequence of 

relatively short blocks (which may be numbered), and only those in which 

errors are detected are included for retransmission in the next sequence. 
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This option appears particularly suitable on land mobile channels, where 

bursts of noise may cause many errors in some blocks while others remain 

error-free. ACK's only may be returned to the transmitter, with retrans-

mission occurring after a time-out period. The time-out period must be long 

enough to accommodate round-trip delays, otherwise unnecessary retrans-

missions may occur. Long time-out periods imply reduced overall system 

information throughput for the send-and-wait protocol and increased trans-

mitter buffer storage for the other two protocols. Another variation results 

if NACK's only are sent to the transmitter. The advantage here is that 

acknowledgement traffic is considerably reduced, since NACK's would normally 

occur much less frequently than ACK's. In a situation in which data traffic 

flows regularly in each direction, ACK's or NACK's can be embedded in data 

blocks. However, when data flow is predominately one-way, acknowledgement 

information would have to be sent in its own block which would contain the 

usual overheads. There is an advantage to sending acknowledgement informa-

tion separately, however; when queueing delays occur acknowledgement blocks 

can be given priority over regular data blocks, thereby reducing retransmis-

sion delays [S4, P2]. 

The throughput efficiency n for a data link may be defined as the 

number of the information bits decoded relative to the total number of bits 

transmitted. Thus, for an (n,k) FEC code n = k/n. For an (n,k) code used in 

ARO situations [S3] 

1  

1+N[Pd
/(1-P

d
)] 

(3-87) 
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where N denotes the value applicable to the go-back-N protocol. 

Equation (3-81) also applies to both send-and-wait and selective ARQ 

in which cases N=1 and 

n = (k/n)(1-Pd) 	 (3-88) 

Normally P << P. 1-P = P and for N=1 e  
d e 	d 	c 	' 

n = P c k/n 
(3-89) 

The delay D from the time that a message is presented to the trans-

mitter until it is processed by the receiver depends on various component 

delays including those for queueing for channel access, bit transmission, 

propagation, decoding, and modem start-up or turn-around. Let T 1  and T 2  

denote the one-way and round-trip delays, respectively (often T 2  = 2T 1 ); then 

D = T 1 + T 2 (Pd + 2P 2  + 3P 3  ++ iPi  + 	) 
d 	d 

D/T i  = 1 + (T 2/T 1 ) [Pd/(1-Pd ) 2 ] 	 (3-90) 

For 1-P
d 

= Pc the 
increase in D relative to T 1  is (T 2  /T 1  )(Pd  /P 2 ) which is 

C 

normally small. For T 2/T 1  = 2 and Pd  = 10-2  the relative delay increase is 

2%. 

It is seen that for channels which are "good" most of the time, re-

transmissions are infrequent and n and D are not reduced significantly below 

k/n. However, when the channel degrades increased retransmissions and delays 

together with reduced values of n is the price paid for low decoded bit-error 

probabilities under an ARQ protocol. 

• 
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SNR
o 

-1  = (1-a 2) 	+ 4 (3-91) 

III-5 Selection of Bit-Error Rate  

The higher the acceptable channel bit error rate i":;, the higher the 

allowable bit rate R in a noise-limited land mobile radio system, and the 

higher the R/A value allowed in an interference-limited system. In either 

•case, increasing R causes a direct increase in spectrum efficiency, although 

this increase may be offset somewhat by a decrease in P c  under an ARQ 

protocol. 

Consider the choice p = 10-3 . For differential PCM transmission of 

speech with previous-sample feedback on a memoryless  channel [M2, D3] with no 

coding, the output signal-to-noise ratio 

• 

where feedback coefficient a = 0.89 for speech [D3, C2], and L is the number 

of bits of quantization. The first term results from quantization noise, and 

the second from channel transmission errors. For 3-bit DPCM, the quantiza-

tion noise equals (0.2)/64 = 3.13x10 -3 , while the channel noise equals 

4x10-3 . In this case SNR0  = 10 3/7.13 = 21.5 dB. The sampling rate r(kHz) 

might lie in the range 6 Z r Z 8 which implies a bit rate 18 Z R Z 24, where 

R is in Kb/s. Use of 4-bit PCM results in a quantization noise of 3.91x10-3  

and SNR
o 

= 21 dB, with 24 < r < 32. To reduce the data rate below R k-  20 

without reducing SNR0  would require adaptive DPCM coding. Such coding yields 

acceptable speech quality at 16 Kb/s, and i; = 10-3  does not significantly 

degrade the speech quality [H1, Cl].  Even it = 5x10-2  results in speech which 

is marginally intelligible [Cl].  
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Reduction to -17) = 10-4  would improve SNR0  for 3-bit DPCM and 4-bit PCM 

to 25 dB and 24 dB, respectively. The SNR0  values could also be improved by 

increasing L, but such an increase would increase R and either increase i; or 

reduce 0, or both. An increase to i) = 10-2  would reduce SNR0  -1  to 14 dB for 

both 3-bit DPCM and 4-bit PCM; in both cases channel noise dominates  
0 

Consider next the transmission of text, when forward error correction 

might be used. If the "text" consists of video facsimilie, PCM transmission 

yields the same SNR values as for voice. For DPCM [C2], a 2 0.95, (1-a 2) 

0.10, and for 3-bit DPCM, the quantization noise equals 1.56x10-3  and SNR 

22.6 dB. (Again, we have assumed p = 10
-3

). Use of channel encoding permits 

reduction of the information bit-error rate 	in exchange for a reduced 

information bit rate R
i 
= kR/n. For example, for a (15,11) single error 

correcting Hamming code on a memoryless channel,  j 	2x10-5 . Use of a 

double-error correcting (15,7) BCH code yields -1; 1. 	1.5x10-6 . FEC coding 

could also be used in speech transmission, in those cases where channel 

errors limit  0 

A emaller value of the uncoded bit-error rate IT,  enables use of a high-

higher k/n value for a given value of . Obtaining a lower i; value requires 

a reduction in the channel bit rate R. Whether or not the product (k/n)R 

increases or decreases depends on a variety of factors, as illustrated below. 

Consider the use of MSK detected incoherently as orthogonal FSK, with 

- 	- 
the requirement 1.-; 1_  = 10-3 . From (3-63), 	2 2Ci(AT). With no coding p i  = p 
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and 10log 10i; = Cd(à/R.) + 3 dB, which implies Cd(à/R) = -33 dB. From Fig. 3-3 

we obtain à/R = 3. 

An alternative is to use = 10-2 , which iMplies à/R = 2, together 

with a (31,21) double error correcting BCH code. In this case -Pi  = 0.6x10-3 . 

This bit rate is acceptable; however, the normalized information rate Ri/à = 

(21/31)(R/à) = 0.33 which is not really any better than that for direct 

transmission. 

However, use of differential PSK results in A/R = 10 for Cd (à/R) = -33 

dB. Reduction to -17, = 10-2  results in kiR = 3. Use of the (31,21) code now 

improves Ri
/A from 0.10 for the uncoded case to Ri

/à = 0.22 for the coded 

case, with an implied improvement factor of 260% in spectrum efficiency. 

A similar analysis would show greater benefits for both cases above if 

the requirement were p i = 10-4 . In general, the raw information bit-error 

rate required, the signal format as described by Cd (à/R) and the code used 

all determine the extent to which FEC coding is helpful. In general, the 

- 
lower p or the slower the roll-off rate for Cd (AT) 

the more beneficial is FEC 

coding. 

In an environment where i; fluctuates as a result of shadowing and 

mobile to base distance separation changes, FEC coding effects must be aver- 

- 
aged in accordance with these fluctuations. Since pi 	()

t+1
, where t is 

the error-correcting power of the code, fluctuations in p cause larger 

fluctuations in  

Finally, we consider error detection, with = 10-2 . With a (31,26) • 
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single error correcting Hamming code, P c  = 0.73, and 	= 3x10-4 . With a 

(31,21) double-error correcting code, Pc  = 0.73 and 71; i.  = 2.7x10-6 . 

If the above codes are used with P = 10-3 , then Pc  = 0.97 for both 

codes, and 	= 3x10-7  and 2.7x10-11  for the (31,26) and (31,21) code, 

respectively. In this case moderate redundancy results in dramatic improve-

ments in information bit error rates. 

In summary, 17, = 10-3  yields  acceptable performance for transmission of 

speech, text and control messages, provided some channel encoding is used 

with text and control messages. Reduction to p = 10-2  would probably require 

some FEC coding to reduce channel noise effects in speech, and could cause 

excessive retransmisslons of control messages, unless these were transmitted 

in short blocks, or some FEC were included to maintain the retransmission 

probability at an acceptable level. 
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IV BIT-ERROR PROBABILITY VARIATIONS 

- 
Any variation in p depends directly on the variation in Pi/Ps  in an 

interference-limited system. The present chapter includes a detailed study 

of how Pi /Ps varies over the coverage area. 

IV-1 Single-Cell Systems - Downstream Transmission  

Transmission from a single base station to a mobile results in 

adjacent-channel interference. In a conventional narrowband FM system, 

interference level variations on immediately adjacent downstream channels 

which result from shadowing and distance changes are equal to those of the 

wanted signal. Thus, the ratio Pi/Ps  remains constant over the cell coverage 

area, when both the wanted and interfering signal are present. 

In the following, we will be interested in the distribution function 

Fi(y) = Prob[P i  <  Ys]  

and in the density function 

f ("Y) = dF(y)/cly 

(4-1) 

(4-2) 

For base-to-mobile transmission in single-cell systems, where all (narrow-

band) channels have equal transmitter power, 

F(y) = U(y-1) 	 (4-3) 



(4-7) 

(4- 8) 
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where S(y) and U(y) denote the unit impulse and unit step function, respec- 

tively. Equations (4-3) and (4-4) simply state that with probability one, 

the average powers in the wanted and interfering signal from the same base 

transmitter are equal at a mobile's antenna. The average is with respect to 

the fast Rayleigh fading, although transmissions on adjacent channels from 

the same base undergo Rayleigh fades which are highly correlated. 

Also of interest is the distribution function for the output inter-

ference-to-signal ratio Fo(y) and 
its associated density f o(y). 

For a single 

interfering data signal with data rate and modulation format the same as that 

of the wanted signal, 

Fo(y) = Prob(CPi  < yPs ) 

= F(y/C) (4- 5) 

f o(y) = f i Ey/C1/C 	 (4-6) 

where C is the interference coefficient; C = C(T). From (4-3) and (4-4) one 

obtains 

Fo (Y) =  u( -l) 

= U( y-C) 

f0(y) = 

The functions in (4-7) and (4-8) were obtained assuming that inter-

ference is present whenever the signal is present. When such is not the 

case, they should be replaced by • 
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(4-9) f o(y) = (1-0 6( y) + 46(y- C) 

F o(y) = (1-(1))u(y) + (1)11(y-C) (4-10) 

where 4) is the channel occupancy. When 4) = 1, (4-9) and (4-10) reduce to 

(4-7) and (4-8) respectively. Figure 4-1 shows fo (y) and Fo (y) in (4-9) and 

(4-10). 

The density function for the total output interference-to-signal power 

(y) is obtained by convolution of the output density functions for the 
1717-1  

individual interfering signals (assuming independent interferers). When the 

interference is primarily from the two adjacent channels, C is the same for 

each channel and 

( Y) = 	40) 2 6( Y) + 2 el--  (I)) 6( Y-C) + $2 6(  y-2 C) 	(4-11) 
1717-1  

( Y) = (1-  cP) 2I1( 	+ 24)(1-0U( y-C) + 4)2 6(  y-2 C) 	(4-12) 
177-1  

Figure 4-2 shows (4-11) and (4-12) for various values of 4). These 

results show that: 

0 	with probability (1-0 2  

SNR-1  = 	C 	with probability 24)(1-0 	(4-13) 

2C 	with probability e 
With += 0.5, SNR-1  is bounded above by C with 75% probability, but there is 

a 25% probability that SNR-1  = 2C. 

1110 	

, 
For any 4), the average SNR7-1  value is < SNRi7 > = 24e, where <> 



o  

• 

Fig. 4-1 Density and distribution functions for fo (y) and Fo (y); 

downstream interference one-cell system. 

• 
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denotes an average over shadowing and distance separation variations. 

To the extent that P = SNR-1 , these results can be used to determine 

the variation of 1.";. 

These results are for interference-limited systems. When a large area 

is covered by a single base station, noise rather than interference,may limit 

performance. 

IV-2 Single-Cell System -  Upstream Transmission  

In transmissions from mobile-to-base, fading and distance separation 

for the wanted and interfering signals are statistically independent, and 

shadowing also tends to be independent. 

Consider first the variation due to distance only with r s  and r i  

denoting the separation between the base and the wanted and interfering 

signal, respectively. We determine below 

Fr(a) = Prob(r s 
< ari ) 	 (4-14) 

Define f
ri

(a) and f
r 

(a) as the radial density functions for ri 
and r

s 
in a 

circular coverage region of radius R where vehicles are uniformly distributed 

over the coverage area. Then 

f ( a) = f ( 
ri 	r 

12a/R 2 	0 	a ‹ R 
(4-15) 

0 	a <0 , a> R 

Thus, for a < 1 



n••••n 

fr (  

OE 	al 

L1,3  

(4-17) 
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R 	ay 
Fr(a) = f 	[f f (x)dx]fri (y)dy 

y=0 x=0 rs 

= a2/2 	(a ‹ 1) 

Symmetry arguments yield, for a > 1 

P(r s  < ar i ) = 1 - P(r s  >  art )  

= 1 - 1/2a2  

Therefore, 

(12/2 	al  
F(a) = 

1 1 ---- 	al  
2a2  

,n•n• 

(4-16) 

From these results one obtains, for any real number n, 

F (a) = F(r sn  < arin ) 
rn  

= P(r s  < nrei ri ) 

= Fr  (nr-a) (4-18) 

f" = n 	f r  (n r7oe) 
rn  

(4-19) 
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[exp(cA) ]/2 

1- 4[exp(-cA)] 

A ( O  

A 0 

(4-23a) 

1 
f
nR

(A) = 
n R 

(4-26) 

It is useful to express the above results in dB, by using 

	

A = 20 log io  a 	 (4-20) 

	

Ri  = 20 log io  ri 	 (4-21) 

	

Rs  = 20 log io  rs 	 (4-22) 

One thus obtains 

F
R
(A) = Prob(R

s 
< A +  R1 )  

where 

c = (loge10)/10 

f
R
(A) = (2 )exp(-1cAl) 

2 

Similarly, by analogy with (4-18) and (4-19) 

F
nR

(A) = P(nR
s 

< A + nR) 

= P(Rs 
< (A/n) +  R1 )  

= F
R
(A/n) 

(4-23b) 

(4-24) 

(4-25) 

To determine the distribution function f(y) which includes the 

effects of shadowing and distance separation, we use French's results [Fl] 

for shadowing only, as follows, where 21  and
s 

denote local mean voltage  

levels, m
i 
and ms are 

area median voltage levels, and a is the standard 
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= 	f P(9,iixs < 17,  
r
s 
—ri = e)f( 0(1(3 

frO 

r
s = e)de + I 1 G4 (Ai 

r
i 

rs — = f3)de 
ri  PG 

deviation in dB of the local mean. (Note that eqn. (17) in [Fi]  should have 

lower limit Zd/ai27; 
also some minor errors appear in Appendix II, although 

the final result is correct.) 

00 

P(Zi  <  b2. 
S) 
 - 	

1 	exp(-u2/2)du 

Z/ ail 

(4-27a) 

Z = 20 log io (mi/msb) 	 (4-27b)  

With distance power loss factor n (typically, n = 3.5) 

mi ims 	(rs/ri )n/ 2 

Using PrZi 2  and Ps  = Zs 2  together with (4-27) yields 

F i(y) = P(P i  < YPs ) 

= P(Z
i 

< )177 Z
s 

(4-28) 

(4-29) 

where 

co 

G (ii --s- = 0) - 	1  	f 	exp(-u2/2)du 	(4-30) 
ri  20 log io (0

n/2 

al 2 

It now follows that 



z = L
i 

- L
s 
 -B (4-35b) 
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co 
ri  

f ( 	= J 13f (Y J 	= [3)cl f3 +f (Y 	= e)cl 
0 	i 	ri 	 03 	ri 	

(4-31) 

where 

rs  
= dGi(TY  J -r-s-  =13)/dY 

50 	on /y) 1 2 )  

[1n10)5Frcsy] 
exP(E- —2 (1°g10"P  

Substitution of 

(4-32) 

r = 10 log lo y 	 (4-33a) 

y = 10 
rim 

e
cr 

enables  f(ï)  and F
i
(y) to be plotted on a dB (power) scale. Thus, 

(4-33b) 

dy 
f 	= [(—) f -y) 1 dr 	 exp(cr) 

[Ty Y) y = exp(cr) 
(4-34) 

Alternatively, it is possible to obtain f 1( r) and Fi( r) directly, as 

follows: 

1 	
oo 

P(L < L 	
r 

s 
+ B) - 	 exp(-u

2
/2)du 

z/ al! 

where 

(4-35a) 

• 



n r = 	-R
i 
 ) - B s  (4-35c) 

72 

where R R
s' 
L L

s 
andBare the dB (level) equivalents ofrr

' 
 ll 

s 	s' 

and B respectively; thus Ri  and Rs  are given by (4-21) and (4-22), 

respectively and 

B = 201og 10b 	 (4-36) 

Use of r = 10log
10'

F = 101og
10 

 1.
2 
= L

i' 
and similarly for L

s 
yields 

F
I
(r) = P(ri<r+rs ) 

= p(Li<r+L s ) 

co 

= f P(L4 -Ls<rIlls-Ri=K) fR(K)dK 

= f G
I 
 (rIRi  -R s=K)(4exp(-IcKl)dK  2 -00 

where 

1 	00  
G
I
(rIR

i-
R
s
=K) - 	f 	exp(-u 2 

 

n 
(—K-r) / ar2-  
2 

Differentiation of (4-37) with respect to r yields 

(4-37) 

(4-38) 

00

(

nK 	2 

2 
r)  ' f (r) — 	f expL-  	exp(-IcKI)dK 

4 oilî -co 	40 
 

(4-39) 

Density f I(r) can be integrated to yield F i(r). 

Note that (4-39) is  the convolution of the distance separation density 
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in dB and the shadowing density. This one would expect, sonce these two 

effects are additive when expressed in dB. 

From (4-39) one obtains f(y) from 

rdr 	\ 
fi(Y) 	 LI 

r1
"' Jr=10log

10 y 

_ r  10  
Ly ln 10 

f
I
(r)

ir=1010g
10

y 
(4-40) 

The choice n = 0 leads to the shadowing-only case, in which case both 

(4-39) and (4-35) yield 

1 
f 
I

( r)  n=0 - 	exp(- r
2 /

4 o2
) 

2 arit 

r/ 

F
I 	

]
n=0 

= 1 
	f 	exp(-u

2
/2)du 

-it -03 

(4-41) 

(4-42) 

This reduces to French's result [F1], after correcting the error 

(replace I  by a) in his eqn. (17). 

Figs. 4-3 and 4-4 show F
I
(r) and f

I
(r) plotted on dB scales, for 

various values of n and a. The case a = 0 corresponds to no shadowing (or 

perfect shadowing correlation between the interfering and wanted signal). 

Note how the distribution and density functions disperse as n and/or a 

increase. 

Fig. 4-5 shows the densities for n = 0 (no distance variation) and 

a = 0 (no shadowing). It is clear from these curves that in a single-cell 

system, the variation in signal level from shadowing causes a somewhat 

• 
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00 
H (r) = f h (y)dy 

-00 
(4-43) 

4(1-0 
 ( y) = (1- (0

2
(S( y)+ 	c  	fi( y/C)-f-cf hi ( y/C) 

snr-1  

2 
(4-46) 

greater variation in interference-to-signal level than does variation in 

mobile-to-base distance separation. 

The density and distribution function hi (r) and BIM which result 

when the interference consists of two independent signals of equal trans-

mitted energy can now be determined. These would be signals on adjacent 

channels in a single cell system. The function hi(y) is obtained by  convolu-

tion of f
i
(y) with itself-  h1  (r) is then obtained by using y = 10r/10 . HI

(r) 

is obtained by integration of hi(r). Thus; 

CO 

hi ( 	= f f i(x)f i(x-y)dx 	 (4-44) 

. 
h ( r) = 

(Ely
j

dr 
 h(y)J 	

cr 
y=e 

= c[yhi(y)] 	
cr y=e 

To determine the distribution function and density function when the 

mean power level of each interfering signal is C = C (tïT), and channel occu-

pancy is (I) we use the following: 

(4-45) 

( r) = (1- 4)) 
2 6( r+œ)+2 4)(1- (1)) f 1( r-C)-1-4)

2
h1( r-c) 

sNR-1  
(4-47) 



• 78 

( r) = ( 1- (0 
2
+24)(1-4))F

I
( r—c)+gb

2
H
I
( r-c) 

SNR-1  

(4-48) 

A plot of (4-48) would be similar in some respects to Fig. 4-2, except 

that the sharp discontinuities would be replaced by smooth transitions. Such 

a plot for (I) = 0.5 is similar to one for F i(r-C) with (I) = 1.0. 

IV-3 Intercell Interference 

Consider the arrangement in Fig. 4-6, where the signal travels (in 

either direction) between base and mobile in the same cell, while the inter-

ference results from either the base or mobile in another cell. The distance 

between cell centres is d. 

In Fig. 4-6, with r i  = a 

• 	-111 (al -R)]  
= 2 cos 	1. 	 (4-49) 

4 	ad 

The density function f
ri

(a), obtained by dividing the shaded area in 

Fig. 4-6 by the area leda, is: 

, 4a 	-1 [1 	/(a+d+RXed-R) ]  
f (a) - 	cos — 
r 	2 

're
2 

which yields, with = a/R and D = d/R 

(4-50) 

40 	-1 r1 1/(0+D+1)(0+D-1)]  
Rfr (13) = 7 - co

s 
L2 	(3D  (4-51) 

Fig. 4-7 shows Rf
r

( (3) vs. e for various values of D. The curves are 
i 

 

reasonably insensitive to changes in D, particularly for D  $ 5. 

Note that (4-51) applies whether the interfering source is a mobile in 
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CELL RADIUS R 

Fig. 4-6 Illustrating inter-cell interference density determination. 
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another cell, or a base in another cell which interferes with the wanted 

base-to-mobile signal. 

Fig. 4-8 illustrates calculation of 

Fr (K) = P(r s  < Kr i) 

= f f
r

(y) f
r 

(x) dx dy 
s 

 (4-52) 

The region of integration in (4-52) depends on K. For 0 ‹ K ‹ (d+R) -1 , 

with fr 
(y) given by (4-15) 

d+R 	Kx 
F
r
(K) = f 	f

r 
(x) [f f 

r 
 (y) dy]dx 

- 
x=d-R  I 	y=0 s 

4K
2 

r
d+R 3

1 1 /(x+d+R)(x+d -R)idx 
 , j 	x cos [-2- 

xd 
irR 	d-R 

1 
= K

2
I(D-1, D+1) 	0  c K 

where z = x/R and 

4 r
B 

3 	-la /(z+D+1)(z+D-1) 
I(A,B) = — j z cos 	Y 	zD 	

idz 
2  

A 

For (D+1)
-1 

‹ K ‹ (D-1)
-1 

(4-53) 

(4-54) 

R/K 
F
r
(K) = f 	f (x) [ f 	f 

r 
(y) dy]dx 

x=d-R 
ri 	y=Kx s 

4 r
RIK 

K
2
x
2 

- 	j 	- 
-1,1 px+d+R) x+d-R) ) 

 e d-R 	
2  ) 	xd 	

dx cos ui 
2  

1 e 	, 1 
= J(D-1, 1/K, k) 	v 

 D+1 - D-1 
(4-55) 



y(rs ) 

	

d—R 	d 	d+R x(ri) 

	

(D-1) 	(D) 	(D+1) 

Fig. 4-8 Illustrating the calculation of 
distribution function Fr (K). 
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1 

D-1 
(4-57) F(K) = 1 

VI°  = 

(4-59) 
0 

1 k > 

tion 

gr (k) = 

In (4-55) 

4 r
B  -lrl /(x+D+1)(x+D -1)

]dx J(A,B,C) = — j  X(1 -C 2) cos 17 xD 
n  A 

Finally, 

(4-56) 

From the distribution function Fr (K) one obtains the density function 

Thus 

2KI(D-1, D+1) 

2KI(D-1, 1/K) 

0 

1 
0 K — 

D+1 

1 1 
D+1 K 

e 

- D-1 

1 
K  711 

(4-58) 

Fig. 4-9 shows f r (K) for various values of D. Also shown is the func- 

1 
2D

2
K 	0 ‹ K < 

As D increases, gr (K) becomes an increasingly better approximation to f r (K). 

This one expects, since a large value for D implies d/R >> 1, which implies 

that ri = d over the cell containing the wanted signal. In the case d/R>>1, 

(4-58) reduces to (4-15) with a= d 2K. 

We could how use (4-58) with rs  and ri  expressed in dB to obtain 
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Fig. 4-9 Density function fr (K) for various D values. 
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œ
(nK _ r )2 

1  
f
r
( 	- 	 f exp [ - 	

2 
]f
R
(K) dK 

2 e, 	
40 

 
(4-60) 

as in (4-39). From (4-60) the distribution function FI
(r) could be obtained. 

The resulting variation in r would be less than for the single-cell case, and 

this variation would decrease as D increases, since the variation in the 

interference level decreases as D increases. The variation in r is less than 

in the multiple-interferer case considered next, however, since in that case 

only the signal is subject to distance and shadowing variations. 

IV-4 Interference and Shadowing Variation of the Signal Only  

When a channel is subject to interference from many cells, the varia-

tion of the bit-error probability is due primarly to the variation of the 

signal level. The signal level density function is given by (4-15) and the 

distribution function by 

Fr 
( c0 = [( ai R) 

2 
0 ‹ a ‹ R 	 (4-61) 

1 	R ‹ a 

We note immediately that (4-1 5) is identical in form to gr (K) in 

(4-59). This one expects, since (4-59) is based on the assumption of a large 

interference separation distance ri  which implies a virtually constant level 

of interference. 

Let I be the (constant) noise-plus-interference level, averaged over 

any Rayleigh fading. The variation of the signal level over the coverage 



fR (K) = 
0 	K RdB 

[

c exp[c(K-RdB)] K ‹ RdB 

0 K > RdB 

(4-65) 
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area is readily obtained by expressing (4-15) in dB form and then proceeding 

as in Section 4-2. With 

= s 	s 	s 

with A and R
s 
given by (4-20) and (4-22), respectively, and with 

R
dB 

= 20 log
10 
 R 

p(N--75<r) = F 1( r) 

CO 

= f GI(r/Rs=K) fRs (K)dK 

(4-62) 

(4-63) 

(4-64) 

co 

f I(r) = f f I(r1Rs=K) f
Rs

(K)dK 

where c is given by (4-23b). 

f
I

( r/R
s=x) = (1/ /2-'îcr) exp [( r—m d)  "2y2 ]  

where 

m 
d 	‘-'s 2 

(4-66) 

(4-67) 

In (4-67) -"C) is the mean signal power level in dB when RdB  = 0. Using the 

above results yields 
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RdB 	(r - [21K ) 2  

	

1 c 	1 2 
f 	- 	 exP 	2 	j exp [c(K-RdB ) ]dK 	(4-68) 

	

/27 - 	 20 
 

where 

r = 1 	-s 

Equation (4-69) can be rewritten as follows: 

, 
2c(04-r2

) 
f 	.E 	

r2 c-82 
- 	exp( 	jde 

na  n - 	2 a
2 co 

where 

r2  = ri-nRdB /2 

= r4wus- {nRdB/ 2 1 

(4-69) 

(4-70) 

(4-71) 

• 

13= (nK/2)-ri 	 (4-72) 

Note that iï--Cis+ [nRdB/2] is the dB interference-to-signal power ratio at the 

cells radius R. 

Function f I (r) is plotted in Fig. 4-10. The distribution function 

F
I
(11, obtained by integrating (4-70), and is shown in Fig. 4-11. 

Variations in f
I
(r) when the interference level is constant are signi-

ficantly less than when both signal and interference levels vary, as is seen 

by comparing Figs. 4-10 and 4-11 with Figs. 4-3 and 4-4. This statement is 

confirmed by Table 4-1, which shows standard deviations of the distributions 

f I(r) in Figs. 4-3 and 4-10. The entries in Table 4-1 also confirm that 

variations resulting from shadowing tend to be larger than do variations 
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\IX\ 	0 	6 	12 

0 	0 	8.5 	17.0 

3 	9.2 	12.6 	19.4 

4 	12.3 	15.0 	20.9 

(a) 

\«1 7\\ 	0 	6 	12 

0 	o 	6.0 	12.0 

3 	6.5 	8.9 	13.7 

4 	8.7 	10.6 	14.8 

(b) 

Table 4-1 Standard deviations of the distributions 
in Figs. 4-3 and 4-11 
(a) Single-cell case: Fig. 4-3 

(h) Signal-only variation: Fig. 4-11 

fI(r) 

• 
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• 

resulting from mobile-to-base distance changes. 

The entries in Table 4-1 are readily-calculated by noting again that 

f I01 is obtained by 
convolution of two density functions, one for shadowing 

and one for distance variation. Thus, the variance of fi (r) is the sum of 

the variances of these two densities. In the present case, where the inter-

ference level is constant, the component variances are a
2 

and (n/2c)
2

. When 

the signal and interference levels vary as in the single-cell case, each of 

these variances is multiplied by )î, and the corresponding entries in Table 

4-1 differ by 

The results in (4-70) and (4-71) are applicable in a variety of prac-

tical situations. For example, consider that N consists of ni  co-channel 

interfering signals, where ni  is sufficiently large that the variation of the 

interference is negligible in comparison with that of the signal. In this 

case (see Appendix I, or [F2,H11), 

ITT = 10 log io  [(In iC i (0)1dn  4.7tis 	( 02/8.7) 

(4-73) = Tis+10 log10 eiCi (0) - 
ddB 

+ ( a2/87) 

where 

d
dB 

= 20 log10 
 d 

In this case 

r2  =  r  - 10 logio  (In iC i (0) + DdB  - ( a2/8.7) 

where 

(4-74) 

(4-75) 

• 



DdB = 20 logio
(d/R) (4-76) 
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IV-5 System Effects of Level Variations  

Variations in signal and interference levels imply a variation in bit 

error probability p, which depends on Fifis  in an interference-limited system 

as explained in Chapter 3. Two systems with <p> = 10
-3

, where 0 denotes 

averaged over the shadowing and distance variations, may not be equally good 

if the variation in T about  this average is different for the tWO systems. 

In single-cell systems, the variation in i) is larger than in multiple-cell 

systems. As the number of interfering signals increases the variations in 

the interference level decreases. 

Single-cell systems which are interference-limited could enjoy reduced 

variations in .F if the base transceiver were located outside the actual 

coverage area, in which case variations in r i  and r s  would be reduced. Such 

a reduction could also be available to non-reuse systems with a few cells, in 

cases where location of the base transceiver outside of the coverage are is 

practical. Location outside the coverage area could also reduce variations 

from shadowing, in smaller urban areas. 

Diversity also reduces variations due to shadowing and distance 

separation. The present results can be extended to include some diversity 

schemes, as explained in Chapter 5. 

• 
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The distribution functions in Figs. 4-4 and 4-11 as well as others 

generated as explained earlier can be used to determine probability bounds on 

p. For example, consider a cellular system which reuses channels, with nor- 

malized reuse distance D. Assume that system performance is limited by 

interference from six co-channel signals. Assume also that channel occupancy 

= 50% and that binary DPSK is used, and that ike-2  is required with proba-

bility not less than 0.90. The curve in Fig. 4-11 enables the minimum value 

required for D to be determined. 

For DPSK, "ii.r (for I"<<1), which implies that r<-20dB with probability 

0.9. Fig. 4-11 implies that for n=4 and 0=12, r2=lo dB. For the present 

case n1=6, e=1/2, C i (0)=1/3, n1 4C 1 (0)=1 and a2/8.7=16.6 dB. It follows 

11111 	immediately from (4-75) that DdB=(2/n)(r2 -r+a/8.7)=0.5(10-(-20)+16.6)=23.3 

dB. Consequently, it is required that D>14.8, which implies a system with a 

basic pattern of more than 63 cells (see Chapter 6). If a=6, then r2=5 dB, 

02/8.7=4 dB, DdB=0.5(29)=14.5 dB, and D>5.37, which implies a 9-cell pattern. 

Since the maximum throughput for the latter system is more than 63/9=7 times 

that for o=12, the benefits of a lower a are clear. 

If the propagation factor n=3, then D>35.5 for (:12 and D>9.3 for a=6. 

The D>35.5 value implies a >>63-cell pattern while D>9.3 implies a 31-cell 

system. The reduced value of n slightly reduces the variance of fi (r) in 

accordance with Table 4-1. However, this reduction does not compensate for 

the slower decrease in D-n . 

The effects of channel encoding can also be included in the above 

analysis. Consider for example the use of a (31,26) single-error FEC code, 

with sufficient interleaving to approximate memoryless channel behaviour. 



94 

over any Rayleigh fading. The decoded information bit error probability pi  = 

45 ( 71.) 2 , which implies  p1 = 4.5>10-3  with 90% probability if r ‹ -20 dB with 

90% probability. As well, the distribution of i)- 1.  can be determined from that 

for P, using standard mathematical techniques [P1]. 

The above example considers co-channel interference only on which 

designs are often based. Chapter 5 demonstrates how adjacent-channel inter- 

ference should also be considered in determining p. 

VI-6 References for Chapter 4  
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V SPECTRUM EFFICIENCY FOR NARROWBAND DIGITAL TRANSMISSION 

V-1 Spectrum Efficiency Determination  

The following approach is used to determine the spectrum efficiency for 

land mobile radio systems operating over conventional circuit-switched 

narrowband channels. 

1. ' For systems which reuse frequency channels, determine the reuse rate 

N/G and R/A such that <-17> is acceptable. For systems which do not 

reuse channels N/G = 1, but R/A must still be determined. In either 

case, some value must be assumed for (I). The choice (I) = 50% is 

reasonable, and can be iteratively updated if desired. 

2. Determine cp such that PB 
(or d) is acceptable, given the number m of 

channels per mobile. 

3. Determine 0 as given by (2-4), assuming (k/n).f.g(17)"c
) = 1. 

In executing the above procedure, N/G is controlled by co-channel 

interference levels, and R/A by adjacent-channel interference. 

In order to complete step 1, it is first necessary to determine <-17>, 

which represents an average over distance and shadowing variations. The next 

section illustrates this determination for systems where the large number of 

independent interfering signals supports the Gaussian interference 

assumption. 



96 

(5-2a) [2 + exp(-c ]-1  (DPsK) 

[2 + —
1 
exp(-c r) ] 

-1
(FsK) 

2 
(5-2b)  

(5-3) r2 
= r + SNR 

V-2 Bit-Error Probability Averaged Over Distance and Shadowing  

The results in Sections 3-3 and 4-4 can be combined for calculation of 

the average bit-error probability <-17).> when variation of the signal level from 

distance and shadowing is much greater than that of the interference. In 

this case 

oo 

<--p> 	f -p( r)f( r)d r 	 (5-1) 

where 

= 

Note that y = e
cr 

is the interference-to-signal ratio, averaged over any 

Rayleigh fading. Equation (5-2a) also applies to SOPSK and to MSK with each 

data stream differentially detected. 

A more convenient equation for  <jr> is obtained by regarding f I  as a 

function of r2 where 

• 

-1 
SNR = 10log 10 4dn1Cd(0)(R/d c) n  + 	(R/dA)Cd(AT)] + (o2/8.7) (5-4) 

In (5-4) d c(dA) denote the distance between the centre of the cell containing 

the signal and co-channel (adjacent-channel) interference. 

From (5-3) r= r2-SNR, and (5-1) and (5-2) can be rewritten as follows, 

where SNR in (5-4) is the same as (4-75) extended to include the effects of 



(5-6a) 

(5 -6b) 
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any  adj  acent-channel interference. 

CO 

<7> = f 	rpf i( r2 )dr2 	 (5-5) 

p( r2) = 

[2 + exp(-c(  r2—W)) 	(DpsK) 

L_ [2 	exp(-c(r2 --e-17))] -1 	(FSK) 
2 

. n•• 

Equations (5-5) and (5-6) now explicitly include the effects of channel 

occupancy, interference coefficients and distance separations d/R in j.  It 

is possible to rewrite (5-6b) as follows: 

77)( r2 ) = [2 + exp(-c( r2 —sNR+3)) ]-1  (FSK) 	(5-6c) 

• One sees that7 for FSK and DPSK are identical if the average signal power -17  

in FSK is twice (3 dB) that for DPSK, as explained in Seciton 3-3. 

Fig. 5-1 shows <7>> vs. SNR for both DPSK and orthogonal coherent FSK for 

n = 3 and 4 and for a= 0, 6, 9 and 12. Clearly variations in a have a much 

greater effect on <j>  than do variations in n, for a given r2  value. Note 

however that r2 depends on both n and a, in accordance with (5-4). 

For large SNR values, 

03 

-c •SNR 
<7> = e 	f ( rnz ) ] 	f ( r2z  )dr., I  

SNRO 
(5-7) 

Fig. 5-1, which shows  <>  in logarithmic co-ordinates vs. SNR, places in 

evidence the linear relationship between log io<7> and SNR in dB, when SNR>>0. 

From Fig. 5-1 one can readily determine the SNR value required to yield 

a specified ‹Ii> value. Fig. 5-1 is used to obtain these values, listed in 
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N= 3 

N =4 

10 

SQDPSK, DMSK 

10 	20 30 	40 • • 	50 - -60 

FSK; FSK—PSK 
I 	 I 	 t 	 I 	

,... 	 I  

10 	20 	30 	40 	50 	60 

SNR (dB) 

Fig. 5-1 Average bit-error probability <p> 

for signal-only level variations. 
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Table 5-2. Table 5-2 is then used with (5-4) to obtain Table 5-3 which shows 

the required d/R values, assuming two co-channel and six adjacent-channel 

interfering signals of equal power. In obtaining Table 5-3 we used (5-8) 

below with ni = 6 
and (I) = 0.5. 

SQDPSK 

2.5 DMSK 

4.0 	FSK 

0.4 FSK-PSK 

10 log 10ni e1 (0) = (5-8) 

The numbers in parentheses at the top of each column indicate the amount 

added to the column in Table 5-2, plus (018.7) to obtain the corresponding 

column in Table 5-3. These numbers in parentheses are obtained by adding = 1 

dB to (5-8), to account for two adjacent-channel interferers (10 log io  4 13 = 

1.25). The minimum number of channel groups required to achieve d/R as shown 

in Table 5-3 are shown in Table 5-4; these are obtained with the help of 

Table 5-1. 

Table 5-4 indicates that for cellular systems with an isotropic antenna 

at cell centre and a = 9, <p> 	3 x 10-3  requires at least 43 groups of chan- 

nels if n = 4 and more than 63 groups for n = 3. If a = 6, <> Z' 3 x 10-3  

requires at least 13 channel groups for n = 4 and at least 43 groups for n=3. 
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• 

No. of channel groups 	D/r 	(D/On 	(dB) 

	

n=3 	n=4 

	

3 	3 	14.3 	19.1 

	

4 	3.46 	16.2 	21.7 

	

7 	4.58 	19.8 	26.4 

	

9 	5.2 	21.5 	28.6 

	

12 	6 	23.3 	31.1 

	

13 	6.24 	23.9 	31.8 

	

16 	6.93 	25.2 	33.6 

	

19 	7.55 	26.3 	35.1 

	

21 	7.91 	27.0 	36.0 

, 

	

25 	8.66 	28.1 	37.5 

	

27 	9 	28.6 	38.1 

	

28 	9.17 	28.9 	38.5 

	

31 	9.6 	29.5 	39.3 

	

36 	10.4 	30.5 	40.7 

	

37 	10.5 	30.6 	40.9 

	

39 	10.8 	31 	41.3 

	

43 	11.4 	31.7 	42.3 

	

44 	11.5 	31.8 	42.4 

	

48 	12 	32.4 	43.2 

	

49 	12.1 	32.5 	43.3 

	

57 	13 	33.4 	44.6 

	

61 	13.5 	33.9 	45.2 

	

63 	13.7 	34.1 	45.5 

• 
TABLE 5-1 (D/r) n  in dB vs. number of channel groups. 
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• 

<17)> 	a 	SQDPSK; DMSK 	PSK; FSK-PSK 

	

0 	15.5 	18.5 

	

6 	19 	22 

10-2 	9 	23 	26 

	

12 	28 	31 

	

0 	20 	23 

	

6 	24 	27 
3x10 2 	9 	29 	32 

	

12 	35 	38 

0 	25.5 	28.5 

6 	29 	32 

10-3 	9 	34 	37 

12 	40.5 	43.5 

TABLE 5-2 Required SNR values to achieve <1.;> in Fig. 5-1. 

<71;> 	a 	SMPSK (4) 	DMSK (3.5) 	FSK (5) 	FSK-PSK (1.5)  

0 	19.5 	19 	23.5 	20 
6 	27 	26.5 	31 	27.5 

10-2 	9 	36 	35.5 	40 	36.5 

12 	48.5 	48 	52.5 	49 

0 	24 	23.5 	28 	24.5 

6 	32 	31.5 	36 	32.5 

3x10-3 	9 	48 	41.5 	46 	42.5 

12 	55.5 	55 	59.5 	56 

0 	29.5 	29 	33.5 	30 

6 	37 	36.5 	41 	37.5 

10-3 	9 	47 	46.5 	51 	47.5 

12 	61 	60.5 	65 	61.5 

TABLE 5-3 Required values of DdB  to obtain values of <P>. 
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n=3 

<P> 	a 	S0DFSK 	151-4k 	FSK 	FSK7PSK 

o 	7 	7 	12 	7 
6 	21 	19 	39 	25 

10-2 	9 	• 	• 	• 	• 
12 	• 	• 	• 	• 

0 	13 	12 	25 	16 
6 	48 	43 	• 	48 

3 x10- 3 	9 	• 	• 	• 	• 
12 	• 	• 	• 	• 

0 	31 	28 	57 	36 
6 	• 	s 	• 	s 

10-3 	9 	• 	• 	• 	• 
12 	• 	• 	• 	• 

n=4 
a 	SQDPSK 	DMSK 	FSK 	FSK-PSK 

0 	3 	3 	7 	4 
6 	9 	7 	12 	9 

10-2 	9 	21 	21 	36 	25 
12 	• 	• 	s • 

0 	7 	7 	9 	7 
6 	16 	13 	21 	16 

3x10 3 	9 	43 	43 	• 	44 
12 	• 	• 	• 	• 

0 	12 	9 	16 	12 
6 	25 	25 	37 	25 

10-3 	9 	• 	• 	• 	• 
12 	• 	• 	• 	• 

TABLE 5-4 Required number of channel groups G to achieve DdB  in Table 5-3. 
• denotes G > 63. • 



V-3 Spectrum Efficiency of Cellular Systems with Isotropic Antenna  

at Cell-Centre  

Figs. 5-2, 5-3, 5-4 and 5-5 show cellular systems, each based on a dif-

ferent basic pattern. All cells numbered i are assigned frequency channels 

from group  I. The way in which the spectrum efficiency is determined is 

illustrated below for the 12-cell case. 

The interference-to-signal ratio for the six co-channel and two 

adjacent-channel sources all with equal interference power is given by the 

following equation with  
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SNR-1  = -10 log io(dc /R) n  + 10 log uni ed (0) + (018.7) 

For (I) = 0.5, n = 4 and dc/R = 6, 

SNR-1 = -31.1 + 6.02 + Cd(0) + (a/8.7) e -27.7 dB + (a/8.7) 

(5-9) 

In obtaining SNR above, the median value Cd  = -2.6 from among the four 

modulation schemes was used. As shown on Fig. 3-3, -4.43 Z Cd (0) Z -0.84. 

With a = 9 dB,SNR = 18.4 dB. Figure 5-1 shows  <> = 100.3  x 10-2  = 

2 x 10-2  for SQDPSK and DMSK and 3 x 10-2  for FSK and FSK-PSK. 

To ensure that interference from one co-channel and one adjacent-channel 

signal are equal requires that 

C
d
(0)-10 log 10

(dA/R) n  = Cd( 0)l0  log 10 
(d /R) n 	(5-10) 
 C 

In the present 12-cell case, dA/R = 3 (19.1 
dB). With Cd(0) = -2.6 

Cd 
 (tT) = -2.5 + 19.1-31.1 = -14.6 dB. From Fig. 5-1 the corresponding AIR 

values are obtained, as follows: 
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Fig. 5-4 Twelve-Cell System Plan. 
Fig. 5-5 Sixteen-Cell System Plan. 
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WR = 

	

0.85 	SQDPSK 

	

0.75 	DMSK 

	

1.25 	FSK 

	

1.0 	FSK-PSK 

(5-11) 

From these A/R values the spectrum efficiency per cell is obtained from 

(5-12) below with G = 12. 

Q/N = (R/WG 	 (5-12) 

The spectrum efficiencies for the various signalling schemes, together with 

the average bit-error probabilities are listed in Table 5-5. From (2-4) one 

sees that this is the maximum possible efficiency. 

The same approach is used to obtain results shown in Table 5-5 for the 

7-, 9- and 16-cell systems. In the 7- and 9-cell systems d
A
/R = A-  ( 9.5 dB), 

since the adjacent-channel signals are in either one or both adjacent cells. 

In the 16-cell case d
A
/R > 2A-  for many cells. If dynamic channel 

assignments  [Ji]  could be used to ensure that dA/R 7 2A-  for all adjacent-

channels, then AT could be reduced and Q/N increased for those modulation 

formats with fast Ar roll-off rates. The results are shown in Table 5-5. 

Note that in the 16-cell results adjacent-cells with interference at ±2A 

actually limit R/A for SQDPSK and in the dynamic assignment case for FSK-PSK. 

The minimal improvement for dynamic channel assignment would not seem worth-

while here. 

The <p> values in Table 5-5 are nominal values and reasonably accurate 

for SODPSK and DMSK. The values for FSK and FSK-PSK are close to 1.65 times 

the values in Table 5-5. 
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_ 
N a 	<p> 	 0/N  

SQDPSK 	DMSK 	FSK 	FSK-PSK 

7 	0 	1.6x10-3 	0.095 	0.150 	0.089 	0.095 

6 	10-2  

9 	4x10-2  

12 	1.4x10-1  

9 	0 	10-3 	0.056 	0.111 	0.064 	0.065 

6 	7x10-3  

9 	3x10-2  

12 	10-1  

12 	0 	6.3x10-4 	0.098 	0.111 	0.067 	0.083 

6 	4x10-3 	• 

9 	2x10-2  

12 	8x10-2  

16 	0 	3x10-4 	0.033t 	0.078 	0.045 	0.039t 

6 	2x10-3 	0.083** 	0.050** 

9 	1.3x10-2  

12 	6.3x10-2  

21 	0 	2.5x10-4 	0.032* 	0.068 	0.053 	0.038* 

6 	2x10-3  

9 	1.3x10-2  

12 	6x10-2  

7* 	0 	5x10-4 	0.204 	0.204 	0.119 	0.159 

6 	3x10-3  

9 	2x10-2  

12 	8x10-2  

TABLE 5-5 Bit-error probability <p> and maximum spectrum 

efficiency 0/N for cellular systems; a=9, n=4. 

* 	120°  sectoral illumination at cell corners. 

** Dynamic channel assignments. 

t 	Interference at ±2A limits R/A. 

* Interference at ±3A limits R/A. 
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V-4 Twenty-One Cell System Performance  

The procedure developed in the previous section can be applied to deter-

mine the spectrum efficiency of any cellular system. More complex examples 

are illustrated below and in the following section. 

Figure 5-6 shows a 21-cell plan with channels assigned as indicated. 

The channels are divided into 21 groups which are subdivided further into 

three sets of seven subgroups each. Channels in the A set lie midway between 

close frequency neighbours in the B and C sets. Channels in subgroup i are 

separated from channels in subgroups ie by at least 3P Hz. Thus channels 4B 

and 4C are IA Hz away from frequency neighbours in group 4A, and group 4A 

channels are i3A Hz from frequency neighbours in 5A and 3A. This channel 

assignment was proposed by Mikulski [M11 to replace what would be co-channel 

interference in a 7-cell system by adjacent-channel interference in a 21-cell 

system. 

In Fig. 5-6, d/R = 7.9 for co-channel signals and 4.58 for signals 

separated by A Hz. For signals 2A Hz apart, d/R > 3, and for signals 3à Hz 

apart d/R 

Again, we select Ër such that one co-channel interference level equals 

or exceeds any adjacent-channel signal level. The following equations 

result, as in (5-10), with Cd (0) = -2.6 dB: 

Cd(àT) -26.4 = Cd(0) -36.0 

Cd(AT) 
= -12.2 dB 	 (5-13a) 

Cd(2AT) -19.1 = -38.6 

C
d
(2AT) = 	dB 	 (5-13b) 

Cd(3AT) -9.5 = -38.6 

Cd(3AT) = -29.1 dB 	 (5-11c) 
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Fig. 5-6 Twenty-One-Cell System D411. 

• 

• 



Channel Separation 
4 

0.47 

0.83 

Signalling Format  
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3A 	2à 	A 

3AT 	AT 	2AT 	AT 	AT 	Q/N 

SODPSK 	4.5 

DMSK 	1.4 

FSK 	2.5 

FSK-PSK 	3.75 

	

1.5 	0.75 	0.7 	0.032 

	

0.95 	0.48 	(0117) 	0.068 

	

1.5 	0.75 	(Ô-. •.9) 	0.053 

	

1.5 	0.75 	1.2 	0.038 

TABLE 5-6 Determination of spectrum efficiency for 21-cell system. 

Limiting cases are circled. 
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With the help of Fig. 3-3, Table 5-6 results, which shows how each of 

the three constraints above limits AT. The largest value of AT in each line 

is the value chosen. It is seen that for SQDPSK and FSK-PSK, interference at 

-13A from the adjacent cell determines AT. For FSK and DMSK interference from 

channels at ±A Hz dominates. The difference here is a direct result of the 

differences in rate of decrease of C
d
(AT) with AT. 

If there are 12 equal-power interfering signals, then (5-9) yields 

SNR-1  = -35.9 + 7.8 - 2.6 + (a/8.7) 

= -30.7 dB + (a/8.7) 

From Fig. 5-1 one obtains the nominal value <17.> = 1.3 x 10-2  for a=9 dB. 

The actual value would vary a little from this value. For SODPSK, from 

example, there are 8 rather than 12 dominant interfering signals which would 

increase SNR by 1.8 dB; however, Cd (0) = -1.8 rather than -2.6 which is an 

increase of 0.8 dB. The net reduction is 1.0 dB which implies <i» = 1.5 x 

10-2 . For FSK, <P> = 2.5 x 10-2  while for FSK-PSK <1-;> = 2 x 10-2 . For DMSK 

the nominal value is very close to the calculated value. The values for <P> 

and O/N appear in Table 5-5. 

V-5 Seven-Cell System with Bases at Cell Corners  

It is desirable to maintain G small, while at the same time keeping 

interference levels to a minimum. The seven-cell pattern in Fig. 5-2 with 

120 °  directional antennae is being tested by American Telephone and Telegraph 

[B1]. Here we extend our methods to determine spectrum efficiencies for this 

case. 



-19.0 - 0.4 = -19.4 

-12.0 - -1.8 = -13.8 

-17.9 - 3.8 = -21.7 

-10 log 0  (dA/R + 10 log 1 oni  4): (5-15) 
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In Figs. 5-7 and 5-8 the effective cell radius for the wanted signal is 

seen to equal R. For interference considerations, each cell is effectively 

divided into three disjoint diamond-shaped areas whose effective distance 

from interfering cell centres is determined with the help of Fig. 5-7. 

The distance between each co-channel antenna which "sees" the signal 

cell is noted next to the antenna. Those antennae which see half of the 

signal cell are designated by (H). The average co-channel separation is 

5.3 R, and since each antenna is active with probability 1/3, there are in 

effect ni = 2.5 co-channel 
interferers. 

Consider again the case n = 4 and 4) = 0.5. For the co-channel signals 

alone 

-(n12)DdB  + 10 log io  ni ed (0) = -29.0 + 1.0 + C d (0) 

= -28.0 + C
d
(0) 	(5-14) 

With Cd (0) = -2.6 
dB, (5-14) yields = -31 dB for co-channel inter- 

ference. 

To determine adjacent-channel interference it is necessary to average in 

a meaningful way over the three diamond-shaped average areas in Fig. 5-8. 

For these areas, the averages are as follows: 

nnn•• 

The average of (5-15) over all three areas is -18.3 dB. 
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5.7 4.7 

5.1 

.Fig. 5-7 	Seven-cell system with 120 0  corner 

illumination; co-channel interference. 

• 



• 

2.7 30 25 (H)  

3.5 

33 3.6 

Fig. 5-8 Seven-cell system with 120 0  corner illumination; adjacent-channel interference. 
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If Er is selected such that the total co-channel interference equals the 

total adjacent-channel interference, then 

Cd(1T) - 18.4 = -31 	 (5-16) 

which yields  cd(T) = -12.6 dB. The à/R values are as follows: 

	

0.75 	SODPSK 

	

0.75 	DMSK 

	

1.20 	FSK 

	

0.95 	FSK-PSK 

(5-17) 

The corresponding maximum spectrum efficiencies in Table 5-5 are 

obtained from 0/N = (R/W7. 

The resultin SNR = 28 dB - (d8.7); <p> is as shown in Table 5-5. 

The analysis here is not exact, particularly in determining adjacent-

channel interference, since averaging dB levels does not yield the same 

result as first averaging power levels and then computing the dB result. 

However, the accuracy is probably adequate for our purposes. 

Implementation costs for the system considered here would be comparable 

to those for systems with an isotropic antennae at cell centre, since there 

is in both cases one base per cell, on average. 
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V-6 Effects of Blocking Probability Requirements on Spectrum Efficiency  

The 0/N values in Table 5-5 are maximum spectral efficiences, under the 

condition that interference resulting from a co-channel signal is equal to a 

dominant adjacent-channel signal. These maximum values are based on el. In 

an actual system, Fig. 2-4 or 2-5 must be used to determine the actual (I) 

value, which dependson the number of channels per mobile per cell and on 

either P
B 

or d. 

Consider again the 7-cell system with 120° directional antennae. Assume 

that each of the seven channel groups contains 96 channels and that 36 of 

these 96 channels are assigned to one directional antenna [B1]. In any cell 

not more than one of the 96 channels is active, which implies 96 channels per 

mobile per cell. Figure 2-4 can be used to obtain (op
' 
P
B

) as follows: 

(0.85, 0.02), (0.90, 0.05), (0.96, 0.20), (0.99, 0.50). Because of the large 

number of channels per cell, cp is not degraded very much from its maximum 

possible value of unity. 

If we consider a 40 channel system (rather than the above 672 channel 

system) then each cell is assigned 5.7 channels per cell, and ( P
'  B) 

 are as 

follows: (0.35, 0.02), (0.43, 0.05), (0.65, 0.20), (0.84, 0.50). In this 

case the degredation resulting from the finite number of channels available 

is large, particularly when the blocking probability (or delay) is low. 

In selecting the number of groups G of channels, or equivalently the 

number of cells in a basic cellular plan, G should be minimized subject to 

the required value of <il-> being achieved, in order that reductions from the 

value 11=1 be minimized. 

• 



17; = 45 17; 2  (5-18) 
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V-7 Spectrum Efficiency with Channel Encoding  

The techniques developed to this point can be extended, at least in 

principle to determine spectrum efficiencies when channel encoding is used 

for error detection, forward error correction or a combination of these. All 

- 
that is needed is P, 	 p the decoded bit-error probability in terms of , the i 

uncoded bit error probability averaged over Rayleigh fading. This value of 

p
i' 

expressed in terms of SNR in dB, is substituted into (5-5) in place of p. 

- 
In practice, determining p i in terms of p is not easy for land mobile chan- 

nels, unless interleaving is used to the extent that the memoryless channel 

assumption in (3-81) is reasonable. 

If (3-81) is used, for example with a (31, 26) FEC code, and if bit- 

error probability p is small, 

-c 
Small 1-7é implies SNR (dB) >> O. For DPSK P 	

e 
	

SNR 
 and from (5-18) 

with A = 16.5 

c(A-2SNR) 
P = e (5-19) 

Using (5-19) with SNR replaced by 2SNR - 16.5 enables direct determination of 

<17. i >. The resulting spectrum efficiency must be multiplied by k/n = 0.84. 

Consider again the 7-cell system with directional antennae at cell cor-

ners. In this case with a = 9, SNR = 18.7 dB, 2SNR - 16.5 = 20.9 dB, and for 

DMSK and SODPSK with n = 4 Fig. 5-1 yields <i)-i> = 1.4x10-2 . The result in 

this case is a very small reduction in <p i> at the cost of a 15% reduction in 

• 



= 435 -1; 3  

ec(X-3SNR) (5-20) 

spectrum efficiency. If a (31,21) double-error-correcting code were used, 

= 0.68 and 
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where X = 26.4 dB. Using 3(18.7) - 26.4 = 29.7 with Fig. 5-1 yields t-p-i>= 

3x10-3.Theresultisanorderofmagnitudereduction th a 33% 

reduction in spectrum efficiency. 

If a (31, 26) code were used for error detection, then from the discus-

sion in Section 3-4 it follows that the throughput reduction from coding is 

(k/n)Pc  = 0.84(0.53) = 0.45. The decoded bit error probability with n = 31 

and d = 3 is 

p 	= 2-5(d)(n-1)(n-2)i)".3 /6 

= 13.6 '1; 3  

c(B-3SNR) e (5-21) 

• 

In (5-21) B = 11.3, and from Fig. 5-1 with SNR replaced by 3SNR - B = 44.8, 

10-4  for a = 9. The result is a dramatic reduction in decoded bit 

error probability, which however is accompanied by a spectrum efficiency 

of 45% of that without coding and some delay which results from retransmis-

sion of blocks with detected errors. 

V-6 Comments Regarding Cellular System Performance 

Examination of Table 5-5 shows that for cellular systems having a single 

base at cell-centre, <p> and 0/N both decrease as the number of channel 

groups G increase. For a fixed number of channels per mobile m, the actual 
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Q/N value would decrease from the maximum shown, and the percentage reduction 

would increase with G. 

Table 5-5 shows that DMSK modulation is always among the best, but that 

no one scheme is always worst in terms of spectrum efficiency. For the 7- 

cell system with directional antennae, SODPSK and DMSK are best, with Q/N = 

0.20, while FSK has the lowest value = 0.12. For the 21-cell system, 

however, SQDPSK and FSK-PSI(  give the lowest value; here Q/N = 0.03 while DMSK 

and FSK give 0/N = 0.07 and 0.05 respectively. In this latter case the dif-

ferences in roll-off rates with AT become very important. 

Channel encoding provides for substantial potential improvement in spec-

trum efficiency. Such improvement is based in part on the capability to 

interleave bits subject to deep fades with other bits having good SNR levels. 

Such a possibility has long been recognized [Cl],  and has proved viable in 

actual field tests [M2]. The determination of <P> in an actual system 

requires an adequate model for bit-error dependencies as well as a tractable 

analytic or other approach, to determine bit-error probabilities following 

decoding. 

The benefits associated directional antenna at cell corners is evident. 

The 7-cell system in Section V-5 gives the same nominal <p> value as a 12- 

cell system with an isotropic base at cell-centre. However, there is a 

factor of two difference in maximum spectrum efficiency, and this difference 

would increase futher with a finite number of channels. 

Recently, it has been proposed that all receivers at all three (alter-

nate) corners of a cell be used for reception as well as for co-phased trans-

mission to a mobile [H1]. This is diversity combining rather than selection 
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diversity, and would greatly reduce variations due to shadowing, distance 

separation and Rayleigh fading. Preliminary consideration has resulted in a 

3-cell plan being proposed, which could considerably improve spectrum effi-

ciency over that for the 7-cell system plan described earlier. To determine 

bit-error probability distributions as well as <P> would require the distri-

bution resulting from fading to be obtained (by convolution) and used to 

obtain P. The distribution for P resulting from shadowing and distance 

separation would then have to be found (again by convolution), to determine 

- f (r) and <p>. The approach developed in this report is directly applicable. 

Implementation of this new system is described elsewhere [ 1-I1]. Because 

any additional complexity is confined to base equipment, the system cost/ 

benefit ratio might well be better than that of the seven-cell system with 

switched diversity. The need for accurate mobile location to facilitate co-

phased transmission to mobiles would be one primary contributor to an 

increase in base costs, and would also cause some additional overhead in the 

data stream. As a final note, channel encoding would probably not be very 

effective in improving spectrum efficiency, since signal-to-interference 

level variations would be reduced by the inherent space diversity of the new 

system. A careful performance assessment of this system would be of 

interest. 
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VI SPREAD SPECTRUM SYSTEMS 

VI-1 Spread Spectrum System Alternatives  

Digital transmission via spread-spectruili multiple access (SSMA) involves 

each user's data stream modulating a wideband carrier signal [D1,D2]. The 

carrier occupies the entire available bandwidth. Each user is identified by 

a unique code (called an address) which is used by the receiver for recovery, 

by correlation techniques, of the transmitted signal. Other users' signals 

act as wideband interference which is often approximated for analysis pur-

poses as wideband Gaussian noise. A SSMA channel is shown in Fig. 6-1. 

There are two approaches commonly used for addressing. One approach 

involves generation of a pseudorandom rectangular-wave address waveform. The 

data message is modulated onto this pseudorandom waveform, which then modu-

lates a harmonic carrier for transmission. Demodulation is via correlation 

of the received signal and the pseudonoise carrier. 

The second approach involves code-division multiple-access (CDMA) which 

is alternatively referred to as random address discrete access (RADA). In 

CDMA the address waveform consists of a sequence of tones, unique to each 

user. This sequence is then modulated by the data signal, and demodulated 

either by matched filtering (which is equivalent to correlation) or by inco-

herent filtering. 

In conventional narrowband systems, transmission cannot begin unless an 

unused channel is available. Once a channel is secured, however, transmis-

sion of data begins almost immediately following a relatively short synchro-

nization delay. In SSMA systems, the channel is always tmmediately acces- 
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sible. However, the carrier-to-noise ratio is well below unity and consider-

able time may be required for synchronization. In fact, when short inter-

active messages are being transmitted, the synchronization delay can be many 

times the time required for transmission of the actual message [L1]. In 

comparing SSMA and narrowband systems, the differences in synchronization 

performance is often overlooked. 

Below is a summary, taken from [Cl],  which lists some advantages and 

disadvantages of SSMA for mobile communications: 

Advantageous Features  

1) The use of a large number of frequencies in each waveform 

results in a form of frequency diversity that significantly reduces 

the degradation in performance that normally arises from rapid 

fading. 

2) Any user can access the system at any time without waiting 

for a free channel. Thus there are no blocked calls in the usual 

sense, although of course traffic will be ultimately limited by the 

available plant and its associated software. 

3) There is no hard limit on the number of active users that 

can be handled simultaneously by the system. When the number of 

active users exceeds the design valiie, the result is a degradation 

of performance for all users rather than denial of access. This is 

usually referred to as "graceful degradation". 

4) Since each potential user of the system is assigned a unique 

signal set, message privacy is achieved as a fringe benefit. This, 

of course, refers to privacy with respect to the casual listener 
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and does not preclude message interception by a properly equipped 

third party. 

5) Because each user retains his unique signal set permanently, 

there is no channel switching or address changes as the user moves 

from cell to cell. Hence, the particularly objectionable charac-

teristic of FM systems known as "forced termination", which occurs 

when a mobile crosses a boundary into a cell in which no channel is 

available, will not occur in this system. 

6) Since all users occupy the same band, all user hardware is 

identical except for the filters associated with the unique signal 

set. (A recent feasibility study ... has shown that these re-

ceivers can be fabricated using existing CCD technology.) 

7) Priority messages (e.g., public safety vehicles) can be 

accommodated in the system, even in the presence of system over-

load, without assigning dedicated channels or denying other users 

access to the system. This can be done either by increasing the 

power level, on an emergency basis, or by increasing the time-band-

width product of the priority signal. 

8) Under circumstances in which the full capacity of the system 

is not required, a spread-spectrum system may coexist in the same 

frequency band as conventional narrow-band systems without exces-

sive mutual interference. This suggests the possibility that a 

spread-spectrum system could be phased into operation in a given 

geographical area without immediately obsoleting existing equipment 

operating in the same band. It is even possible that spread- 

125 
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spectrum and narrowband schemes could coexist permanently, using 

the same band egice. 

Disadvantageous Features  

1) Effective power control is required in order to prevent 

users near the base station from overpowering more distant users. 

Preliminary studies indicate that a satisfactory power control 

system is realizable, however. 

2) Message encoding and decoding is inherently more complex if 

full advantage of the available frequency diversity is to be 

achieved. 

3) A vehicle-location technique, having modest accuracy, is 

required in order to adequately monitor the vehicle as it moves 

from cell to cell. However, some such facility is required of all 

the small-cell schemes that have been proposed; also, it is anti-

cipated that location and power control circuitry will be essen-

tially common in the receiver. 

4) Fully coherent detection (i.e., true matched-filter detec-

tion) is not possible in a rapid fading environment. 

5) The spread-spectrum approach does not appear to be particu-

larly attractive for large-cell systems from the stand-point of 

cost-effectiveness. However, the operational advantages noted 

above would still apply in the large-cell case. 

Another advantage, not specifically mentioned above is that shadowing, 

which has such an adverse efect on bit-error probability in conventional FDM 

systems is largely eliminated by the power control of mobile transmissions, 
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when transmission is from mobile to base. (In base-to-mobile transmission 

shadowing effects are less severe, since both signal and interference are 

subject to approximately the same shadowing variations, which are usually 

caused by objects near the mobile.) This power control compensates for level 

variations from shadowing and distance variations, but makes no attempt to 

adjust to the rapid changes in level due to Rayleigh fades. 

The disadvantage of SSMA synchronization delay has already been dis-

cussed. 

Some of the references at the end of this chapter include addi-

tional descriptions of SSMA systems. 

VI-2 SSMA System Operation  

Below we briefly describe the operation of frequency-hopped multilevel 

FSK (FH-MFSK). The description is taken directly from [GM: 

The operation of the system may be understood by referring to 

Fig. 6-2. Every T seconds, K message bits are loaded into a shift 

register and transferred as a K-bit word Xm  to the buffer. (The 

subscript m denotes one link in a multiuser sytem.) Assume for the 

moment that the modulo-2
K 

adder does nothing, so that Xm  appears at 

the adder output, where it is used to select one of the 2
K 

differ- 

ent frequencies available from the tone generator. At the re-

ceiver, the spectrum of each T-second transmission is analyzed to 

determine which frequency, and hence which K-bit work Xm , is sent. 

The 2K-ary FSK system just described is clearly not suitable for 
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multiple-user operation. If a second transmitter were to generate 

Xn , neither receiver m nor receiver n would know whether to detect 

Xn or Xm • However, by using address generators and modulo-2
K 

add-

ers and subtractors, many links can share the same spectral band. 

Consider first an isolated link. During the basic signaling inter-

val T = LT seconds, an address generator in the transmitter 

generates a sequence of L numbers, each K bits long: 

ee, 	R R
m,1' 

R
m,2' 	

e•
' m,L ' 

at a rate of one number every T = T/L seconds. Each Rm,1  is added 

modulo-2
K 

to X
m 

to produce a new K-bit number 

Y 	=X  0 Rm,1 

which is used to select a transmitter frequency. (A circle around 

+ (-) denotes addition (subtraction) modulo-2
K
.) At the receiver, 

demodulation and modulo-2
K 

subtraction by the same number Rm,1 are 

performed every T seconds, yielding 

m,1 = Ym,1 G 	= Pm,1 	m 
. 

The sequence of operations is illustrated by the matrices of Fig. 

6-2. Each matrix is either a sequency of K-bit numbers (code word, 

address, detection matrix) or a frequency-time spectrogram (trans-

mit spectrum, receive spectrum). The matrices pertain to one link 

in a multiuser system. Crosses show numbers and frequencies gener-

ated in that link; circles show the contributions of another link. 

If M links share the same frequency band, the detection and 

modulo-2
K 

subtraction produce extraneous entries in the 2
K
-by-L 
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matrix of detected energy. Thus, as shown in Fig. 6-2, a word Xn  

transmitted over the nth link will be decoded by the receiver m as 

Z' 	= Xn 
0 Rn,1 	

Rm,1 • m,1 

When the address sequences Rn,1 
and R

m,1 
are distinct, the elements 

of Z' 	are scattered over different rows. The desired transmis- 
m,1 

sion, on the other hand, is readily identified, because it produces 

a complete row of entries in the detection matrix. With many 

users, however, detection errors can occur in link m, even when all 

transmitted tones are received perfectly. This is because the 

tones of other users can combine to produce a complete row other 

than X
m 

in the detection matrix. 

Noise and multipath propagation can influence the detection 

matrix by causing a tone to be detected when none has been trans-

mitted (false alarm). In addition, the receiver can omit a trans-

mitted tone from the detection matrix (miss). The effects of a 

false alarm and a miss are shown in Fig. 6-2. The squares indi-

cate a missing tone in the transmitted code word; the solid 

circles indicate a false alarm. As shown, a miss can cause a 

detection matrix to have no complete row. To allow for this possi-

bility, we use the majority logic decision rule: "Choose the code 

word associated with the row containing the greatest number of 

entries". 	Under this decision rule, an error will occur when 

insertions (tones due to other users and false  airains)  combine to 

form a row with more entries than the row corresponding to the 

transmitted code word. An error' can occur when insertions combine 
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to form a row containing the same number of entries as the row 

corresponding to the transmitted code word. 

A spread-spectrum technique which uses PSK instead of FSK has also been 

proposed for mobile radio communication [C1,}111. With this technique, each 

code word transmits K bits as a sequence of L = 2
K 

tones. The preferred 

choice to date for K is K = 5. The user . address is specified by the tone 

frequencies, and the source information is carried by the phases. 

Figure 6-3 shows how a DPSK system might be implemented. A FSK imple-

mentation would be similar in complexity. However, the DPSK receiver's delay 

lines would be replaced by square-law devices, the N-chip delay would be 

removed from the transmitter, and an integrator would precede the binary 

phase modulator. 

VI-3 SSMA System Performance  

Because of power control at the mobile, all transmissions from within a 

cell arrive at the (central) base with equal power, averaged over Rayleigh 

level variations. All mobiles in other cells generate interference whose 

total power is approximately equal to that generated from within the cell 

[C1,C2]. 

Transmissions to any mobile from a base have the same average power 

level. However, mean signal levels from other bases vary with mobile loca-

tion, due to changes in mobile-to-base distances. These level variations are 

moderate [H1,C1]; it is easy to show that over a cell's coverage area, the 

total interference power from six neighbouring base stations varies by a 

factor of 3 for n = 4 and 1.9 for n = 3. The effect of this variation is 
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reduced by the (constant) interference level from the cell's own base. It 

has been shown that over 73% of a cell's service area upstream interference 

exceeds downstream interference, when this interference originates from out-

side the cell containing the wanted signal [C1,C2]. 

Two approaches have been used to obtain the SSMA bit-error probability 

[111,G1]. One involves treating the interference as white Gaussian noise, to 

obtain the bit-error probability shown in Fig. 6-4, assuming K = 5 and L = 32 

(see Fig. 6-2). In Fig. 6-4 pf 
is the signal-to-interference ratio from the 

filters which detect each tone, assuming that all interference is from the 

cell containing the signal. In obtaining the FADE curve, each subchannel 

which transmits a tone chip was modelled as a narrowband Rayleigh channel of 

the type described in Chapter 2. Fading on each of these 2
K 

channels was 

assumed independent of that on other channels. 

The spectrum efficiency 0 is obtained as follows, where K, L and T are 

defined in Section 6-2, R is the bit rate, M the number of users per cell, 

and W the total system bandwidth [H1]: 

	

R = K/LT 	 (6-1) 

	

0 = MR/W 	 (6-2) 

	

= K/Npf 	 (6-3) 

From Fig. 6-4 one obtains 0 = 0.035 for 13.  = 10-3  and 0 = 0.055 for  p = 

10-2 . These values are entered in Table 6-1, and are for R = 32 kb/s. 

An alternative approach was used by Goodman et al. [G1], which facili-

tated optimization of K and L. They found that in most situations K = 

log 2(W/R)-1, and that L was often best chosen to be less that the 21(  value 

used by Henry [111] and Cooper and Nettleton [Cl]. Goodman et al. stated 

[G1]: 
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(1) = 0.60/0.75 •• " 160 	le 	 IV 

• 

Narrowband 	 SSMA 

de 	16-cell 	7-cell 	FH-DPSK [H1] 	FH-MFSK [Cl] 
(360 0  ill.) 	(120°  ill.) 

	

10-3 	6 	1.0 

	

10-2 	9 

	

10-3 	6 	0.84/0.90 

	

10-2 	9 

	

10-3 	6 	0.60/0.75 

	

10-2 	9 

0.078 	0.20 
It et 

0.066 	0.18 

0.047 	0.15 

0.043 

0.063 

0.043 

0.063 

0.043 

0.063 

0.14 

0.17 

0.14 

0.17 

0.14 

0.17 

* (I) = 0.84/0.90 corresponds to a 625 channel system, with PB  = 0.05. 

The / divides 16-cell result from 7-cell result. 

Table 6-1 Spectrum Efficiency Comparisons. 
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"In fact, it would appear that the PSK system has been overdesigned 

in the sense that its redundancy allows it to perform adequately in 

poorer channels than might be expected in mobile radio. The price 

is an unnecessary limitation on user capacity." 

These same comments would be applicable for the FSK system considered by 

Henry Pill. 

Table 6-1 shows 0 for the FH-MFSK system considered by Goodman, for the 

values K = 8 and L = 19, again with R = 32 kb/s. Each chip is sent via ON-

OFF keying and detection is incoherent. For this system as well as for the 

one considered by Henry, the total bandwidth is W = 20 MHz. The results 

obtained by Goodman et al. are supported by Haskell [111] who obtained Q = 

0.3, over a bandwidth range 1 < W < 35 MHz, for "P.  = 10-3 . Haskell's results 

are based on all interference being from within the cell of the wanted sig-

nal, and would be reduced from this value for multiple-cell systems. 

Table 6-1 shows that indeed, FH-MFSK with K = 8, L = 19 does result in 

threefold improvement in spectrum efficiency over the DPSK system with K = 5, 

L = 32. 

VI-4 SSMA and Narrowband Transmission Compared  

Table 6-1 indicates that for <p> = 10-2  and <p> = 10-3  efficiencies for 

SSMA with an isotropic base at cell centre and narrowband systems with 120° 

sectoral illumination are comparable. The SSMA results apply for R = 32 

kb/s, and a change in R from this value may change O. 
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It has been suggested that careful selection of SSMA address codes could 

improve 0 by 50% [G1]. Use of 120' sectoral illumination would also improve 

0 threefold [C1,C2]. Use of switched diversity by multiple base sites for 

both reception and transmission would reduce signal level variations in nar-

rowband systems, and would lead to improved spectrum efficiency. For example 

reduction in the shadowing variance from a = 12 to a = 6 dB reduces the bit 

error rate by a factor of ten (see Fig. 5-1). Channel encoding reduces the 

effects of Rayleigh fading, as explained earlier, unless the mobile is 

stationary in a deep fade location. 

The spectrum efficiencies in Table 6-1 ignore the overhead involved in 

synchronization, retransmissions, sending of acknowledgements and in the case 

of narrowband channels, channel scanning. For direct-sequence SSMA, synchro-

nization delay may be many times larger than the message duration [L1,L2], 

and this statement probably applies to FH-SSMA as well. The delay can be 

reduced by a parallel-search receiver, at the expense in receiver complexity 

[L1]. The synchronization delay for narrowband systems is normally much less 

than the message duration. A valid comparison of spectrum efficiencies re-

quires a study of data transmission overheads, including SSMA synchronization 

delay. The statement that SSMA users gain immediate system access is some-

what misleading if synchronization first has to be established. The alterna-

tive of maintaining synchronization at all times is not very attractive, 

since the number of users in such a case would include the entire mobile 

population, even through only a small fraction would actually be transmitting 

message information. The result would be a very high level of interference. 
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The complexity and cost of SSMA systems would be much higher than the of 

narrowband systems, using present technology. Narrowband systems employ bit-

by-bit transmission using FSK or DPSK. The receivers employ matched filters 

(DPSK) or envelope detectors (FSK). Synchronization circuitry is not com-

plex. SSMA transmission involves grouping of K source information bits, 

modulo 2K  addition, and generation of tone sequences from a wideband 

frequency synthesizer. The receiver includes a wideband spectrum analyser, 

combining circuit, and a relatively complex decision device, together with 

complex synchronization circuitry. Power control at the mobile is required, 

and must operate over a very wide range to compensate for shadowing and dis-

tance changes. Both SSMA and narrowband systems require some mobile location 

capability. 

Variations in average bit-error probability p are much less (ideally 

zero) for SSMA than for narrowband systems, because of mobile power control, 

and because of the large number of interfering signals. In practise, some 

limits on the range of mobile power variation would result, and some varia- 

tion in 1-3.  and some reduction in 0 would ensue. Notwithstanding, one of the 

positive benefits of SSMA is the minimal variation in j.  

Does SSMA provide for more flexibility than narrowband transmission? In 

transmission of voice, probably not. To accommodate alternative bit rates in 

narrowband transmission, different parts of the spectrum could be assigned 

different channel spacings. These channels could also be used for analog 

transmission whose spectral roll-off rate can be made comparable to that for 

MSK data transmission. In practise, two channel spacings à may be adequate, 

say 25 - 30 kHz and 10 - 15 kHz. In both cases R = 1  (see Chapter 5). The 
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lower portion of the band could be for one spacing, with the remainder for 

the other spacing. The boundary could be moveable and set to encourage users 

to use the lower bit rate to obtain better service. 

SSMA does permit a variation of rates along a continuum, and this 

feature may be useful for some data transmission applications. It is also 

possible to vary the rate to meet changing interference levels [C3 ] , again at 

the cost of increased circuitry. However, narrowband systems also permit 

rate variation by changing the redundancy of a channel code, although the 

number of different rates possible here is somewhat restricted by decoder 

implementations; most multiple-error correcting decoders cannot be easily 

implemented. Agdin a few rates would be adequate in practise, and these 

could be realized using either SSMA or narrowband systems. 

In summary, spectrum efficiencies for SSMA seem potentially higher than 

those for narrowband systems, because of constant average signal and inter-

ference levels. A more precise comparison requires careful study of data 

transmission overheads, including those related to SSMA synchronization. 

Present technology costs and complexity of SSMA implementation considerably 

exceed that for conventional narrowband systems, and it is not clear that 

future cost reductions would offset any operational advantages that SSMA may 

have. 
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APPENDIX - RELATIONSHIP BETWEEN MEAN AND MEDIAN 

SIGNAL LEVEL IN THE PRESENCE OF SHADOWING 

The power, averaged over any Rayleigh fading, from a transmitted radio 

signal at distance r from the receiver is 

P  = eirn 	 (A-1) 

where £2  is the mean signal level. This level varies over a linear coverage 

range of approximately 50 cm. The level 2, is lognormally distributed from 

the median level -Q- , as follows. 

L = 20 log io 	 (A-2) 

= 10 log io  £2 

 £2  = 10L/1°  

cL 
= e 

c =  log 10/10  

The density function for L is 

f ( r) - 	 exp [(r 
a 

where a is variance in dB. The mean signal level 72-  is 

CO 

cr 
= f e f (T)dr 

-co 

Co  
1 f ecrexp[...(r_ii)2/202]dr 

irrt a - c° 

(A-3) 

(A7-4) 

(A-5) 

(A7.6) 

(A-7) 

(A-8) 

(A-9) 

Completion of the square in the integrand's exponent yields 
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cr - ( r  _  )2/2a2  , = _ 	_ 	_ 2a2cr ] 

202  

	

= _ 	[(1,  _ 5 )2 _ 2 a2c  ( r 	5 ) 

202  

= _ 	( r  _ 	_ (72c )2 	c7; 	c 2 2 

202  

Thus, 

(A-10) 

03 2 0.2 	1 _ ( r  _  -Q-  _  a2c  )2 
= exp(c)exp (--2—) 	 f exp [ 	 la r 

a -co 	2 a2  

= 	exp (c2 02/ 2) 	 (A-11) 

where -q-2  = exp(cii). Clearly, only if a = 0 does 7,2.  = -47 . 

Taking 10 log io  of each side of (A-11) yields 

L/C5 = 10 log io  exp[c(ccr2/2) 

= 10 logio 10 (c e
/2)/10 

= 02/(2/c) 

= a2/8.68 (A-12) 

The following table shows the relationship between 72/-F2-, L/ii and a. 

a 	725-1 Z 	L/Q (dB) 

1 

	

3 	1.27 	1.04 

	

6 	2.60 	4.15 

	

9 	8.57 	9.33 

	

12 	45.6 	16.6 
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Finally, consider n independent co-channel interfering signals with 

channel occupancy  4, , interference coefficient C d
(0), median (dB) power (/ at 

separation distance d. Then the interference power 

n
i  

7.2  = 	î (Cd(0)/d11' 
i=1 

R= lo log 10 n7  

= 10 log ioni 4Cd (0) - 10 log lod
n 
+ 10 1og 1012  

n - 	a2  
= 10 log ioni ed (0) - 10  log 10d  + Q + (A-13) 
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