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EXECUTIVE SUMMARY
OVERVIEW

This is the final report for DSS contract no.
OER80-00099 performed by the Computer Communications
Networks Group at the University of Waterloo. The study ac-
tivity and this report can be partitioned into three main
areas: general familiarization, videotex network architec-
tures and database architectures.

The familiarization activities have included contact
with other researchers, experience with database management
software and the creation and display of Telidon pages. 2an
important result of this direct experimentation has been the
insight gained into the communication, storage and retrieval
of Telidon information. - |

The study of Télidon network architectures has dealt
primarily with the distribution network between the database
and the user terminals. Initially, the various designs for
vidéotex and teletext networks were enumerated and compared.
In particular, the Omnitel.integrated services data network
has been modelled in considerable detail and its performance
has been determined using both analytic and simulation tech-
nigues. The results indicate that Omnitel performs well for
videotex traffic when mixed with traffic from low data rate
digital services. However, there may be significant conges-
tion 1if high 1evels of non-videotex traffic from sources

such as digital telephony are introduced.




Also, a technique called ‘"encryption-switching" has
been devised for the delivery of Telidon and Telidon—related
/services over a CATV network. Local Area Network tech-
niques are used to transmit the data in broadcast mode, but
encryption methods prevent subscribers from intercepting
data which they are not entitled to receive. Preliminary
performance calculations suggest that an encryption—
switching netwérk based on state-of-the-art hardware may - be
capable of handling significant numbers of subscribers (a
large fraction.of the CATV subscriberé) and is incrementally
expandable.

The database architecture study has been divided ' into
two  main topic areas: the database structure and retrieval
facilities as seen by the user and the database architecture
used ét the system level. Page labels have been introduced
as a means for users to access pages, and implemented in the
Waterloo Telidon software'package; gseveral problems relating
to the use of labels and menus have been identified and

solutions have been devised.

A generic model at the system level for the maintenance.

of a Telidon database has been proposed. This model in-

cludes a cache memory, secondary storage (disk) and an index

to translate an absolute page identifier into a disk address

for each page. Simulations of the system based on this

model were used +to investigate the effects of page cache

strategies, cache size and index strategies on the system
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performance. It was found that the use of a cache and an
appropriate indexing strategy can reduce the number of disk
accesses to less than one per page displayed. This result
has major economic significance because the number of disk
accesses required per page usually determines the number of
simultaneous users a system can support with a qiveh hard-~
ware cost. Furthermore, the performance of current Telidon
systesm, such as Waterloo Telidon, can be significantly im-
proved through'the use of an appropriate cache.

The following sections summarize +the important ac-
tivities and results of each aspact of this study in more

detail.

FAMILIARIZATION

Throughout this study we have haAd a great Aeal of con-
tact with.other researchers and field +trial administrators
in Canada, the United States, England, France and Germanvy,
through field trips and conferences. Initially, our sole
purpose was to gather information about current anAd fﬁture
thinking; however, the emphasis began to shift towards +tha
coordination of research activities and the sharing of
ideas.

At the University of Waterloo there now exists a com-
plete Telidon system as required to offer Telidon services
campus-wide. Approximately thirty user terminals and a Nor-
pak IPS-2 have been obtained (which means that UW's field

trial is one of Canada's largest at this time). This has
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permitted wvarious faculties, departments and groups to
create pages for installation on our two databases, both of
which wuse locally written database software. The Waterloo
Telidon database software has adopted the features of the
DOC user interface plus some enhancements such as page
labels of various kinds. The software has been ruhning
reliably for some time on a PDP-11/45 in CCNG, a VAX-11/750¢
(at Loyalist College in Belleville) and a VAX-11/78@¢ in ﬁhe
UW PFaculty of Mathematiés. The availability of database
software which is thoroughly understood and can Dbe easily
modified‘ by local researchers has been a great help in ex-
perimenting with new database access techniques for ‘this

contract, .as well as in providing an advanced Telidon ser-

vice to UW users. Finally, we hope to have remote .users

 from High Schools, the Ontario Government field trial, and

. the UW Correspondence Program.

NETWORK ARCHITECTURES

| A génerai reference model for videotex network ar-
chitectures was developed. It contains several data
networks including the distribution or delivery network
which connects the users' terminals to the point of 'éccess
for the database. Our attention has focussed primarily on
architectures for the delivery network.

The strategies which have been proposed or implemented

for delivery networks can be divided into two groups: one-
way distribution (i.e. teletext) networks and two-way
iv




distribution (i.e. interactive Videotex) networks. Ceefax,
Antiope and the CBS St. Louls field trial are examples of
one-way networks which were examined in detail.

Two-way hetwork schemes make use of a variety of com-
munications *wmedia and signalling techniques. Prestel,
Vista, Bildschirmtext and Captain all use two-way telephone
delivery networks. QUBE and the London (Ontario) Cable TV
system both use two-way cable TV data transmission as does
the enéryption—switching system proposed in this report.
Hybrid systems such as data broadcast in the vertical
blanking interval of tﬁe TV signal for downstream data, and
telephone for upstream data{ have been proposed. Such a

scheme was considered for field trials of Antiope and for a

system at KSL-TV. A more ambitious alternative is the In-

tegrated Services Network typified by Omnitel, which was
chosen as the distribution network for Project Ida; Omnitel
is based on cable with intelligent switching nodes
distributed throughout the network.

In general, two-way cable networks offer the advantage
of potentially higher data rates, as compared to two-way
telepﬁone data transmission using the ubiquitous 12049 bps
modem. Integrated Service WNetworks allow both data and
video transmission, unlike the telephone. However, the ex-
amples of two-way data tfansmission on existing CATV
networks have used low data rates and have had difficulties

with the ingress of RF noise into the Cable TV ' plant.




Ingress of RF noise is likely to be expensive to correct; it

should not be overlooked when videotex policy is formulated.

OMNITEL PERFORMANCE

. The performance of the Omnitel network for the delivery
of videotex service has béen investigated in detail. A
model of the delay of messages in the upstream and down-

stream directions was constructed using servers and queues.

Servers were used to represent the processing and switching

of messages and gueues were used to model messages walting
for processing at switchiﬁg nodes.

A gqueueing-theoretic analysis of the model was was used
to generate the majority of the performance results, such as
response time, waiting time and location of system Dbot-~
tlenecks. However, since certain assumptions are required
to make the analysis tractable, a simulation program was
developed based on the model, and the simulation results
were used to verify the assumptions made in the analytiq
solutions. An exact match between simulation and analysis
was obtained at low traffic levels, however, divergence oc-
curred at higher traffic levels near the saturation point
for any of the netwofk components. This was due to the
breakdown of +the analytic aésumptions about the traffic
distribution and the more accurate nature of the simulation.
However, Dboth solutions exhibit saturation at similar input
loads or traffic levels. Therefore, the analytic results

were judged reliable.
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The analytic results indicate that Omnitel performs
well for videotex traffic mixed with other fairly low data
rate digital services such as remote alarm detection and
meter reading. However, congestion will occur if high
levels of non-videotex traffic, such as digital telephony
without data compression, are introduced. As a general
rule, the first multiserver switching unit encountered in
the direction of data flow under consideration (i.e. up-
stream or downstream) will act as the system bottleneck.
(These components are the bCT in the downstream direction
and the IDT line for upétream traffic.) Under some traffic
conditions, the RVDM unit may also act asv a system Dbot-

tleneck.

ENCRYPTION-SWITCHING o

CATV networks provide an attractive alternative to the
telephone network or public packet-switched networks for the
delivery of Telidon traffic. Local area network techniques,
especially those developed for broadband bus networks, can
be adopted for the provision of data services on CATV. This
strategy differs significantly from more conventional ap-
proaches such as Omnitel, where a hierarchy of switching
nodes 1is distributed throughout the network to switch cir-
cuits, data streams or data packets 1in order to conserve

bandwidth on the network trunks. In a bus type local area

"network, such as we can build on +the CATV plant, all

downstream data packets are broadcast to all subscribers.
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Each subscriber has a microprocessor-controlled interface
box to examine all the downstream packets, and accept only
those addressed té or of interest to the subscriber.
However, since all downstream data packets are available at
all subscriber interface boxes, the data should be encrypted
to provide security and protect the service providers'
revenues. The encfyption and decryption can be provided at
the interface box using the Data Encryption Standard (DES)

algorithm which is available as a single chip. A 56 bit key

is required for this algorithm; the same key is used for

both encryption and decryption.

' Four classes of traffic have been identified and tech-
niques for controlling access to these services throﬁgh the
use of keys have been devised:

a) "bubble-pack" information - This 1is the news,
weather and sports type of information, of interest
to all subscripers and typically chosen for trans-
mission on teletext systems. A single key can be
used system-wide +to protect this service. The key
is issued to every subscriber at subscription time.

b) interactive videotex and +transaction services -
This information should be encrypted, using in-
dividual keys for each subscriber which are issued
at subscription time. If transaction services such
as EFTS warrant additional security, a session key

can be negotiated under the protection of the per

subscriber key.

c) closed user groups or secondary interactive
videotex services - This information can be en-
crypted with a group key or a per subscriber key.
In either "case the key is issued at subscription
time. '

d) point-to-point subscriber service - This service
allow subscribers to communicate directly. A ses-
sion key is required for security. The session key
may be negotiated between the subscribers using
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Merkle's method or it can be requested from a cen-
tral key server.

A principle, which we have termed the Accountability
Requirement, states that each subscriber must take a
deliberate, verifiable action to request a class of informa-
tion, so that he can be billed for such accesses and so that
it can be proved that he requested such access. This
accountability requirement is satisfied for the first three
classes of traffic using the ey distribution techniques
described above. If Merkle's method is used for determininq-
the session key for subscriberFto-subscriber sarvine, the
accountability requirement is not satisfied, however, the
central key server provides the mechanism for accoun-
tabilit?.

Calculations of. the numbher of subscriber; an
encryption-switching CATV network can suopvort were Adone
using realistic traffic estimates and the cavacity of the
Sytek LocalWNet 20 broadband local area network. This is a
commercial product, in service at'UW, which provides broad-
band data service on a Cable TV plant. The Sytek network
has 129 channels, each using 399 Khz of bandwidth. In ;ﬁ
encryption-switching system each channel may support one of

the following three activities:

a) approximately 744 pages of "bubble-pack" information
accessible to all subscribers, or

b) approximately 344 active subscribers verforming
videotex information retrieval or transaction ser-
vices; or

c) approximately 166 subscriber-to-subscriber "calls".



DATABASE ARCHITECTURE

One of the main requirements of a database architecture

is convenience for the user. This study has determined that

the tree structure of Telidon pages should be eliminated
/
since its usefulness is outweighed by its apparent restric-

tions and the resulting confusion +to users. Furthermore,

the use of absolute, numeric page identifiers has at least

two drawbacks: users tend to make mistakes, and the use of
page .identifiers tied directly to page addresses makes re-
organization of the database awkward. ("Where did my pages
go?") |

The solution is to adopt a menu-based interface wusing
labelslksuch that the users are not aware of either the
numeric page identifiers or the underlying tree structure of
pages. However, the direct substitution of alphanumeric
labels for numeric page identifiérs does not solve the
problem; +the function of labels and the ways that they are
used must be examined.

A taxonomy was developed for the characteristics of
menus. Menus do not have to be explicitly displaved on the
screen. A ‘"page-specific" menu 1is only usable at a par-
ticular page (e.g. the pOC single digit menus). A '"page-
Aindependent" menu is usable from everywhere in the database
(e.g. Waterloo Telidon page labels).

Based on :a study of the use of labels, the following
types of menus are necessary:

a) a universal or page-independent menu of alphanumeric




labels, although not every page needs its own label;

b) page-specific menus of -arbitrary size (i.e. more
than 19 labels):; and

c) private page—independent menus created by each sub-
scriber to provide convenient direct access to This
favourite pages.

When multiple menus can exist simultaneously, if two or
more menus contain identical labels attached to different
pages, a method must be adopted for resolving ambiguity.
There are at least three possible solutions. The DOC
Telidon software uses 'a syntactical distinction in the
labels of page-specific and page-independent menus so that
the ambiguity does not arise. Waterloo Telidon has rela-
tively few syntactical restrictions for labels but enforces
a fixed order for searching menus, so that the page is
displayed which is attached to the ambiguous 1abe1,‘ in the
first menu in which the label is encoﬁntered. Aé a third
possibility, the system could request and act on further
discriminating input from the user. The last alternative is
potentially the most satisfactory solution, and requires
further study.

The combination of labels in a single request 1is a
natural extension to the use of labels for page acéess.
This may take the form of a Boolean expression of labels,
or, the user may fill in a form electronically to specify
the information that he wishes to receive. The. study of
form creation, maintenénce and use may be crucial for

providing an acceptable user interface for advanced videotex

applications.
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A set of commands has been deviged to permit the infor-
mation provider to attach a new page +to the database and
link it both to and from existing pages. The concept of a
page frame, which is the part of a page which holds the
interpage linking information, was introduced. Commands for
‘removing pages and deleting labels have also been created.

Some 1issues relating to page creation and access have
been identified and potential solutions have been suggested
as guidelines for future work. These include:

a) dynamic menu maintenance and concurrency control
(Wwhat if two inputters attach the same label in a
page-independent menu to two Aifferent pages simul-
tanesously?); '

b) true keyword processing including a means for
handling multiple page retrieval (Keyword access al-
lows the user to retrisve all pages which contain
certain - words or strings of words specified by the

user.): .

c) the management of sets of related pages as a unit,
perhaps in structures other than the tree; and

d) various techniques +o expand the range of informa-
tion or services for distributed videotex databases.

FILE STRUCTURES FOR DATABASE STORAGE
Alternative techniques  for maintaining Telidon
databases at the system level ha&e been studied. This wag
done by developing a generic model for videotex file struc-
tures. The model included alternative search strategies to
translate from numeric page identifiers to disk addresses
and alternative ,page cache strategies. The model was

simulated to determine the effects of these alternatives on




performance. Here 1is some more detail about these ac-~
tivities.

The generic model for videotex file structures included
a.page.cache memory (in fast primary storage), and secondary
storage (diskj. It was assumed that a disk address is
necessary to retrieve a page from the disk and that each
page contained the disk addresses of the page-specific menu
choices and nearest neighbours in the tree which were ac-
cessible from that page. Therefore, the disk address of a
requested page could frequently.be obtained from a page in
the cache. If not, then a large, dictionary-like table
which translates numeric page identifiers into disk ad-
dresses was consulted. Because of 1its size, this index
table must be stored in the disk, although frequently used
portions of the table can be stored in.the cache.

Three alternative indexing techniques were proposed for
this translation table: B-trees, digital trees and hashing
schemes using buckets. The first and last of these schemes
were incorporated in the model.

The model was simulated to determine the sensitivity of
system performance to cache size and indexing strategy. It
was found that the use of a cache is valuable and can reduce
the number of disk accesses to an average of less than one
per page request. Also, i1f a cache is used, both B*-trees
and hashing tablés when used as indexing strategies yield

equivalent performance. However, the model used for the
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simulations contains some approximations, and should be
validated in particular cases by the comparison of predicted
and actual behaviour Dbefore the results are used for the

design of a production system.

Xiv




TABLE OF CONTENTS

EXECUTIVE SUMMARY i
Familiarization iii
Network Architectures ‘ iv
Omnitel Performance o vi
Encryption-Switching : vii
Database Architecture X
File Struétures for Database Storage xii

I. Introduction 1

II. Familiarization and Telidon Promotion 2

III. Network Architectures ' : 7
IIT.l Introduction : 7
III.2 Some Current Distribution Schemes 11
IIr.2.1 One-way Distfibution Networks 12
I1r.2.1.1 Ceefax ‘ 12
ITTr.2.1.2 Antiope
I11.2.2 Two-way Distribution Networks 20
IrT.2.2.1 Telephone Network 20
Irr.2.2.1.1 Prestel 21
I11.2.2.1.2 Vista 25
Ir.2.2.1.3 Captain - 30
ITI.2.2.1.4 Bildschirmtext . 32
I1I1.2.2.2 Broadcast Oﬁt/Telephoné<In 35
ITT.2.2.2.1 KSL Field Test 35
I11.2.2.2.2 Antiope Design 36
111r.2.2.3 Cable Out/Telephone In 37

XV



I1IT.2.2.
IIT.2.2.

TII.2.2.
IIT.2.2.

IIT.2.2.

I1IT.2.3

ITT.2.3.

ITT.2.3.

ITI.3

I11.3.1

III.3.2
IT1T.3.2.
ITI.3.2.

TIITI.3.3

ITI.3.4

IT1T.3.4.
IIT.3.4.

IIT.3.4.

III.3.4.
ITT.3.4.

III.3.4.

IIT.3.5

ITI.4

’III.4.l

3.1 : Cable Transmission
Characteristics

3.2 Telephone Transmission
Characteristics

3.3 Conclusions

4 Two-way Cable

4,1 QUBE

Integrated Sexrvices Networks

1 Omnitel |

1.2 Hardware

Perfbrmance Study of Omnitel

The Queueing Model of Omnitel
Analytical Solution
1 Delay Analysis
2 Bottleneck Analysis
The Simulation of Omnitel
Presentation of Results
1 Model Parameters |
2 Description.of the Experiments
3 Presentation and Discussion
of Results
3.1 Delay Analysis
3.2 Bottleneck Analysis
4 Comparison of Simulation
and Analytic Results
Conclusions
Encryption-Switching for Delivery of

Telidon on the CATV Network

Classes of Traffic

XVvi

37

38
39
39
40
41
43
47
47
48
56
57
63
66
69
70
73

75
75
97

102

106

110

113




Iv.

III.4.2
I1T.4.3
I1T.4.4
I1I.4.5
IIT.4.6

I1IT.4.7

-II1.4.8

I11.4.9

I1T.4.10

IIT.4.11

IIT.4.12

Delivery Schemes

Data Encryption

The Data Encryption Standard
Public Key Cryptography

An Explanation of Merkle's Method

A Numerical Example of Merkle's
Method '

Merkle's Method for the Encryption-
Switching Net

A Central Key Server for DES

Comparison of Merkle's Method and
the Central Key Server

\

Network Capacity Considerations

Summary

Database Architectures

iv.l

iv.l.1
Iv.l.2

Iv.1l.3

iv.1l.4

iv.1l.5
Iv.2

iv.2.1
Iv.2.2
Iv.2.3

Iv.2.4

Iv.2.5

Design of a Menu-Based Interface to
a Telidon Database

Introduction
Options for Menu Design

Data Access Without Numeric
Page Identifiers

Page Frame Maintenance Without
Numeric Identifiers

Further Related Work

File Structure Alternatives

A Videotex File Structure Model
Alternative Search Strategies
Cache Strategies

Simulation of a Telidon Server
with Cache Memory

Further Aspects for Investigation

xvii

115
118
120
123
125

126

128
130

131

132
136
137

140
140

143

153
158
165
165
169

170

172

185




BIBLIOGRAPHY

APPENDIX A:

APPENDIX B:

APPENDIX C:

APPENDIX D:

SOFTWARE FOR THE SIMULATION OF A MODEL
OF THE OMNITEL NETWORK

A BRIEF DESCRIPTION OF THE WESTERN
DIGITAL WD2001/WD2002 DATA ENCRYPTION

DEVICES

DATA STRUCTURING FACILITIES FOR
INTERACTIVE VIDEOTEX SYSTEMS

SOFTWARE FOR THE SIMULATION OF PAGE
CACHE STRATEGIES AND VIDEOTEX FILE
STRUCTURES

xviii

190




Figure

Figure

Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure

Figure

Figure
Figure
Fiéure
Figure
Figure

Figure

3.1

3'4

3.10a
3.10b
3.10c

3.10d

3.12a
3.12b
3.12c
3.124
3.13a
3.13b

LIST OF FIGURES

Videotex Network Architecture

Ceefax Hardware

Antiope Data Packet

Current Prestel Network

Current VISTA Field Trial

VISTA Stage Two

Long Range VISTA Plan

The Bildschirmtext Network

Omnitel Hardware

Omnitel Queuing Model

Experiment 1,
Experiment 1,
Experiment 2,
Experiment 2,
Experiment 3,
RVDM, Default
RVDM Results

RVDM Results

Simulation Results

Analytical Results
Simulation Results
Analytical Results
RVDM Results

Parameters

Simulation Results, Default

Parameters
DCT Results
DCT Results
DCT Results
DCT Results
STU Results

STU Results

ixx

49,

16
18
22
27
27
28
33

45

76
76
79
79
82
82
83

83

85
86
86
87
87
89
89



Figure
Figure
Figure
Figure
Figure

Figure

Figure

Figure

Figure

Figure

Figure

FPigure

Figure:

Figure

Figﬁre

3.13c
3.14a
3.14b
3.1l4c
3.15a
3.15b
3.15¢c
3.15d
3.1l6a
3.16b

3.16c

3.164d .

3.17
4.1

4.2

STU Results

Communications Channels
RVDM, Default Parameters
Communications Channels.
Experiment 4

Experiment 4

Experiment 4

Experiment 4

Bottleneck Analysis
Bottleneck Analysis
Bottleneck Analysis
Bottleneck Transition

A Block Diagram of Basic Encryption
Label Ménipulation Commands

Videotex File Access Model

XX

90

92
92
93
95
95
96
96
98
98
99
99

119

157

167




I. Introduction

This is +the final report for DSS contract no.
OER8@-00099. It describes the progress we have made and the
activities we have undertaken at the University of Waterloo
to estalish a centre for Telidon technology.

This report is organized along the lines of the ac-
tivities described in the Statement of Work, as revised in

March 198l1. Section II describes the contact we have had

"with other researchers, the Telidon equipment we have ac-

‘< quired and the status of Telidon activities at +the Univer-

sity of Waterloo which are not specifically a part of this
contract. |

Section I1I, entitled "Network Architectures",
describes-various teletext ana videotex networks which we
examined as an information-gathering excercise early in this
study. It also presents the results of a detailed study of
the performance of Omnitel and describes a technique we have
developed called "encryption-switching" for the delivery of
Telidon service on CATV systems.

Section IV contains the résults of our study of
database architectures for Telidon. Issues pertaining to a
menu~based interface based on labels to a Telidon database
are discussed and alternatives and recommendations are
presented. Details of a model for the file structure and
retrieval of Telidon pages are given and recommendations are

made based on the results of a simulation study.




II. Familiarization and Telidon Promotion

In the contract work statement, "familiarization" was
broken down into four areas: a literature search; contact
with other researchers; the procurement of two Telidon ter-
minals; and the installation of Telidon server software in
our laboratory. All four areas have been‘successfully com-
pleted, with accomplishments in some areas which far ex-
ceeded our original goals.

The literature search was the‘first activity under this
contract, Dbut it has continued up to the present time. An
initial list of documents was listed in the first ipterim
report (March 31, 19849), and thié has been the basis of the
literature collection. Since then, literature has been col-
lected from various conferences and.Workshops that we have
attended, and -we have maintained awareness of current
videotex publicatiorns and events.

Contact with other researchers has also been an ongoing
effort. Initially, Dr. David Morgan  visited many
. researchers in Canada, the United States, and in Europe. i(A
list of reséarchers.contacted by Dr. Morgan was included in
the first interim report.) Dr. Morgan also attended Viewdata
'8 in London, England, in March 1989, and contacted
researchers there. Since then, Dr. Frank Tompa has
travelled to a number of conferences and workshops, making
valuable contacts. He has attended "Inside Videotex" in

March 1983, the "First Montreal Workshop on Videotex Tech-




nology" in June 1989, and "Videotex '81" in May, 1981. As
well,.We hosted the "Second International Videotex Workshop"
at the University of Waterloo, which brought researchers
together from Canada, Britain, Germany, and Japan. Most re-
cently, Dr. Tompa travelled to Gefmany and Rennes, France in
early December, partly funded by this contract. While ‘in
Rennes, Dr. Tompa talked to ‘D. Le Moign and Y. Yclon of
CCETT to discuss the current status of Teletel and the
"electronic directory". In addition several researchers
have visitéd CCNG to talk to us. Thesé have included Keith
Clarke of the British Post Office, Roger Woolfe of Butler
Cox and Partners, Ltd., and Johh Wicklein. We also met with
Jan Gecseili and Gregor Bochmann from the University of Mon-
tregl in late 1980, with whom we discussed Telidon research,
and attempted to coordinate our work. '

The last two sections of the familiarization process in-
volved obtaining two Telidon terminals, and installing the
DOC Telidon host software in our lab. The procurement of
terminals has been quite successful. Initially, we borrowed
a Telidon decoder, monitor, and keypad from OECA as part of
their +trial. We used this terminal +to0 explore the DOC
Telidon s?stem in Ottawa, and to get a "feel" for the
capabilities and Ffunctions of the equipment. After some
time, a second (integrated) terminal, equipped with a simple
keypad/keyboard, was borrowed from Electrohome Ltd.

Finally, in mid 1981, the University of Waterloo made an




agreement with Electrohome whereby we would acquire thirty
terminals in exchénge for computing services. These ter-
minals Thave already been delivered, and many have been put
for use in various sites at the University.

We unfortunately were unable to install the Telidon host
software written at DOC. our éroblems ‘basically stemmed
from a lack of a proper hardware and software environment,
and our lack of RSX~ll experience. We did not have the cor-
rect version of RSX—llM.or of the various pieées ofvsoftwa:e
needed to support theATelidonvsystem. After many delays, we
eventually got the necessary permission from the Digital
Egquipment Corporation to run the software, and wé received
the complete software from DOC. At this point, our problems
seem to have been caused by our hardware environment, which
includes soﬁe non-DEC equipment not anticipated. in the
operating system. |

After much frustration, we decided to write our own ver-
sion of Telidon, {called Waterloo Telidon), independent of
this contract. This software was written using the Unix
operating system, where most of our operating system exper-
tise lies. We endeavoured to make this version of a Telidon
host compatible with the original DOC. version (thete‘ are
some minor differences), and as well, we have enhanced it to
include some of the ideas presented in section IV of this
report. 'In particular, instead of restricting index (6r

menu) choices to the digits 1 through 9, we also allow ar-




bitrary alphanumeric labels. In addition, we have three
1evgls of labels for pages: local labels (which are 1like
index choices); user labels, that allow each user to iden-
tify a set of chosen pages; and global labelé, set by the
system operator to identify a set of pages for the entire
user community. Waterloo Telidon has been running reliably
for some +time in our lab on a PDP-11/45, and has been in-
stalled successfully on the Math faculty's VAX-11/784, and

at Loyalist College in Belleville on a VAX-11/75@¢. Documen-

tation for Waterloo Telidon is available on request.

In addition to écquiring Telidon terminals and
deveioPing the CCNG Telidon software, we acquired a Norpak
IPS-2 Information Provider System as part of the modified
work statement. This machine has been in steady use since
it was acquired and 1is preseﬁtly in use twelve hours per
day. Various groups on campus, including the  Faculty of
Mathematics, the Faculty of Human Kinetics and Leisure
Studies (HKLS) and the University of Waterloo Correspondence
Program have provided funds for the development of pages fof
our database. Since the summer of 1981, we have had between
one and three co-op students (from UW's Department of
English) producing pages on the IPS and on Unix using
locally written versions of Textcon and Pdicon (these
programs translate PDIs to and from an english-like equiva-
lent) . The pages produced will be used during the Univer-

sity's twenty-fifth anniversary celebrations, in an Ontario




Government field triél, and hopefully for remote accéss by
high schools and Correspondence students.

With +the addition of an IPS, we now have a complete on-
campus Telidon network. Having all three major parts (ter-
minals, a host database, and an IPS) has helped immeasurably

in our understanding of Telidon systems. The process of

writing the database software contributed significantly to

our knowledge, and has enabled us to try out some of the.

ideas on information retrieval discussed in section IV. The
IPS helped increase our technical knowledge in this area, as
well as letting us 'gain expertise in designing pages and
using PDIs toltheir fullest extent. The acquisition of the

terminals has made everything discussed so far possible, and

by testing Electrohome terminals thoroughly, we have Dbeen
able +to make constructive criticisms on their design to .

Electrohome. Finally, our activity constitutes one of the

‘larger Telidon field trials in existence at this time.




IIT. Network Architectures

ITI.1 Introduction

This section describes three different activities in our
study of network architectures. Section III.2 presents a
survey of existing subscriber distribution schemes, and it
represents our initial efforts to familiarize ourselves with
the videotex world. The second section describes a detailed
study of the performance of an existing distribution scheme,
Omnitel, an integrated services network designed by John
Coyne for Project Ida. A queueing model for this network
was developed, and analytical and simulation techniques were
used to obtain performance results. Section IIT.4 proposes
a new method for delivering Telidon on CATV systems, which
we call "encryption-switching." This method uses a combina-
tion of digital network broadcast techniques (commoniy used
in local area networks), and encryption.

Throughout section III, we have attempted to use a
uniform terminology, which is summarized in the Videotex
Network Architecture Reference Model in figure 3.1. In this
model, the network is broken up into four separate compo-
nentss the server network, the information provider
network, the "third-party" network, and the distribution
network.

With potentially thousands of subscribers wishing simul-

taneous access to the database, a large videotex network
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will of necessity require several networked computers. The

server network will provide access to the complete database

for all subscribers. This may involve sharing the database
or replicating it at each videotex server, and it may re-
quiré sharing the load of the customers. Regardless of its

implementation, though, the server network must provide a

reliable, fast service.

Videotex pages can Dbe created either on a server com-
puter, or at an external computer designed for this func-—
tion, commonly called an Information Provider compﬁter. In
either case, there is a need to connect remote terminals or
computers to the server for the 'purpose of updating the

videotex database. There may also be a need to interconnect

IP computers. These functions are provided by  the
information provider nétwork. Eventually, it may be
desirable to allow every subscriber to also be an IP -- that
-1is, everyone will be able to create information for thé
database. 1In this case, the information proVider network

will be merged with the distribution network.

The third party network exists to provide access to

external computers (so-called "third parties”), which house
non-Telidon détabases or provide interactive services such
as computer~aided instruction, airline reservations, or
banking. In these cases, the videotex server does not
retrieve information, but will reformat the data for sub-

scriber terminals, correlate the data with the contents of




its own database, and so on.

In some circles, the term service provider network 1is

now being used to refer to a network of machines that
provide services of some sort to the customers. These ser-
vices include the.éreation and updating of information, and
the provision of electronic services. The term “service
provider network" therefore, will be used to include both
the information provider network, and the third party
network.

Finally, the distribution network provides the important

job of connecting the subscriber terminals (of which there
may be £houéands) to the individual servers in the server
network. The characteristics of this network most closely
affect the nature of +the videotex system. For example,
broadcast distfibution' schemes do not allow customer in-
teraction with the server computer; this fact -in turn
drastically alters the kind of service provided.

‘The various different kinds of distribution schemes will
be described in +the next section. Section III.3 will
discuss the performance of a specific distribution network
(Omnitel), and section III.4 will propose a new distribution

method based on CATV and encryption.
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ITI.2 Some Current Distribution Schemes

In this section, some of the wvarious distribution

~ schemes currently being used or contemplated will be

described. As well, a general description of integrated

service networks will be given, as videotex systems will

likely be incorporated into these networks.

Videotex systems have been divided into two main
categories: one-way networks, which use television broadcast
technology to distribute the information; and two-way
networks, which require a subscriber-to-host connection as
well as a host-to-subscriber connection to enable interac-
tive communications. The one-way networks described here

are Ceefax and Antiope, both developed in Europe. The two-

way networks are further divided into different classes:

telephone-based systems, namely Prestel from Britain, Vista
from Canada, Captain from Japan, and Bildschirmtext €£rom
Germany; Broadcast-Out/Telephone-In networks, being con-
sidered in some field trials; Cable-Out/Telephone-In
networks; two~way cable systems, namely QUBE; and Integrated
Services Networks (ISNs), with the Omnitel network as an ex-

ample.
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IIT.2.1. One-way Distribution Networks

One-way vidéotex systems (or "teletext" systems) use
television broadcast signals to distribute videotex informa-
tion to subscriber terminals. A small set of videotex pages
are broadcast cyclically over the air, embedded in a TV sig-
nal. The videotex terminals’waiﬁ for .a particular page, or
set of pages to Dbe Dbroadcast, and then capture them for
display to the user. Since these systems are not interac-
tive, they are used only to distribute information to sub-
scribers, and interactive services (like teleshopping or

electronic mail) cannot bé made available.

This section will describe two major one-way services

currently in existence; Ceefax, the commerically operating
system developed by the British Broadcasting Corporation,

and Antiope, the system developed in France.

IIT.2.1.1 Ceafax

The Britiéh_Bfoadcasting Cérporation introduced Ceefax
in 1972 to provide a method to caption télevision programs
for the deaf [MORG8#], but it has since been expanded to in-
clude videotex data. An experimental system began operating
in 1973-74, and the commercial system began operating in
November, 1976. ~ There were a total of 150,497 Ceefax sets

as of March 1981, with 19,999 new sets added every montﬁ.




The Ceefax Delivery System

Currently, thé data is sent during the vertical retrace
interval (the time it takes to reset the electron guns from
the lower right corner to the upper left corner of the
screen) 1in order to display both the tele;ision signal and
the accompanying (digital) text. Later, the delivery system
may be expanded to use one or more complete video channels,
however, all of the systems and field trials described bhelow
send data only during the retrace interval.

The protocol used to transmit the data uses only five
pefcent of the total transmission time TTANT797. Digital
data is encoded and sent on a television "data" 1line (a
horizontal line of a TV picture), one Ceefax display row'per
line. There is a fixed correspondence between a byte posi-
tion on the daﬁa line and a character poesition on the
display. This means that a transmission error affeats only
tﬁe character in error and not the rest of the.line or page.

A page header is sent immediately in front.of the fifst
row of each page, containing the page number, eleven bits of
control codes, and a "time code" (explained later) FTANT7O7,
Each subseqent row of the page has a row heaier which holds
the "magazine" number of which is a member (see the saction
on Database characteristics), and the number of the row in-
side the page. As a consequence of having every row of the
page labelled, only those rows containing information need

to be sent, and pages from different magazines may be inter-



mixed in any convenient order. All headers are Hamming-
encoded.

In Britain,. Ceefax data is sent during the vertical
retrace at a signalling rate of 6.9375 Mbps. However, only
81% of each scan line can be used for data. Furthermare,
only two lines during the vertical retrace interval contain
data; if more lines are used the data may appear visible on
the screen. Therefore, approximately 144 1lines carrying
data are transmitted per second. Since each Ceefax padge
contains -enough data to fill 24 scan lines, only four Ceefax
pages may be transmitted per second in the vertical retrace
‘intefval.’

In the CBS field trial in Stf Louis FOCON7QT, various
transmission rates for Ceefax (and Ahtiope) ware tested, the
first reported test rate being 5.5 Mbps. For the tfia], the
Ceefax page was reduced to 2% rows with 32 charactérs per

row. CBS was authorized to use four lines in the vertical

blanking interval, but they used only two lines dAue to tech- .

nical problems. With sixty fields broadcast per second and

two lines per field, this will give slightly more cavacity

than in ~Europe as long as the same quantity of information

is provided per line.

Full Channel Ceefax Delivery

It is possible to use an entire video channel solely for
the transmission of Ceefax pages. Recall that each scan

line 'carries data signalled at 5.9375 Mbps. However, since
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only 81% of the scan line can be used for data, the effec-
tive data rate is reduced to 5.62 Mbps. Although there are
625 scan lines in the video frame, only 575 of these are
used for data. Thus, the effective data rate is further
reduced to 5.2 Mbps. This allows the transmission of
approximately 609 Ceefax pages per second on the video chan-
nel. Of course, the channel is incapable of transmitting
video when it is used to transmit Ceefax pages in this

fashion.

Ceefax Hardware Configuration

The hardware chosen . for Ceefax FMOﬁGBﬂT consists of
three PDP 11/34 machines (see figure 3.2). System A stores
two réplications of the daﬁabase (for reliability) And
handles input from up to fourteen information providers.
Systems B and C are parallel systems which transmit Aata to

the video channels, again for reliability.

Ceefax Database Characteristics

The data is organized into magazines of up to 17 pages
each, with up to sight independent magazines per television
channel. The number of pages per magazine has been extended
by the use of minute-by-minute time slots and time-oriented
pages which are automatically changed (hence the "time code"
in the page header). Fach page of the magazine can have up

to 3299 sub-pages in this manner. There are currently about

14, 339 pages of information stored in the database.
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The current Ceefax system is being broadcast on BBC1l and
BBC2 with approximately 250 pages being broadcast on each

channel. The average response time to retrieve a page is 12

seconds.

ITT.2.1.2 Antiope
Antiope, the French Teletext system, was developed
shortly after Prestel was introduced, and was first demon-
strated in 1976 [MART84].
The system is logically divided into two parts. The
videotex services provided are called Antiope (Acquisition
Numerique et Televisualisation d'Images Organizées en Paqeé

d'Ecriture), while the data broadcast network is called

Didon (Diffusion de Donnees).

Antiope Network Structure

Antiope Delivery System

The Didon system consists mainly of a packet switching
protocol. Each packet consists of.a header block plus a
data block, and is sent along one 1line of +the television
signal (see figure 3.3 and TMART79]). The header consists
of 8 bytes, and identifies the "channel" being used, the
size of the data block, and a sequence number, all hamming-
encoded. The channel identificatioﬁ defines what appears to
be a virtual channel with a maximum of three channels. The

size of the data block depends on the "bit signalling
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Figure 3.3: Antiope Data Packet




frequency" which 1is being used: 1in France, 32 bytes per

- packet; in Switzerland, 24 bytes per packet; and in North

America, 20 bytes per packet.

The useful capacity of the delivery system can easily be
calculated, by multiplying the number of data lines per
second, by the number of bits per line. In Europe, the use-
ful bit +transmission rate is 4Mbps; in North America, the
rate is 2,52 Mbps. When two lines of the vertical Dblanking
interval are being used, the capacity of Didon is: 12,800
bps in Burope; and 9,607 bps in North»Aﬁerica.

Experiments are now being carried out on "full-field"
transmission [BERG81]. Currently, a rate of 64 lines per
field is Dbeing used 1in a test to broadcast a cycle of

approximately 600 pages.

Antiope Hardware Configuration

None given.

Antiope Database Considerations

The Antiope display has 25 rows by 4¢ characters. A
total of 12@ characters are needed to accommodate accents in

French, and the IS0 2022 standard extension technique is
used (character backspace overstrike).

Similar to Ceefax, the data is organized into magazines
of between 50 and 309 pages apiece. At 4 Mbps, about 604
pages can be broadcast per second, or 2008 pages with a max-

imum delay of 15 seconds.
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II1.2.2 Two-way Distribution Networks

Five different schemes to implement two-way communica-
tions have been identified and four are described in this
seétion. Section II1I1.2.2.1 describes four systems designed
fof the telephone. network: Prestel in Britain, Vista in
Cénada, Bildschirmtext in Germany, and Captain in Japan:
section II1.2.2.2 describes the Broadcast Out/Telephone In
systems considered by the Antiope designers and TV station
KSL in Salt Lake City; section II1I1.2.2.3 deécribes charac-
teristics of the Cable Out/Telephone 1In design; section
II1.2.2.4 describes the two-way cable system called QUBE in
CoiumbUs, Ohio. ' The fifth class of distribution neﬁworks,
Integrated Services Networks (ISNs) will Dbe describe

separately in section III.2.3.

I1TI.2.2.1 Telephone Network

The use of the telephone network for videotex came about
"largely due to the British Post Office, which wanted to in-
crease telephone traffic during off-peak hours. To this

end, they developed Prestel, and since then, most maZjor

videotex systems in the world have also used the telephone

network.

The telephone system has inherent problems when it comes
to carrying digital data. First, modems wmust be used at
each end of the telephone system, which increases the cost.

Second, telephone channels have been band-limited, limiting




digital data rates (1209 bps is the highest rate commonly
found on switched lines today). Finally, ‘telephone lines
tend to be noisy, causing errors in the data.

The major advantage of the teiephone_system is that the
network structure 1is already in place, with telephones in
almost every home. It provides instant universal public ac-
cess to the system, which 1is of great importance if the

system is to be commercially viable.

Prestel became the first commercially available videotex

system in March, 1979. Since then, the Prestel technology

has been sold to various countries, such as Germany, the

Netherlands, Finland and Switzerland.

Prestel Network Structure

The network is compoéed of one or more "Update Centers"
(UDCs) which serve inférmation providing terminals (1IPs),
and many Information Retrieval Computers {(IRCs) which house
the database and communicate with the customers (FrTrROUSAT
and figure 3.4). All of the hardware is made up of machine;
from the GEC4782 line, a 16-bit minicomputer with moderate
main memory capabilities (up to one megabyte).

The Update Centers provide facilities to edit videotex
pages or to receive bulk 4data from intelligent terminals or
remote computers. Communication with the IP terminals is

mainly through 129%/75 bits per second telephone lines, with
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some 300/393 or 1209/1290 bits per second lines. New or up-
dated pages are sent to all IRCs attached to the UDC, and to
all other UDCs (which update their IRCs). Communication
with each IRC is-via dual 4899 bits per second dedicated
lines. When available, these lines will be replaced with a
2409 bits per second packet-switched communications servrvice.

Reliability in the Update Centers 1s achieved by
duplicating the CPU, memory, and disk Arives. Racovery from
machine failure is not automatic, however, since manual
intervention is required to switch to the backup unit.

Each Information Retrieval Computer stores the complete
database on disk. The IRC uses 1294/75 bits per second
lines to communicate with user terminals, and each IRC can
cﬁrrently support up to 2349 simultaneoﬁs users (and "several
hundred" more if front-end processors are used [TROUARAT) .~

Reliability for IRCs is achieved by routing the.user‘ to
a secondary IRC if the first one it attempts to uée (its
primary IRC) is not operational. Also, the 1load from a
single Dbreakdown may be evenly distributed over a number of
other IRCs, which avoids overloading any one cowmputer.

As of February 1981, there was one UDC (in London), and
a total of 18 IRCs, enabling 89 percent of the telephones in
Britain to have local dial access [HOOPS8l]l. 1In March 1931,
there were 19,003 Prestel sets in operation, with 507 to 529
new subscribers being added per wmonth (a subscriber may have

more than one set).
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The Prestel network will evolve in ﬁhe future to a new
network called PANDA (the Prestel Advanced Network anﬁ
Database Architecture) [CLAR8l]. This network will contain
one or more Prestel Administrative Centers (PACs), 'which
berform billing and other administrative functions; one or
more Prestel Information Centers (PICs), which store a
master copy of the database; and a number of Preétel User

Centers (PUCs), which interface with customers and Informa-

tion Providers. ' The PUCs request pages from the PIC in

response to customer requests, and then store the page in a

cache for some period of time. Updates are also sent from a

. PUC (initiated by an Information Provider) to the ~PIC, and

only notification of the change is sent to all other PUCs.
This new network structure was designed with a number of ob-

jectives, 1including a reduction in transmission costs, cen-
tralized billing and administration, and modularity for fu-

ture expansion.

Prestel Database Characteristics

The Prestel display consists of 24 rows of 47 characters
each, giving a maximum of 959 characters per page of infor-
mation. The database itself currently consists of 18%,a00
pages of information, and it has been slowly shrinking re-
cently, rather than expanding. The average size of a page
has been found to be between 529 and 599 bytes, giving a

total size of about 99 million bytes of information in the

current database.




Prestel Simulation .Study

When the British Post Office selected a computer for the

IRCs, they performed simulation studies to determine poten-

" tial bottlenecks [FEDI78b]. They wanted a maximum response

time of two seconds, given twelve seconds of customer think
time, 1K byte memory per user, and one millisecond
processing time per request. The study found that the cru-
cial features of the machine were disk access time and main

memory size. They thought that disk speed and the disk ac-

cess algorithm were significant factors.

- - - —

Vista 1s a videotex system which is being developed by
Bell Canada. The pilot trial started in February, 1979 " and
involved 25 Prestel and Telidon terminals accessing abhout
2003 pages of information. The current Vista field trial
started in May, 1981 with nearly 549 Telidon terminals

located in Toronto and Cap Rouge (near Quebec City)

(TELIB1].

Network Structure

The Vista designers [COST79] envision three maijor stages
in the system}s evolution:
1. A centralized system based on existing facilities.
2. A system with é distributed database, and "intel-
ligent terminal interfaces" (see later).

3. An extension to the previous stage. Various "in-
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tegrated services" such as digital telephony, mes-
saging, and a packet-switching service will be
added. |

The field trial is a first stage, centralized design.
It 1is based around a "Vista Exchange" (see figure 3.5a), a
PDP ll/7ﬁ( responsiﬁle for storing the database, providing
terminal support, and performing various administrative éer—
vices. The user terminals communicate with the computer via
1200 /159 bits per second lines.

The next trial will be the second stage design (figure
3.5b). This design, called "iNET," for "intelligent
network" allows a customer to connect with any of a number
of third-party databases. The exchange presents a direétory
of databases to the user, and.théh routes the requests to
the appropriate external wmachine. From thé user's view-
point, iNET disappears, and the exterrnal database performs

the user interface. The iNET exchange also performs ad-

~ministrative functions, like billing.

In the long range plan (figure 3.5c), the Vista Exchange
is 1ogica11y broken down into a "node" and one or nmore
“"logical modules". The node provides a videotex meta-
service: terminal support, the intelligent interface (in-

dexing and routing), and administrative services (statistics

collecting, billing, etc). The logical modules provide such

services as switching, storage (of messages), and a small

database. The bus structure at the bottom of +the Aiagram
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connects similar 1logical modules 1in sach exchange. This
would allow network-wide services such as electronic mail,

and possibly a distributed database.

Vista Database Characteristics

Telidon (or alpha-geometric) terminals use a fundamen-
tally different method to display graphics than the Prestel
or Antiope (alpha-mosaic) systems. The graphics are
produced by a series of Picture Description Instructions
(PDIs), such as "line x y" or "arc x y". A microprocessor
in— the terminal translates these coﬁmands and\draws the ap-
propriate object on the screen. The resulting graphics are

high quality, limited only by the resolution of the TV

- monitor, and the amount of memory in the terminal. Please

see CRC79 for a complete description of the PDI encoding
scheme. |

The cost of +the high quality graphics is that more
information may be needed for a page than in an alpha-mosaic
system, Pages for Telidon displays range from 164 to SAG4
(or more) bytes per page, but the average size of a page in
the CCNG/Telidon demonstration database at the University of
Waterloo is 716 bytes.

When the Vista trial opened, there ware 15,494 pages in
the database, with an intention of increasing that number to

75,39% by the end of the trial.




The Japanese videotex system, called Captain (Chafacter
And Pattern Telephone Access Information Network), .was re-
quiréd to use over 3,000 complex Kaniji characters, as well
. as Katakana, Hiragana and western characters,  which
presénted some different constraints on the system KUMASH,
HARA81]. The solution to this problem was the "alpha-
photographic”" transmission. scheme, where the picture is
described pixel-by-pixel. This allows very precise
graphics, at the expense of transmission speed.

Captain has already been through its first major field
trial, which was held in Tokyo from December 1979 through to
March 1981. A total of 1794 terminals were distributed, and

close to 87,9979 pages of information were created by the end

of the trial. As a result of the data recovered from the
trial, modifications are being made to the equipment and
information retrieval methods (with the addition of %eyword

access), and a new trial was scheduled to start in August,

19o31.

Network Structure

The Videotex Server for Captain stores and retrieves the
information, and also generates the characters for the ter-
minal. This method has the disadvantage of sending larqge

volumes of data over the telephone lines, which results in a

long delay in constructing the data on the customer's ter-
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minal. As well, it tends to increase the probability of er-
rors in the page as it is being sent. However, the method
has the advantage of drawing a very precise imége on the
customer's terminal, which is required for Kanji, Katakana
and Hiragana characters, and it allows a simpler and cheaper
terminal design. (This of course 1is exactly the wrong
tradeoff to make in an age.when hardware costs are falling
much faster than communications costs.)

Pages are transmitted from the central server to the
customer's terminal in thé form of @ackets at a speed of
3200 bits per second, and frbm theAcustomer'S'terminal back
to the server at 75 bits per second. To reduce the amount
pf transmitted data, the page is run-length encoded, and
another compression technique is used Called "redundancy
" compression"., In this method, pixels for empty lines, or
for the space between lines are not seﬁt. As well, other
minor techniques are used to save certain packets (see
KUMAB@). The end result 6f the compression techniques 1is
that an average page on the system takes about 19 seconds to

be displayed [KUMAS9].

Database Characteristics

The Captain page consists of background graphics, and a
set of characters, which can be Xanji, Kana, or al-
phanumeric. The screen can hold a total of 129 Kanii
characters (15 characters per 1line, and 8 1lines to a

screen), or a total of 487 Kana or alphanumeric characters.

- 31 -




Typical pages hold around 187 characters, a mixture of Kanji
and smaller characters.

The pages are stored essentially pixel—by—pixel,.with
the exception of the various kinds of characters, which are
generated as %he picture is being displayed. The pages are
therefore very large, when comparéd with Telidon, Prestel,
or Antiope pages. The exact storage format and averaée size

of the pages have not been given in the literature.

IT11.2.2.1.4 Bildschirmtext

— — — ——

The German videotex system, called Bildschirmtext, is
based on Prestel terminal technology, but has a completely

different network structure.

Bildschirmtext Network Structure

In Germany, the videotex network is viewed not only as
an information retrieval system, but also as a genaearal data
communications network [ZIMMS@]. This has resulted in a
network of videotex servers (called Btx Centers), intercon-
nected with third-party computers (these are called "exter-
nal" computers (or ECs) in Bildschirmtext) MTMANT81, OTTOR17.
See figure 3.5d for a network diagram. Also, since they
view the data collection function of such a system to be

very important, they have developed a protocol specifically

for it.

-~ 32 -




customers

External
Computer

External
Computer

X.25 Network

External

External Computex

\\iiiiiifr
/
Btx

customers

Figure 3.5d: the Bildschirmtext network



Videotex terminals connect with the Btx centers using
the telephone network, or a circuit switched data system,
and use either 1299/75 or 2497%/2479% bits per second lines.
Both full and half duplex lines are supported.

The Btx centers are interconnected with an X.25 packet

switched network. These centers are specially designed

microprocessor-based machines, which are responsible for -

terminal support and information retrieval.  External com~
puters are connected with the Btx centers via the packet
switched network as well. These machines provide special
functions such as reservations, order entry, computer .aided
instruction,.and.so on. ‘The interface with the external
computers has been standardized by using a form-filling

protocol. n

Bildschirmtext Database Considerations

The current fie}d trial in Berlin and Dusseldorf sup-
ports between 4,@@@ and 5,979 customers, and a database' of
75,Z®® pages. - {See the Préestél section for more information
on the page characteristics). There are two Btx centers

'holding the database, " and about 17 external computers >f-

fering service [0TTO81].




1ir.2.2

I11.2.2.2 Broadcast Out/Telephone In

This architecture is an extension of the teletext design
presented earlier. In teletext systems, a set of pages is
broadcast over the air cyclically (see section III.2.1),
givihg an average response time of one-half the time to
broadcast the entire cycle.' As a result, the number of
pages in a cycle is kept low, typically a few hundred pages.
The system's visible database can be expanded with a direct

link from the customer to the videotex server, which allows

an interactive videotex service to be offered. This design
has been considered by the designers of Antiope fGUIL84AT,

and field tested by TV station KSL, in Salt Lake City

LROBI79].

The field test in Salt Lake City by TV station KSL was
implemented by reserving a small set of pages in the normal
cycle for interactive use via the telephone. The customer
will request one of these pages, and that page will instruct
him to dial a particular telephone number, which will 1link
him with the KSL computer and enable him to request any vage
in the database. Once the requested page is retreived, it
is broadecast in the normal cycle in place of the special
page which originally carried the telephone number. Thus,
anybody who displays the special interactive broadcast page

may view the information displayed there, but only one per-
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son may interact with the system through that page. 1In this
field trial, the customer is limited to a short period of

connect time before being automatically cut off.

The Antiope designers have also considered this method.
Their system 1is called DIODE (Diffusion 4'Informations Ob-
tenues par Demande), and is based on the Didon technology
discussed in section III.2.1.2 BERGS81]. This system will
broadcast pages from the videotex server to the subscriber,
and will utiiize a request channel (either throuqﬁ the
telephone network; or cable TV) to field requests from sub-
scribers. There will bé three modés of operation of this
service. TFirst, there will be a. normal teletext service.
Next, there will ‘be a “request‘broadcast" mode, where the
terminal requests a batch of pages, and just waits for the
request to be acknowledged before releasing the request
channel. Finally, there will be a "controlled broadcast”
MOde, which is the same as the "request broadcast" mode, ex-

cept that the request channel is kept until the information

has been received. This design will utilize a full TV chan-

nel to broadcast the information BERG381], and will wuse a

terminal capable of storing a large number of pages

[cuILBa].




III.2.2.3. Cable Out/Telephone In

—— — —

This hybrid system has been considered mainly because
videotex systems currently need high data rates from the
database to the consumer (cable) and very 1low data rates
from the consumer back to the database (telephone). This

configuration has been considered by Antiope but we know of

no field trials which have been implemented.

ITI.2.2.3.1 Cable Transmission Characteristics

Current computer communications systems on cable use
either baseband transmission or some sort of frequency
modulation and multiplexing, such as video signals to send
their information. Currently, baseband transmission seems
to be limited to around 1@ Mbps, depending on the quality of
the cable. This figure will probably climb as the state of
technology advances. The capacity of cable transmission 1is
considerably higher wheﬁ frequency modulation (so called
broadband transmission) is used. For example, tha Sytek
broadband local area network offers 120 channels, each of
which uses a data signalling rate of 123 kbps. Thus, a
total data rate of approximately 15 Mbps is achieéved.

The numbers given above represent raw data rates. The
effective data rate depends on the transmission protocol
being used and in all cases it is smaller than the raw rate.
For cable transmission, several transmission techniques have

been suggested, for example: Tl streams (like the

v e




telephone system), the Didon system, the Ceefax system, and
the Mitrenet local area network system.

The Tl stream has 24 slots, each.with a 64 Kbps data
‘-rate, which are time division multiplexed. This gives
1.544 Mbps per Tl stream and allows up to 4 Tl streams (a T2
stream) to be transmitted on one video channel.

The Didon syétem has been described in Adetail éaflier.
Its raw data rate is 5.7 Mbps in Europe and 3.529 Mbps in

North America. Discounting header information and inactive
broadcast lines, the effective data rate 1is 3.68 Mbps in
Europe, and 2.33 Mbps in North America. The Ceefax system
claims a faw data rate of 6.9375 Mbps and an effective rate
of 5.2 Mbps (in Europe).

The Mitrenet local area network @IWILL747 was desiqgned
for use on common CATV cable. The first version used a time
division multiple access protocol with a raw data rate of
819.2 Kbps per channel. Packets are 7556 bits long with 172

data bits, representing an effective rate of 614.4 Kbps.

II1.2.2.3.2 Telephone Transmission Characteristics

The current telephone system can supnort a maximum of
about 96%@ bits per second for Aigital +transmission on a
switched connection, although a speed of 1244 bits ver

second is th= highest speed modem which 1is reasonably af-

fordable. Most current telephone-based videotex systems use
129%/75 or 1294/15% bits per second lines. Messages from
- 38 -




the terminal to fhe database are typically only a few bytes
long (hence the very low speed) wifh one Dbyte identifying
the start of the message, one byte for the end of the mes-
sage and the data between them. In the Telidon Aemonstra-

tion system, there are also two bytes for terminal iden-

tification.

ITII.2.2.3.3 Conclusions

S8ince no system has yet been designed specifically for a
cable—out/telephone—in system, it is rather Adifficult to
determine its attributes. The information in this section

is an attempt to characterize the current transmission media

and available protocols.

ot vt

IIT1.2.2.4 Two-way Cable

Two-Way cable systems present perhaps the .qreatest
potential for videotex_systems, providing high data rates,
potentially low noise, and good flexibility for +the trans-
mission method (ie., video, digital). There are currently
three different kinds of systems proposed for two-way éable
- an integrated services approach typified by 2mnitel in
Manitoba; a more limited television-oriented approach as in
the QUBE system in Columbus, Ohio, and the "encryption-
switching" approach which we have devised. The 1integrated
sérvices approach will be described in section IIT.?.3,
encryption-switching is described section III.4 and the QURE

system will be described in the following section.
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III.2.2.4.1 QUEBE

The QUBE system was developed and introduced by Warner
Cable Corporation in Columbus, Ohio. The services that they
offer are a combination of normal cable TV an advanced form
of Pay-TV; interactive TV, where the customer can "talk
back" to the television and various polled services, such as
a burglér aiarm, smoke detector, medical emefgency button,
and a distress button. QUBE is not a videotex system , but
it is included here because of its interactive nature based
on the cable system. A similar system with the same range
of services (except for Pay TV) has been introduced on a
trial basis by London Cable-TV, the cable television

operating company in London, Ontario.

Qube Delivery System

The system is based on a central computer at the cable
ﬁead, which polls each cuétomer ever? six seconds to detect
any change in Statqs. The customer owns a keypad with five
response butt&ns, attached to a micfoprocessor, which is in
turn attached to the television. The other services (bur-
glar alarm, smoke detector, etc.) are also attached to the
microprocessor. . When this box is polled by the central com~
puter; it is able to detect the status of each device at-~
tached - for example, whether the television is on, what

channel is it 1is set to, the last response bhutton pushed,

and the status, of the other services (usually an on/dff

setting). The central computer can identify the source of
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the information (the name and address of the customer) which
may be used for billing, usage statistics, and for more ad-
vancea features such as teleshopping, and electronic funds
transfer. The keypad is also used for channel selection,
and enables a more sophisticated form of Pay-TV. The cen-
tral computer can detect when a customer tunes a Pay-TV
channel, and it bills him accordingly. (Normally, Pay-TV
systems charge a monthly rate).

This polling procedure essentially limits the kind of
services which can be provided. Currently, the: interaction
is limited to multiple-choice type queries. The information
retrieval service usually provided by videotex systems is

not provided in QUBE, and because of the polling method

‘used, it might be difficult to implement.

I1II1.2.3 1Integrated Services Networks.

One of the likely distribution netWorks thaﬁ may be used
for videotex systems in the fﬁﬁure is the "Integrated Ser-
vices Network", or 1ISN. This class of network is being
designed to carry a wide range of services over a single

transmission medium [DORRRl, TSUK79]. The services that

will be carried generally fall into one of the following
classifications: voice, data, facsimile, video, and residen-
tial services (such as alarm services, and meter reading)

[McDONS11]. These services vary widely in their charac-

teristics and the requirements placed on the transmission
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medium. In addition, ISNs must also be designed to handle
as yet undefined services, whose characteristics are not yet
known.

The most prominant service on such systems now, and for
some time in the future, is voice [DORR81, SKRZ811. Voice
is still being carried by analog signals in thé present
telephone system, aLthoth digital transmission is becoming
more common. Digitally, one teiephone call requires 64K
bits per second, for an average duration of three minutes.

Residential services generally require a much lower Adata
rate, on the vorder.cf tens or hundreds of bits ber secon-
[SKRZ81]. Call durations may also be short, but the calls
may be more frequen£ than telephone calls (see ssction
I1T.2.2.4.1 on QUBE).

"Data" services ars varied in nature, but may include
interactive +terminal sessions, as well as bulk file
transfer. This implies a range of data rates, call Aura-
tions and frequeccies. This %ind of service, as well as
residential service, 1is efficiently handled by packet
switching networks, as opposed to the circuit switching
network ccrrently being used for the telephone system.

Facsimile and video require the highest 4data rates, with
full-motion video requiring 5Mbps (or lower if compression
techﬁiques are being used) MSKRZBl]. As well, these ser-

vices will require long call durations.




Thus, 1ISNs must support widely different service re-
quirements, as well as different switching. requirements (at

least until packetized voice is universally adopted). Many
people and organizations view the 1ISN as an evolving
network, starting with the current (analog)8 telephone
network [DORRA1, McDONS81l, SKRZS171. This evolution 1is en-
visioned because voice needs are dominant at the present
time, and because the telephone network has been evolving
towards a digital network for some time. The network will
evolve to become and end-to-end digital network, with an in-
tegrated circuit and packet switching system [DORRA1,
TSUK79]. This evolution is currently being planned by TCTS
and AT§T for the telephone systems in North America.

As an alternative, some ISNs are being developed for

different transmission media. The Omnitel network TCOYNERA

. 1s an ISN being developed using coaxial cable; it will be

fully described in the following section.

Omnitel 1is an inteqrated multiservice broadbhand
distribution system being implemented by Coyne Associates
and Interdiscom for Project Ida in Manitoba [COYNESRAT, As
an 1ISN, it is designed to support the wide range of Aiagital
services described earlier, as well as a variety of video
sarvices. The system was also designed to support twisted

wire pairs, coaxial cable, or fibre, however the system
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being implemented currently uses only cable. The current
field trial will provide service to 149 homes in a suburb of

Winnipeg.

Delivery System

The delivery system 1is an hierarchical structure in
which the data is multiplexed (or demultiplexed) at each
level from the subscriber to the .switching hardware. The
individual signals are then routed to the service providers.
The data are carried as a video signal along a cable,
similar to a normal cable TV network. See figure 3.6 for a
schematic diagraonf the system.

The network is controlled by a Central Computer Complex
(CCC). This machine does not pfovide services (other than
alarm reporting, administration and maintenance reporting),
but rather performs switching and channel assignment for the
various services. The video channels are shared between
subscribers on a demand basis similar to inter-office
telephony with some fixed assignment for certain services
(for example, 24 channels for CATV, and 5 channels for Pay

TV). The CCC communicates with various Distribution Control

" Terminals (DCTs) using a 96497 bits per second 1link. Hard-

ware maintenance polling is distributed through the network,
with the CCC receiving only reports of malfunctions.
The Distribution Control Terminal converts digital sig-

nals from the telephone switch or X.25 port to DS-1 streams

(]

(similar to T-1 streams, NDAVIES737), and vice versa. On
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DCT serves 256 homes on two DS—~1 streams with a capacity of
1.544 Mbps each (i.e., there are 2 ¥ 24 time slots shared
between 256 homes). Since a feeder line serves 2048 homes,
then 8 DCTs are required per feeder line.

The DCT sends  its signal to the VHF Mux, a
multiplexor/demultiplexor for video signals. The input is
taken from the DCTs, cable TV and Pay TV signals, other
video services, and an information switch (for circuit
switched data). The output is a set of video channels, with
four DS~-1 streams pef video channel assigned to digital data

(6 Mbps per video channel). At present there are four video

channels in each direction for digital data or 16 DS-1

streams for the 2948 subscribers on the feeder linéo The
rest of the channels are reserved for videoi signals
travelling downstream (from DCT to subscribers); tﬁere is no
pro&isiOn for upstream video.

The Intermediate Distribution Terminal (IDT) separates
twé DS-1 streams (1.544 Mbps each) from the feeder cable,

passes them along with all video signals to the subscriber,

and sends two'DS—l streams back to the DCT. The IDT also

serves - as a noise filter and signal regenerator. There can
be up to eight IDTs per feeder cable, serving about 255 sub-

scribers apiece.

The Remote Video and Digital Multiplexer (RVDM) per forms

most of the low level services for the subscriber, It con-
trols cable and Pay TV for all its subsecribers (i.e., it.
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does the tuning for the subscriber's TV), it does security
checking, and administration functions. The RVDM also con-
tains a mini-exchange for telephones. Communications to and
from each subscriber are with 1.544 Mbps channels, one 1in
each direction. There can be up to 32 RVDMs attached to
each IDT, and each RVDM can serve up to 21 subscribers.

The Subscriber Terminal Unit (STU) is a microprocessor
located in the subscriber's home. It controls cable for the
TV, the phone jack system for up to four different telephone
numbers per home, a videotex keyvad or keyboard, and it

polls alarm detectors, keypads, and meters.

I1T.2.3.1.2 Hardware

Currently, the CCC is an IBM Series/1 with 255K bytes
main memory, a floppy disk ﬁrive of 512K bytes, and a 64M
byte disk drive. This will be replaced in the future with a
multiprocessor system design. The other units will probably

be made up of one or more microprocessors each, depending on

the complexity of their job.

ITI.3 Performance Study of Omnitel

This section describes a detailed study of the perfor-
mance of Omnitel, described in the previous section. The
term ‘“"performance" in this context, refers mainly to the
end-to-end response time experienced by a customer. In ad-

dition to simple response time, however, other aspects of
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Omnitel will ©bDe discussed, for example, the hardware units
which act as bottlenecks will be identified.

The first step in the analysis is a general queueing
model for the network, and this model is described in the
first section. Both queueing theory and simulation tech-
niques were usad to determine the performance of the
network, and these methods and equations are Aescribed in
the next two sections. The fourth section describes the
complete results from various experiments that have heen

performed, and the conclusions that can be drawn are

discussed in the final section.

I1-.3.1. The Queueing Model of Omnitel

In the previéus section, the hardware components which
contribute to a a message's delay were described. This sec-
tion will analyze the delay experienced by a digital mes-
saged using a model consisting of a series of servers (where
the message is’being processed), and queues (where the mes-
sage waits for processing). In later sections, this model
will be "solved" using analytic and simulation techniques in
order +to characterize the'network's behaviour. Figure 3.7
contains a diagram of the model which has been constructed.
The various parameters required for the model will be

discussed in the results section (section III.3.4), where
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approximate values for them will be given.

To understand the performance of the network, we have
separated the downstream operation (from the center to the
subscriber) from the upstream operation (from the subscriber
to the center). In most casés, this separation 1is a
physical separation in the hardware (for example, éeparate
frequency slots in the coaxial cable are used for upstream
and downstream digital data). Video signals also travel
through the network, but they use a dedicated, fixed Dortién
of the bandwidth completely separated from that used by ths
digital messages, and so they will not interfere with
digital traffic.

As discussed in the hardware section, the Subécriber
Terminal Unit (STU) controls the various devices in the sub-
scriber's home. For the purposes of modelling, we will as-
sume that the STU receives messages from any one of its
devices in a block, rather than byte-by-hyte. The STU can
be represented as a single server with an input queue coming
from the device, and output going to the RVDM assigned to
this particular STU (see figure 3.7). The input queue is
not strictly first in-first out (FIFO) due to the polling
regimen, but in order toisimplify the implementation of the
model, a FIFO queue can Dbe assumed. This assumption is
reasonably safe, especially since traffic levels for in-
dividual homes will probably be small. (Ttraffic from

videotex terminals in a commercial environment 1is stil}




largely unknown, but most estimates are around one request

every 19 seconds [FEDI78b, POWES8#T]; meter reading and other

remote alarm services will require lower bandwidth than for

videotex [SAKA87].) If only one device 1is active 1in an
intefval of time, +then +the input will be FIFO for that
intefval, and the exact queueing discipline is unimportant.
Once +the STU has the message, there will.be a short delay
for the message to be processed and put on the output line.

For downstream digital messages, the action of the STU
is similar, although the assumption of its handling blpcks
or complete messageé is'more important because the videotex
messages will bé larger. This server has been modelléd as a
separate single server with a FI?O input queue and output
lines to each device. The service time will be similar to
that of the upstream STU, alﬁhough a little larger if it is
dealing with larger messages.

To model the upstream RVDM, a simp}e FIFO queue feeding
a single server should be sufficient. The inovut will be
taken from the various STUs that the RVDM controls, and the
output will go to the communications 1line connecting the
RVDM to the IDT.. As with the STU, the RVDM oolls the units
(STUs) that are attached to it; this has been abstracted in
the model to a FIFO input queue; This was done to simplify
the analysis of the network later on. The delay introduced
by the RVDM results from parsing the message type and refor-

matting the contents of the message into packets for trans-




mission.

For downstream messages, the RVDM must reassemble the
message from packets in addition to parsing the messaqge
type, translating the command or message into a form
readable by the display device, and sending the output to
the proper output line. Again, this can be  modelled as a
single server with a FIFO input queue coming from the com-
munications linz, and a number of outputs to each STU that
the RVDM serves. The service time will be similar to the
upstream RVDM, with an additional delay caused by reassembly
of the packets. Therefore, the message cannbt be fully
processed until all of the packets comprising it Thave been
received. The RVDM must wait until the entire message has
been'feceived before passing it on to the STU. |

The next source of delay is the communications line, in
the form of a Tl Carrier (or DS-1 stream) connecting the
RVDM with the IDT (the IDT-line). From the modelling view-
point, the important characteristics of the Tl Carrier are
tﬁat the system multiplexes 24 separate channels, and that
e;ch channel has a capacity of 64997 bits per second. The
communications line can thus be modelled as a set of 489
parallel servers (since two DS-1 streams or Tl Carriers are
used) with a single queue taking input from the RVDM's, and
a single output to the IDT. The service time of each server

can be calculated using the following equation:
service time = length of message (bits) / 649770 bits per seconA
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This is the length of time that the server is occupied, but

the delay that the message experiences in the communications
line 1is only equal +to the transmission time for one time

slot (8 bits), or @.993125 seconds. After the first time-

slot has been transmitted, the next unit in the hierarchy,

the IDT, can begin processing. This queueing structure and
service discipline are exactly duplicated for information
flowing in the downstream direction.

Both upstream and downstream IDT units can be modelled
as 48 parallel servers with one FIFO input queue. This 1is

similar to the IDT-cable, since the IDT must handle two DS-1

'streams (a total of 48 time-slots) simultaneously in each

~direction. The unit will have to operate at the same speed

as the input and output lines, so the‘service time calcula-
tion 1is :the same as for the IDT-line. However, the delay
given to the message is equal to the processing delay as-
sociated with transferring one time-slot of data from the

input line to the output line, which would be about one mil-

lisecond.

t

The main feeder cable connecting the 1IDT's. with the

DCT's Dbehaves very similarly to the IDT-line. Fach IDT ap-—

pears to have bandwidth allocated specifically for the
customers under its control (except for very light traffic
conditions; see COYNES84), so that the feeder cable will
simply act as several independent sets of parallel servers,

one set per IDT (see figure 3.7). Each set of servers is




independent of the others and so can be considered
separately. These servers will havelexactly the same set of
characteristics as the RVDM line discussed earlier.

The Distribution Control Terminal (DCT) also must con-
trol two DS-1 streams, and as such, will look very similar
to the IDT. The DCT is therefore modelled as 48 parallel
servers with one FIFO input queue, and an output line to the
CCC (this will be explained later). The service time is
computed as with the IDT-line, and the delay time given to
the message will be typically the same as for the IDT. The
downstream DCT performé exactly the same function in the op-
posite direction, and so it is modelled in the same way as
the upstream DCT.

The Central Control Computer (CCC) acts as tha destina-
tion for some of the messages which are passed through the
system, namely those messages for the functions that the CCC
controls, and wvarious control and maintenance messages. It
is therefore inserted into the'queueinq model after the DCT,
and it is represented as a single server, with a FIFO queue.
The messages which do not use the CCC (like videotex mes-
sages) will experience no delay here but are passed directly
to the next stage. Other messages, such as those for wmeter
reading, stop at the CCC, which performs some sort of func-
tion related to the type of messége it received.

Once the message has been passed through the upstream

network, it enters a "back-end" network which is dependent




on the type of message (and type of service required).
Telebhong messages will be routed to a telephone switch,
which will send the message downstream through Omnitel to a
new‘destination, or possibly outside this network to some
other network. Meter reading and alarm messages will be ab-
sorbed by the CCC, with no.further action (at 1least, from
the model's viewpoint)._ Videotex messages, which are the
main item of interest here, will be sent through the rest of
the. Distribution Network, and through the Server Network to
the appropriate Videotex’Server. That server retrieves the

requested page and sends it back through the Server Network

and the Distribution Network, to Omnitel.  This procedure

has been grossly modelled as an infinite set of servers with
no input queue, with output being sent to the downstream DCT
queue. The service time is uncertain at present, but may be
on the order of one-half'éecond if this "back-end" netwofk
consists simply of a host wvideotex server, like most
videotex networks in existence today. For videotex, the
destination wunit 1is the same STU which originated the re-
quest, and the length of +the returngd message will be
changed to reflect the length of the videotex information

page.

II1:3.2 Analytical Solution

The Omnitel gqueueing model can be analyzed using stan-

dard queueing theory, providing that some simplifying as-




sumptions are made. This section will describe an analvytic
solution to the network 1in terms of end-to-end response
time, mean waiting time per server, mean number of messages
in each server (including those 1in the queue) and mean
utilization of each server. As weil, the servers will be
analyzed to determine which servers are bottlenecks, and
under what conditions the bottleneck changes from one server

to another.

I11.3.2.1 Delay Analysis

The first goal in the analysis will be.to'determine the
end-to-end response time under a variety 6f parameter values
for mean service times and iﬂput rates. In this context,
"end-to-end response time" refers to the time it takes for a
message to travel frém the STU to the DCT (upstream), spenAd
time in a back-end network, and travel back from the DCT  to
the STU (downstream). As well, other calculations will be
made to help describe the network's behavioqr (such as mean
utilization and mean delay at each server).

The analytic solution is based on two simplifying as-

sumptions concerning the arrival of messages at each server,

-and the amount of service required by the message at each

server. First, we will assume that messages arrive at each
sarver in a "Poisson process" -- 1ie. that arrivals are
governed by the Poisson distribution function (see KLEIN75a,
page 62 for a description‘of this function). Second, we

will assume that a Poisson process governs when messages
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leave a server. These assumptions mean that the time
between the arrival of messages at a server. will be taken
from the exponential distribution, as will the service times
of these messages (KLEIN75a, page 55 has the mathematical
derivation of this property).

The Poisson’process assumption has been made for two
major reasons. First, the Poisson process has been shown to
be a useful model of many natural processes. The classical
example of a Poisson process originated in 1929, when it was
shown to properly model the number of army soldiers killed
by being kicked in the head by horses. As well, it has bheen
shown to model sucﬁ processes as the sequence of gamma rays
emitted by a rédioactive particle, and the ssquance of
telephone calls in a network. As well, the Poisson process
often'correctly‘models the sum of a'larqe numbef of indepen-
dent processes, each with a different, arbitrary statistical
distribution. This property. explains why this Aistribution
models a large number of processes (eg. people making
telephone calls) acting together. For these reasons, the
Poisson prodessesiwill be a suitahle model for messéqes
passing through the Omnitel network. In this network, there
will be a large number of subscfibers attached to a single
feeder cable (up to 29498), making independent decisions on
when to make a request to the ngtwork. This is the situa-
£ion described above, with -a large number of independent

processes, acting in aggregate.




The second major reason for using a Polisson process is
that the mathematics involved simplifies tremendously
without losing much accuracy. The exponential distribution
has a number of good mathematical properties, which makes

mathematics easier [KLEIN75a, page &51. One of these

‘properties (Burke's theorm), is used later in this section,

to subdivide the network, and solve each section indepen-
dently.

The model of the network described in the previous sec-
tion is made up of a series of‘servers with queues attached
acting one after another in tandem. With the assumptions

described above, the queues and servers can be characterized




as M/M/1 and M/M/m queues* (where "M" means "Markovian", or
the exponential distribution). The STU and RVDM may be
represented as M/M/1 servers (with different mean service
times) and the IDT line, IDT, feeder cable and DCT may be

L
represented as M/M/m servers, where "m" refers to the max-

imum number of messages that the communications lines can

transmit at one time (this will be 49 under the confiqur%—
tion being studied; see section III.3.4.1). The CCC will be
left out of this analysis because it has no service time in
the model, and the back-end network delay will be apvrox-
imated by a realistic constant.

The problem of solving a network of these quesues is
nofmally quite complex, but the éssumption made earlier 'of
exponential (or Markovian) service and interarrival times
makes this problem considerably easier. As discussed‘ in
KLEIN75a (page 149), Burke's theorem allows the analysis of
each node in this network independently of the other nodes,
providing that we have Markovién input and service time
processes, and that the system is stahle. Thus, each M/M/1
or M/M/m node in the network may be solved individually and
the results accumulated.

The solution to an M/M/1 queue is quite well known, anA
may be found in KLEIN75a. The results of interest are as

follows:

- —— — . " b — o — o ————

*This notation for queues is: A/B/m where "A" refers +to the
interarrival time distribution, "B" refers to the service
time distribution, and "m" refers to the number of parallel
servers being served by one queuse.




utilization: = a/u 1]
mean number in system: N = p/(l-p) [2]
mean waiting time: w = (p/u)/(1-p) [3]
mean response time: T = (1/u)/(l-p) [4]

where lambda represents the arrival rate (in messages per
second) and mu represents mean service rate (also in mes-
sages per second). These equations will apply to the STU and
RVDM, although the values for lambda and mu will differ. 1In
particular, since the RVDM services a‘nqmber of STU's (say n
STU's per RVDM), then the RVDM's input rate will be n times
STU's input rate.

The equations for the solution to an M/M/m queue are
less well known than the M/M/1 queus, but the equations may
be derived from the equilibrium set of probabilities (the
equilibrium probability for a server is the probability that
the server has a given number of messaqges in‘it when it is

in an equilibrium state).




These probabilities are as follows (see KLEIN75a):

, k )
= o ifk s m
P Po (;3) s
Po (p)k e ifk>m
m!
m=-1 : '
k m -1
= (mp)™ + (mp) 1
m e L e (s ()

From these equations, the following results may be derived:

p = A/ (um) : ' (5]
- m T | 2 T k
N = pom (m+ 1Yo + + pol k (mp)

I [ T Ti‘"‘—p)a] O‘jk-zo =R J [6]

-

1 .k .
w=| =5 |8 - T kpgmo) ifk > m 7]
k=0 ki
= 0 ifk<m

T=w+d | [8:]

where d is the delay that the message experiences at the
server. The response time equation is slightly Aifferent
than usual because the delay that a message experiences for
the M/M/m servers in £his network is not equal to the ser-

vice time at the server (the length of time the server is
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occupied), as Adiscussed in the previous section (the model
description). These equations will apply to the IDT-line,
IDT, feeder cable, and DCT.

The values for utilization,'mean number iﬁ the queue,
mean waiting time, and response time give a good indication
of the behaviour of individual servers in the network, and
they should indicate whether or not any server 1is cauéinq
problems under a given set of parameter values. By virtue
of Burke's Theorenm, tﬁese values are also applicable to the
network as a whole. Thus, to get the value for end-to-end

response time, the following equation may be used:

T=] T + back-end network delay {91
i

where "i" ranges over each 'server type, for bhoth upstream

and downstream servers.

II1.3.2.2 Bottleneck Analysis

The delay analysis will show whether and where bot-
tlenecks will occur wunder a given sét of parameters; the
network can also be analyzed to determine the parameter
values required to produce bottlenecks in each server. This
analysis will more graphically indicate the most vulnerable
servers, and at which parameter levels they become critical.

This analysis involves the equations for mean utiliza-
tion in the M/M/1 and M/M/m queues. (equations 1 and 5
respectively). If a set of parameter valuss (service times

for the various servers) results in the mean utilization of
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some server in the system being 1.7 or over, then that
server is working at capacity and will act as the system's
bbottleneck. We must determine then, which server or servers
reach capacity "first."

Por a given set of parameter values, with the s?s@em
configured as described earlier, the utilization equations

for each server are as follows:

= 10
STU: 9 = A xstu [ ]

= 11
RVDM: P = 8\ x 3 [11]
Itxc line: p = 256\ (ml/64000)/48 , - [12]

= 256X 3
IDT: p = 256x (ml/64000 + S, ,.) /48 [13]
Feeder: p = 256\ (ml/64000)/48 ' [14]
ICT: p = 2561 (ml/64000 + S .)/48 | [15]

where lambda represents average input rate to each STU 1in
messages per secondy.x represents the average service time
for the STU or RVDM; ml represents the meén message length
(iﬁ bits); and S(xyz) represents the extra amount of Aelay
that the hardware in unit xyz causes. This S-value 1is Aue
to ths nature of the IDT and DCT. The servérs in these
units are occupied by a message for a time equal to the
delay it takes to process one time slot (in the T1 carrier),

plus the time it takes for the complete message to pass




through, at 64,009 bits per second. The first delay is
represented by "S(xyz)", and the second time is computed as
"ml/640089" .

These equations will be plotted (where utilization
quals one) for a small set of different parameter values,
and the results discuséed, in seétion IITI.3.4.

Another useful analysis 1is to détermine the set of
parameters for which each server acts as the bottleneck.
The above analysis tells us, for a g{ven set of parameter

values, what the safe levels for input rate (lambda) and

message length (ml) will be. Since exact levels for the

parameters are not known, it will be useful to‘ know the
range of paraméters for which one server or another will be
dominant. This is equivalent to ploﬁtinq the cross-over
point from one line to another in the graphs produced by the
first analysis.

It can be seen from equations 1% through 15 that ths
utilization for the IDT and DCT will always be qreater than
the IDT-line and feeder cable. As well, the utilization for
the RVDM will always be greater than the STU (as 1long as
x{(rvdm) > x(stu) ). Thus if we compare the utilization of
the RVDM to the IDT or DCT, we may determine the parameter
values which cause one or the other to be dominant. By com-
paring equations 11 and 15, the RVDM will be dominant when

the following equation is valiAd:

8 x m > ml. .+ 64000 Sdct
12000
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Piotting S(det) (or s(idt) ) versus x(rvdm) for various
vélues of mean message rate, will indicate the sets of
parameters which cause one of these units to dominate.- This
is done in section III.3.4, and the results are  discussed

there.

IT1.3.3 The Simulation of Omnitel

The analytic solution to the model provides an approx-
imate solution, but one which is very easy and flexible to

usa. To get a more exact solution to the problem, a simula-

tion program must be written. The simulation .still relies-

on some Aassumptions, but the action of the servers can he

" more accurately modelled, and so the results should be more

reliable. Simulation results, however, are very expensive
(in terms of machine time) to produce, and thus,. only a
limited number of results have been generated. Conse-

quently, the analytical solution will be used to explore the
behaviour of the network, and the simulation results will be
used to verifyv the analytical results. The simulation
program is 1listed in Appendix A at the end of this repbrt.
It is written in the programming language C with the aid of
the Unix operating system.

There are two kinds of messages available: videotex
messages, and "external” messages. Videotex messages
originate at an STU, and are‘very small to reflect.the small

keypad or keyboard requests (ranging from 2 to 16 bytes).
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At the back—-end network, these messages become very large,
to represent the size of the returned page, and are returned
to the S8STU which generated them. (The actual size of the
returned message is a parameter in the simulation which can
be vafied. For the values chosen for the experiments, see
section ITI.3.4.2.) External messages simply travel one way
through the network, either from DCT to STU, or from STU to
DCT. They were ' originally meant to simulate background
traffic in the system, but by varying the size of these mes-

sages as a parameter, they can also be used " to investigate

the network's behaviour under a number of different circum-

stances.

The assumptions made in the simulation program deal
mainly with the statistical distributions chosen- for the
various uses. These distributions are used to generate a
sequence of "random" wvalues used for service times, message
interarrival times, and message  lengths. .These "assump-
tions" are really parameters chosen for a hopefully
realistic pattern of messages and service times. The impor-
tant distributions involved in the simulation are as fol-
lows:

Videotex Message Size: Uniform distribution (downstream)
Erlang distribution (upstream)

Videotex Interarrival
Time: Exponential distribution

"External" Message Size: Erlang distribution
"External" Message

Interarrival Time: Exponential distribution
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Service Times: generally Uniform distribution,
unless the value can be exactly
calculated

Back-End Network Delay: Normal distribution.

- These distributions were chosen for a number of reasons.
The Uniform distribution was used for the downstream
videotex message size,.and for the service times that could
not be calculated otherwise. This distribution gives zach
-value in a given range the exact same probability -of being
chosen. In botﬁ cases where it was used, the range of
possible values was quite small, and it was felt that this
distfibution provided a good enough estimate, without
costing too much machine time. (The uniform distribution is
the easiest to calculate.) The Frlang distribution was used
t0 generate values for videotex page sizes (upstream mes-
sageé) and "external" messages. This distribution rises to
a peak (near the mean value); and then decends slowly to
give a long tail. This is very similar to the Aistribution
of videotex pages. - It has been observed that the maijority
of Telidon paz=2s are between 107 and 1649 bytes lona, with a
small number of larger pages, and a few very large pages.
Finally, the Exponential distribution was used for
generating the arrival of messagés to the network. This was

chosen for essentially the same reason as for the analytical

solution -~ Poisson processes model these situations quite

well. All of these distributions, however, are parameters

that can . be changed if more realistic estimates are
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available. PFor this evaluation, though, these distributions
were not changed.

Both the analytical and simulatiqn assumptions have bheen
summarized in Table 3.6 at the end of section III.3.5. The
major reason why the simulation model can be coﬁsidered to
be more accurate is that each individual server 1in the
network 1is operated as closely as possible to the way it
oéerates in the real network. Even though the exponential
distribution 1is used to generate meésages to the network,
the message is processed thrbuqh the network according to
the exact queuing discipline of the various servers. The

analytical model considers the average behaviour of all mes-

‘'sages “which pass through the network and it must make as-

sumptions about how messages pass from server to server (ex-—

' ponential interarrival times). Since the simulation Jdoes

not make this assumption, its results should be more

realistic.

The exact details and results of the simulation runs

will be discussed in the following section.

ITI.3.4 Presentation of Results

This section will describe the analytical calculations
and simulation experiments which have been performed.
First, the default parameters to both the analytic calcula-
tions and the simulation program are given. These represent

~

approximate wvalues for the various service times in the




network, and are used as a base for all of the calculations
presented later. The second section will describe the ex-
periments which have been done, and the third section will
present the results. Finally, the results from the simuia—
tion program and the analytic calculations will be discussed

and compared.

I I’i'ﬁ'l Model Parameters.

In order to perform the experiments, numeric values must

be given for service times in the various queues, and the

configuration of the system should be described. In Table
3.1, estimates of "service time" and "delay time" for each
type of queue is detailed. The "service time" is the length

of time that the server is occupied by a message, and the
"delay time" is the amount of delay that the message is
given. These values have not been detailed in the litera-
ture [COYNES%], so the values given in Table 3.1 are best
realistic‘ estimates of the parameters, except for the delay
time and service time for the communications channels (the
IDT-line and Feeder), which can be exactly calculated.

For the single server queues (the STU and RVDM), the
service time and deiay time are the same because in the
model, the whole messaqge is received. and processed Dbefore
being passed' on. For the multiple server queues {(the IDT
line, IDT, feeder, and DCT), the service and Adelay times are

different due to a different queueing discipline. For these
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queues, the progress of the message is delayved only by the
transmission or processing delay of the first portion of the
message (ie. the first time-slot in the time division mul-
tiplexing scheme). As soon as that time slot is processed,
the next server in the network has access to the start of
the message, and begins processing. The original server
however, 1is still processing (or transmitting) the message,

and it will continue to do so for the duration of the ser-

. vice time.

The configuration used for most of the experimehts con-
sists of a singlé DCT, servicing two DS-1 streams on the
main cable (two DS-1 streéms represent 48 time-slots, or 4R
parallel  servers in the model). These streams connect to
one IDT which is loaded with 32 RVDM's, each supporting S
STU's. On each STU (ie. in each subscr%bér's home), there
is one videotex terminal, and possibly other devices. This
configquration represents a heavily loaded system acéording
to COYNES8Z, but does not load the system as fully as Athe

addressability of the network allows.




Table 3.1: Mean Service and Delay Times (default)

Queue Type Service Time
STU (upstream) 1.0 milliseconds
STU (downstream) 1.9 milliseconds
RVDM (upstream) 1.9 milliseconds

RVDM (downstream) 14.0 milliseconds

IDT line msg length (bits)/AR4973 bps
IDT msg length (bits)/64977 bps
Feeder msg length (bits)/64060% bps
DCT msg length (bits)/64967 bps
ccc : | zZero

Back end network %.5 seconds

(videotex)
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Delay Time

1.7 milliseconds
1.4 milliseconds
19.9 miLliseconﬂs
1.4 milliseconds 
2.125 milliseconds
1.4 milliseconds
3.125 milliseconAds
1.4 milliseconds
zZero
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I11.3.4.2 Description of the Experiments

~

Most of the analysis of the network has been done using
the analytical approach, due to the length of time that it
takes to run the simulation.program. The analytical  equa-
tions are a much more flexible tool to use in exploring the
behaviour of the network. The simulation however, 1is more
accurate, and so it must be run to ensure the validity of
the cénclusions. The bulk of the experiments then, are done
only with the analytic equations and the simulation program
is used to duplicate a selected number vof the analytical
results.

The experiments are conducted by varying one or more
parameters in the model, and calculating the eﬁd—to—end
delay of a message travelling through the network. These
parameters consist of those described in the previous sec-
tion (service and delay times, and the configuration of the
network), as well as the mean message length in the network,
and the traffic rate (measured as the number of messages
generated every second by each STU).

In the first experiment, the delay times for all servers
in the model (except the communications channels) were set
to the same value, and their values simultaneously in-
creased. The communications channels are not included here
because their service and delay times are exactly known, and

so they are not parameters which can be changed (unless the
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configuration of the network is changed). This experiment
was designed to quickly fiﬁd out the server most 1likely to
present congestion problems, and it uses only videotex mes-
sages. The mean size of videotex messages upstream from the
STU to the back—-end network'was 99 bits, and the returned
éize of the videotex messages was 13@@@ bits. Both values
represent high estimates of the actual valueé, so that if
"any congestion is likely to happen under normal videotex
operation, it should show up here. The upstream videotex
messages are generated at a rate of one message every ten
seconds. from 'each videotex terminal. Both simulation and
analyticéi results were calculated, and the results can be
found in figures 3.8a and 3.8b in the following section.

The next experiment shows the effect of running a con-

stant flow of videotex messages (at a rate of one request:

every ten seconds per videotex terminal), and an increasing
flow of "external” messaées. The mean length of "external"
messages hére is 5099 bits, and{the rate of messages varies
from zero to as high as necessary to reach congestion in the
network. This experiment was fun both'analytically and by
simulation, and the results may be found in figures 3.9%a and
3.9b (also in the next section).

The tﬁird experiment was designed to investigate the
performance characteristics of each server in the network.
For each unit in turn (except for the communications chan-

nels), the delay time was varied, keeping all other service




times at their default wvalues. The length of the end-to-end
delay was plotted for a series of curves, each with a Aif-
ferent mean message 1length. For the communications chan-
nels, the number of parallel servers in the network was
varied from 24 to 48 to 96, in order to investigate the ef-
fect of the channel capacity on end-to-end delay. The end-
to-end' delay values for these parameters were also plotted
for a series of mean message lengths.

Finally, the fourth experiment alters the configuration
of the network to see how the RVDM behéves when it is loaded
with a different number of STUs. The tétal number of STUs
on the network is kept roughly constant, and the nuﬁber of
RVDMs and STUs connected to each RVDM is changed. In an ad-
ditional experiment, the total number of STUs is increasend

to test the network at a heavier load.

ITI.3.4.3 Presentation and Discussion of Results

ITIT.3.4.3.1 Delay Analysis

The first experiment effectively increased the delay
times for all servers (except the communications channels)
to the point where one (or more) of them became congested,
and thus limited the throughput of the network. Figures
3.8a and 3.8b are the simulation and analytic results from

this experiment, respectively. From these figures, it can

be seen that the network does not become congested (under a
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normal videotex 1load) until the delay time for each server.
has reached an unreasonably high value (1.25 seconds). This
fact alone 1indicates that for reasonable service and delay
times (like the default values in Table 3.1) the network
will not be congested under normal videotex load conditions
(one message every ten seconds per videotex terminal).

To see which server or servers actually caused the bot-
tleneck, a table of utilization values for each server at

the saturation point (1.25 seconds delay time) has been com-

piled for the analytical results:

Table 3.2: Utilization at the Saturation Point in Experiment 1

Server V Utilization

a) Upstream DCT 0.6674
Feeder CCLLE
bt f7.6674
IDT-1line a.0093
RVDM i 1.003839%
STU 7.1259

b) Downstream DCT A.775%
Feeder 77,1033
IpT A.775%
IDT-1line 74,1013
RVDM 1.0094
STU @.1251
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This table shows that,. at the saturation point, it is
the RVDM, Dboth upstream and downstream which 1is fully
utilized, and thus is causing the congestion of the network.
Thus, the first indication-is that the RVDM 1is the most
critical piece of’hardware on the system.

The second experiment runs a constant flow of videotex
requests, and increases the fiow of background or "external”
messages to simulate an increasing traffic level; the
analytic and simulation results may be found in figures 3.9%a
and 3.9b respectively. Both graphs show a decrease in the
end-to-end = response time between a mean input rate of 4.1
and about 1.9 messages per second per STU. This is due to
the fact that small messages are transmitted in less time
than large messages, and that the mean message size
decreases when external messages are added. At 7.1 messages
per second per STU, there are only videotex messages in the
network, with a mean size of 13709 bits. As external mes-
sages are introducedeith a mean size of 59497 bits, the mean
size of messages in the network Arops, as Aoes the mean end-
to-end delay. After a period of time, the traffic in the
network causes queuing delays, and the mean delay starts to
increase again.

In +this experiment, . the end-to-end response time of
videotex messages can been seen from the first plotted point
on figures 3.9a and 3.9b, when there are no external mes-

sages in the network. The actual value for the delay 1is




RESPONSE TIME {sec)

RESPONSE TIME (sec)

o8| J
\k._ . '

0.6~

0.0 | | 1 1 l |
0.0 05 1.0 1|5 20 25 30

INPUT RATE (msgs/sec/STU)

Figure 3.9a: Experiment 2, Simulation results

0.4}~

0.2

0.0 | 1 | | l |
0.0 05 1.0 1.5 20 20 3.0

INPUT RATE (msgs/sec/STU)
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4.7398 seconds in the simulation experiment and 4.7317
seconds in the analytic calculations. These figures consist
of @.5 seconds delay in the back-end network, about #.a15
seconds upstream delay, and about #.229 seconds downstream
delay;\ The difference between upstream and downstream delay

is again due to the difference in mean message sizes

travelling in the two directions.
This experiment also shows different behaviour at the
saturation point (about 2.21 messages per second per STU)

than in the first experiment, as Table 3.3 illustrates:

Table 3.3: Utilization at the Saturation Point in Experiment 2

Server Utilization

a) Upstream DCT .. #.,8915
Feeder 7.8797
IDT 7.8915
IDT~line 7.,8797
RVDM 7.17689
STU 7.0%22

b) Downstream  DCT 7.99909
Feeder 7.9873
IDT a.9999
IDT-line 71,9273
RVDM F.1768
STU 7.2
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In this case, the DCT and IDT are causing the bot-
tleneck, rather than the RVDM as in the first experiment.
The bottleneck analysis discussed later will indicate the
conditions under which the bottleneck changes.

The results from the main series of experiments, where
the service times of the varioﬁs hardware units was in-
creased, and the capacity of the communications channels was
altered, may be found in figures 3.1 through 3.14. The
analytical results froﬁ the RVDM experiment are shown in
figure 3.1@. A series of simulation runs has been performed
with the same parameters as shown in figure 3.17%b (the
default parameters as shown in Table 3.1), and results from
these experiments may be found in figure 3.11. Figure 3.1?2
contains plots from the IDT and DCT experiment, figure 3.13
shows the STU results, andbfigure 3.14 plots the results
from the communications channels experiment.

In figure 3.149, the effect of increasing the RVDM ser-
vice time can be readily seen. Figure 3.10a shows the RVDM
with a service time of 7.645. At this level, the RVDM
serves as a bottleneck only when the mean message length in
the network is very small (less than 484 bits per message);
at larger message sizes, the DCT or IDT becomes the bhot-
tleneck. As the RVDM service time increases (in figures
3.10b, ¢, and d), the RVDM increasing becomes a more
prominant bottleneck, and the maximum'message rate that the

network can handle (measured in messages per second per STU)
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drops 1in proportion to the increase in ser?ice time. 1In
fact, if the RVDM service time is as high as A.1 seconds per
message (figure 3.104), theﬁ the network éan only accept a
maximum of 1.25 messages per second from each STU, which may
constrain the system if high bandwidth digital services are
offered.

Figure 3.11 shows results from the computer simulation,
run for the same parameters as for figure 3.14b (the Aefault
parameteré as in TableVB.l). This figure shows essentially
the same behaviour of the network as shown in. figqure 3.17b,
the analytical results. The values given at low traffic
levels in both figures are nearly identical, and both
figures shpw the network becoming satdrated at the same
levels. There is a difference in how the response time
behaves when traffic levels approach the saﬁuration point,
however. These differences are discussed more'fully in sec-
tion III.3.4.4.

The results from the IDT and DCT experiments are shéwn
in figure 3.12. These two hardware units have idéntical
forms in the neﬁwork model (see section III.3.2.1), and so
they have been analyzed in the same experiment. The fouf
sections of the figure (3.12a to 3.12d) show the IDT/DCT
unit Qith a delay time (the processing time for one time-
slot of data) of #.0995 seconds, @.705 seconds, @.01
secbnds, and' 7.1 seconds respectively. Fiqure 3.1M%b shows

results with the default parameters, where the IDT/DCT delay
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time is 2.701 seconds. 1In all graphs, the overall response
time at low input traffic rates is roughly the same. Unless
the IDT/DCT delay time is very large, its value does not add
a significant amount to the response time. Near the satura-
tion point, queueing delays are much more important. As the
IDT/DCT delay time increases, the saturation point for most
of the plotted curves moves to the left (ie. the saturation
point occurs at a lower rate of traffic). This indicates

that the IDT and/or the DCT unit is acting as the network's
bottleneck for these parameter values. This Adoes not take

place when the average size of messages in the system is

very small -- around 5% to 1A% bits per message (dependinq
on the other parameter values). For these curves, the
limiting factor is the RVDM, as in figure 3.17. When the

delay time of'the IDT/DCT is very large (figure 3.12d4), the
IDT or DCT unit becomes a very serious bottleneck, limiting
throughput to less than 2 messages per second per STU.

The STU experimental results are shown in figure 3.13.
Figures 3.13a through 3.13c show the results when the STU
has a service time of #.01 seconds, %#.%8 seconds, -and 7.1
seconds respectively. Again, figure 3.1%b shows the Aefault
parameter results, where the 8TU service +time 1is #.04]1
seconds {(upstream) and 7.1 seconds (downstream). Since the
volume of traffic being transmitted through the STU is eight
times 1less than through the RVDM (in this configuration),

the STU must have a very large service time before it
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becomes a more serious problem than the RVDM. When the STU
service time is the same as the RVDM (figure 3.13a), there
is no significant effect of response time or saturation
point. Howevgr, when the STU service time is eight or more
times the RVDM, the STU replaces the RVDM as a bottleneck in
the curves with small mean message sizes (54 and 14A7% bits
per message). As in figure 3.14, the IDT or DCT units are
still bottlenecks for large mean message sizes. With very
large service times, the éurves also change shape, starting
at higher initial values, and increésinq more quickly Aue to
a more serious queueing problem at the STU.

Figure 3.14 contains experimental results from varying
the capacity of the communications channels. The cavacity
is measured by the number of 64K bit channels which. are
available for "both upstream and downstream transmission.
Figure 3.14a shows 24 channels (one ©I[#-1 stream), figure
3.14b shows the default parameters, 4% channels (two DS-1
streams), and figure 3.14c has 96 channels (four DS-1.
streams) . When the capacity of the communications channel
is altered, the capacity of the IDT and DCT must also be al-
tered 1in the model, since these units process each channel
in parallel. This means that altering the channel capacity
has a dramatic effect on the system performance. In figure

3.14a, with 24 channels, the natwork is severly limited, ex-

cept for very small messages. If the mean message size is
under 50¢ bits per message, then the network can handle
- 91 -
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about the same amount as for 48 channels. For these mes-
sages, the RVDM acts as the bottleneck. For larger mean
message sizes, though, the network can handle about one-half
the traffic rate as for 48 channels. This means that for
videotex messages (7@49 Dbits per downstream message), the
network can handle just less than one message per second per
STU. In figure 3.l4c, the network has 96 channels, aﬁd can
handle apprbximaﬁely twice the traffic level for lérqer mes-
sages. For messages of less than 2799 bits‘per méésaqe, the
'RVDM is still the bottleneck, and limits the traffic rate to
12.5 messages per second per STU.

The final experiment alters the configuration of the
network, +to test the RVDM when it has to handle more STUs.
In fiéures 3.15a to 3.15c, the number of STUs on the network
is kept roughly constant to minimize the effect of the rest
of the‘nétwork on the results. In these fiqures, the number
of RVDMs 1is decreased from 21 (with 12 STUs per RVDM) in
3.15a, to 16 (with 16 STUs per RVDM) in 3.15b, to 8 (with 3?2
STUs per RVDM) in 3.15c. The default configuration, with 32
RVDMs and 8 STUs.per RVDM may be found in figure 3.10b. In
these figures, the RVDM becomes a more serious bottleneck,
allowing a maximum of 8.3 messages per second per STU in
"figure 3.l15a; 6.3 messages in figure 3.15b:; and only 3.7
messages in figure 3.15c. The IDT/DCT units still act as
the 4bott1eneck for 1afge messages, but when the RVDM is

loaded as in figure 3.15c, the mean message size must be
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around five thousand bits per message or more for this to
happen.

In figure 3.15d, the total number of STUs on the network
was increased from 255 to 384, with each of the 32 RVDMs now
handling 12 STUs. Here, the values for response time are
slightly higer than in the default case, due to the higher
rate of messages and increased amount of queueing which
arises from 'having more STUs. As well, each RVDM 1is
handling more messaées, and so the RVDM now restricts the
traffic rate from each STU to 8.3 messages per second.
Again, the IDT/DCT units restrict the flow of large messages
in the network (mean message sizes of greater than 1044 bits
per message). For videotex messages, this configuration al-

lows only one message per second from each STU.

I1II1.3.4.3.2 Bottleneck Analysis

The results from the bottleneck analysis are presented
in figure 3.16. The firét two graphs in this figure (3.16a
and 3.16b) use the first set of equations as presented in
section III.3.2.2. They show the maximum rate of messages
that each server can tolerate, plotted against a range of
mean message rates in the network. In the model, the RVDM
has a constant service time, independent of the size of mes-
sage, and as such, the RVDM line appears as a horizontal
line. The other servers shown in these graphs have a ser-

vice time dependent on the length of message, so that the
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maximum rate of messages which they can tolerate Arops as
the network's mean message size increases.

Figure 3.16a shows the results for the default
parameters (see Table 3:1), and it can be seen that the RVDM
limits tﬁroughput while the network contains messages whose
meén size is less than 896 bits. As the mean size grows,
" the DCT and IDT unitsnlimit the throughput. The.shaded area
in the graph shows combinations of message rates and sizes
which the network will handle without being conqestéd. This
" graph shows that for videotex messages (which are actually
about 7029 bits long in the current demonstration database
-at the University of Waterloo), the network can handle
slightly over 1.5 messges per second per STU. It can handle
then, the normal videotex load of @.1 messages vper s=cond
per STU.

Figure 3.16b shows a similar graph, but with the RVDM

service time increased to 7.05 seconds (from 7.71 seconds in

figure 3.16a). In this situation, the RVDM is the 1limiting

factor for mean message lengths of less than 4735 bits, and
the'input‘rate is limited to 2.5 messages per second per
STU. The network can still handle normal videotex loa<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>