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4. 

EXECUTIVE SUMMARY 

In the SAR.SAT signal environment, it is possible to receive many (5 to 20) 

simultaneous emergency beacon signals, combined with voice and interference of various 

types, all simultaneously occupying essentially the same frequency-time space. The uplink 

signals from each of these sources results in doppler curves (used for position location 

computation) which are interlaced, overlapping, and often segmented due to signal falling 

below the threshold for parts of the satellite pass. 

This report examines: 1) the problem of differentiating between doppler data 

generated by a modulated 121.5/243 MHz beacon and other signal sources in the band; 2) the 

signal characterization of ELT signals; and 3) the use of these results to provide data 

management techniques to reduce position location data proliferation arising from the same 

ELT being seen on multiple orbits and by different satellites. 

The report first provides a survey of the different sources of interference which occur 

in the 100 to 500 MHz frequency band. It is seen that the interference can be divided into two 

categories, namely; that due to natural sources (such as atmospheric noise and galactic noise) 

and man-made noise (such as autombile ignition noise and CB radio interference). It is shown 

that when it is present, in an-macie noise dominates and can take on a wide range of different 

characteristics. 

Next, the report examines those sources of interference which enter the 121.5/243 

MHz frequency bands of the SARSAT system. It is seen that these sources may be either 

impulsive or in-band. One simple method of classifying the interference is to separate on the 

basis of bandwidth, i.e. CW, narrowband and wideband. It is seen that these designators can 

be useful in identifying the interference which is in fact received in the SARSAT system. 

Thus, it is possible to provide identifiers which in turn lead to a measure called activity of the 

pass. The activity of the pass gives a measure of the amount of interference level which is 

encountered on any particular pass. 



The spectral properties of ELT signals are examined in detail. It is shown that the 

typical ELT signal can be related to one of two different models which accurately predict ELT 

signal spectrum. Thus, it is possible to identify properties of the ELT signal which can be 

measured and related to a specific ELT signal. Of course, the usefulness of the measurement 

is dependent on the quality of the signal being measured. 

Finally, these properties of interference and ELT signal characteristics are combined 

to form a signal identifier which can be used to classify any received signal. This 

classification can then be used to provide a label which is used on all the different received 

signals. Signals having the same characteristics fall into the same bin which then provides a 

significant reduction in data to be handled. 
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1. INTRODUCTION 

Existing emergency beacons operating at 121.5 MHz have a distinctive siren-like AM 

modulation characteristic. Apart from normal production variations in the characteristic of 

this modulation which is allowed in the specifications, there is no other information 

incorporated in the signal to differentiate one emergency beacon signal from another. 

In the SARSAT signal environment, it is possible to receive many (5 to 25) 

simultaneous emergency beacon signals, combined with voice signals and interference of 

various types, all simultaneously occupying essentially the same frequency-time space. The 

uplink signals from each of these sources results in doppler curves (used for position location 

computation) which are interlaced, overlapping, and often segmented due to signal falling 

below the threshold for parts of the satellite pass. 

Although the current signal processing software in the SARSAT LUT can cope with 

this signal situation reasonably well, the present processing algorithm is based solely on 

comparing the available data against theoretical doppler data which would occur from any 

position in the LUT  coverage area. 

Occasions arise when the LUT computes locations using segmented data available 

from several different signal sources, but still representing an available doppler curve. The 

location thus computed does not represent the location of any real signal source, and is 

considered to be a LUT-generated false alarm. 

	

1.1 	OBJECTIVES  • 

A study program in the area of ELT signal identification is necessary to determine the 

feasibility of originating signal processing approaches to perform the followingfunctions: 

	

1) 	Differentiate between doppler data generated by a modulated 121.5/243 MHz beacon 

and other signal sources in the band (i.e. CW, voice signals, etc.). 
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2) Perform signal characterization on each signal to enable  différentiation  among ELT 

signals, and thus associate each available doppler data segment with the correct 

signal source. 

3) On the basis of being able to differentiate and distinguish among emergency signals 

based on signal processing parameters or characteristics, originate data management 

techniques to reduce position location data proliferation arising from the same ELT 

being "seen" on multiple orbits and by up to four different satellites. 

1.2 OVERVIEW OF REPORT  

Section 2 provides a survey.  of interfering sources in the frequency band from 100 to 

500 MHz. These sources include: natural sources such as atmospheric noise, galactic noise, 

solar flare interference and the like; and man-made interference such as automobile ignition 

noise, power generating facility interference, scientific and industrial equipment noise, CB 

radio interference, and so on. Section 3 deals specifically with the effects of interference on 

the SARSAT system and examines the problems which may occur and how this interference 

may affect the processing of ELT signals. In addition, examples of interference received by 

the SARSAT system are examined and a set of parameters is identified which characterize 

the interference. Section 4 considers the different types of ELT signals which are received 

and provides models which accurate describe ELT signal. From this, it is possible to select a 

set of parameters which characterize ELT signals. Section 5 describes how the parameters 

characterizing interference and ELT signals can be used to develop data management 

techniques for categorizing received ELT signal emissions. Finally Section 6 provides 

Conclusions, followed by References. 
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2. SURVEY OF INTERFERING SOURCES AT 

2.1 	OVERVIEW  

A computer literature search of interfering sources in the frequency band from 100 to 

500 MHz has resulted in the listing of approximately 1100 titles of which approximately 100 

papers and one textbook have been obtained. These have all been reviewed and a summary of 

the relevant findings is now presented. In the frequency band from 100 to 500 MHz, there are 

many different types of background noise and interference. These can be divided into: natural 

sources such as atmospheric noise, galactic noise, solar flare interference and the like; and 

man-made interference such as automobile ignition noise, power generating facility 

interference, scientific and industrial equipment noise, CB radio and amateur radio 

interference and so on [1-31. When it is present, man-made interference is often dominant 

such as in the case of the urban environment where we see that the background is several dB 

higher than the next highest source, as illustrated in Fig. 2.1 [1, p. 141. 

Natural sources of interference may have either a relatively smooth spectrum such as 

galactic noise or may be impulsive such as atmospheric noise and solar flares. The galactic 

noise is relatively constant in time whereas the impulsive noise occurs relatively infrequently 

such as during lightning storms. 

Man-made noise can take many differetit forms such as smooth spectrum due to a 

large number of automobile ignitions, impulsive noise due to power switching circuits or 

harmonic interference due to unfiltered power generators or radio transmitters. Some of 

these sources will now be examined in detail to determine their possible influence on signals 

in the 100 to 500 MHz frequency band. 

2.2 	INTERFERENCE  AT 121.5/243 MHz 

Airborne surveys of interference at 121.5, 243 and 406 MHz were made in 1977 by 

flying surveillance aircraft over selected regions of the United States [4-7] using receiver 

CRC-20b 
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Fig. 2.1 Average power density of natural and man-made radio noise sources 

observed with a tuned dipole antenna. Note that for the band from 

100 to 500 MHz, man-made urban interference exceeds Solar Flare IV 

noise by 4 to 10 dB and Galactic noise by some 10 to 20 dB. Receiver 

noise at -204 dBW/Hz provides the lower bound at kT
o

. 



bandwidths of ± 25 KHz for the 121.5/243 MHz frequencies and ± 50 KHz for the 406 MHz 

frequency. These measurements were intended to give information as to the degree of 

background over urban and suburban areas which would be received by search  and  rescue 

satellites. 

Figures 2.2 and 2.3 illustrate the variation which takes place in interference level 

when overflying cities of several different populations [5-61. As expected, the amount of 

interference increases significantly with the population of cities and the time of day (night) as 

shown in Fig. 2.3. Regretably, no estimate was attempted to determine the relationship based 

on number density (number of people per unit area) versus interference level. 

Figure 2.4 shows the radiation in the 243 MHz band for essentially the same area as 

Fig. 2.3. We can thus conclude the following: 

1) At 121.5 MHz, the interference varies strongly with population density. 

2) At 121.5 iVIHz, the interference level varies approximately 5 to 10 dB depending on 

the time of day. 

3) At 243 MHz, the interference varies strongly with population density. 

4) At 243 MHz, the interference varies with time of day but not as strongly as for the 

121.5 MHz band. 

5) No clear relation exists between the levels of interference at 121.5 MHz and 243 MHz. 

Since these results were conducted in 1977, it is possible that the impact of more 

recent developments such as the CB craze are not reflected by the measurements. 

A more recent set of measurements has shown that the contribution to antenna noise 

temperature near geostationary orbit using LES-5 and LES-6 data is less than 22°K in the 

243 to 260 MHz frequency band [Si.  However, since square law relationships exist for range, 

this translates to antenna temperature of 30,000°-40,000°K at SARSAT satellite altitudes. 
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Fig. 2.4 Antenna noise temperature at 243 MHz for a flight path over 

eastern cities in the U. S. A. during the daytime and the 

nighttime. 
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2.3 CB, RADIO AND TELEVISION INTERFERENCE  

In the mid-1970's, there was a huge increase in the number of CB radio systems that 

went into operation and a corresponding increase in the number of interference complaints 

received [9-11]. The main source of interference was due to the jamming of TV signals at the 

harmonically related frequencies of 27 MHz although there are other problems such as the 

jamming of ambulance radio by 6th harmonic at short range [12]. 

Two problems were found to arise, the first being due to the inadequate filtering at the 

input to the TV itself, and the second problem being due to the lack of filtering at the output of 

the CB unitAtwas further discovered that the majority of cases belonged to this latter case. 

• Two different causes for the interference are [9]; the use of high power (24 to 400 W) 

linear amplifiers which are in fact somewhat non-linear producing harmonics and possibly 

sub-harmonics; and the use of high gain (4 to 8 dB) antennas which concentrate the nominal 4 

W output power of the typical CB unit producing a high effective isotropic radiated power 

( EIRP). The problem of the high power linear amplifier is further compounded by relatively 

low cost ($325.00 for an increase from 4W input power up to 85W output power [131). The 

combinations of linear power amplifier and high gain antenna also exist and it is estimated 

that the EIRP can reach 700W. 

Of considerable concern is the fact that the 121.5 MHz ELT band is the 9th harmonic 

of the 2nd subharmonic of 27 MHz and 243 is the 9th harmonic of 27 MHz. It thus appears 

quite likely that at least some of the interference received by the satellites is due to these 

harmonics especially from faulty CB rigs with perhaps high power linear amplifiers. 

Other possible sources of interference may be due to harmonics of radio and TV 

transmitters. The list includes [141: 



121.5 MHz 	— 2hd harmonic of TV channel 3 

— 3rd harmonic of fixed and mobile radio 

— 5th harmonic of fixed and land mobile radio 

— 7th harmonic of maritime mobile radio 

— 9th harmonic of fixed mobile radio 

— odd order harmonics of amateur radio bands. 

243 MHz 	— 2nd harmonic of 121.5 MHz voice channel 

— 3rd harmonic of TV channel 5 

— 5th harmonic of fixed and mobile radio 

— 7th harmonic of fixed and mobile radio 

406 MHz 	— 3rd harmonic of aeronautical mobile radio 

— 5th harmonic of TV channel 5 

— 7th harmonic of TV channel 2 

— 9th harmonic of fixed mobile radio 

— 15th harmonic of 27 MHz CB radio 

An upcoming and related problem is the development of low power TV which operates 

with a power level of 10 W for channels 2 to 13 [15]. By late 1982, over 6500 applications had 

been received. 

Another potential problem exists with cable TV since the frequency band covered 

runs from 5 to 450 MHz.  The  problems due to leakage from the cable appear to have been 

recognized in 1977 [16] but regretably no action appears to have been taken as late as March 

1984 [17]. 

2.4 	MOTOR VEHICLE IGNITIONS  

Impulsive noise from automobiles is generated by the ignition system, the battery 

charging circuitry, accessory motors, electric warning devices, and starter motors [1, pp. 21- 

74, and 18-22]. The frequency band of these emissions extends entirely across the band from 
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100 to 500 MHz (up to a reported 7 GHz [181) and the spectrum for a large number of vehicles 

(perhaps hundreds of thousands in a city, for instance) is essentially smooth, not unlike 

additive white Gaussian noise passing through a simple RC lowpass filter. Almost all 

vehicles radiate at 50 MHz and 75% are found to be noisy at 150 MHz [181. 

2.5 POWER TRANSMISSION LINES AND CONVERTERS  

2.5.1 High Voltage AC  

There are several different possible sources of interference which can arise from an ac 

power system, all well documented in [1, pp. 75-1341. These include harmonics of the 60 Hz 

power frequency, corona (due to the electric field ionizing the surrounding air) and gap 

breakdown (due to voltage difference between two points and accentuated by the alternating 

feature of the 60 Hz). Normally, harmonics of the 60 Hz are too small to be a problem in the 

100 to 500 MHz frequency range; however, corona and gap breakdown may be detectable. 

Measurements on 244, 345, 525 and 735 kV transmissions lines have shown that the 

corona has a 1/f frequency characteristic extending into the hundreds of megahertz frequency 

range which depends strongly on weather conditions. 

Gap breakdown may produce nanosecond duration pulse widths with frequency 

components extending into the hundreds of megahertz. Measurements show that in some 

cases the gap breakdown interference may exceed that due to corona, as shown in Fig. 2.5. 

2.5.2 High Voltage DC  

Radio interference due to high voltage DC is not so well documented. However, it can 

be generated from several different mechanisms including corona, station noise, single unit 

flashover and HVDC converter stations [23-251. The noise due to corona is well documented 

and is essentially the same as for HVAC. The corona is again strongly dependent on weather 

conditions and operating voltage (an increase from 450 kV to 500 kV increases interference 

by 5 dB [241) and can be approximated by a 1/fn, where 1 <  n< 2, spectral characteristic. For 
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one particular case on the Nelson River HVDC line, it was found that the data agreed well 

with this relation [23]. 

The problems of station generated noise for this system were also investigated at 

reduced voltage to eliminate corona but it was found that the levels were too low to be 

accurately detected [25]. 

Single unit flashover occurs on insulators often due to moisture and other 

contaminants [26]. Unlike corona noise, the flashover noise is impulsive and has a spectrum 

that can be detected at 100 MHz using a TVI meter. The repetition rate is low and may vary 

from one discharge per ms to one discharge in 100 ms. However, the signal is strong enough to 

be noticeable on a TV screen competing with a TV broadcast signal. 

Finally, radio interference can be generated by HVDC converter stations using 

thyristors to convert the de into ac [27]. However, the power density appears to drop quickly 

with frequency and most of the power is confined to the frequency range below 1 MHz. 

2.6 ATMOSPHERE AND IONOSPHERE  

2.6.1 Atmospheric  

One of the main sources of natural noise in the environment is due to lightning 

flashes [28-31]. The electromagnetic radiation radiated by lightning flashes cover the 

frequency range from visible light down to a few Hz [29]. It has been determined that for 

frequencies above 10  [(Hz, the spectrum varies as 1/f [28]  into the hundreds of MHz while at 

UHF, the spectrum is flat with density of approximately 10 -15  W/m2-Hz at a distance of 1 km 

from the base of the channel [29]. This corresponds to a level of about 50 dB above thermal 

noise for an antenna of 1 m 2 . 

Actual measurements have detected this noise at 100 MHz and it has been noted that 

in the tropics several thunderstorms are normally active within an 1000 km radius [301. The 

total number of flashes ranges from 50 to 100 per minute with each flash comprising a 'bunch 

of submicrosecond pulses' having a total duration in the millisecond range. Naturally, at the 
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higher latitudes this activity is much less; but, with the wide coverage area of the satellite 

antenna, there is bound to be some atmospheric disturbance received. 

2.6.2 Ionospheric 

Ionospheric scintillation can 'pose a problem for signals at the SARSAT frequencies 

due to variation in the propagation velocity of the uplink signal and scintillation fades 

[32-331. Measurements have shown that a signal propagating through the ionosphere from 

the Navy Navigation Satellite System may vary by ± 10 dB at 150 MHz and ± 5 dB at 400 

MHz for a considerable fraction of the time [321. As well, the problem of ionospheric 

scintillation is worst in the north of the auroral zone and near the geomagnetic equator. 

°Fortunately, since signal level is not the parameter being measured by the SARSAT systetn, 

these problems of amplitude change are not significant provided that the signal is strong 

enough to be properly received. 

The change in the propagation delay of the uplinked signal for the SA RSAT 

frequencies has been studied and found to produce an error of only approximately several Hz 

at 121.5 MHz [34]. 

2.7 MISCELLANEOUS SOURCES 

2.7.1 	Printed Circuit Boards (PCB) and Computers  

Due to the clocking and timing pulses in computers and printed circuit boards in 

general, there is a significant amount of interference being generated in the frequency band 

between 10 MHz and 1 GHz [35-371. Unfortunately, this source of radiation may leak from 

the cabinets containing the equipment and propagate in all directions. Since clock signals are 

rich in harmonics, it is quite possible for the third harmonic of a 40.5 MHz oscillator to be 

significant at 121.5 MHz and similarily the third harmonic of an 81 MHz oscillator to 

interfere at 243 MHz. Whether this is, in fact, a problem is not clear at this time, however. 
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2.7.2 Industrial Heating Equipment  

A popular operating frequency for dielectric heating applications is 27.12 MHz with a 

tolerance of ± 0.6% [381. Unfortunately, the equipment also generates harmonics and quite 

possibly subharmonics with the result being that the 9th harmonic of the second subharmonic 

may jam the 121.5 MHz band and the 9th harmonic may jam the 243 MHz band. Again,.there 

seems to be little additional data as to the seriousness of this problem. 

2.8 CONCLUDING REMARKS  

Except in unusual storm conditions, such as those producing large numbers of 

lightning flashes, the main sources of interference affecting the SARSAT system will be man-

made and in many cases, originate in urban centres. There is a wide array of impulsive noise 

sources which may coalesce to produce an overall background not unlike Gaussian noise for 

narrow band systems such as SARSAT, a certain number of unmodulated carrier sources due 

to harmonic generation and the like, which fall in the SARSAT bands, and modulated carrier 

sources which are produced by harmonics and subharmonics of CB and other radio sources. 



3.0 NOISE AND INTERFERENCE  IN THE 121.5/243 MHz FREQUENCY BANDS 

3.1 	OVERVIEW  

In this section, we examine the problem of noise and interference which relate 

specifically to the 121.5 MHz and 243 MHz SARSAT frequency bands. We note that the 121.5 

MHz band is 25 kHz in bandwidth and the 243 MHz band has a 50 kHz bandwidth. The ratio 

of bandwidth to centre frequency in both cases is 0.02%, indicating that both receivers can be 

classed as narrowband. 

First, we examine the types of interference which can affect the reception of ELT 

signals. Then, the interfering sources are categorized into CW, narrowband, and wideband. 

It is shown how the interference can adversely affect SARSAT receiver operation. Some 

typical examples of interference recorded from pass data are examined and, finally, the 

activity of the pass is examined. This whole procedure leads to an interference classifier 

which can be used to evaluate interfering sources and activity of the pass. 

3.2 TYPES OF INTERFERENCE  

Interference may be thought of as unwanted emanations which compete with desired 

ELT signals in the frequency bands of interest. Normally, interference is only significant if 

the strength is sufficiently high to cause a noticeable degradation in the detection of the 

desired signal. Thus, it is possible to define a threshold level which separates harmful 

interference from insignificant interference. Specification of this threshold depends on the 

type of  interférence  encountered. 

There are two fundamentally different kinds of interference which affect receivers of 

the COSPAS-SARSAT type of system. These are impulsive interference and in-band 

interference. 

CRC-20c 
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3.2.1 Impulsive Interference  

Impulsive interference is normally thought as being due to: 

1) a small number of high power, short duration video pulses or a small number of high 

power, short duration pulses of carrier which shock excite the receiver; 

2) a high power carrier which rapidly sweeps in and out of the receiver passband, again 

shock exciting the receiver; and 

3) a large number (or mix) of low power video pulses, low power pulses of carrier and low 

power swept carrier sources which add together to form a broadband spectrum of 

interference. 

The first two of these are referred to as Case 1 and Case 2 and described in detail. The 

third source of interference is considered to be broadband interference and discussed in 

Section 3.5. 

Case 1  

The first of these is due to short duration pulses where the pulse duration is small 

compared to the reciprocal of the bandwidth of the receiver. In this case, the pulse may be 

either video or modulated carrier. For modulated carrier pulses, the carrier frequency may be 

inside or outside the bandwidth of the receiver. Essentially, impulsive interference shock 

excites the 'ringing response' of the receiver every time a pulse reaches the receiver input. 

The output of the receiver due to such an input pulse can be simplistically represented by [391 

r(t) = A exp[—atl sin 211  fat 	 (3.1) 

where 

A = amplitude constant 

a = damping constant which is a function of the bandwidth and the phase 

linearity of the receiver. 

fR 	centre frequency of the receiver passband (for narrow band systems) 

t = time 

17 



Normally; this type of interference MIS the bandwidth of the receiver and thus 

appears to be 'wideband interference'. Since 'a' is usually a complicated combination of the 

overall bandwidth and all phase characteristics of the system, its value is seldom known. 

However, it can be expected to lie in the range 

B/20 < a < B/5 	 (3.2) 

where B is the 3 dB bandwidth of the receiver. 

An estimate of the jamming effectiveness of this impulsive interference can be 

obtained by noting that the receiver remains jammed whenever the RMS value of r (t) exceeds 

the RMS value of the desired signal and receiver noise at the output of the receiver. For an 

array of impulses with random amplitudes, there is an average.  duration T/  in seconds for 

which the receiver remains jammed. Since the impulses are normally generated at random 

times, we define the average number of impulses per second to be N / . Then, the fraction of the 

time that the receiver remains jammed is simply 

(3.3) 

We note that when J s 0, the receiver is completely jammed and no signals can be 

detected. Thus, a threshold can be arbitrarily set, say J = 0.1, which indicates that 90% of the 

time desired ELT signals can be detected. 

Case 2 

impulsive interference can also be generated by sweeping a carrier from outside the 

passband of the receiver,through the passband and back outside the passband. This type of 

interference causes two difficulties. First, there is the interference generated while in the 

passband. The effects of this are discussed in Section 3.2.2. Second, there is the interference 

produced in sweeping from in-band to out-of-band or vice versa. if the sweep rate is 

sufficiently high, the receiver 'ringing response' is excited and the receiver is jammed as in 

Case 1. 
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3.2.2 In-band Interference  

In-band interference consists of modulated and unmodulated carriers which do not 

change frequency rapidly. Here, the signals compete in amplitude and bandwidth with the 

desired signals. Examples of this include CW carrier, harmonics of transmitters, and voice 

transmissions. In this case, the threshold can be defined on a power density basis with the 

signal competing directly with the interference. The main factor is the number of false 

alarms which can be allowed (number of erroneous peaks in the power spectrum for a given 

threshold setting) and this can be defined by the false alarm rate for a given probability of 

detection as in radar. 

All such sources in the COSPAS-SARSAT system are classed as narrowband since the 

system bandwidth is very small compared to the carrier frequency i.e., B << frz . 

However, within the band we may denote different bandwidths of interference. For 

instance, unmodulated carrier produces a near line spectrum interference. Voice produces a 5 

to 10 KHz bandwidth interference and other sources essentially fi 11 the entire 25 KHz 

bandwidth. Thus, for the present we will use these classifications: 

CW 	— interference produced by an unmodulated carrier 

NB 	narrowband such as that produced by voice (5 to 10 KHz) 

WB 	— wideband which fills most of the 25 KHz bandwidth. 

3.3 	CW INTERFE RENC E  

CW or unmodulated carrier interference presents three problems to the SARSAT type 

of system. First, it produces clutter that appears on the frequency plot which increases the 

complexity of the signal processing strategy. Second, is the problem of reduced dynamic 

range and thresholding when automatic gain control or limiting is employed. Third, is the 

problem of FFT dynamic range when a strong CW signal appears with weaker signals and 

background noise. 
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Normally, the effect of increased clutter on the frequency plot is not severe since the 

signal occupies a very narrow band of frequencies. However, the other two problems are far 

more serious and are examined in detail next. 

3.3.1 Automatic Gain Control and Limiting  

Automatic gain control and limiting produce essentially the same effect on the signal 

however  the  implementations are slightly différent; Thus,- only the case of AGC will be-: 

considered. 

Usually, automatic gain control is applied to the analog amplifier stages of the 

receiver in the form of amplitude control of the time signal. The gain of any AGC amplifier 

can be written as 

Po 
G = 

where 

P0  = the total output power 

P 1  = the total input power from N sources 

j=1 

Now, if we assume that the output power is constant, which is typical of most AGC systems, 

then the gain of the amplifier varies inversely as the input power. 

Let us assume that one source, namely the ith source of interference, is far stronger 

than the other sources of signal and background noise, then the gain of the AGC amplifier is 

given approximately by 

G = -2- 
P Ii 

where Ph  = input power from the ith source. 

(3.4) 

(3.5) 
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Then, for the kth signal, which may be an ELT, the signal out of the AGC amplifier is 

simply given by 

Pok = G * PIk 

P * 
o 

 P
lk (3.6) 

P. 

B'oth P0  and P li  are constant. Therefore, as the power of the ith interfering source increases, 

the output power of the kth source decreases. 

In practice, what this means is that when a strong CW source is received, it 'captures' 

the AGC or limiter, an effect well known radar receiver systems. Weaker sources and 

background noise are greatly reduced in level and the outpiit of the receiver is said to be 

'quietened'. Naturally, this is highly undesirable since the unwanted high amplitude CW 

signal is easily received while the desired weaker signals disappear altogether. 

A possible method of combatting this type of interference is to use a log-lin type of rf 

amplifier which has the characteristic gain shown in Fig. 3.1. Normally, the noise 

background has sufficient level to cause the amplifier to operate at point A, which is just 

above the logarithmic knee. When strong CW interference causes the output of the AGC 

amplifier to quieten, the operating point runs down the log amplifier curve which greatly 

reduces the change in dynamic range. Thus, the background noise and weaker signals are 

reduced by the logarithm of the strong signal which substantially improves the detection 

properties of the weak signals. 

3.3.2 FFT Dynamic Range  

A second problem due to thresholding can arise with the calculation of the FFT, as 

illustrated in Figures 3.2, 3.3, 3.4 and 3.5 for one second intervals of 13 block averaged 8 K 

FFT spectral estimates. Here we see that the signal spectrum for orbit C1/860 has been 

plotted at 9, 10, 11 and 12 minutes into the pass, respectively. At 9 minutes, the spectrum 

appears reasonably normal with a flat background and several prominent signal peaks. At 10 
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Fig. 3.1 Input-output relationship for a log-lin amplifier. 
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minutes, a very strong CW source is received which reduces the background level by some 30 

dB. The fact that the signal is CW is demonstrated by the fact the sidelobes of the FFT are 

clearly visible. At 11 minutes, the signal exhibits modulation sidebands which are further 

developed by the 12 minute mark where the background has again dropped below the 40 dB 

down level. 

One solution to this problem is to filter the data using a notch filter to remove the CW 

source. Unfortunately, the FFT would then require recalculation with the filtered data. If 

the spectral plot has sufficient dynamic range, then a second solution is to simply remove the 

CW data set from the output spectral plot. In the case documented here, at least 50 dB of 

dynamic range would be required and in other cases it could easily be more. 

3.4 NARROWBAN D INTERFERENCE  

Narrowband interference refers to interference having a bandwidth which is 

considerably less than the 25 KHz bandwidth being processed for the 121.5 MHz signal band. 

Typical sources of interference are shown in the dot plots of Fig. 3.6. This kind of interference 

can be detected by using a median filter type of averager on the frequency plot as illustrated 

in Fig. 3.7. In this case, we see that the median filter eliminates all of the sharp peaks due to 

signals leaving only the background. In this case, the background is due to the receiver noise 

of the system and the contributions due to the interfering source. 

The indication of interference is provided by noting the increase in the level of the 

output of the median filter as the window sides across the frequency band. With noise alone, 

the output of the filter is reasonably flat whereas with narrowband interference there will be 

an increase of several dB in the level which then can be detected by thresholding. 

Narrowband interference can be combatted by choosing a processing strategy which 

has little or no effect on the ELT signal but significant effect on the interference. Such a 

processor is the 'minimum selection' already investigated as part of the SARSAT program in 

CRL. Figure 3.8 illustrates the averaged spectra obtained with the overlap of a coherent ELT 
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Fig. 3.6 Sample dot plots showing narrowband interference. 
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Fig. 3.7 ( a ) Averaged spectrum showing signal peaks, narrowband 

interference and background receiver noise. 

( b ) Averaged spectrum after median filtering with threshold 

distinguishing interference from receiver noise. 
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Fig. 3.8 Comparison of the average and minimum spectra for a combination 

of Pointer and Garrett ELT signals overlapped by the Narco ELT 

signal. Note' that the minimum spectrum simplifies detection of 

the Garrett ELT signal. 



signal and a non-coherent signal. It is clear that the coherent ELT signal is greatly masked 

by the non-coherent signal. Using the 'minimum selection' technique, we see that much of the 

effect of the non-coherent ELT signal has been eliminated while the coherent ELT signal has 

been preserved. 

3.5 WIDEBAND INTERFERENCE  

Wideband interference can be considered to be interference which covers most of the 

25 KHz bandwidth of the ELT band, such as the dot plots examples of Fig. 3.9. In this case, 

median filtering may or may not be of use in detecting the interference since the level of most 

of the band may be increased by approximately the same level. However, the overall power of 

the output signal is increased. This can then be measured by either envelope detecting the 

signal itself, as described in the next section, or monitoring the AGC control level. 

Wideband interference can be produced by several means, including the effects of a 

large number of low power impulsive sources, the shock excitation produced by a small 

number of high power impulses or by the wideband modulation of a carrier. 

The effect of a small number of high power impulses can be reduced by employing a 

limiter in the rf amplifier stages of the receiver at the satellite. Essentially, it is necessary to 

use wide bandwidths prior to the limiter in order that the filter 'ringing response' is not 

excited. Then, the limiter in effect clips off the high level impulse so that it is no longer able 

to shock excite the narrowband receiver. Finally, the signal is fed to a narrowband linear-

phase characteristic (possibly surface acoustic wave device filter) filter in order to establish 

the desired bandwidth properties. Note that very little can be done at the earth station to 

solve the problem once the 'ringing response' at the satellite has occurred. 
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Fig. 3.9 Sample dot plots showing wideband interference. 
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3.6 	ACTIVITY OF THE PASS  

3.6.1 Pass Data  

Real satellite pass data have been reviewed by considering dot charts. It was found 

that a small fraction of the passes are nearly free of any significant interference, which leaves 

a large portion with some degree of interference. The number of dots as presented on the dot 

charts was arbitrarily divided into eight different levels of activity, as hown in Fig. 3.10. 

Approximately 100 dot charts were reviewed for each of SARSAT at 121.MHz and 243 MHz, 

and COSPAS at 121.5 .MHz, with each plot being classified in one of the activity levels. A plot 

of number in each activity level versus the activity level is given in Fig. 3.11. We see that the 

activity levels for the three curves are all approximately the same with 50% of the charts 

falling in levels 0, 1 and 2. However, this also shows that about half of the dot charts indicate 

significant inteference being present. (The activity level of the plots is restricted to a 

maximum of 122 dots per line. Thus, there may actually be cases of higher level interference 

which are not recorded.) 

3.6.2 Detailed Interference 

During a satellite pass, the field of coverage changes considerably as the antenna 

scans over cities with their many sources of interference, areas containing large numbers of 

false alarms and other sources of electromagnetic interference. A few sample traces of 

waveforms received are now examined. From S1/2614, we see a 10 ms duration of signal (Fig. 

3.12) which appears to represent the case of normal gaussian noise with the possibility of 

embedded ELT signals but no significant interference. Figure 3.13 illustrates a strong ELT 

signal with a small amount of noise in the background. 

Contrast these with the traces from C1/6229 (Fig. 3.14) which clearly indicates an 

interfering PSK modulated source or Fig. 3.15 which is a strong CW interferer. Figure 3.16 

could be an example of voice interference. In these last three figures, it is clear that the AGC 

circuit has considerably reduced the level of background noise and any weak ELT signals by a 
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Fig. 3.10 Levels of activity for 8 different backgrounds of interference. 

Activity level 0 contains almost no interference while activity 

level 7 contains heavy interference. 
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Fig. 3.11 Plots of number of each activity level versus activity level for 

approximately 100 satellite passes. 



.87891E 

.1135E 	1 

1.0G 
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Fig. 3.13 A 2.5 ms segment of SARSAT signal illustrating a strong ELT signal. 
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Fig. 3.16 A 2.5 ms duration of SARSAT signal illustrating possible 

voice interference. 



very substantial amount. The amplitude peaks on Figs. 3.12 to 3.16 are all approximately the 

same amplitude; however, the signal of Fig. 3.12 is mainly noise whereas the signal of the last 

three traces is mainly interference. Thus, the digitizing circuitry of the data processor must 

have sufficient dynamic range to combat this change. Further, special precautions should be 

taken prior to the processing and interpretation of these signals. 

In order to examine the existence of pulsed interference, an envelope detector was 

• constructed. Figures 3.17 shows strong pulse which has entered and caused a transient in the 

AGC amplifier. Figure 3.18 illustrates a shorter duration pulses which occurred slightly later 

in time and indicates the leading edge of yet another pulse. These few traces were taken over 

a period of only a few seconds. Many other disturbances were observed in addition to these. 

Based on these few observations, it is safe to say that a detailed study of the problem is 

in order. There are two possible temporal designations which can be used to advantage in 

assessing the activity of the Pass. First, is the short term in which interference or signals are 

received over a short period in time. In this case, the time designation for short term could be 

durations less than or equal to the output of one averaged FFT estimate, namely 1 second. 

The second designation is the long term which would include all durations over 1 second. For 

the short term, interference would include bursts of signal or interference which would alter 

the individual FFT estimates comprising the averaged FFT output. For the long term, the 

interference would include sources more continuous in time which would affect many 

consecutive averaged FFT outputs. 

3.7 THRESFIOLD BASED ACTIVITY MEASURE  

There are many independent variables which can be used to describe interference 

(amplitude, modulation, frequency sweep etc.) but only two which give a useful pictorial 

description in a narrow-band system such as COSPAS-SARSAT, namely length of time and 

bandwidth. The length of time specifies the duration that the interference is present in any 

one pass and may consist of many different contributions. The bandwidth of each of the 
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Fig. 3.17 A 30 ms segment of SARSAT signal illustrating a 23 ms long  

pulse detected by envelope detection. 
42 



@g5G 

(3.37 

@g25 

@.12 

amplitude 

in 

volts 

2g5O 75  Age@ 
time in ms 

Fig. 3.18 A 10 ms segment of SARSAT signal showing a short duration pulse 

followed by a second pulse. 



contributions is a measure of the•  amount of frequency band which is occupied by an inter-

fering source. Thus, the interference for a given pass can be specified for N interfering 

sources by defining the time bandvvidth product 

TB = 	T n Bn  
n = 1 

where 

T = duration of interference from the nth  source 

B = in-band bandwidth of interference from the nth  source 

If the total duration for a pass is T (600 to 900 s typical) and the bandwidth of the 

receiver is B (25000 Hz), then the overall goodness of the pas s data can be measured by 

calculating 

T*B— TB 
GP — 	*100% 	 (3.8) 

T*B 

For a pass with no interference, GP = 100% and for a pass completely jammed GP = 0%. In 

practice, this can be implemented by simply setting several different thresholds in the power 

spectrum and counting the number of times the thresholds are exceeded. 

3.8 SPECTRUM BASED ACTIVITY MEASURE  

The averaged spectrum provides a useful means for measuring the activity of the pass 

since CW, narrowband and wideband interference can all be identified easily in the frequency 

domain. 

We have seen that interference can range in bandwidth from very narrow (CW) 

occupying a few tens of Hz to very wide (wideband) covering thousands of Hz. In addition, the 

interference may be present for periods ranging from milliseconds to many tens or hundreds 

of seconds. 

Frequency distributed interference can be described by considering the spectrum, at 

the output of the receiver. If the input to the receiver is additive white Gaussian noise, then 

the output of the receiver has a flat spectrum, i.e. all components, x i, for a given averaged FFT 

(3.7) 
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have the same value. When ELT signals are present, there is an increase in the spectrum 

level in those locations where the coherent portions of the ELT signals contribute. This is 

mainly at the carrier peak since the sidebands are approximately 10 dB below the carrier 

peak (as is shown in Figure 4.20 to 4.22). Thus, the total contribution to the spectrum from 

ELT sources is small compared to receiver noise. Consequently, it is possible to compute a 

meaningful identifier for the detection of interference by calculating the mean and the 

variance of the averaged FFT spectral estimate components. 

1 
a = — 	x. 

i = 1 

N 
2 

Consider for example, the result of this computation for five different cases of output 

— > (x. — a.) 
N = t 

(3.9) 

averaged spectrum with N = 1024. 

Case 1  Receiver Noise Alone (Gaussian) 

All values of x i  are constant since the output averaged spectrum is flat. Thus, 

a=  1 

v = 0 

(3.10) 

Case 2  Few Coherent Sources (Fig. 3.2, for example) 

A few values of x i  (say 10) have value 1 and the remaining have value 0.1 (-10 dB). 

Thus, 

1 
a = 	[10 + (N — 10)*0.1] 

= 0.109 

1 
= 	[(1 —0.109)2 +(0.1  _0.109)2]  

(3.11) 

= 0.0078 

45 



= 

= 0.00098 

1 
v. 	(1_0.00098)2 

a 

(3.12) 

Case 3  Single Strong CW Interferer (Fig. 3.3, for example) 

All values of x are zero except for the point at the frequency of the interference. Thus, 

1 

0.00098/• 

Case 4  Strong Narrowband Interference 

Assume, for example, that 10% of the points have a uniformly high value with the 

remaining points being negligible. Then, 

a • —= 0.1 
10 

1 
= — [0.1N* (1 - 0.1) 2 ± 0.9N*0.1)2 1 (3.13) 

= 0.009 

Case 5 Strong Wideband Interference 

Assume that 75% of the points have uniformly high value with the remaining points 

being negligible. Then, 

a = 0.75 

1 
= —  [0.75N* (I —0.75) 2 -I- 0.25N* 0.75) 2 1 (3.14) 

= 0.1875 

These five cases are plotted in a-v space as illustrated in Fig. 3.19. Cases 2 and 4 

produce overlap; however, the remaining cases are quite distinct. Thus, the a-v measure 

provides a possible means for at least some determination of the activity of the pass. Note 

that the measure can be performed on the points provided by a single averaged FFT at a given 
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Fig, 3.19 Plot of five different cases of received signal in a-v space. 
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point in time or by the points provided by a set of averaged FFT points for a signal frequency. 

Further studies in this area are required, however. 

3.9 ENVELOPE DETECTED ACTIVITY MEASURE  

The remaining factor which can easily be measured is the strength, e, of interfering 

signals. Since it has been shown that pulsed interference enters the system in different forms, 

a convenient method of detecting this pulsed interference is by means of an envelope detector. -  

A particularly useful implementation is to combine the envelope detection with an 

FFT applied to longer records from the envelope detector. All detected signals are in 

baseband format which gives a measure of the content of the total signal. For example, 

detected noise alone has a spectrum which is Rayleigh while pulse modulated sine wave 

produces a spectrum described by Marcum's Q function. Monitoring the zero-frequency 

component of the spectrum gives a measure of the total received power while monitoring the 

bandwidth characteristics of the detected signal, b, provides an indication of the amount of 

modulated carrier in the signal. 

3.10 CONCLUDING REMARKS 

In this section, we have demonstrated that a wide variety of interfering signals enter 

the SARSAT system and compete with the ELT signals. Exdmples of narrowband and 

wideband interference have been presented through the use of dot charts. In addition, 

samples of recorded SARSAT receiver output have been examined and shown to contain CW 

interference, data modulated carrier, voice modulated carrier and pulse modulated carrier. 

Three possible methods of evaluating the pass have been presented which can be used 

as interference classifiers: 

1) I{GP = } which gives a measure for the whole pass; 

2) I{a,v:t} which gives a spectrum measure of interference at time t; 

3) I{e,b:t} which gives an amplitude measure of interference at time t. 
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Each method gives some useful information at to the activity of the pass; however, 

further study is required in order to fully evaluate the effectiveness of the methods with real 

data. 



4. CHARACTERISTICS OF ELT SIGNALS  

4.1 	OVERVIEW  

This section presents a detailed study of the spectra produced by emergency locator 

transmitter (ELT) signals and identifies some of the important characteristics which can be 

used to recognize ELT signals in a multi-signal enviroriment. Typical ELT units use very 

simple circuits having in some cases poor short term carrier oscillator stability due, perhaps, 

to variation in the power supply voltage or loading of the carrier oscillator caused by the 

modulation being applied to the amplifier stages. This coupled with the modulation leads to a 

signature which can be asso.ciated with the individual ELT  uni and used to provide an 

identifier. 

In this section, three different models for ELT signal generation are developed. The 

first model, called the Ideal Coherent Model, produces a highly idealized spectrum which is 

not found to exist in practice. The second model, called the Non-Ideal Coherent Model is 

capable of producing a wide range of spectra and represents a large number of real ELT 

signals. Use of this model leads to a new design specification which should become 

mandatory. The third model, called the Non-Coherent Model, demonstrates the degradation 

caused by not providing continuous operation of the ELT carrier oscillator. Computer 

generated spectra for the Non-Ideal Coherent Model are compared with spectra from real ELT 

signals. 

4.2 	ELT SIGNALS  

The typical ELT signal may be represented by a modulated carrier waveform, as 

illustrated in Fig. 4.1. Two different transmitter carrier frequencies may be used (either 

121.5 MHz or 243 MHz). The modulation can be represented in an exponential manner as 

shown with the pulse-null duration T 1  being approximately 0.7 ms and the pulse-null 

duration Tm  being about 1.6 ms. The total period of the signal may vary from 0.25 s to 0.5 s 

CRC-20d 
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Fig. 4.1 ( a ) ELT signal comprising N pulse-null pairs of carrier. 

( b ) Variation in duration of the pulse-null pairs versus 

sweep time. 
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depending on the particular unit. A summary of the pertinent specifications is given in Table 

4.1. We note that the long-term frequency tolerance is specified; however, the variation of 

frequency in the short-term is not. 

In general, the ELT units can be divided into three models. The first model, called the 

Ideal Coherent Model, includes those units which can be represented by a constant-frequency 

oscillator that is switched to the power amplifier as illustrated in Fig. 4.2A. We see that in 

Fig. 4.2B, the phase from pulse to pulse is continuous. The second model, called the Non-Ideal 

Coherent Model, can also be represented by Fig. 4.2. However., it is possible that the 

frequency of the carrier oscillator during the ON time is slightly different from the value 

during the OFF time. This change can be caused by: 1) a variation in power supply voltage 

feeding the oscillator due to the change in load current supplied to the power amplifier, or 2) a 

variation in the input impedance to the switch as seen by the crystal oscillator as the switch is 

opened and closed. 

The third model for ELT units, called the Non-Coherent Model, includes those ELT 

units which can be represented by an oscillator which is switched ON and OFF by the 

modulator, as shown in Fig. 4.3A. In this case, the phase from pulse to pulse is no longer 

related, as shown in Fig. 4.3B. This results in a very broad spectrum which is difficult to 

process using spectral estimation techniques. 

For these three models, we now compute the resulting spectra for the transmitted 

ELT signals and compare these with the spectra of real signals. 

4.3 SIGNAL SPECTRA FOR ELT SIGNALS  

The ELT signal illustrated in Fig. 4.1 can be represented by a set of N pulse-null pairs 

in the time domain. Mathematically, we have 

s(t) = 	si(t) 
i =1 

where s i(t) is the signal for the ith pulse. Thus, 

(4.1) 
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Table 4.1 

carrier frequency 

frequency tolerance 

power output 

• modulation type 

pulse duration 

percentage modulation 

modulation frequency 

sweep rate 

modulation frequency change 

modulation frequency limits 

121.5 MHz (optional 243 MHz) 

± 50 ppm 

approximately 100 mW 

pulse 

33% to 55% 

>85%  

downward swept 

2 to 4 sweeps/second 

700 Hz minimum 

300-1600 Hz 
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Fig. 4.2 ( a ) Block diagram for a coherent ELT. 

( b ) Portion of a coherent ELT signal with the ON time as a 

solid line and the OFF time dotted. Note the phase 

continuity at points A and B. 
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Fig. 4.3 ( a ) Block diagram for a non-coherent ELT. 

( b ) Portion of a non-coherent ELT signal with the ON time as a 

solid line and the OFF time dotted. Note the phase discont-

inuity at points A and B. 
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si (t) = A cos [2n (fc  + fd  ) t 0 i ) 

	

d• 	dT i' .  
t. — 	t t. + — 

1 	2 	L 	2 (4.2) 

= 0 otherwise 

where 

A = amplitude of the signal 

f = carrier frequency of the pulse 

fd = doppler shift caused by satellite motion 

t i  = timé shift from the centre of.the first pulse to the centre of the ith pulse 

Ti  = the duration of the ith pulse-null pair 	. 

d = duty cycle 

phase shift of the ith pulse described later in detail. 

First, let us compute the spectrum for the case of constant doppler shift, i.e. fd  = rdo. 

Later, the effects of changing doppler shift will be taken into account. 

The spectrum for this signal can be determined by summing the spectra from the 

individual components. 

Thus, the spectrum of the first pulse can be easily calculated by noting that the 

Fourier transform is given by 

Ad T 
F (f) — 	

2 	
sincRf f ) dT t  J 

where T 1  equals the duration of the first pulse-null pair, 0 1  is arbitrarily taken to be zero, and 

+ f which is the doppler shifted carrier frequency. 

Using linearity and the shifting property, the Fourier transform for N pulses is simply 

FN (f) = 
= 

where 

F i (f) exp[ j(2nf t i  — 

Ad T. 
Fi(f) 	

2 
	 sine [(f— f ) d T.] c 

Hence, the Fourier transform of N pulses of signal is 

O. = 

(4.3) 

(4.4) 
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(4.6) 

(4.7) 

(4.8) 

(4.9) 

N Ad T . 

F
N

(f) =   sinc[(f—f ) dT.] • exp[—j(2nf t. 	O.)] 
2 	c 	1 	 1. 

i = 1 

This relation can be used to determine the spectra produced by three different models, 

described next, which may arise in practice. 

4.4 ELT MODELS WITH CONSTANT DOPPLER FRE e UENCY SHIFT 

4.4.1 Spectra for Ideal Coherent Model ELT 

For this case, it is assumed that the crystal controlled oscillator has constant 

frequency over the entire signal. This would imply no short-term variation in carrier 

frequency. Consequently, it is noted that the exponential term in eq. (4.5) must be exactly 

unity when f = fc ' Hence, 

O i  = 2n fcr t i  

Substituting this relation in eq. (4.5) produces 

Ad N  

F IC(f) = — 1 T. sinc[(f — f ) dT. 1 • exp[ —j2n(f — f e) t i l 
2 	1 	c 	i 

i = I 

If the duration of signals processed is small compared to the total in a sweep, then T i  is 

nearly constant (i.e. Ti  = T) and t i  for the first N pulses is very nearly given by 

(i— 1) 
t. — 	T 

• 	1 	N 	D  

where TD  = duration of N pulses or the window length of data. 

With these simplifications, we have 

N — f AdT i 
FIC (f) = --- sincf (f — f

, 
 ) dr 1 exp[—j2n(f — f

, 
 ) — T 1 

2 	c 	 e N D i = 0 

(4.5) 

The summation can be further simplified since 

N — 1  
'I  

z...., exp[—j2n(f — f )— T DJ — 	 , 
i = 0 	 c  N 	1 — exp[— j2n(f — fc ) T D/N1 

Computing the spectrum, we get 

1 —exp[—j2n(f —) TDJ (4.10) 
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and T = 0.67 ms (bottom) with d = 0.5, f' = 16 KHz, TD 
= 10 ms 

and AdT/2 = 1. 
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Fig 4.6 Phase shift produced by the two-frequency model. 



AdT 2 	 sin(n(f— ) T D) 2 I 
S (f) = 	sinc2Rf — ) 	I  	 (4.11) 

2 ( 	fc)T D  
sin 	 

From this expression, we see that the spectrum is the product of two relations, the 

first being the sine function which has a peak at f = f: and first nulls at f: ± 1/dT. The 

second relation is the ratio of two sines which produces a multi-peak pattern with the peaks 

being located at f ± (Nm/T 0), m = 1, 2, 3, .... Figure 4.4 illustrates a plot of the two 

components and the overall relation for (AdT/2) = I. Note that the bandwidth of the centre 

peak between nulls is 2/TD; thus, a more accurate measure of carrier frequency can be 

obtained simply by increasing the window length of data. 

In Fig. 4.4e,  we see that the peak at f = f: is due to the carrier frequency while the 

peaks at other frequencies are due to the sidebands. This is demonstrated in Fig. 4.5 for three 

different values of T, which represent the beginning, middle and end of the frequency sweep of 

a typical ELT signal. In each case, the peak at f = fc ' remains stationary while the sideband 

peaks move toward f: as T increases. 

Unfortunately, this ideal spectrum does not accurately reflect the operation of actual 

ELT units since here the sidebands are symmetric in amplitude, while in practice, the 

sidebands are usually asymmetric. Thus, a modification to the model is required, which is 

discussed next. 

4.4.2 Spectra for Non-Ideal Coherent Model ELT  

For this case, it is assumed that the crystal controlled oscillator operates at frequency 

fc  when the switch is closed and fe  + fp  when the switch is open, as illustrated in Fig. 4.6, due 

to the problems previously discussed. From eq. (4.2), the phase shift at the beginning of the 

second pulse when no frequency pulling is present is just 

dT 
0 2e = 2nf' 	+ (1 —d)T I 

2 

When frequency pulling occurs, the phase shift at the beginning of the second pulse is 

(4.12) 
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dT, 
0 2p = 2n f' 	+ 2n(f' + f ) (1 —d)T 

C2 	Cp 	1 

Thus, the additional phase shift due to frequency-pulling is 

ào = 02p 

= +2nf (1 —d)T 1 

Consequently, for the ith pulse, the total additional phase shift is 

AO.= 	2n f (1 —d)T.; 	= 2,3,4 ... N t 	 p 	1 
.1= 1  

Then, 

Ad 
inFNC(f) = 	T. s c[ (f—f ) d T.] exp {— j[2n (f— f c ) t i — à0 i 2 	 c 

i = 1 

(4.13) 

(4.14) 

(4.15) 

(4.16) 

If the duration of the signal processed is small compared to the total sweep, then T i  is 

nearly constant and eq. (4.8) applies. Thus, the simplified expression becomes 

N-71 	 i T 
sinc[ (f — fc )dT1- 1 exp 1 — j2n (f— fe) —Rr— — fp  (1 — d) iT I} F NC W -7:  2 	

, 	 [ 	, 	D AdT 

i = c4 

Note T = TD/N, define fs  = fp(1 —d) to be the frequency shift and substitute into the 

summation in eq. (4.17). Thus, 

N - 1 AdT i Tn 

F Nc (f)  = — 2 	
sine' (f — fc' ) dr- I exp I — j 2n [(f— f' — f ) ---=-- 11 

c s N i =() 

Computing the spectrum, we get 

AdT 2 	 { sin [n(f— fe  — fs ) T D] 12 
SNC = 	 in sc2[ (f 	)dT I 

2 

sin 
r  n(f_fe_fs)TD1 	

(4.19) 

Once again, we note that the spectrum is the product of two relations, the first being 

the sine function and the second being the ratio of two sine functions. However, the sine 

functions now have a frequency shift fs  which shifts the multi-peak pattern, as illustrated in 

Fig. 4.7 for three different values  of f8 . 

Of considerable concern is the fact that the first nulls of the sine function and the 

peaks of the sine relation can overlap as illustrated. The most serious occurrence of this takes 

place when 

(4.17) 

(4.18) 
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AdT  2  , 
SNN(f) = 	

1 
— sine

2 
 [(f — fe  )dT] 

2 
i=1  

exp[ —j(2nf ti (4.22) 

=0 	 (4.20) s 	s 	 1 
f -= f ± — 

c 	(dT) 

since the carrier peak now coincides with the null of the sine function. In this situation, 

carrier peaks are lost for a considerable portion of the sweep and one set of sidebands is 

 enhanced while the other set is diminished. 

Since fs  =  f(1  — d), we find that the amount of frequency shift required. to null  the   p 
carrier peak is given by 

1 
f = ±  	 (4.21) 

" 	 P 	d(1 — d)T 

In order to evaluate the maximum permissible frequency shift for an actual E LT 

signal for nulling to occur, we evaluate eq. (4.21) using maximum values for both d(1  —d) and 

T. The first expression is maximum at d = 0.5 and, from Table 4.1, the maximum of T is 

(1/300)Hr 1 . This results in a value of fp... = 1200 Hz. Since, in practice, this value provides 

the upper bound, it is suggested that the total frequency change over the duration of the 

sweep be no more than 600 Hz (half the maximum or alternatively  ±300  Hz. Note that this is 

independent of carrier frequency. 

4.4.3 Spectra for Non-Coherent Model  

This model assumes the use of a crystal oscillator which is switched ON and OFF by 

the pulse modulation signal, as shown in Fig. 4.3. Note that this is completely different from 

the previous models in that here the oscillator is completely OFF between pulses; thus, there 

is absolutely no phase coherence between pulses. 

In this case, the Fourier transform is given by 

N Ad Ti  

F  NN W  = 2. 2 
- sine[ (f— fc )dT i  ] exp[ j(2nf t i  0i ) ]  

where El i  is assumed to be a uniformly distributed random variable between 0 and 2n. If the 

number of pulses is small, as before, the spectrum is 

i= 1 
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which is not particularly useful. However, since 0 i  is a random variable, we can evaluate the 

averaged spectrum through 

SNA(f) = E{F NN(f)-F * N  (f)} N 

LN 
[ AdT 1 2 	9 

2 	
sine [(f 	)dTl•E  j 	exp[—j(2nf t i  0 i)] 	exp( j (2n ftk  - 0 k )1 

AdT  1 2 	2 	' = 	N sine [(f — f )d11 1 
2 	

e 
 

(3.23) 

since the expectation of the sum of all the products for i 	k is zero. We note here that the 

averaged spectrum has a shape which is sinc 2[(f fe')dT1, illustrated in Fig. 4.4a. This 

averaged spectrum is far broader than the previous spectra since the nulls are no‘v at a 

frequency 1/(dT) above and below fc . Thus, carrier frequency estimation for non-coherent ELT 

signals cannot easily be performed by use of a simple linear estitnator such as Fourier 

transform. 

4.5 COMPARISON OF REAL AND MODELLED ELT SPECTRA  

Now that the ELT spectra are mathematically defined, it is useful to compute the 

spectra of computer generated ELT signals which represent the models developed and 

compare these spectra with those produced by real signals. 

Using the Ideal Coherent Model ELT, an ELT signal with d = 0.5 has been generated 

with carrier frequency equal to fc ' = 16.2 KHz and the spectrum has been calculated by 

employing a set of 25 Blackman windowed 2048-point periodograms, as illustrated in Fig. 4.8. 

The dynamic range of each plot is 20 dB and approximately two sweeps of the ELT signal are 

provided. At the bottom of the plot is the averaged spectrum which is simply the normalized 

sum of the 25 periodograms. 

This theoretical model can be compared with the actual spectra observed from two 

different manufactured ELT units. The first is a Pointer ELT which can be classed as 

coherent. Periodograms of the signal are plotted in Fig. 4.9 Again, the dynamic range is for 
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Fig. 4.8 Sequence of 25 consecutive Ideal Coherent ELT Model periodograms (bottom to 

top) with the averaged spectrum given at the bottom. For each of the 25 

traces, T
D 
= 20 ms, d = 0.5 and f° = 16.2 KHz. Note the symmetry of the - 

spectra around the 16.2 KHz centre frequency and the sweep of the modulat-

ion. The second upper and lower sidebands are reduced below the -20 dB 

threshold by the sinc
2 

componeut of 
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Fig 4.9 Sequence of 25 consecutive Pointer ELT periodograms with the averaged spectrum 

given at the bottom. Note the asymmetry of the sidebands around the 16.2 KHz 

centre frequency. For each trace TD  = 20 ms. 



each plot is 20 dB and approximately two sweeps of the signal are present. We note that the 

amplitude of the sidebands of the Pointer ELT do not agree with the Ideal Coherent Model, 

however. 

Using the Non-Ideal Coherent Model, we plot the spectra for fc ' = 15.7 KHz and 

f = 1 KHz with d= 0.5, as shown in Fig. 4.10. Comparing with Fig. 4.9, we note that the 

agreement is remarkable in that the carrier is at constant frequency and the first upper and 

lower sidebands slide reasonably smoothly toward the carrier with time. In addition, the first 

lower sideband in both the modelled signal and the real signal is considerably stronger than 

the first upper sideband. The second upper sideband is nearly absent in both and the third 

upper sideband is quite prominent in both. The lower second and third also are in agreement. 

Finally, we note close agreement in the averaged spectra. 

The second coherent ELT examined is the Garrett ELT. Periodograms for this ELT 

are given in Fig. 4.11. Since the amplitudes of the first sidebands are unequal, the Ideal 

Coherent Model is inadequate. However, by using the Non-Ideal Coherent Model with f:= 

16.75 KHz, fp  = -0.5 KHz, and d=0.36,  we obtain the plots of Fig. 4.12. Again, we see that the 

agreement is good in that the carrier remains constant and the first upper and lower 

sidebands are well defined. The upper second sidebands are both well defined and the lower 

second sidebands are both diminished. The averaged spectra are in good agreement. 

We now examined the spectra for the Narco ELT in Fig. 4.13. In this case, it appears 

that carrier component of the spectrum is nulled at a frequency approximately two-thirds 

along the sweep. Using the Non-Ideal Coherent Model with f c ' = 17.5 KHz,  Ç, 
 = 4 KHz, and 

d= 0.5, we plot Fig. 4.14 and once again obtain excellent agreement with the actual signal. 

Note that the averaged spectra in both cases indicates a large amount of the power in the 

lower sideband while the carrier component is weakened. Clearly, this condition should be 

avoided if automated spectral estimation techniques are to be employed. 

Finally, we generate a Non-Coherent Model ELT signal by using phase 

randomization for each of the signal pulses. The signal plot is given in Fig. 4.15 where we see 
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Fig. 4.12 Sequence of 25 consecutive Non-Ideal Coherent ELT Model periodograms with 

the averaged spectrum at the bottom. By choosing f = 17.35 KHz, f = 

= -0.5 KHz and d = 0.36, the spectral waveforms are found to agree well 

with the observed Garrett spectra. For each trace, T
D 

= 20 ms. 
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Fig. 4.13 Sequence of 25 consecutive Narco ELT periodograms with the averaged 

spectrum at the bottom. Note that the carrier peak at 18.1 KHz 

disappears for a considerable portion of the time. For each trace, 

T
D 

= 20 ms. 
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Fig. 4.14 Sequence of 25.consecutive Non-Ideal Coherent ELT Model periodograms with 

the averaged spectrum at the bottom. By choosing f
c 
= 16.2 KHz, f = 

4 KHz and d = 0.5, the spectral waveforms produce a spectrum which 

closely represents the Narco spectrum. For each trace, T = 20 ms. 
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Fig. 4.15 Sequence of 25 consecutive Non-Coherent ELT Model periodograms with the 

averaged spectrum at the bottom. Here we see a very broad averaged spectrum 

which is difficult to process for carrier frequency measurement. For each 

case, T
D 

= 20 ms. 
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= 	[ 7  cos [ 2n ((fc — 0 t + kt2) + ] dt 
2 	Ti 

2 

that the individual periodograms have a very wide bandwidth. Comparing the averaged 

spectrum with the prediction of Fig. 4.4a, we again find close agreement. Thus, if automatic 

spectral estimation techniques are to be employed, this design for ELT signals should be 

avoided at all costs. 

• 4.6 	EFFECTS  OF DOPPLER SHIFT 

The.  effect of changing doppler frequency shift can be calculated exactly; however, the 

analysis becomes involved as is now demonstrated. 
_ • 

We can assume the doppler shift over a short period of time (say 1 to 2 s) is a linear 

function of time given by 

fd = fdo + k t 

where k is a constant. 

(4.24) 

Then substituting into equation (4.2), we obtain 

dT. 	 dT 
ts.( ) = A cos [2n (f t + k t 2) + 01; t. — 	t 	t. + t 	2 	 2 

(4.25) 
= 0 	otherwise . 

The Fourier transform for the first pulse is then given by 

s (t) e-j2nftdt  

T1  
A I 2 

+ j 	sin [ 2n ((f 	t + kt 2) +  O I dt 
2 

2 

where the negative frequency axis terms have been discarded. 

Now, from integral tables we have [40] 

(4.26) 
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G(x) = cos (ax 2  + bx + c) dx 
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sin( 

 ac- b2 ) ® 
	

ax +_11 
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H(x) = I sin (ax 2 	bx + c)dx = 

where 

2 
C(x) = V 	sin2  x dx 

= Fresnel's cosine- integral 

(4.27) 

(4.28) 

S(x) = COS2 x dx 
"J  

Fresnel's sine-integral . 

The spectrum for N pulses would then be computed by 

Ti  

2SW - A  )2 	[G(x) H(x)1 
2 i = 

2 

with  a=  2nk 

b = 2n (fe '- f) 

C  = O. 

At this point it is clear that no simple relationships exist which will provide further 

insight. Thus, we attempt another approach. 

From equation (4.19), we note that the spectrum for a non-ideal coherent signal has a 

well defined carrier peak at frequency f = 	+ fs  . To a first approximation, the sine 
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1 
B — — 
3 2T

D  (4.32) 

function is constant and the sine function in the denominator varies N times more slowly than 

the sine function in the numerator. 

Thus, approximately, 

2  AdT 
SIN — 	Sin2  n (f— — f )T 

2 	 e s D 

Fora  set of L different doppler shifts, the averaged spectrum is given by 

(4.29) 

2 L-1 s 

AV 	
AdT 	sin2 [n  _ _ f 	)T

D 
 

2 	 s 	d 
p=0 

where f' d  = change in doppler frequency shift in Hz per second. 

In this case we simply have a set of carrier peaks with each peak being shifted by an 

amount fdT13, as illustrated in Fig. 4.16. For L separate doppler shifts, we see that the 

measured L3db bandwidth is 

1 
B = (L— 1)f T + 3 	d D  2TD 

(4131) 

For an ELT with perfect carrier stability, the amount of doppler shift present in the 

measured 3dB bandwidth can thus be determined by simply measuring the averaged 

bandwidth over a duration LT D  and then computing  f  the relation 

f — 
d 	(L— 1)T D  

Note the T D  is the window duration for a single periodogram. 

Since the ELT in practice does not possess perfect carrier stability, it is necessary to 

take account of this instability. 

4.7 BANDWIDTH OF UNSTABLE CARRIER ELT  

Originally, it was assumed that the carrier frequency of the ELT had perfect stability. 

In practice, the carrier frequency is given by 

fe = fee  + fed  + fej 	 (4.33) 

where eo  f = constant frequency carrier term 
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Fig. 4.16 3 dB bandwidth measurement of a coherent doppler shifted ELT signal 

for L separate intervals of T 
D 
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— rf — f equency drift term cd  
ref. = frequency jitter term. 

The spectrum produced with fe  = fc. has already been computed exactly and the case 

when linear frequency shift occurs has been 'approximated by considering doppler shift. 

For the case of frequency jitter, it is assumed that the long term variation is Gaussian. 

Consequently, for coherent ELT signals, we note he following: 

1) By using long window lengths, the effects of window duration on the bandwidth 

becomes negligible. 

2) Assuming window length does not contribute to the bandwidth, the measured 

bandwidth is proportional to the total duration of the measurement. 

3) The effects of jitter on the carrier frequency of an ELT signal produce a constant 

valued increase to the total measured bandwidth which is independent of the duration 

of the measurement. 

4) For identification to be possible, the effects of noise in these determinations must be 

negligible. 

Thus, the overall bandwidth of the signal is giveri by 

BT  = (L—  1) fd" T + 1/2TD  + B E  

where 

BT = total 3 dB bandwidth of the measured signal. 

B E = bandwidth contribution produced by jitter. 

fd = total of the change in doppler shift and change in ELT carrier frequency due to 

drift, in Hz per second. 

The value of B E  is a characteristic of the ELT signal itself and can be determined in a 

practical way by simply computing the averaged periodograms in two or more consecutive 

time intervals. We note that the change in centre frequency is a measure of the sum of the 

drift in the ELT frequency and the doppler shift which in turn provides fd" •  By computing the 

average 3 dB bandwidth of the two or more measurements, we obtain BT . Thus, BE  can be 
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calculated using equation (4.34). From a practical standpoint, using long window lengths of 

data (larger values of TD) given fixed total signal duration (LTD), gives better results since 

the 1/2T D  term becomes neglig-ible. 

Three examples of this are given for real satellite pass data in Figure 4.17 for signals 

A, B and C. The average of 13 8K-periodograms is taken for three consecutive 1 s durations 

with the interval between the first two being 4 s and the interval for the last two being 5 s. 

For signal A, we find that the total 3 dB bandvvidth is about 20 Hz and the frequency change 

from plot to plot is approximately 25 Hz with the average interval being 4.5 s (fd" = 25/4,5 

FizTs.-  Since there are 13 periodograms computed for each 1 s estimate, TD  = 1/13 s and L = 

13. Substituting in eq. (4.34) we get: 

BT  = 20 Hi= (12 x 25) / (4.5 x 13) + 12/3 + B E  

or 

BT -  8.3 Hz. 

Thus, the bandwidth of signal A is 8.3 Hz and this is, to a first approximation, 

independent of doppler shift and ELT carrier drift. 

For signals B and C, the same analysis can be applied resulting in bandwidths of 18.5 

Hz and 88 Hz, respectively. We note that for signal B, the change in doppler shift and drift 

frequency are negligible and only the window effect remains. For signal C, the change in 

doppler frequency is slightly higher than .for signal A, and the bandwidth is very much 

higher. Thus, using signal bandwidth, three different signals have been labeled and the 

differences between their bandwidths (8.4 Hz, 18.5 Hz and 88 Hz) are measurable. 

4.8 ELT SIDEBAND RECOGNITION  

There are several different possible methods for measuring the sidebands of ELT 

signals. These include one-shot sideband detection, matched filter sideband detection, and 

averaged sideband detection. Each method is described in detail with the associated 

advantages and disadvantages. 
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Fig. 4.17 Averaged spectra for three one-second durations separated in time as shown. 



4.8.1 One-Shot Sideband Detection 

One-shot sideband detection assumes the use of a periodogram or MEM spectral 

estimate. By applying a threshold to the spectral estimate, it is possible to locate the peaks of 

the spectrum, as illustrated in Fig. 4.18. The main advantage of this method is that detailed 

information of ELT sweep would be abailable. The actual characteristic of sweep frequency as 

a function of time would be deduced which would then lead to an extremely accurate 

identifier. However, the implementation is a major problem for this method since in the 

multi-peak environment, relating sideband peaks of carrier peaks appears to be nearly 

impossible in a practical sense. Furthermore, with the background noise, there is little 

chance of separating the sideband peaks from the noise peaks. 

4.8.2 Matched Filter Sideband Detector  

Matched filter sideband detection again assumes the use of a periodogram or MEM 

spectral estimate. This time, however, a search is made for a specific characteristic by using a 

replica correlator, as shown in Fig. 4.19. We note that theoretically, the sidebands of an ELT 

signal occur at regular multiples of N/TD. Thus, a multiplying replica can be applied to any 

periodogram or MEM spectrum and the frequency offset, foFF, 

range of modulation frequencies. Peaks in the correla tor output indicate sideband 

frequencies. Since sidebands due to other signals are unlikely to fall symmetrically about 

fOFF, the method promises far better performance than the One-Shot Sideband Detector. 

When noise is present, the noise peaks will pass through the correlator and provide an 

output which will compete with the actual sidebands. For strong signals, this may be serious 

and, consequently, a detailed record of the modulation characteristic would be obtained. 

adjusted over the expected 
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f in KHz 

Fig. 4.18 One-shot sideband detection using a threshold. Note that the 

interfering source can cause errors in the measurement. 

dB 

Fig. 4.19 Matched filter sideband detection. The sweeping gates are used 

to provide a correlation of sideband location. 
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4.8.3 Averaged Sideband Detection  

Averaged sideband detection assumes the use of the average of a significant number 

of periodograrns. The main advantage of this technique is that it gives useful information  in .a 

 noisy background. The biggest disa.dvantage is that the information is incomplete since the 

svveep duration cannot be determined. 

The averaged spectra have been computed for, three ,different manufactured ELT unit 

signals. For the ,Pointer ELT, we see in Fig. 4.20, that the averaged sidebands are, well 

defined and give an accurate estimate of the sweep width of the modulation. Since the lower 

and upper sweep bandwidths may be unequal, we designate them with B 1  and B 2 . 

Furthermore, the combination of the carrier peak followed by deep nulls on both sides of the 

carrier and flat 'plateaus' should prove to be an effective identifier of an FIT signal. Signal 

identification is furthered by noting the relative amplitude between the carrier peak and the 

first sideband plateaus, R 1  and R2 . 

The averaged spectra are obtained for the Garrett and Narco ELT signals, as shown in 

Fig. 4.21 and 4.22, respectively. For the Garrett, the spectrum is much like the Pointer in 

form although the relative heights of the sidebands with respect to the centre peak are 

different. The Narco demonstrates its own peculiar spectrum which is quite distinctive. 

For comparison, the averaged specta are also computed for the modelled signals and 

giveri in Fig. 4.23 to 4.25 for the Pointer, Garrett and Narco, respectively. It is seen that the 

agreement is generally good. The averaged spectrum for the non-coherent ELT is plotted in 

Fig. 4.26 for completeness. 

4.8.4 Correlatec ration 

As mentioned in Section 4.8.3, sweep duration T cannot be measured by computing 

the averaged spectrum. However, an ingenious technique, first suggested by Mr. R. Renner of 

Canadian Astronautics Limited, has been tested and found to be highly effective. Essentially, 

the method is based on first locating a carrier peak in the averaged spectrum, as illustrated in 
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Fig. 4.23 Averaged spectrum for Pointer Model. 
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Fig. 4.27a. Then, a frequency band is selected around the carrier peak and the individual 

spectra (called the main set) comprising the averaged spectra in this frequency band are gated 

to a correlator, as shown in Fig. 27b. The correlator selects the first N records of individual 

spectra and performs a time correlation with the entire record. Wherever the N-record set 

matches the main set, a peak iS produced at the output of the correlator. Otherwise, 

destructive interference occurs in the correlation and the output of the correlator is reduced. 

The method has been tested by Mrs: S. El-Naga using  the  real data set from the - 

Pointer, Garrett and Narco ELT units and the results are presented in Fig. 4.28 to 4.30. We 

see that the trace starts with sharp peak produced by the autocorrelation followed by other 

peaks with separation T, indicating a reasonably good cross-correlation response. Of 

considerable importance is the fact that the resulting signal does not rely on the quality of the 

ELT signal, but rather only that the signal is repetitive. Thus, the method provides a very 

effective means of detecting a modulated signal. 

4.9 	ELT IDENTIFIERS  

It is now possible to select a set of signal identifiers for ELT signals. The first problem 

to be solved is the detection of a possibe ELT signal. By computing the averaged FFT, signal 

spectrum peaks will be produced for ELT signals having coherent spectra. (Little can be done 

for ELT units with non-coherent spectra if the FFT based spectral estimator is employed.) 

The frequencies of these peaks can easily be identified. Thus, detailed signal analysis can 

then be performed. 

The most useful feature in detecting an ELT signal is the modulation. 'Phis is best 

determined using two measures; namely the Averaged Sideband Detection and the 

Correlated Sweep Detection. The first measure gives details of the relative levels of the two 

principal sidebands relative to the peak (R 1  and R2 ) and the lower and upper sweep 

bandwidths (B 1  and B2). The Correlated Sweep Detector gives the sweep duration (T). 
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Fig. 4.27 ( a ) Locating the peak of averaged spectrum. 

( b ) Selecting the frequency band for the sweep measurement. 
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in addition, it is possible to measure the frequency of the carrier peak (f), the 

combination of change in doppler shift and drift in carrier frequency with time fd" and the 

bandwidth of the carrier peak. With these three quantities, the ELT signal bandwidth (BT) 

can be calculated which is useful for identifying any signal. Since the carrier frequency may 

be measured along the doppler curve, the ELT carrier frequency (F E) can be deduced. 

Due to the use of automatic gain control, it is not particularly easy to obtain an 

accurate measure of ELT signal strength especially in the presence of interference. 

Hence, an ELT signal may be labelled in the following manner: 

ELT { f,t; fd  , BT , FE ; R 1 , R2 , B 1 , B 2 , T }  

where 

f = carrier peak value at time t• 

fd  = sum of change in doppler shift and carrier drift 

BT  = ELT signal bandwidth 

FE = ELT carrier frequency 

R 1  = height of lower sideband relative to carrier peak 

R2  = height of upper sideband relative to carrier peak 

B 1  = sweep bandwidth of lower sideband 

B2 = sweep bandwidth of upper sideband 

T = sweep period 

There is also the possibility that a carrier peak could be correlated with the spectrum 

produced by the ELT model. In this case, an estimate of the parameters which relate directly 

to the model could be computed. Whether this technique is, in fact, feasible in the practical 

case has not been determined. 
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4.10 CONCLUDING REMARKS 

In this section, a detailed study of ELT spectra has been presented. The analysis 

covers a wide range of different possible ELT signals and it is shown that the models 

developed accurately represent real ELT signals. 

A set of parameters has been selected which can be used to characterise these ELT 

signals. The main feature of the parameter set is the ease with which they are measured in 

the noisy background. 
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5. DATA MANAGEMENT TECHNIQUES 

There are two different requirements for the data management of ELT signals. First, 

is the problem of managing ELT signals received during a satellite pass referred to here as 

intrapass data management. The second requirement is the problem of managing ELT 

signals which result from the processing of different passes of the same satellite or passes of 

different satellites, referred to here as interpass data management. 

5.1 INTRAPASS DATA MANAGEMENT 

Intrapass data management is characterized by the following properties: 

1) 	The ELT signal data will most likely be immersed in a background of interference 

from man-made sources. Thus, it is desirable to evaluate the influences of the interference. 

2). The data are collected over a period of not more than approximately 900 s. As a result, 

changes in the characteristics of transmitted ELT signals received at the satellite should be 

relatively small. However, there may be significant changes in the interfering background. 

3). The ELT signal data may not form a continuous doppler curve; thus, it is desirable to 

be able to relate the different segments of the data to a given ELT. 

One particular approach to processing the pass data could be based on the following 

procedure: 

A. 	Evaluate the Pass  

The evaluation of the pass is based on the activity measure, discussed in Section 3. 

The activity measure can be evaluated by calculation: 

1. 	Threshold Based Activity Measure  

Using the averaged spectrum (computed once per second), set one or more fixed 

threshold levels and count the number of times the threshold is exceeded as compared to 

receiver noise alone. This results in a false alarm rate measure and is the simplest method for 

CRC-20e 
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determining interference level. In addition, the overhead is usually low for the 

implementation. 

2. 5..pectrum Based Activity.  Measure  

As the averaged FFT estimates are being computed, calculate the'a' aney' values as 

a function of time along the pass. Thus, each averaged FFT data set now comprises the 

spectrum values and a two number set.which evaluates the.set. After the pass, the ,ial,and 

values can be sorted in a-v space and analysed using cluster analysis to determine the 

characteristics of the resulting pattern. Note that it is also possible to compute °a' and 'y' 

values along the pass for fixed values of frequency. 

3. Envelope Detected Activity Measure  

The output of an envelope detector is monitored and data points are stored at a rate of 

perhaps 1024 per second. The arithnrietic sum of these points gives the strength e. For the 

bandwidth of the interference b, the FFT is performed on these data. (Since the FFT is 

already being called 100 times per second for spectral estimation, the overhead required for 

this technique is only about 1-2%). Thus, interference activity is now available in e-h space 

and the analysis can again proceed using cluster analysis. 

B. 	Identify the ELT Signals  

We note that in order to provide indentification of ELT signals, it is necessary to 

access both the averaged spectrum and the individual FFT estimates. However, since we 

assume that ELT signals are nearly always present for long durations (at least 10 s), it is 

necessary to process only once every 5 s which reduces the overhead by a factor of five. Thus, 

the following procedure can be employed: 

1. 	For a 1 s segment of data, compute the 100 FFT estimates and the averaged spectrum 

and store all results. 

4 
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2. 	Using the averaged spectrum, locate all the prominent peaks which may represent 

coherent ELT signals. 

3. For each peak (in turn), compute the correlated sweep duration T using the 

individually stored FFT estimates and determine whether the T value lies in the proper 

range. 

4. For each peak (in turn), evaluate the relative levels of the upper and lower sidebands 

relative to the peak (R1 and R2) and determine whether these values fall in the acceptable 

range (taking the background noise level into account). If the values fall into the proper 
_ 

range, compute the sweep bandwidths B1 and B2. 

5. Repeat steps 1 to 4 at intervals of 5 s for the whole pass. Thus, there now exists a data 

base of up to 900/5 = 180 sets of values of possible ELT sources at times t1,t2 , t3 , etc. At each 

time, a set consists of peaks at frequencies fi , f2 , £3 , etc. with parameters R / , R2 , B i , B 2  and T. 

For example at time t2 , we have: 

Signal at time t2  and frequency fi : S{t2 , fi ; R i , R2 , B i , B 2 , T1 

Signal at time t2  and frequency £2: Sft2 , f2 ; R i , R2 , B i , B 2 , T} 

Signal at time t2  and frequency £3 ; Sft2 , f3 ; R I , R2 , B 1 , B2 , T1 etc. 

Note that these signal peaks are not necessarily ELT signals, but only possible candidates for 

being ELT signals. 

6. After template matching has identified those portions of the curves which produce 

acceptable pass curves, call the data base of signal peaks using the values of time and 

frequency, eg. t2  and f3 . This procedure would then test the various curves or segments of the 

curves to determine the properties of the signals using the methods outlined in steps 1 

through 4. Complete curves, would then produce a label indicating the different parameters 

and the values of ar  (ELT signal bandwidth) and FE  (ELT carrier frequency). 

For incomplete curves, the value of BT  could be calculated and the different segments could be 

matched to detemine whether they have the same parameter set. In some cases, this would 

also result in complete curves or parts where the value for FE  could be estimated. 
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7. Thus, at the end of the process, there would be a set of identified ELT signals, each 

with specific values for (BT,  FE,  RI , R2, B 1 , B2 , T) which could be averaged over the doppler 

curve to improve accuracy. 

8. Using the doppler data, the location of the ELT signal is established as one of two 

possible locations L 1  or L2 . 

9. An additional parameter can be added to each member of the set to 1.ndicate the 

activity of the pass. This is important since a pass with high activity  (interférence)  may 

contain a larger number of false ELT signal estimates. This parameter is referred to as I and 
• 

could range from 0 to 7 as in Fig. 3.10. 

10. Finally, the pass number and satellite (P/S) should be recorded in order to give an 

approximate time at which the ELT signal first appeared. This is useful for interpass data 

management. Thus, for every satellite pass, there is a set of ELT parameters produced with 

an averaged set of computed values and two possible locations, i.e. we have: 

ELT1{P/S; BT, Fe ; R 1 , EL 	B2, T; I; L 1/L2}, 

ELT2{P/S; B T'  F• E' R 1' R2' B2' T. L 1  /L2  } etc. "  

These data would then be processed by the interpass data management procedure. 

5.2 INTERPASS DATA MANAGEMENT  

Interpass data management is characterised by the following properties: 

1) 	Possible ELT locations accumulate as satellite passes continue. 

2). 	The two different possible locations for each ELT results in a certain number of false 

indications. Consequently, there is a need for a consolidation process in order to minimize the 

data set. 

3) 	For a given ELT location, the geometry between the ELT and the satellite has an 

effect on the calculation of the ELT parameters. Thus, it is possible to provide a measure 

based on relative loaction which would grade the location calculation. 

One possible approach could be based on the following procedure: 
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1) Since there are many different possible locations, it appears quite likely that the data 

sets will cluster on either L 1  or L2  loactions for ELT signals which are received on multiple 

passes. 

2) Using the additional parameters available for ELT identification and the pass 

geometry, it appears that a 'best location' estimate could be devised to combine the data at the 

L 1  or L2 locations and dispose of erroneous data. 

3) As the data age, a time limit should be applied to delete all entries which exceed a 

certain limit. This would be based on the PIS parameters. 

4) Known false indications should be removed from the data set as soon as possible. 



6. CONCLUSIONS AND RECOMMENDATIONS FOR FURTHER RESEARCH  

6.1 	CONCLUSIONS  

We conclude the following: 

1) There is a significant number of interfering sources which affect the frequency bands 

of 121.5/243 MHz. These sources are mainly man-made and appear in the forms of impulsive 

interference and in-band interference. The former produces shock excitation of the receiver 

which effectively jams the reception of desired signals. The latter produces a competing,, 

background which may or may not mask the ELT signals. 

2) It is possible to develop a set of parameters which can evaluate the amount of noise 

and interference in any satellite pass. These parameters can be based on a simple threshold 

test, or more advanced processes based on spectrum o r  envelope detection. 

3) ELT signals have distinctive characteristics which can be evaluated by means of 

spectral estimation techniques and correlation. These parameters provide a signature which 

separates the individual ELT units in a single pass and may even provide some indication of 

ELT unit manufacture (especially if the unit has a peculiar characteristic). 

4) It is possible to use the characteristics of interference background and ELT signal 

parameters to provide data management within a satellite pass (intrapass) and between 

satellite passes (interpass). The intrapass data management is capable of labelling complete 

pass curves and connecting segments of related pass curves. The interpass data management 

is capable of controlling the large amount of data collected by consolidating data using 

identified parameters. 

6.2 RECOMMENDATIONS FOR FURTHER RESEARCH  

Based on the findings outlined in this report, we recommend the following: 

1) 	A study be made of the properties of interference in the real environment. At present, 

a tape containing 34 satellite passes is available. It is suggested that some of the more 

interesting interfering sources be examined to determine their properties. 

CR,C-20f 
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2) The methods of evaluation as applied to activity of the pass be tested using real data 

in order to determine their effectiveness and relative complexity of implementation. 

3) The methods outlined in section 4 for the identification of real ELT signals be tested 

• using satellite pass data. 

4) The data management techniques outlined in Section 5 for intrapass data 

management and interpass data management be tested using real data. 
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