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PREFACE 

The lower ionosphere, consisting of the D region and part of the E region below about 120 km. in height, is 
perhaps the most imperfectly understood part of the ionosphere at the present time. This is partly because of obser-
vational limitations and partly because of difficulties in interpreting the observational data that have been obtained. 
Under normal conditions the electron number densities are so low that low frequencies are needed for reflection in 
this height range. Despite an abundance of experimental data, few results have, until recently, emerged from these 
studies. Under abnormal conditions (SID, PCA, and auroral disturbances) the attenuation of radio waves propagating 
within the region can become so great that radio reflections, other than from the base of the ionosphere, are not 

obtained. The dynamic range of variation is large: under normal conditions the electron density and collision fre-

quency values change by up to five orders of magnitude in the height range 30 to 120 km.; and under disturbance 

conditions electron density increases by several orders of magnitude can occur at low heights. 

Thus, while ground-based studies of the lower ionosphere are both scarce and difficult to interpret, the 

situation is not much improved in the case of experiments conducted "in situ". The relative high gas densities 
make environmental measurements with sounding rockets difficult, and most experiments have been designed to pro-

vide information about the ionosphere at heights above about 90 km. A few results have been obtained for the normal 

D region, but in general these are less reliable than those obtained at times when radio wave absorption was great. 

The magnitude of the electron density and its variation with height in the lower ionosphere is roughly known, 

at least at middle latitudes, but superimposed on a general increase with height are important structural features, the 

dynamic changes of which cannot be studied by means of rockets. For example it is becoming increasingly evident 
that meteorology plays an important part in the variability of the undisturbed D region. There is therefore a need for 

a reliable means of studying the lower ionosphere by ground-based experiments capable of synoptic application. In 

recent years, several new techniques have been developed for studying the lower ionosphere, e.g., partial reflections 
and pulse cross modulation, and new progress is being made in the numerical interpretation of low frequency propaga-

tion data. Since an increasing number of research laboratories and organizations are exploiting one or more of these 

techniques, it is important at this time to evaluate the reliability of the data, so that the best experiments can be 

undertaken in a synoptic application. It is important at this epoch of the solar cycle to increase the latitude coverage 

of D-region observations before solar activity increases. 

With this aim in mind, a working conference was planned to bring together specialists concerned with the 

various ground-based ex per iment s . The  various experimental techniques were reviewed, emphasizing the state of the 
art and the  problems to be resolved, and new and stimulating results not yet appearing in the literature were presented. 
When soliciting papers for the conference, it was made clear that a Conference Proceedings would be published, and 
that an edited discussion following each paper would be included. Even so, it was our intention to keep the atmosphere 

of the conference as informal as possible so as to promote discussion (or debate), even to the extent of intentionally 

forcing an argument. This procedure sometimes worked so well, it later proved difficult to obtain final manuscripts 

from some of the speakers, and the task of preparing an edited version of the discussions was a difficult one. 

Unfortunately, the three main experiments (partial reflections, pulse cross modulation, and LF propagation) 
have little in common, apart from the fact that they are concerned with the reflection and propagation of radio waves 
in the ionosphere, and workers in the three fields do not necessarily have a good understanding of all the experiments 
or, for that matter, of the D region. 

The purpose of Session 1 was therefore to give a general background of D-region properties, insofar as they 
are currently known, and to show the difficulties that are encountered because of limited knowledge concerning the 
existence of minor constituents and the uncertainties of dominant production and loss rates. The majority of the 
work in Session 1 is a summary of previously published work, of which a knowledge is necessary if the merits (and 
defects) of the partial reflection, wave interaction, and LF propagation experiments, which are discussed in the main 
sessions of the conference, are to be appreciated. 

The partial reflection and the pulse cross modulation experiments and observational results obtained by 
these techniques, and the long wave propagation interpretive results, are the subjects of Sessions 2, 3, and 4 
respectively. Other experiments, e.g., ionosondes and radio wave absorption, and observational results obtained from 
an analysis of these data, are the subjects of Sessions 5 and 6. 

The concluding discussion is intended to compare the various data, to update the present knowledge sum-
maries given in Session 1 in the light of the new observational results presented at this conference, and to define 
the areas where new observational data or new interpretations are needed. 

In setting up this conference, we were guided by the concept that its prime purpose should be the dissemina-
tion of viewpoints, technical information, and scientific results among a relatively small number of active researchers, 
following a pre-arranged program of subject material. Accordingly, the meeting was not open to all who might have 
desired to attend. We hope that this record will be of some value to them, and that it will serve as a basic text to 
be used by future investigators of the lower ionosphere. 

John S. Belrose 
Conference Chairman 
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SECTION 1 

REVIEW OF PRESENT KNOWLEDGE 

1.1 ELECTRON IONIZATION AND LOSS PROCESSES AND RATES 

by 

C.M. Crain 

The Rand Corporation 

Santa Monica, California 

1. Introduction 

My talk today is essentially one of a review nature. I plan to summarize factors which relate to the 
ionization state in the region below roughly 100 km., and will include contributions from work of several 
people, including some in the audience. In trying to cover a large number of items in the short time available 
I may not give proper credit to some sources used in preparing some of the figures. I intend to summarize 
high points, emphasize areas of uncertainty in the different approaches, and include examples illustrating 
the implications of some of these uncertainties with which we are faced in the region below 100 km. Some 
figures are self-explanatory, some are not, and I will try to cover the more important aspects. 

2. Ionization Sources 

The list that follows shows some of the ionization sources of concern from time to time for those 
working in the region below 100 km.; most of the terms are fairly obvious. 

Ionization Sources in the Lower Atmosphere  

Xrays 
Lyman 
Cosmic Rays 
Protons 
Electrons 
Alpha Particles etc. 

Fission Betas 
Fission Gammas 
Neutron Betas 
Meteors 
Chem — Ionization 
Miscellaneous 

I have included such things as fission betas and gammas, and neutron betas. Papers involving these sources 
have appeared in the last few years dealing with the effects that followed nuclear tests, both by the United 
States and the Soviet Union. The understanding of these effects on the ionosphere worldwide has been getting 
more and more attention. I will spend most of my time discussing all but the last three items. 

Fig. 1 shows fairly classical deposition values for protons and electrons impinging on the earth's 
atmosphere, and gives an indication of the altitude, if one neglects the earth's magnetic field, to which both 
high energ-y electrons and protons penetrate. In more recent years we have become much more concerned 
with the role of the magnetic field and its importance in deposition calculations. 

Dr. Lutomirski at RAND provided results he calculated for protons at different combinations of pitch 
angle and dip angle impinging on the earth's atmosphere (Fig. 2). These results are applicable to protons 
which are born within the earth's magnetic field and not to protons coming in from, say, the sun, where the 
shielding effects of the earth's field must be included in the analysis. They indicate the effect of the longer 
travel distance of spiraling particles. The values of beta are 1 and .433; D is the dip angle and a L is the 
pitch angle. A beta of .433 would apply for a dip angle of 60 °  and a pitch angle of 30 ° . The figure indicates 
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the variation in height of the depositing of the energy of the proton due to magnetic effects. If one considers 
fairly low dip angles and small pitch angles, these height differences can be large, i.e., there is quite a 
variability in the altitude at which a given energy particle will give up its energy to the atmosphere. 

Fig. 3 is for 10 mev protons; particles in this energy range give up most of their energy in ionizing 
the height range of the normal lower D layer. 

Fig. 4 shows the same calculations for 100 mev protons. The deposition heights where most of the 
energy is actually deposited are in the 30- to 40-km. height range. These curves can be run out for any sort 
of combination of dip angle, pitch angle, and energy of the particles, using standard theory. 

Fig. 5 indicates the deposition of energy in the atmosphere below a typical source of fission debris 
that is, say, well above the atmosphere - like a layer of debris. The important point to be indicated here 
is the role of the magnetic field and particularly the sizable differences in production rates at the altitude 
ranges, say, below 70 km. at the different dip angles. This sort of difference would likewise occur for 
electrons of natural origin. 

Fig. 6 shows still another production rate profile in which we have become interested in recent years 
while studying D layer ionization effects of neutron decay beta particles produced by high-altitude nuclear 
detonations. Again I want to emphasize the sizable variability in the height range below 75 km. of production 
rate with magnetic field dip angle. At 60 km., for example, there is a difference of over a factor of ten in 
the production rate from a given impinging source of beta particles, for dip angles of 35 °  and 75 ° . These 
are electrons that have a number spectrum of about 0 to 780 kv. with a peak value at roughly 300 kv. 

The two tables following are from work which Arnold and Pierce of SRI published two or three years 
ago. 

TABLE 1. Ion Production Rate due to Lyman-a (Solar Maximum) 

Height 	NO 	 Zenith Angle (Deg) 

(KM) 	CM -5 	 0 	 40 	 80 	 Night 

60 	7.9 X 106 	2.5 x 10 -5 	- 	 - 	 - 

70 	3.2 x 106 	1.1 x 10 -5 	4.8 x 10 -2 	1.4 X 10 -2 	- 

80 	6.3 x 10 5 	2.4 x 10 -5 	2.1 x 10 -5 	2.5 x 10-2 	2.0 x 10 -4  

90 	7.9 x 104 	4.5 x 10-2 	4.4 x 10 -2 	3.4 x 10 -2 	7.2 x 10 -5  

100 	7.9 X 10 4 	4.7 x 10 -2 	4.6 x 10 -2 	4.4 x 10-2 	7.2 x 10 -5  

Day Values Based on Flux of 5 ERGS CM -2  SEC -5  

TABLE 2. Ion Production by Cosmic Radiation for 1964 

Height 	 Geomagnetic Latitude (Deg) 
(KM) 

	

0 	 20 	 40 	 60 

40 	1.2 X 	10 -5 	1.6 X 10 -5 	3.6 x 10 -5 	2.0 

50 	3.4 x 10 -2 	4.3 x 10 -2 	9.8 x 10 -2 	5.4 x 10 -5  

60 	1.1 x 10 -2 	1.4 x 10 -2 	3.2 x 	10 -2 	1.8 x 10 -4  

70 	3.1 x 10 -5 	4.0 x 	10 -5 	9.1 x 10 -5 	5.0 x 10 -2  

80 	6.6 x 	10 -4 	8.5 x 10 -4 	1.9 x 	10 - ' 	1.1 x 10 -2  

90 	6.9 x 	10 -5 	1.1 x 	10 -4 	2.6 X 	10 -1 	1.4 x 10 -5  

100 	1.2 x 	10 -5 	1.5 x 	10 - ' 	3.4 x 	10 -5 	1.9 X 10 -4  
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Table 1 shows production due to Lyman a radiation for various altitudes and solar zenith angles. The ion-
ization production values tabulated are for an assumed solar maximum condition (5 ergs/sq.cm . /sec.) and 
are based on the assumed NO concentrations indicated. All of the model Lyman a curves of these types have 
to be based on some assumption as to the NO concentration versus height. This concentration is not satis- 
factorily resolved and the numbers shown have to be directly associated with the vertical distribution assumed. 
Dr. C. Barth's measurements, for example, would indicate that these values are low; however, the validity 
of his measurements, I think, lacks confirmation. Also, the concentration may depend on season, location, 
atmospheric circulation, etc. The slide indicates the significant role of the zenith angle from 0 °  to 80 ° . At 
the 70-km. height, comparing the values for the sun overhead with those for the sun at 80 ° , one obtains 
about 6 orders of magnitude difference in the production rate of ionization. 

Table 2 reviews the expected role of ionization from cosmic radiation in the region below 100 km. It 
is based on the work of several people, who have looked at various aspects of cosmic ray ionization, including 
its variability over the solar cycle. The important thing here, taking these numbers at face value, is the 
variability from the equator to high latitudes. At 70 km., for example, note that the cosmic ray production 
at zero magnetic latitude is about a factor of six below the value at 60 °  magnetic latitude. I have the im-
pression that some think that at the magnetic equator all D-layer cosmic ray ionization effects vanish; 
however, the table shows this is not correct. 

Fig. 7 shows the ionization below 90 km. from a homogeneous layer of typical debris from a nuclear 
detonation which has deposited debris above this altitude. This is a curve from a paper in the JGR a few 
years ago Illustrating another point — the persisting ionization effects following high-altitude nuclear testing. 
Probably the most interesting thing is the peak production around 30 km. and 70 km. due to the gammas and 
betas respectively, and the fact that the total ionization production is within a factor of ten constant from 20 
to 90 km. from this kind of source function. A factor of ten is small relative to some of the other sources 
we have looked at throughout this height range. The ionization due to betas depends on magnetic dip angle, as 
indicated in Fig. 5; the gamma ionization is independent of dip angle. 

Fig. 8 is an attempt to consider debris ionization together with some of the natural sources of 
ionizetion production as a function of altitude and to show under what conditions debris ionization can be of 
interest. The relation between the value of maximum ionization production, Pm , and other factors is shown 
in Fig. 5. It turns out that if you have, say, a megaton of fission debris spreair homogeneously over 8, 000 km. 
radius, 24 hours after the detonation it would cause a Pm  value of about unity. After about two weeks, debris 
from one megaton of fission yield, if spread homogeneously over all the earth, would cause a Pm  value of 

about 10' . These numbers and Fig. 8 give some indication of what this source of ionization can be, relative 
to the sources of background ionization. The cosmic ray curve here is based on the type of analysis that was 
shown in Table 2, calculated for a latitude of 20 °  on the 1964 cosmic ray model given by Arnold and Pierce. 
Included in the curve was the Lyman a at night — which was added quite arbitrarily — using estimates 
summarized by Arnold and Pierce. The ionization production due to nighttime Lyman a is still a very 
interesting and uncertain subject. 

Figs. 9 and 10 review the general features of xray ionization. Fig. 9 shows the penetration heights 
of various monoenergetic xrays from 1A.unit up to 25 A. The most interesting aspect of these curves — the 
point tpat I want to emphasize — is the very sharp cutoffs at the low altitudes, for example, from 60 to 70 km. 
for 3 A. If one is considering ionization at 65 km., the monoenergetic 5 A. xray would not be very effective; 
according to these curves it is five orders of magnitude below the 3 A. curve. Of course, one of the com-
plications of practical D-region xray sources is that they are never monoenergetic; so one has to look at the 
energy spectrum of the xrays and integrate the production throughout the spectrum, which means that if one 
is to get accurate electron production values from xrays, at least in the lower altitude here, he needs to 
know the source spectrum accurately. 

Fig. 10 indicates another variable factor that needs to be considered in assessing xray effects — the 
solar zenith angle. This figure was also taken from calculations published by Arnold and Pierce, and is 
based on standard xray deposition theory. This emphasizes the variability of the xray deposition as a function 
of solar zenith angle for zenith angles from 0 to 80 ° , and it is important to note the great variability in 

" production with height at the various zenith angles for a monoenergetic source. Again, it should be emphasiz-
ed that practical sources contain a range of energies; however, it is clear that the source spectrum must be 
accurately known if D-region ionization production is to be accurately determined. 

3. Ionization Loss Mechanisms 

I shall not spend as much time on ionization source functions in the D region as on the loss mechanisms, 
which I consider an area in which there is more confusion and need for better understanding. This may be 
because I have worked more with loss mechanisms, loss rates, and so forth. The remainder of the paper 
emphasizes factors relating to ionization loss, both electrons and ions, in the lower ionosphere. 
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Two types of general approach are being used in looking at ionization loss in the lower ionosphere. 
These are the lumped parameter and multiple species — chemical kinetic approaches. The lumped parameter 
approach is indicated by these equations: 

dN = P — AN — BNN +  + C(N +  — N), 
dt 

dN +  
Tt— = P — BNN+  — EN(N+ — N), 

where P is the electron production rate, 
N +  is the positive ion density, 
A is the electron attachment coefficient, 
B is the electron-ion recombination coefficient, 
C is the electron detachment coefficient, 
E is the ion-ion recombination coefficient. 

The terms are fairly obvious and well-known. The negative ions are not considered explicitly, but are simply 
the difference between the positive ions and electrons, and determined by the rate equations shown. 

Clearly, the actual species of charged and neutral particles do not enter directly into the lumped 
parameter analysis. One uses height-dependent values for the various parameters which have evolved from 
consideration of laboratory measurements of some of the reactions considered most important, and from a 
large number of various types of ground-based radio propagation and rocket observations. The actual 
molecular and atomic species involved are not explicit in such models; the rates adopted, however, reflect 
conclusions by the investigator relative to the importance of various species. By sucli a process the lumped 
constant approach has led to rather simple models which appear to give fairly satisfactory agreement with 
many observations for which comparison can be made. 

Even though such a happy state of affairs can be achieved, there are many scientifically unsatisfactory 
aspects to this approach. Simply stated, there are enough unknown and adjustable parameters in such models 
that one can choose various different combinations of the height-dependent lumped parameters which give 
satisfactory answers when compared to particular propagation or rocket probe observations. Even though 
such models may have sizable differences in the individual coefficients, they may give very similar answers 
for a particular situation. The more achanced — and hence more valuable — models are those in which 
empirical adjustments have been made to give best agreement with the widest range of situations for which 
some kind of valid data exists. Today the greatest deficiency in models available is in predicting time-
dependent or transient phenomena, such as sunrise and sunset ionization changes. This factor alone tends to 
emphasize the fact that much better understanding of the species controlling the lumped parameters is 
essential. 

When one currently explores the species route, he finds wide divergence of viewpoint as to which 
negative ions, for example, play significant roles (0 -2. , NO;, 0-, 0-3 , OH-, etc.) and to what degree their role 
is dependent on factors such as level of ionization, time  alter perturbation, magnitudes of minor constituents 
such as 0, and 0, etc., etc. These gross uncertainties in effect require continued use of the lumped 
parameter approach in most practical applications. It is fairly well agreed that the attachment time is that 
due to attachment of electrons to 02  to form  0 . The actual species with which we are dealing and which 
determine the other coefficients listed, at various altitudes or times, etc., must be considered as unsatisfactor-
ily resolved in general. Despite the question of the species, using the lumped parameter type of approach one 
can arrive at values — as a function of altitude — for each of these parameters which give calculated values 
that reasonably agree with values deduced by various measurements for a wide range of ionization situations. 

Some of the radio data such as Belrose and his colleagues have obtained on nighttime electron density 
in the polar night, and the Stanford Research Institute data that LeLevier, Gambill, Knapp and others have 
analyzed on recovery from an xray impulse following the Starfish high-altitude burst, have had sizable 
influence on the determination of lumped parameter coefficients. Again, the model must reasonably agree 
with the available observations if it is to have any credibility. I will discuss later actual lumped parameter 
values in current use. 

There has been considerable interest in the last few years in studying the effects of a large transient 
ionization impulse in the ionosphere and the effects of ambient ionization on the recovery characteristics. If 
one solves the two previous equations, using an impulsive ionization production source added to the ambient 
production, he obtains the following result, under the condition that electron-ion and ion-ion recombination 
values are equal. 
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Excess Electron Density after Ionization Impulse 

n = AN [e( BK —A —C)1 	2N 	 BN —C 
(e (A+C—BIN)t _ 1) 

2N i  Bt (214 1 +àN)e 	—àN] 1- 
	 
A+C—BW, - 

n = Excess electron density at time t 
AN = Impulse of electron density 
N 	Ambient positive ion density 
Ne,„ = Ambient electron density 
A = Attachment coefficient 
B = Recombination coefficient (electron and ion) 
C = Detachment coefficient 

Although the assumption of equal coefficient is approximate, it does lead to an analytic solution of the above 
rate equations; even though these coefficients are unequal, this equal coefficient solution should give insight 
into the nature of the effect of ambient on the recovery process. We have done both the equal and unequal 
solutions, using a digital computer, and have concluded that the equal coefficient solution illustrates quite 
well the significant role of the amblent  ionization. 

The following equation illustrates an important aspect of the impulse recovery solution: 

Daytime Electron Density at Late Times  

2N' 
AN  n = àN 

2N<„,' +AN 
 e

2BN' t 	A+C 
AN  

when e (A+C—BN„ci  )t »1 

This result is for daytime conditions and is applicable to ambient impulses below about 10 4  electrons/c.c. — 
which is still a sizable impulse as far as radio effects are concerned. It is seen that at late times the 
recovery is controlled mainly by the ambient value and not by the other rates. To illustrate this further I 
have used the following lumped parameters 

Electron attachment rate 
(where Z is the density 
in atmospheres) 

= 10 8  Z 2  +10 2  Z/SEC 

Electron-ion recombination rate = 10 -7 /SEC 

Photo-detachment rate 	 = .4/SEC 

Ion-ion recombination rate 	= 10 -7 /SEC 

and the ambient charge density values of Fig. 11 to calculate the recovery from impulses of 10 2  to 104  
electrons/c.c. at various D-region heights. Using these assumed parameters and ambient models, one 
obtains the results of Fig. 12 at altitudes of 55, 65, 75, and on up to 115 km. The validity of this approach 
I would say becomes quite questionable at the higher altitudes. The rather interesting thing is that the 
persistence of ionization maximizes around 75 km. after the daytime impulse. The 75-km. ionization will 
live longer than, say, at 85 or 95 km. and so on. 

Fig. 13 shows the same sort of analysis at night. I won't defend with vigor the constants used or the 
precise numerical values in the reaction rates, but independent of the precise ones used, you get this general 
picture, i.e., of ionization persisting longer — at least for impulses in this range of 10 2  and 104  — around 
95 km., a lower persistence at 115 km., and so on. 

Fig. 14 illustrates another aspect of the effects of ionization impulse on the D region. For example, 
one may wish to determine recombination parameters from propagation data obtained following a large impulse 
such as may be produced by xrays from a high altitude nuclear explosion such as Starfish. Clearly the height 
region contributing the principal absorption changes appreciably with time; hence, the data analysis and 
interpretation must reflect this fact. Such factors can appreciably complicate the interpretation of, saY, 
riometer data where only an integrated effect can be determined. Fig. 14 shows results for impulses of 10 5  
and 107  or greater, using the parameters of Fig. 11. An impulse greater than 10 7  doesn't make any difference 
In the values shown for times of 10 sec. or more due to the saturation effect of the ionosphere. 
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Numerous lumped parameter models of the D region have appeared in the literature in recent years. 
The most recent and thorough study of which I am aware is that by Knapp and colleagues at General Electric-
TEMPO. Fig. 15 shows their most recent model, in which the nomenclature is somewhat different from that 
used on page 4. D is detachment rate, a 1  is ion-ion recombination rate and ad is electron-ion recombination 

rate. 

Considered as a family of parameters, the values of Fig. 15 appear to give reasonable agreement with 
a wide variety of D layer ionization situations, such as quasi-equilibrium day and night profiles, recovery 
from ionization impulses such as produced by the xrays from the Starfish high-altitude burst, etc.; however, 
change in one parameter can be accommodated by appropriate changes in the other in such a way that much of 
the various experimental data and the modified model are also in reasonable agreement. Thus, while such 
models are our most valuable tool available for predicting effects to be expected from various natural or 

artificial ionization situations, they must be considered with reservation as far as understanding of the actual 
chemical processes and species that dominate these processes is concerned. Time does not permit adequate 
discussion of how the parameters of Fig. 15 have been chosen — to what extent thoughts about what species 
were dominating a particular parameter at a particular height were included, radio and rocket data for which 
comparisons were made, etc.; however, all these factors have been considered as objectively, I believe, as 
current knowledge permits. Future improvements in our knowledge of the actual positive and negative ion 

species, in reaction rates involving negative ions and minor constituents such as 0 and 0 3 , in understanding 

of how these quantities are dependent on time of day, season, vertical mixing in the atmosphere, etc., should 
malce possible a much improved situation. 

The other approach in studying time-dependent atmospheric deionization processes involves consider-
ing singly and collectively all the charged and neutral molecular and atomic species possibly involved. 
Investigators using this approach have identified some hundred-odd reactions which may occur and have active-
ly pursued the problem of determining which ones may be the most significant in a particular situation. Studies 
by Keneshea at AFCRL and by Bortner and Galbraith at General Electric are noteworthy in this area. Fig. 16 
was taken from a report by Bortner and Galbraith and shows a comparison of electron density versus time 
following a le electron/c.c. ionization impulse at 70 km. as obtained by various approaches. The calcula-
tions were carried out using a computer program developed by Keneshea which could accommodate 143 
reactions and 15 species. The various curves were calculated using different adopted versions of species and 
rates as indicated. The curve marked "T' used somewhat different values from those presented in Fig. 15. 
Added to Bortner's curves is the result one would calculate from the quite elementary model I presented in 

the JGR in 1961. 

Fig. 17 shows similar comparisons at an altitude of 50 km. I won't detail here why the various models 
gave such divergent results, particularly at late times. The point I hope to make is that we can have a sizable 
variation in results obtained by different current workers and their preferred models. In brief, this is simply 

a result of not really knowing either all the species which can be important or their pertinent reaction rates. 

Some of this group have been concerned with the role of ions, particularly under disturbed conditions, 
in LF and VLF propagation. I believe that ions can be quite important; however, their significance relative to 
electrons cannot be fully determined until we know better the mass of the ions, their collision frequency with 
neutral molecules, and, of course, their density. If one has molecular oxygen and nitrogen ions, the mass 
is some 60, 000 times that of the electron and the collision frequency is perhaps 1/40 that for electrons. Thus, 

the total density of positive and negative ions must be something like 1500 times the electron density for ionic 

effects to equal electronic effects on VLF and LF propagation where the significant parameter is n/mv in 

the lower D region. Ions of other masses and collision frequency will, of course, require proportionally 
calculated densities. To illustrate the range of uncertainty in this area, I have shown in Fig. 18 some impulse 
recovery calculations by Knapp, using two plausible models of reaction rates at an altitude of 80 km. Model A 
leads to exceedingly large ratios of ions to electrons after about 10 sec., while in model B the ion density 
never exceeds the electron density enough to be significant. At lower altitudes the various models give results 
which indicate ions are important following such impulses or during abnormal ionization periods such as polar 
cap events; however, the degree of importance one calculates is quite dependent on the parameters adopted. 
Again, sizable and important uncertainty exists. 

Fig. 19 is from a 1964 article in the JGR by Booker and myself which pointed out the possibly 
significant role of ions. Our approach in obi-a-fang the results on this slide was fairly approximate, both in 
the ionization loss rate models and the propagation analysis; however, we believe the general characteristics 
obtained are quite realistic. Fig. 19 applies to a transmission frequency of 50 Kc. and an 80 °  angle of 
incidence at the level of reflection. Electron production rates in the height range of 30 to 80 km. apparently 
are as large as 10 4  to 10 4  electrons in some polar cap events. For a production rate of 10 4 , for example, 
Fig. 19 shows that ions would contribute the principal absorption of the wave during the reflection process. 
Although not apparent in the figure, the analysis showed that the height of the reflection region was largely 
determined by ions at this level of production. Johler and Berry at ITSA have extended the analysis of the 
effects of ions, using various production rate models and ionization parameters and a full wave propagation 
analysis, and have published a group of papers on this subject recently. Their work generally confirms that 
Ions can play a significant role; however, this subject needs further attention. 
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Fig. 20 needs more explanation than time permits; however, it gives an indication of the approximate 
number of ions alone which are necessary at various altitudes to produce reflection for frequencies of 10, 20, 
and 50 Kc., using the analysis on which Fig. 19 was based. 

Figs. 21 and 22 were taken from recent work by Knapp et al., and illustrate the calculated electron 
and ion density distributions one gets using the reaction rates of Fig. 15 and normal ionization production 
values appropriate for a given location and time. Again, full description of the ingredients used to derive 
the curves is not feasible here; however, they show one feature I want to point out. Note that in Fig. 21 the 
electron density below about 65 km. is less at noon than shortly after sunrise. This is a direct consequence 
of a model in which the ion-ion recombination rate is smaller than the electron-ion recombination rate. 
Hargreaves and others have pointed this out previously in the literature, but the question of "What is the 
electron density variation in the lower D region following sunrise ?" is still only partially understood at best. 
There is evidence it is seasonally dependent, latitude dependent, etc. , which I cannot pursue here. 

Fig. 23 is taken from the report by Bortner and Galbraith discussed earlier. It is included to indicate 
the type of analysis that can be done with digital computers and many species models. This particular result 
for 90-km. altitude indicates how some 15 of the most significant species in their 1965 model varied with 
time following a 10 1°  electron/c.c. impulse. They indicate in their report that such calculations consume 
some 2 min. of 7094 time. They also indicate the magnitude of the problem of examining the effects of using 
maximum, mean, and minimum expected rate constants, in all combinations, of 143 reactions they have 
considered. It turns out to be 1068  computer runs. Even for 20 reactions such a procedure leads to some 
109  runs. 

Further analysis using the reaction rate values of Fig. 15 illustrates differences one may expect 
from this model of reaction rates for day and night conditions at various levels of production rate and at 
various altitudes. Fig. 24 indicates that, for production rates between 10' and 10' electrons/c.c./sec., 
sizable differences in day-night electron densities occur around 70 km. but at 90 and 50 km. the day-night 
differences are small. Fig. 25 shows the day-night ratios as a function of altitude for various production 
rates. The important feature here is that the model predicts great variation in the day-night ratio at 
intermediate D-layer heights with level of ionization production. Finally, Fig. 26 shows the calculated day 
and night 30 Mc. vertical one-way absorption distributions for a production level of 103  at altitudes between 
50 and 90 km. This level of production is apparently attained in many polar cap events. 
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Discussion on Paper 1.1 presented by C.M. Crain 

Bibi:  Was the 7.8 db absorption shown in Fig. 26 for a special riometer event? 

Crain: This was just an arbitrary example, which was supposedly in the ball park for the production rates 

which were obtained in one of the polar cap events of November, 1961, I think. 

Bibi: Cosmic ray radiation depends on geomagnetic latitude and you have shown a factor of five between 

40 0  and 60 °. Could you give a short reason for this? 

Crain: Well, this is based on models, not my own work but theoretical work of Webber's, and I think 

Webber got it from someone else. The variability of the incoming cosmic flux is related by cos 4th 0. 
Were you questioning the numbers or just wondering where it came from? 

Bibi:  I wondered why it is so big. 

Crain: The cosmic rays vary as cos 4th O. I think this would be valid up to  60 °  or  65 ° magnetic latitude, 

and then maybe it levels off or doesn't follow this sort of cos 4th law. That is my interpretation at least 

of the modelling of the cosmic ray influx data. 



18 

1.2 THEORETICAL MODELS OF THE LOWER IONOSPHERE 

by 

A.C. Aikin 

NASA — Goddard Space Flight Center, Greenbelt, Maryland 

1. Introduction 

Nicolet and Aikin considered three sources of ionization in their theory of D region 
formation: 

1. Cosmic radiation 

2. Solar Lyman alpha ionization of nitric oxide 

3. Solar xrays, 2-8A, which vary in intensity with solar activity. 

Positive ions, produced by these sources, recombine with electrons or negative ions, which 
result from attachment of electrons to neutral molecules. 

Recently rocket measurements have been made of positive ion composition, electron and 
positive ion densities, as well as neutral nitric oxide. In this paper the D region problem 
is re-examined, taking into consideration the rocket measurements and the sources of ioniza-
tion listed above. Calculations of the diurnal variation of the D region are also presented 
for several nitric oxide profiles to determine what can be learned about the allowable range 
of dissociative recombination coefficients. 

2. Electron and Positive Ion Densities 

Electron and positive ion profiles obtained during the period 1963 to 1964 at geo-
graphic latitudes 30 °  to 40°N, and representative of "quiet" solar conditions are shown in 
Fig. 1. The data presented are: 

1. Electron density (Aikin et al.) 

2. Ion density (Bourdeau et al.) 

3. Ion density (Narcisi and Bailey). 

Similar electron density profiles have been reported by Hall and Bullough, although 
the minimum at 83 km. is not as pronounced. The densities measured by rocket are very similar 
to the empirical profiles derived from long-wave ionosphere soundings by Nertney, and Pfister, 
more than a decade ago. 

There is disagreement between the ion density data of Bourdeau et al., which agree with 
the electron density at 80 km., and the results of AFCRL. The AFCRL results are one order of 
magnitude greater than the electron density and the Bourdeau et al. ion density profile. Com-
parison of the AFCRL ion densities with the electron density profile shows that the negative 
ion density must exceed electron density throughout the daytime D region, provided that solar 
conditions were the same for both measurements. 
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3. Positive Ion Composition 

Ion composition as measured by Narcisi and Bailey is displayed in Fig. 2. The num-
ber densities of the various species of ions were obtained by normalizing the total ion 
current to the ion density data of Sagalyn, whose instrument was carried on the same rocket 
as the mass spectrometer. 

On the basis of the ionization mechanisms mentioned in the introduction, one would 

expect primarily NO
+
' 2 
0
+ 

and N
2 

ions. However, the presence of reactions such as 

N • 0
2 
 + NO+  +• NO 

2  
and 

0+
2  +
• N

2 
 + NO  +• NO 

should lead to  NO as the predominant ion in the D region. As can be seen from Fig. 2,  NO  

comprises only 10 per cent of the total ions. The major ions have masses le, 37 and 
higher. These ions are attributed by Narcisi and Bailey to reactions involving water vapor. 
Since the ionization potential of H20 is 12.6 eV, only xrays and cosmic radiation can pro- 

duce  H2O ions directly in the D region. The majority of H
2
0+  ions must arise from the 

charge exchange process 

N+
2 
 + H

2  0 + H2O + N2 

The complex le and 37 +  ions are products of the processes 

H2O +• H
2
0 + H30 	OH 	(2) 

H
3
0+  + H

2
0 + m + m

5
0
2 	

m 	(3) 

2 

	

+ H
2  0 + N2

H+  + OH 	(4) 

	

N
2
H+  +• H

2
0 + H

3
0+  e N

2 	
(5) 

While this sequence will lead to le and 37+ , it is important to keep in mind that 
the reaction 

H2O +• 02  -
n 0+  + H2 

 0 
2  

should be exothermic and that laboratory measurements by Fehsenfeld et al. and Warnecke 

-4 lead to a rate of 1 x 10 °c.c./sec. for 

N2 
+ 0

2 
+ 02 

+ N
2 

implying that large concentrations of water vapor are required if N4.2  is to be lost by reactions 

with H
2
0 rather than 0

2' 
According to process 1, the D region arises from the production of 

N
2 

for which the production rate is the order of 10 ion pairs/c.c./sec. for a quiet sun. 

This is insufficient to account for the observed ionization. In view of these objections, 

(1) 

96413-3i 
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alternate explanations should be considered, such as the formation of complex hydrated ions 

from reactions involving  NO. Lyman alpha could be retained as the ionizing agent, if it 

ionizes other minor constituents that subsequently form le, 37 + , etc. 

4. Diurnal Variation 

Following the detection of nitric oxide in the mesosphere and lower thermosphere by 
Barth, there has been considerable discussion concerning the implications of densities of 

4 to 6 x 10
7 
 /c.c. for the formation of the D region. Aikin et al. considered the effective 

recombination coefficient deduced from the electron density profile of Fig. 1 for a produc-
tion function employing this NO density. The origin of such large NO concentrations has 
been discussed by Nicolet. The ionospheric situation is further complicated by a wide range 
of values quoted for the dissociative recombination coefficient of nitric oxide ions. 

Recently both theoretical and experimental determinations have been carried out on 

the dissociative recombination coefficient of NO.  Stabler has derived an expression of 
the form 

DNO 
= 1.4 x 10-7 (300/Te) 1/2  

for electron temperatures, Te , below 1000 °K. On the basis of laboratory measurements, 

Gunton and Shaw report an approximate temperature dependence of T-1-2  for the recombination 
coefficient, where T is the neutral gas temperature. Measurements made at temperatures of 

+2 	+0.2 
196 and 358°K yield values 10_4  x 10

-7 
and 3.5 	x 10-7c.c./sec. respectively. Stabler's 

expression leads to a value at T = 200
o
K of 1.7 x 10-7c.c./sec. 

In this section the form of the diurnal variation of the D region, assuming  NO  to be 
the principle positive ion, will be discussed for the range of dissociative recombination 
coefficients and neutral nitric oxide densities given in Table 1. 

TABLE 1 

Case 1 

Case 2 

Case 3 

—9 
3 x 10— c.c./sec. 	1.37 x 10 n(M) 

—6 
1.6 x 10 c.c./sec. 	3.9 x 10

7 

1.1 	10
-48

n(M) 3 x 10 c.c./sec. 

In cases 1 and 3, the theoretical electron density profile has been normalized so as 
to agree with the experimental electron density profile of Fig. 1 at 80 km. In these cases, 
the incident flux of Lyman alpha is taken to be 4.5 ergs/sq.cm ./sec. An intensity 3 ergs/ 
sq.cm./sec. is employed in case 2. The intensity and spectrum of xrays are those employed 
by Aikin et al. A summary of the processes affecting the charged particle distribution in 
the D region together with values assumed for the rate coefficients is given as Table 2. 
The photodetachment rate of electrons from d; and d-  are 0.44/sec. and 1.4/sec. throughout 

the day except during twilight, where scattering and absorption processes were included. 
This procedure is analogous to calculations by Archer. 
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TABLE 2 

Process 	 Rate 

N+  +• e+N+ N 	2.8 x 10-7c.c./sec. 
2 

0+  +• e + 0 + 0 	1.7 x 10
--7

c.c./sec. 
2 

NO+  + e + N + 0 	
a
DNO  

e + 20
2 
+ 0

2 
+ 0 	1.5 x 10-0cm

6 /sec. 

0—  +• hv + 0
2 

+ e 	 d 
2 

0 + 0
2 
+ e + 0 + 0

2 	
3 x 10

--29cm6/sec. 

XY —  + XZ + XY + XZ 	 1 x 10
--7c.c./sec. 

d +• 0 , 0 + e 	1 x 10
-13c.c./sec. 

d-  +• 0 0
2 

+ e 	1 x 10-6c.c./sec. 

0—  +• hv + 0 + e 

The set of simultaneous differential equations describing the D region is solved with the 
aid of a computer. 

The theoretical electron density profiles of cases 1 and 2 are compared with experi-
mental results in Fig. 3. Although case 1 is in reasonable agreement with the experimental 
profile, case 2 leads to densities a factor of two above the experimental data. The profile 
of case 2 is less than the AFCRL total ion density curve, but_Lyman alpha intensities of 

less than 3 ergs/sq.cm/ 
se" el' aDNO 

values exceeding 2 x 10
-6

c.c./sec. must be chosen if the 

theoretical profile is to agree with the experimental electron density profile. 

The diurnal variation at altitudes of 80 and 70 km. is illustrated in Figs. 4 and 5 
—6 

for a 48-hour interval. For case 3 where aDNO = 3 
x 10 c.c./sec., the equilibrium solution 

assumed at the beginning of the computation is not reached after 24 hr. There is a marked 

asymmetry about local noon, which also appears for the case where amo  = 3 x 10
—:7

c.c./sec., 

but not when aDNO 
= 1.6 x 10-6c.c./sec. At 80 km. the maximum ionization occurs 45 min. 

after local noon for case 1. This time-lag is in agreement with observations of 2.5 Mc/sec. 
absorption (Rao et al.). At 70 km., as illustrated in Fig. 5, the asymmetry about noon is 
even more marked. The larger production function of case 2 leads to densities which are 
more directly under solar control. 

The calculations discussed above indicate that it should be possible to determine the 
recombination coefficient by observing the diurnal variation at a specific altitude. Infor-
mation on the magnitude of the solar-controlled production function can be obtained from the 
diurnal variation at altitudes where comparisons can be made with cosmic ray ionization. 
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5. Nocturnal and Sunrise Electron Density Variations 

Cosmic radiation is one source of ionization at night. Another is scattered Lyman 

alpha, which has an intensity of the order of 10
—Q 

ergs/sq. cm ./sec. There sources are not 
sufficient to prevent decay of the electron density after sunset, but, as can be seen in 

Fig. 5, densities of the order of 10
2
/c.c. can be maintained at 80 km. At altitudes below 

80 km. the electron density is strongly dependent on the negative ion distribution. 

In the present calculations it has been assumed that the agent responsible for destruc-
tion of negative ions in the absence of photodetachment is associative detachment. The 
efficiency of this process is dependent on the atomic oxygen density which has a diurnal 
variation below 80 km. If presunrise values of 0 are employed, the electron density at 70 km. 

before sunrise will be 6 x 10-2/c.c. as compared with 20/c.c. for daytime atomic oxygen profiles. 

The importance of negative ions at sunrise has been well documented. However, most of 
the information is derived from riometers, VLF, and long wave propagation data. It is only 
recently that other techniques, such as rockets, and ground-based cross-modulation studies 
have begun to obtain detailed electron density profiles as a function of time. Fig. 6 shows 
a series of probe current profiles taken with the aid of rockets by Bowhill et al. It is 
difficult to interpret these currents in terms of the true electron density, since a normali-
zation factor must be employed. However, there was a radio propagation experiment on board 
the rocket and this accounts for the quoted density at 70 km. of 25/c.c. for a solar zenith 
angle of 85 0 . As will be seen shortly, densities of this order should be reached well before 

ground sunrise if 07 is the principle negative ion. 

It has been assumed in our calculations that 0—  and 0—  are the only species of negative 2 
ions. Other processes leading to 0 3 , NO-2", or OH may be operative, but not enough is known 

about the rates of different ion-atom, charge exchange, and photodetachment processes to 
warrant their inclusion. The calculated variation of electron density over sunrise is il- 
lustrated in Fig. 7 for all cases. The effect begins when the solar zenith angle equals 98° , 
in contrast to the experimental curves of Fig. 6. For cases where the dissociative re-
combination coefficient is larger than the ion-ion recombination coefficient there is a 
decrease of the cosmic ray layer following its initial build-up. 

6. Conclusions 

At present there is no consistent theory of the D region which will explain the electron 
density, ion composition data, neutral nitric oxide density determinations, and the sunrise 
effect. A great many worthwhile suggestions have been made concerning the D region, but in 
many instances there is not enough laboratory information on rates of pertinent processes 
to allow for a check between theory and experiment. 

There is also an appalling lack of information concerning what really occurs. Only 
a small amount of information is available in the literature concerning the variation of 
the electron density with time of day, season, and location. In general, there are no simul-
taneous solar xray flux data. 	The two ion-density profiles quoted are in conflict by one 
order of magnitude. There are no negative ion composition measurements. These problems 
must be solved if an understanding of this important region of the ionosphere is to be 
achieved. 
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Fig. 1. Rocket measurements of: 

1. Electron density 

2. Positive ion density (Bourdeau et al.) 
3. Positive ion density (Narcisi and 

Bailey). 

Fig. 2. D region ion composition. 
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TIME- HOURS 

Fig. 4. Diurnal variation of electron 

den sity  at 80 km. for: 

(1) a 	= 3 x 10-7c.c./sec. 
DNO 

(2) a 	=3.6 x 10-6c.c./sec. 
DNO 

(3) a 	= 3 x 10-8c.c./sec. 
DNO 
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Fig. 5. Diurnal variation of electron 

density at 70 km. for: 

(1) a 	=3 x 10-7c.c./sec. 
DNO 

(2) a 	= 1.6 X 10-6c.c./sec. 
DNO 

(3) a 	= 3 x 10-8c.c./sec. 
DNO 

A daytime atomic oxygen profile is 

•employed. 
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SUMMER SUNRISE 

Fig. 6. Rocket measurements of the 

lower ionosphere during sunrise. 
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Discussion on Paper 1.2 presented by A.C. Aikin 

Crain: I would like to comment on the problem people have with the associative recombination rate of NO, 
based on a model. The results are exceedingly sensitive to the other parameters chosen (i.e. attachment 
and detachment). If you change the attachment and detachment parameters, you can reach different con-

clusions about what aNO is. It is a sensitive circular game of consistent parameters, and if you chose a 

different value of attachment and detachment, you might end up with NO an order of magnitude smaller than 

you can justify on the basis of those values. 

Aikin: That is right. You have to make some decision on what lambda is, and what the detaching agent is. 

At present, we do not have enough information to do anything, except something like the 0-2  hypothesis or 

modifications of it. 

Crain: At 70 km., for example, the detachment is typically in the range of a few tenths to one, or something 

like that. The attachment term dominates the recombination terms, giving a recombination value which is 

dominated by a term 2 orders of magnitude larger than the previous value. 

Belrose: For the purpose of knowing the present position of sunrise studies, could you comment on the 

success of the Goddard sunrise studies in New Zealand, and perhaps Dr. Shirke could tell us how Bowhill's 
analysis of the propagation data over sunrise has progressed. The data we saw were merely Langmuir 
probe data, with a spot electron density marked on it now and again. 

Aikin: Dr. Kane is probably in a better position to comment on the Goddard data from New Zealand. 

Kane: I should like to defer that until I talk with Dr. Gregory, who was making measurements at the same 

time as the rocket shots. We have not compared our results yet. 

Sbirke: I do not know of any addition to the work already reported by Bowhill. 

Boume:  I believe Prof. Smith has new data( 1 ), which he will present in a later paper, showing quantitative 

measurements of electron density changes during dawn. I think there is general agreement that the experi-

mentalist can measure electron densities generally to better than a factor of 2, yet in the attachment rates, 

recombination rates, and uncertainties of the processes we talk about orders of magnitude uncertainties. 

What does a theoretician require from an experimentalist; a higher degree of accuracy, or data throughout 

the day measuring small changes as a function of time? 

Aikin: It depends on what you look for. The present electron density profiles for one particular time are 

more than adequate. What we need is better measurements of the positive ion density, where we are now 

arguing about an order of magnitude, and of the effect of Lyman a at 70 km. Quantitative information for the 

sunrise electron density values is also very badly needed. 

Dalgarno: In your discussion of the Narcisi data you appeared to imply the possibility that the concen-

tration of water vapor might be comparable to that of molecular oxygen. 

Aikin: I don't think that it is, but this is what would be implied. 

Dalgarno: If the implication is accepted, then there would be no question about how the water vapor got 

there — it was taken there. 

Aikin: I don't want to get involved in the controversy. 

Smith: Dr.  Boume  has mentioned some of the results I will be talking about on Wednesday. We have 
measured the dawn profile in successive changes of 1 0 in x over the period from 1000  to 85 °, and 
following that during the day. These profiles are quantitative and suggest a layer forming. We will also 

be showing evidence that suggests or indicates to me that the cosmic ray profile decays. The only part 
of my profiles which I was not going to show, was the part which required recombination coefficients 
big,ger than 10-6. Had I known that such things were speculated and were real, I would have put those 
profiles in. I do remind vou that we are working on a delicate measurement, and I wasn't game at this 

(1) Smith, R.A., Boume, I.A., Loch, R.G. and T.N.R. Coyne. Small perturbation wave interaction in the lower ionosphere. Part III. Measurement of Electron Densities, These Proceedings, 1966. 

96413-41 



28 	 A.C. AIKIN 

stage to produce them even though the first interpretation of my data about 18 months ago required recombi-
nation coefficients bigger than 10-6 , which you are now talking about. The evidence seems to indicate 

strongly that there is definitely decay in the lower layer, going right up to 75 or 80 km. at very low elec-

tron densities. However, a lot of other factors are involved, and I think we would present quite a different 
picture about the ionization processes from what you talk about. 
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Abstract 

It is argued that a daytime electron production rate near 0.1 c.c./sec. 
is required near 80 km. which can be supplied only by H Lya. An estimate of 
the amount of NO which need be present is seen to agree with photochemical 
equilibrium studies by Nicolet. Nevertheless, it is pointed out that the ob-
servance of H301-  and HS O2t ions by Narcisi and Bailey might be related to the 
ionization of CH3 by H Lys. Problems associated with their observance of ions 
greater than 48 atomic mass units are briefly discussed. The ionization of NO 
by H Lya is noted to be possibly important in the daytime lower E region, near 
85-90 km. A highly simplified model of a nighttime E region sustained only by 
scattered H Lya ionizing NO is discussed. 

1. Introduction 

ille importance e4 H Lya as an ionizing agent in the ummer atnnosphere is due to the factthat an 
atmospheric "windaw"exists near 1216ut so that this radiation can penetrate relatively deeply into the 
atmosphere compared to neighboring wavelengths. (Unity optical depth is near 75 km. for an overhead sun.) 
The  subsidiary requirements, fluxintenfflty and sufficient photon energy, are also met. Even so, the role 
of H Lya in creating ionization depends on the abundance of minor constituents at these altitudes. The major 
atnmospheric constituents and many minor species cannot be ionized by H Lya (10.14 eV) intheir greauvi 
states.  This  can be seenfrorn the follcmvinglist. ------- 

Eaennent 	Ar 	N2 	N 	NO2 	0 	H 	OH 

~ 15.8 	15.6 	14.5 	13.9(9.73) 	13.8 	13.6 	13.2 

	

Element CH4 	0 3  N20 H20 	02  NH 3  

I.P.(eN) 	13.0 	12.8 	12.7 	12.6 	12.1 	10.5 

The ground states of certain minor atmospheric species, including nunallic meteor atoms, are subject to 
ionization by H Lea. 

	

Eaernent C31 3 	NO2  NO 	Si 	Fe 	Mg 	Ni Ca 	Al 	Na 

• 9.95 (9.73) 9.25 	8.15 7.87 7.84 7.63 6.11 	5.98 5.14 

The ionization potentials  in the  above  listings  are taken from a tabulation by Basted (1964), except for N20 
which is taken from Curran and Fox (1981). TIvo ionization potentials are given for NO2 . We suspect the ' 
higher value (electron Unpile result) is probably correct. 
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While theoretically (Nicolet, 1965 a, b) there is sufficient NO in the D region for ionization purposes, 
mass-spectrometer results (Narcisi and Bailey, 1965, Narcisi, 1966) suggest a more complex ionic pattern. 
The role of H Lya as an ionizing agent is discussed in terms of the results of the above authors. 

At night, the presence of scattered H Lya radiation is shown to provide a major portion of the night-
time E region if NO can attain densities as great as those suggested by Nicolet (1965b). Negative ion 
formation is also considered in conjunction with the nighttime E region. 

2. D-Region ionization by H Lya 

Fig. 1 illustrates what we will consider to be a minimum midday D region. Each profile was deduced 
via different methods and hence, by their compatibility, verify each other. Curve 1 is a midsummer noon 
electron density distribution as determined by Nertney (1953) from analysis of 150 Kc. measurements. •A 
solar zenith angle, x, of 20 ° -30°  appears appropriate. The second curve is a mean of differential absorption 
and faraday rotation measurements by Aikin, et al. (1964) at x 54 °  . The final profile is a partial reflection 
result obtained by Belrose and Burke (1964); these authors emphasize the variability of the profile and the 
absence at times, of the minimum near 85 km. The minimum near 85 km. apparently exists only during low 
solar activity and is due, in part at least, to a minimum in production at this height (Aikin et al., 1964). The 
increase in the xray flux with solar activity eventually destroys this minimum (cf. Poppoff et al., 1964). The 
essential point here is that the xray ionization source rate is not more than 5 x 10 -3  /c.c./sec. at 80 km. for 
solar minimum. 

It appears that a noon electron production rate of about 10 -1 /c.c. /sec. is necessary in order that a 
sufficient number of electrons be created by noon. With 2 x 10 4  sec. between sunrise and noon, this rate 
would provide less than 2000 electrons/c.c. by noon, ignoring loss. Since the loss rate for NO+ ions can 
exceed 10 -7  C.c./sec. (Gunton and Shaw, 1965) a somewhat greater production rate may be necessary. Dawn 
detachment of electrons has been ignored. The work of Nertney (1953) implies that the number of electrons 
detached at dawn is a minor contribution to the noon electron density at 80 km. With a production rate of 
0.1-0.2/c.c./sec. for NO due to lj Lya, a nitric oxide density of 5-10 x 10' /c.c. is required at 80 km. 
for unity optical depth with a 1215.7A flux of 4 ergs/sq. cm . /sec. This is 2.4 x 10' photons/sq. cm . /sec. 
at the "top" of the atmosphere and 1 x 10' 1  photons/sq. cm . /sec. at 80 km. The ionization cross-section 
for NO is 2 x 10 -18  /sq. cm . (Watanabe, 1954). Our estimated NO density is within the range suggested by 
Nicolet  (1965b),  which is reproduced here in Fig. 2. His study can result in concentrations as low as 
2X 10' /c.c. and as high as 4 x 106 /c.c. at 80 km. using tentative estimates of the temperature variations 
at 85km. °  (see Table 1) at 45 ° N (Cole and Kantor, 1963) in the formula n(NO)/n(0 2 ) = 10+ 1  X exp (-3000/T) 
of Nicolet (1965a). This may relate to anomalous winter absorption since higher temperatures, and hence 
higher nitric oxide densities, occur in winter and day-to-day changes in the mesospheric temperature profile 
are possible (Nordberg, 1963). However, exact distributions for NO require a solution of transport con-
ditions too. 

TABLE 1. Estimated Temperature Variations at 85 km. versus Latitude (Cole and Kantor, 1963). 

N. Lat. 15 ° 	30° 	45 ° 	60 °  

Jan. 	184 	191 	210 	225 ° K  

July 	184 	180 	174 	171  

Narcisi and Bailey (1965) have found ions of atomic mass units 19 and 37 ± 1 to be more numerous 
than  NO ions below about 80 km. They suggest identifying these ions as H 3 0+  and H 3 02 +. Perhaps 
NO + 2 E120 H3 0+  + NO + OH followed by H 3 0+  + 2 H2 0 --v 113 02 +  + H 2 0 occurred at the mass spectro-
meter entrance. A similar set of processes is possible beginning with 02 +  ions. The three body reactions 
of water vapor with  NO and 02 +  ions are exothermic by 0.75 eV and 3.5 eV, respectively, if (Hasted, 1964) 
H 2 0 + H 20 -+ H 3 0+  + OH -  is endothermic by 8.5 eV. 

The creation of H 3 0+  and H,02 +  ions from 02 +  and NO+ ions cannot be an ambient process. Again, 
a production rate near 0.1 c.c./sec. is needed and the water vapor fractional content of the stratosphere 
(Bates and Nicolet, 1965), which we adopt as a maximum for the mesosphere, is far too low, <10 ppm, to 
permit such a rate even with a very high three-body rate coefficient, 10 -27  cm 6/sec. This argument is 
supported by the fact that the dissociative recombination rate of H 3 0+ ions, a(H 3 0+), is 2 — 3 x 10 -7  c.c./sec. 
at flame temperatures (Knewstubb, 1963), i.e., at 80 km., y(H 3 0) [n(e)] 2 	10" c.c./sec. The value 
of a(H 3 0) may be even larger at D-region temperatures. Temperature factors range from T° to T- 2.2  
for dissociative recombination processes reported to date (Hasted, 1964). We surmise that the dissociative 
recombination rate for 11 3 02 + ions is not less than that for E1 3 04-  ions. 

It is assumed that mixing predominates below 85 km. 
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The molecule CH, is subject to ionization by H Lyce according to the ionization potentials listed 
earlier. This leads us to propose a possible mechanism for ambient fl a 0+ ion formation. The ion CH, +  
cannot charge exchange with the major gases but the reaction CH, +  + H2 0 -* H2 O+ + CH2  + 0.4 eV. is 
probably rapid. If the rate for this process is 10 -9  c.c./sec., then a water vapor concentration of 10 8 /c.c. 
is required to make this reaction important, i.e. H 2 O+  ions are then produced at a rate of I0  
A density of 10 8  c.c. for H 2 0 molecules appears possible (cf. Bates and Nicolet, 1965). Creation of H S O2-+  
would require a very rapid three-body reaction rate since, again, a production of the order of 0.1 c.c./sec. 
must be attained. Yet, this is possible since preliminary measurements (Paulson, private communication, 
1966) for f1,0+  + H2 0 + N2 	HSO2 +  + N2  yield a rate coefficient near 10 -27  cm6  /sec. and with 
n(N2 )= 3X 10" /c.c. N(H 2 0)= 10" n(N2 )/c.c. and n(H2 O+)= 10 3 /c.c. all near 80 km., we arrive at the 
desired figure. However, even if H2 O+  ions are present in the D region, the observance of H S O2 +  ions may 
be a result of H2 O+  ions interacting with the water vapor carried with the rocket rather than by ambient 
mechanisms. 

The critical question involved is whether a sufficient amount of CH, can exist in the mesosphere. 
The quantity needed is obviously the same as the estimate made for NO, i.e. about 10 -3  ppm., if the 
ionization cross-section of CH, is equal to that for NO. (The ionization cross-sections of CH, and NO at 
H Lya probably lie within a factor of ten.) The molecule, CH,, results from CH 4  + H Lya CH, + H. 
The density of methane, CH 4 , is approximately 10 ppm. in the stratosphere (Bates and Nicolet, 1965) and 
hence it does not seem unreasonable that CH, could approach  i0 	near 75 to 80 km., even though 

+  O -4 CH, + H 2 0 also occurs (Bates and Nicolet, 1965). 

The molecule CH, should exist only in a fairly narrow region near 75 to 80 km., i.e. in the vicinity 
of its production mechanism CH 4  + H Lyct -+ CH, + H since this molecule is subject to dissociation by 
ultraviolet radiation which penetrates to these altitudes and below. Anomalous winter absorption might be 
related to CH, ionization if sudden large transports of methane from the stratosphere into the mesosphere 
can occur or rather by strong depletions in the O concentration and hence suppression of the reaction 
CH4  +  O -4 CM, + H2 0. Finally, it should be noted that the existence of important ionizable quantities of 
CH, or NO is not mutually exclusive. 

3. Meteoric ions 

The D-region problem is further complicated by the existence of heavy ions (amu >48) below about 
75 km. (Narcisi and Bailey, 1965). These ions were found to be more numerous than even H5 02 +  and H2 O+ 
ions. Recent results (Narcisi, 1966) suggests that these heavier ions are Fe+, Ni+ or possibly the correspond-
ing oxidized ions. Evidence of Fe and Ni has been found in collections of noctilucent cloud particles (Witt 
et al. 1964). 

The ionization of meteor atoms or oxides by H Lyct is probably unimportant. It is doubtful that both 
their ionization cross-sections and particle concentrations are comparable to those of nitric oxide. A 
competing mechanism for D-region ionization (versus that by H Lyo) could be the ionization of metallic oxides 
with ionization potentials less than about 7 eV, since a broad solar flux continuum (Nicolet, 1955) is then 
available. Meteor ions are not reported as important below 80 km. (Narcisi and Bailey, 1965; Narcisi, 1966) 
except possibly for Ni and Fe, since ions of mass >48 amu are seen. The ionization potentials of Fe and Ni 
exceed 7 eV however, so no broad solar flux continuum is available for ionization at D-region heights for these 
Ions.  Besides, since atomic ions have long lifetimes, the D region would not vary diurnally to any appreciable 
extent if the majority of the positive ions at 85 to 75 km. were atomic. A lack of variation is contrary to the 
observational evidence. If NiO and FeO have ionization potentials below 7 eV, their ionization coefficient 
may be sufficiently great so as to necessitate their consideration as important ionizable D-region constituents. 

4. H Lya in the lower E region 

Bourdeau et al. (1956) suggested that a(NO +) =, 2x 10 -8  c.c./sec. from 93 to 83 km. by balancing 
production and loss effects. Laboratory measurements (Gunton and Shaw, 195) and most contemporary 
ionospheric studies indicate that ct(NO +).k 10-7  c.c./sec. at these altitudes. The distribution (curve 5) shown 
in Fig. 2 permits the retention of the higher value by making the direct ionization of NO by H Lya the dominant 
production source of electrons over this height interval. Furthermore, a(NO+)= 2 x 10-8  c.c./sec. would 
give a loss rate of only 0.007 c.c./sec. at 80 km., assuming n( NO+) = n(e) = 600/c.c. (see Fig. 1). Yet, we 
have shown that the production rate should be about 0.1 c.c./sec. or more. The loss rate should be compar-
able if NO  is the dominant ion. 



_ dniel 
n(e) 	dt 

= —a1  [n (02 )] 2 	•n a., n(0) (6) 
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5. H Lya at night 

The nitric oxide distribution labeled curve 5 in Fig. 2 is constructéd to stay roughly within the bounds 
suggested by Nicolet (1965b) to provide an example of how nitric oxide ionization can be important in the lower 
E region and to simplify calculations of the total content of the NO layer. The same distribution leads to a 
reasonable nighttime E-region profile of electron density. This nitric oxide distribution, which by inspection 
cannot be exact, yields a nighttime production rate of NO+  ions and electrons when combined with the scatter-
ed H Lya flux at night (Fastie et al., 1964) shown in Fig. 3 and the ionization cross-section for NO, 

2 x  l0 	cm. at 1216A (Watanabe, 1954). The resulting production rate of q(NO+) = q(e) yields an 

electron density n(e) = n(NO) =Nig(N0+/a(NO+) given by the dotted line, curve 4, shown in Fig. 3 with a 

(NO+) =  i0 	The agreement with the experimental data, curves labeled 1, 2 and 3, is reasonable. 
Curve 1 represents preliminary results of a standing wave impedance probe at 0315 local time (Ulwick and 
Pfister, private communication, 1966). Curve 2 is Langmuir probe data at 0435 local time by Smith (1962). 
The third curve is a result of calculations by Seliga (1965) of Mecktly's (1962) 512 kc. continuous wave 
measurements. The local time is about 0200. 

6. Negative ions above 80 km. at night 

Negative ions have been ignored in producing curve 4 in Fig. 3. Nicolet (1955) has stressed that the 
electron content of the nighttime E region is not indicative of any predominance of negative ions over electrons 
and that certain detachment processes discussed by Bates and Massey (1943) are probably operative. These 
processes are 

0" + 	(rate d 1 ) 02  + e 

0; + 0 (rate d 2 ) -4 0, + e 

However, in view of the fact that 

0; +  O -4 (rate c 1 ) 0-  + 

is exothermic by about 1 eV, we will ignore, for now, reaction (2) by assuming c 1 /d 2 k 10. The charge 
exchange reaction is likely to lie within the range 10"' ± 2  c.c./sec. whereas d l  (and probably d 2 ) may 

reach 10 -' 15  c.c./sec. according to theoretical consideration of Bates and Massey (1943). 

Attachment rates for both 

e + 20 2  -4 (rate a l ) -4 0; + 0 2 	 (4) 

e +  O -+ (rate a2 ) -4 0-  + hi' 

have been measured in the laboratory. The rates for these processes are about 2 x 10 -30  cm6  /sec. (Chanin, 
Phelps and Blondi, 1962) and  IX 10-15  c.c./sec. (Branscomb, Burch, Smith and Geltman, 1958). We first 
show that adaption of these rates to the nighttime E region requires that production or detachment processes, 
or both, must be operative. Radiative attachment to 02 is ignored since its rate appears to be very small 
(Branscomb, 1964). 

The electron loss rate due to attachment alone is given by 

(1) 

(2) 

(3) 

(5) 

The solution of this equation is simply 

n(e) = n(e) 0  (exp —a l  [n(02 )] 2  —a2  n(0)1 t 	 ( 7) 

The ratio of the electron density at t = 3 x 10 4  seconds (about 8 hr.) versus the layer sunset electron density, 
n(e) 0 , is given in the following table. 
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TABLE 2. Nighttime Attachment Rates and Parameters 

Z(km) 	n(02 ) 	 n(0) 	 a, [n(02 )]  2 	a
2 
 n(0)  n(e)/n(e) 0  

120 	7.1X 10 18 /c.c. 	8.3X  10' 8 /c.c. 	1.0 x 10-8 /sec. 	8.3X 10 	x 10-2  

110 	3.3X 10'' 	 2.3X 10'' 	2.0X 10 -7 	 2.3)< i0 	x 10 -3  

100 	1.6 x 1012 	 55X 10 1 ' 	5.1 x l0 	x 10
-4 7.0 x 10 -8  

90 	1.3 x 1013 	 4.0 X 10 1 ' 	3.4 x 10 -4 	 4.0 X 10 -4 

4 80 	8.o x loi 3 - 	" (1.0 x 10") 	1.3 x 10 -2 	 1.0 x 10- 	 le 

Notes: The n(0) densities are approximate The density at 80 km. is a maximum value. 

The production rate adapted in Fig. 3 for 100 km. (0.12 c.c./sec.) cannot balance the attachment loss 
rate at this altitude until n(e) declines to 2 X 10 2 /c.c. Considering the fact that dissociative recombination 
has been ignored and that the nighttime production rate of electrons might well be less, a need for detachment 
processes is obvious. 

In Table 2, the only attachment process important above 100 km. is process (5), radiative attachment 
to atomic oxygen. Therefore, only process (1) need be considered. The respective rates a, and d, for 
these reactions may both be 10" 5  c.c./sec., as already noted. If so, the ratio n(0)/n(e) has an upper 
limit of unity. (Nicolet, 1955, has pointed out this possibility). Since ion-ion recombination and dissociative 
recombination has been neglected, the ambient upper limit could be less. It would seem therefore, that both 
the experimentally determined rate a, --=10 - ' 5  C. c. /sec. (Branscomb et al., 1958) and the theoretically 
estimated rate d, 	5  c.c./sec. Bates and Massey, 1943) are adaptable to the ionosphere. Since a, is 
the more reliably known parameter, low d, values, 10 - ' 7  c.c./sec. for example, would be unacceptable or 

electrons would be absent near 100 km. 

Observational results of the electron density at night [Fig. 3, see also results by Smith (1962, 1964)] 
indicate no obvious effect of negative ions above 100 km. The decrease of electrons below 100 km. can be due 
to a decline in nighttime production rather than attachment processes. Nevertheless, the decrease of the 
electron density to a value of  10/c. c.  near 80 km. cannot be due to dissociative recombination alone, which 
is limited according to n(e) 	1/at. The ratio of negative ions to electrons undoubtedly lies within 10' * 1 

 at this altitude past midnight. We are therefore led to the virtually trivial example (ion-ion and dissociative 

recombination can be neglected), by equating a, {n(0 2 )] 2  n(e) with d 1  n(0-) n(0), that 

d, = 	10 -14 	10 - ' 3  c.c./sec. 

n(0)/n(e) = 1 	10 	102  

If c, /d, <1 then 02  + O -5 0 -  + 02  is unimportant and we balance a, [n(0 2 ] 8  n(e) = d 2 n(02 - )n(0) with 

the above rate estimates for d, applying to  d2 . 
• 

This brief analysis leads to the conclusion that 

> 10"" 

if 	c, >d,,d, 	10 - ' 4  * 1  

if 	c, 	d2 ,d 2  rx 10-14  k  1 

c. c. /sec. 

c.c./sec. 

c. c. /sec. 

Since c, > d, is more likely, we feel it is d, which is near 10' 14  * 1  c.c./sec. 

An exception to the conclusions above may exist. We have assumed the detachment process 

0-  + N2  -* (rate d 3 ) N2 0 + e 

is endothermic since the dissociation energy of N2 0 appears to be less (Curran and Fox, 1911; Schulz, 1961) 
than the electron affinity of 0, about 1.47 eV. These authors point out that the thermochemical data gives 
Do  (N2 0 -5 N, + 0) > E. A. (0), however. If the thermochemical data is correct, the above process may 
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replace 0-  + 0 -n 02  + e. In that case, the rate d3  need not be as great as the values for d, estimated 
above since n(N2 ) n(0) at these altitudes. 

7. Concluding Remarks 

We have seen that H Lya acting upon NO can sustain both the daytime D region and nighttime E region 
and may be important also in the lower daytime E region. Generally, this approach is in reasonable agree-
ment with the observational evidence. The major exception is the ion composition results of Narcisi and 
Bailey (1965) in the daytime D region. We have indicated that it is difficult to decide at present whether these 
results properly represent ambient conditions below 80 km. Hopefully, the situation will become clarified in 
the near future. Till then, we hope that this brief paper may prove useful and stimulating to experimental 
workers in the field who must provide the evidence from which the physical constitution of the ionosphere can 
be deduced. 
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Note added in proof  

Fehsenfeld, Fergusson and Schmeltekopf's (J. Chem. 
Phys. 45, 1844, 1966) rate coefficients of 3 x 10 1 '3  c. c. /sec. 

for 0' + 0 -› 0 2  + e, and 5 X 10 10  c.c./sec. for 

07 +  o -1. 03  + e and 07 +o-.e+ 02 , would ensure that 
negative ions are virtually non-existent in the nighttime E 
region. The low number of electrons at 80 km. and below 
(Fig. 3) would then imply that the atomic oxygen density is 
much lower at 80 km. than suggested by Table 2 and that 
perhaps Oi is not the dominant ion there. 
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Fig. 2. Nitric oxide profiles due toNicolet 

(1965)and, in addition, a simplified model 

in diffusive equilibrium above 111 km. with 

Jr (NO) dz  =-- 9 x 10 13  /sq. cm . 

above 85 km. 

SçalIcred III., intensity In kiloruylei,Itx 

4 2 	 6  

Fig. 1. Some minimum D-region electron 

density profiles (see text). 

Fig. 3. Nighttime E-region measurements 

compared to a simple model (see text). 
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Discussion on Paper 1.3 presented by W. Swider, Jr. 

Waynick: I think perhaps someone should both defend and attack Narcisi. 

Swider: I know Narcisi well and am sure that he is taking a middle of the road attitude. This is what he 
honestly measured; there is no question about some of these meteor-ion profiles he has seen being very 
accurate. He has some interesting nighttime results, which will be presented at COSPAR(1), in which he 
sees a ledge of virtually pure meteor ions around 90 km. However, this is still not the total nighttime 
E region. With regard to the water vapor, you can say that we do not know; we cannot find either an ambient 
or non-ambient mechanism that definitely explains the problem. 

Zimmerman: Hester, I believe, has shown or hypothesizes a vertical transport of water vapor where you 
have a constant ratio (since this is the mixing region) of something like 10-4  compared to the background. 
This would be ample to carry it up to 80 km. where dissociation of water vapor starts coming in by sunlight, 
and it seems to me that some of the measurements where he showed the cessation of the 19+  and 37+  at 
around 80 or 82 km. correspond nicely. 

Swider: Well, the interesting thing is that the dissociation of water vapor corresponds to the regions where 
19+  and 37+  fall off sharply so there is some definite reason to relate it to water vapor. I don't say that, 
but for production mechanism I cannot see how you can have the direct ionization of water vapor; this is 
impossible, as far as I can see, unless the loss rate would be very slow, and there is no evidence for this. 

Zimmerman: I will agree that the production mechanism is in some argument, but the water vapor itself 
can get up there. 

Swider: Yes, there is water vapor; however, there is also some evidence of contamination, because if you 
look at this data for higher altitudes (110 km.) you see an H 3 0+  ion. This cannot be an ambient ion; you 

 just cannot get the neutral molecuM H 3 0. So certainly he wasn't measuring H 3 0+  from the atmosphere. 
It had to be made in his instrument, but at the D region this can be an entirely different mechanism. 

Dalgarno: Could I clarify my position? The question I asked during discussion on the Aikin paper was 

whether the water vapor was comparable to the molecular oxygen. I am happy with this figure of 10-4 , 
but I don't think that is comparable. 

Swider: There may be some misunderstanding on this point, but Narcisi never said or intimated that they 

were comparable. 

Aikin: That is what I implied. 

P lister: Could you elaborate on the metallic ion Narcisi measured, especially in the nighttime D region? 

Swider: These results will be presented at COSPAR(1). I did not mean to present them here, but since 

they are of intense interest I know Narcisi will forgive me. This 40+  should be calcium ion or magnesium 

oxide ion; I am sure it must be the calcium ion because of the question of loss processes. The 24+ will  

likely be magnesium and the 56+  is iron. The nitric oxide is suppressed because there is a problem of 

charge transfer. Narcisi has suggested this, and I have been working on this problem independently in a 

different way by comparing ionization coefficients of metallic particles with reaction rates. He again saw 

the 37+ but he could not see the 19+  because he has a lower limit. The important thing to remember is 

that  this flight was made about 36 hr. after a meteor shower. Please do not go away saying that this is 

the nighttime D region by any means, and also remember this is just ion current data; it is interesting and 

it does show that the meteor ions are really there. 

Wright:  Coincident with this flight, a sporadic E layer was observed on an ionsonde at the saine altitude as the ion 

layer, and it can be traced back to about 4 

Gregory: For many years one of the unexplained features of the lower ionosphere has been the persistence 

of weak ionization densities of a few ten per c.c. which persisted at about 85 km. right through the night 
hours. The recombination rates that have been assumed have always made this difficult to explain. How-

ever, the presence of this type of metallic ion is the sort of thing that one would like, to explain this data. 

p.m. of the previous day. It was about 105 or 106 km. altitude at that time. 
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Swider: It is generally agreed that the D region does vary in a sort of Chapman-like way (as roughly as 

we know it) which means that the recombination coefficient must be fairly high. In other words, atomic 

positive ions are not the dominant ions of the D region, because the lifetimes of those ions would be too 

long. If atomic ions were the dominant ions of the D region, you wouldn't get any variation in the D region 

to speak of until nighttime, when suddenly you would have attachment and electrons that are going to 

disappear very rapidly. Narcisi has not identified a metallic ion in the D region. He only knows that he 

sees ions greater than 48+  below about 75 km. by day, and these could be oxides of iron or nickel. At 80 
km. it must be a molecular ion; below 70 or 75 km. it could be a metallic ion, but the processes there are 

governed in a different way perhaps. 

Belrose: Can I raise again the question of the validity of Narcisi's results? Surely one can get a grasp of 

this, and presumably you who have seen his recent results already have this grasp, by looking at his day-

night ratios. If we see vast differences between day and night then this can't be entirely a contamination 

problem. Does he give results on the descending leg or only on the ascending one? 

Swider: In the results that were published, his descent data agreed well with his ascent data. This would 

then seem a strange contamination problem, because usually you would imagine there would be some dif-
ference in the out-gassing. In his nighttime results that I showed, the 37+  values are not very different 

from his daytime, values except that they are a few km. higher; and as Narcisi has pointed out you do not 

have any dissociation of water vapor at night, so the water vapor layer is going to rise. 

Wright: It is impossible to attribute this layer or any appreciable part of it to the rocket, because it was 

present 6 hr. earlier and continuously from then through the time the rocket was flown. 

Swider: Which layer? 

Wright: The layer of iron associated with the nighttime flight. 

Swider: The iron problem is a different problem. We could talk all day about this water vapor below 85 km. 

(1) Narcisi, R.S., Bailey, A.D. and L. Della Lucca. Composition measurements of Sporadic E in the 

Nighttime Lower Ionosphere, presented at COSPAR, Vienna, 1966. Abstract and figure published in 

these Proceedings, 1966. 
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1.3.1 	 COMPOSITION MEASUREMENTS OF SPORADIC E 
IN THE NIGHTTIME LOV/ER IONOSPHERE* 

by 

R.S. Narcisi, A.D. Bailey, and L. Della Lucca 

Air Force Cambridge Research Laboratories, L.G. Hanscom Field 
Bedford, Massachusetts 

ABSTRACT 

Measurements of positive ion_composition of the lower ionosphere between 75  and 107 km. were made 
at Eglin Air Force Base, Florida, on 17 November, 1965 at 2320 CST. The experiment was similar to that 
described in an earlier paper of this meeting, except that the mass spectrum was scanned from 8 to 86 amu 
to determine the mass nurnbers of previously detected heavy ions. A sporadic E-like layer of less than 2 
km. width at half height was detected at 89 km. Another layer, although not as intense as the lower layer, 
was found at 93 km. The layers were seen to be composed of Fe+, Mg+, Ca+, and Ni+, listed in order of de-

. . 
creasing abundance. The predominant ions_ from 85 to 95 km. were these metal ions. From 95 to 107 km. 
NO+  was most abundant, with NO+/02 +  -= 15 ± 2. The ion 37+  was again detected to be the major ion 
below 86 km. and to disappear above this altitude. Conjunctive wind measurements were also performed 
during this night by another group for the comparison of sporadic E with wind shear. 

*TØ  be submitted to the Journal of Geophysical Research. 

Paper presented at COSPAR, Vienna, 1966. The results obtained by these workers were frequently referred to during 
the DRTE/AFCRL conference. We are pleased that the authors have kindly made this abstract and accompanying 
figure available for publication in this Proceedings. It should be noted that the figure shows ion current which is not 
simply related to the absolute total positive ion density. 
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1.4 HORIZONTAL AND VERTICAL DISTRIBUTIONS OF ATMOSPHERIC PRESSURE, 
30 TO 90 KILOMETERS 

by 

A.J. Kantor 

Design Climatology Branch 
Air Force Cambridge Research Laboratories 

Bedford, Massachusetts 

Abstract 

The variation of pressure with height and distance in the mesosphere and 
upper stratosphere can be an important factor in the study of radio wave propa-
gation in the lower ionosphere. The distribution with latitude of atmospheric 
pressure is such that mean monthly pressures generally increase toward the 
equator in winter and toward the pole in summer, with the largest change near 
60 km. At this height the mean maximum January gradient lies between 60 and 
40 °N, where the pressure changes by roughly one per cent of standard per degree 
of latitude. The height of smallest change is near 85 km. at which values re- 
main between 106 and 111 per cent of standard. The largest January and July de-
partures from standard occur near 65 km. in the Arctic, where the minimum 
January value is 65 per cent of standard and the maximum in July is 130 per 
cent of standard. A pressure increase near 60 km. of more than 7 per cent per 
degree of latitude can result from coexistence of typical cold and warm winter 
stratospheric thermal regimes within 600 miles over arctic regions. An extreme 

vertical pressure gradient of 23 per cent decrease per km. may exist near 85 km. 
for the coldest observed temperature, 130 °K, at this level. Day-to-day varia- 
bility of pressure increases with latitude and altitude to near 65 km. Estimated 
2 standard deviations are largest at 60 to 65 km. at all latitudes, reaching ± 
35 per cent during 60 °N winter. Based on theoretically determined diurnal temper-
ature changes of ± 5 or 6 °K at 50 km., diurnal pressure variations have been 

calculated. They increase with height above 30 km. to at least 80 km., where 
deviations of ± 8 to 10 per cent approach seasonal and day-to-day values. These 
estimates compare favorably with values obtained from ARCAS-ROBIN soundings at 
Eglin AFB for May 1961 and October 1960 and 1962. 

1. Introduction 

Radio wave propagation is influenced considerably by the collision frequency of electron and neutral 
particles which in turn is dependent upon atmospheric pressure, and to a smaller extent, atmospheric 
temperature. As a result, the fluctuation of atmospheric pressure with height and distance in the mesosphere 
and upper stratosphere can be an important factor in the study of the propagation of radio waves, particularly 
in the lower portion of the ionosphere where absolute values of pressure are larger than at higher levels. 
Consequently, the horizontal and vertical distributions of atmospheric pressure are discussed for altitudes up 
to 90 km. 

Estimates of January and July mean monthly pressure and temperature gradients at given altitudes as 
well as slopes of constant pressure surfaces can be determined from the vertical pressure and temperature 
profiles described in the Air Force Interim Supplemental Atmospheres to 90 km. These internally consistent 
atmospheres have been developed, assuming hydrostatic equilibrium, for 15, 30, 45, 60 and 75° N (Cole and 
Kantor, 1963). They will be published later this year through the Government Printing Office as the US 
Standard Atmosphere Supplements, 1966. In addition to these, mean monthly vertical pressure and tempera-
ture profiles to 80 km. have been calculated for every month for 30, 45 and 60° N, providing somewhat more 
detailed estimates between 30 and 60° N (Kantor and Cole, 1965). 



DISTRIBUTIONS OF ATMOSPHERIC PRESSURE 

For heights above 30 km., data are available neither in quantity nor in quality sufficient to provide 
frequency distributions of these gradients. However, if the atmosphere is assumed to be hydrostatically 
consistent, extreme values of pressure can be estimated by comparing available observations with the 
thermal structures that are associated with large pressure gradients. 

2. Horizontal Gradients 

The distribution with latitude of atmospheric pressure for January and July, expressed in per cent of 
the US Standard Atmosphere, 1962: is shown in Fig. 1 for 30 to 90 km. Values are based on the January and 
July Supplementary Atmospheres for 30, 45 and 60 ° N, and the mean annual Supplementary Atmosphere for 
15 ° N. A mean annual atmosphere rather than monthly atmospheres was adopted for 15 ° N since the monthly 
variation of the temperature-height structure, the defining parameter, appears to be relatively small at these 
levels in the tropics. Since pressure profiles were not developed above 30 km. for 75 ° N, values between 30 
and 90 km. for this latitude have been derived through extrapolation of data at lower altitudes and latitudes, 
and combination with fragmentary observations from polar stations at Thule AFB, Greenland (77 ° N), Point 
Barrow, Alaska (71 ° N), and McMurdo Sound, Antarctica (78 ° S). 

Mean pressures shown in this figure generally increase toward the equator in January and toward the 
pole in July. The change in pressure with latitude is largest between 55 and 65 km. At these heights the 
maximum mean January gradient can be observed between 60 and 40° N, where the pressure changes from 
roughly 70 to 90 per cent of standard. This represents an increase of approximately 1 per cent of standard 
per degree of latitude, or almost 1.5 per cent increase in the 60 ° N pressure per degree of latitude. The 
height of smallest change with latitude bebNeen 30 and 90 km. lies near 85 km., where pressures apparently 
remain between approximately 106 and 111 per cent of standard. This level of quasi-constant pressure is 
illustrated in Fig. 2, in which pressure-height profiles for the Supplementary Atmospheres have been plotted 
as per cent departures from standard. The crossover near 85 km. is roughly 10 per cent greater than 
standard and results from the behavior of atmospheric temperature. That is, the vertical profiles of tem-
perature for the various latitudes and seasons cross near 65 km., causing pressure and density gradient 
reversals to occur near 85 and 90 km. respectively. 

The largest mean January and July departures of pressure from standard occur near 65 km. and 
poleward of 60 ° N, probably near 75 or 80 ° N. This was seen in Fig. 1. The mean minimum pressure in 
January is roughly 65 per cent of standard, whereas the mean maximum in July is twice that of January, or 
130 per cent of standard. Minimum and maximum mean monthly pressures, hcnvever, do not necessarily 
occur in January and July at all levels between 30 and 90 km. This is apparent in Fig. 3, in which the 
estimated annual march of mean monthly pressure, again plotted as per cent departure from standard, is 
shown for 30, 45 and 60 ° N at 30 through 70 km. At 30° N, for example, mean monthly pressures are largest 
in May rather than July at 40, 50, and 60 km.; at 60 ° N pressures are smallest in December rather than 
January at 40, 50, 60, and 70 km. 

Frequency distributions of horizontal pressure gradients are not yet available at heights above 30 km. 
since insufficient measurements have been taken, and data on the decay of correlation of pressure with 
distance have not been computed. However, estimates of extreme horizontal pressure gradients can be made 
by examining existing observations at these altitudes. 

As suggested by the first two figures, the largest horizontal pressure changes tend to occur in winter 
at arctic and subarctic latitudes. The largest longitudinal as well as latitudinal differences in atmospheric 
conditions also generally occur in these regions during w inter. This was indicated in Fig. 2 by the 60° N 
pressure profiles associated with typical cold and warm winter thermal regimes of the stratosphere and 
mesosphere. The frequency of occurrence of these thermal structures varies with longitude at both subarctic 
(60° N) and arctic (75°N) latitudes. Radiosonde observations between 20 and 30 km. demonstrate that the cold 
regime prevails over the warm by nearly four to one over north-central and northeastern Canada, whereas 
near the Aleutian Islands the warm regime prevails by approximately eight to one. At heights near 25 km. 
cold and warm winter regimes have been known to exist simultaneously within a 600-mile distance, as 
çlescribed by the Arctic Meteorology Group, McGill University (1963). This would result in a horizontal 
pressure change much larger than the maximum mean January gradient noted on the first figure. More 
specifically, the pressure increase in roughly one degree of latitude or 60 n.m., from the cold to the warm 
region would be more than 7.2 per cent near 62 km. This is almost five times larger than the maximum mean 
January gradient of 1.5 per cent increase per degree of latitude. For these conditions, estimates of per cent 
changes of pressure for heights 40 to 80 km. are shown in Table I.  These values, particularly across 600 
n.m., are considered conservative estimates of extreme horizontal pressure gradients, since winds associated 
with such occurrences, assuming geostrophic balance, would be approximately 200 m./sec. at 60 km. These 
velocities have not, to my knowledge, been observed at this altitude. 
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50 
60 
70 
80 

4.9% 
6.1 
7.1 
6.3 
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Height 
(km.) 

Pressure 
600 n.m. 

Increase 
60 n.m. 

49% 
61 
71 
63 
41 
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TABLE 1. Pressure Increase (%) From Cold To Warm Winter Regime 

3. Vertical Gradients 

From the barometric equation it is apparent that the greatest change in pressure with altitude occurs 
at the lowest mean temperature; that is, atmospheric pressure decreases in the vertical more rapidly in cold 
air than in warm air. Consequently, the largest mean monthly percentage change in pressure in the vertical 
between 30 and 90 km. would occur, according to the Supplementary Atmospheres, in the 80 to 90 km. layer 
during 60 4 N July, at a mean temperature of roughly  170°K.  Under these conditions one would encounter on 
ascent a pressure decrease of 18 per cent per km. or 63 per cent in 5 km. For an incoming vehicle or 
descent through the atmosphere, these values correspond to pressure increases of 23 and 173 per cent at one 
and five km., respectively. Since these vertical pressure changes are based on mean monthly temperature-
height profiles, they are exceeded at times as a result of day-to-day fluctuations in the thermal structure of 
the atmosphere. Unfortunately, frequency distributions of vertical pressure changes above 30 km. are not 
yet available. However, assuming a hydrostatically consistent atmosphere and utilizing the minimum 
observed temperatures in the mesosphere, estimates can be made of the largest gradients that are apt to 
occur at these altitudes. 

The lowest temperatures known to have been observed in the mesosphere were obtained from a series 
of four rocket grenade soundings completed at Kronogard, Sweden, during the summer of 1963. The tempera-
ture approached  130°K  near 85 km. at a time when noctilucent clouds were present (Bull. AMS, 1963). Con-
sequently, for a one-km. layer with a mean temperature of 1304 K, atmospheric pressure would decrease by 
23 per cent or increase by 30 per cent. These values probably approach the maximum possible vertical 
pressure gradient. Provided this extreme temperature could persist for a five-km. interval, the pressure 
would decrease by 73 per cent or increase by 272 per cent through this layer. 

A series of five curves is shown in Fig. 4, from which the per cent decrease in atmospheric pressure 
can be determined for layer thicknesses up to 12 km. and mean temperatures ranging from 130 to  290°K. A 
simplified form of the barometric equation, based on mean layer temperatures, also is shown to facilitate 
rapid calculation of approximate vertical pressure changes for the indicated mean temperatures and any 
given layer thickness, n. For the sample computation shown in the figure, a mean temperature of 210° K  
through a thickness of 4 km. yields a 48 per cent decrease of pressure in the vertical through use of 
(0.84986) 4  in the appropriate equation. 

4. Day-to-day Variations 

Estimated day-to-day variations of pressure which are exceeded less than 5 per cent of the time are 
shown in Table 2 as percentages around mean January and July values, surface to 80 km. Estimates to 30 km. 
are based on a large number of radiosonde observations taken at appropriate latitudes around the globe, 
whereas above 30 km. they are based on data from sensors released by rockets at approximately 18 launching 
sites between 8 4 S and 71 ° N. 

As can be seen in the table, day-to-day variability generally increases with latitude and altitude in 
both January and July, although to a much smaller extent in July. Estimated two standard deviations are 
largest at 60 to 65 km. at all latitudes, reaching 35 per cent during 60 4 N winter. Variations seem to 
decrease above 65 km. to a probable minimum value, mentioned earlier, near 85 km. The estimated day-
to-day variations shown in the table undoubtedly include some diurnal and semidiurnal fluctuations due to solar 
influences, particularly since the basic pressure data were not obtained at the same hours of the day nor were 
they sufficiently random to average out these solar effects. Envelopes of these estimated 95 per cent values 
should not be constructed since such pressures would not necessarily be found at all heights at any one given 
time and location. Decreases in atmospheric pressure in one layer, for example, often are associated with 
increases in another layer. 
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TABLE 2. Day-to-day Variations (%) Exceeded Less Than 5% 
of the Time Around Mean January and July Pressures 

Extreme winter and summer pressure profiles observed at Fort Churchill (59 ° N) are compared in 
Fig. 5 with mean January and July pressure curves for 60 ° N. They are shown as percentage departures from 
the US Standard and effectively illustrate extreme deviations from monthly mean values that can be found at 
several levels simultaneously. The 27 January 1958 profile, determined by rocket grenade and falling sphere 
techniques, displays pressures 39 to 66 per cent smaller than standard between 30 and 80 km. Two days 
later, on 29 January 1958, another sounding reveals pressures which have increased to as much as 3 per 
cent greater than standard near 75 km. This represents a fluctuation, in only two days, from roughly -35 to 
+37 per cent of the January mean at 60 to 70 km., in general agreement with the estimated two standard 
deviation values which were noted in Table 2. Similar changes in pressure, although not as extreme, were 
observed several days later at radiosonde levels below 30 km., associated with a "sudden warming" of the 
stratosphere. Data indicate that when these warmings occur, they usually take place over north-central and 
northeastern Canada near the end of January or the beginning of February, although they have been known to 
appear any time from December through March. 

The 15 July 1958 profile is a 'Churchill pressure measurement in which pressures were observed from 
roughly 30 to 50 per cent greater than standard between 40 and 80 km. This represents a profile approximately 
10 to 20 per cent greater than the July mean at all levels from 40 to 80 km., also approximately as estimated 
In Table 2. 

5. Diurnal Variations 

Estimates of the diurnal variation of pressure can be made through theoretically determined diurnal 
temperature fluctuations that are associated with the absorption and radiation of solar energy by ozone and 
carbon dioxide. MIrgatroyd and Goody's (1958) and Biriukova and Kastrov's (1961) temperature values were 
used for altitudes 30 to 80 km. Equal daytime heating and nocturnal cooling were assumed, even though one 
slightly exceeds the other near the winter and summer solstices. At 50 km. temperature changes of approxi-
mately 45 ° K for 30 ° N and ±6° K for 60 ° N were applied to the mean July temperature-height profiles. 
Vertical pressure profiles were computed for these estimated daytime and nighttime conditions using the 
barometric equation. The temperature-height profiles for 30 and 60 ° N are shown in Fig. 6, and resulting 
vertical pressure distributions are described in the inserts as percentage departures from the appropriate 
mean July pressures. Values for January would be of similar magnitude. At lower altitudes, however, 
systematic pressure variations also are known to occur, attaining roughly ± 0.5 to 0.7 per cent near 20 km. 
(Harris, et al, 1962). Consequently, pressure deviations above 20 km. may be up to 0.7 per cent larger than 
.the values shown in the figure. 

Diurnal pressure fluctuations apparently increase with altitude above 30 km. to at least 80 km. where 
deviations of ± 8 to 10 per cent approach the seasonal and day-to-day deviations described earlier. This 
suggests that for heights up to roughly 90 or 100 km., pressure fluctuations are associated primarily with 
seasonal and latitudinal differences and synoptic events, whereas above these levels they gradually become 
diurnal in nature, varying with solar angle and solar activity. 

These theoretically determined estimates of diurnal pressure fluctuations can be compared with 
available ARCAS-ROBIN soundings which have been launched primarily at Eglin AFB (30 ° N). Observations 
suitable for analysis were obtained at Eglin in May 1961 and October 1960 and 1962. By implementation of the 
hydrostatic equation, these ROBIN density measurements yield atmospheric pressure values; estimates of 
root mean square errors are 6 per cent at 60 to 70 km. and 3 per cent at 50 to 60 km. (Lenhard and Kantor , 

1965). 
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May and October daytime and nighttime values for 50 and 60 km. are shown in Fig. 7 as per cent 
departures from the 30 ° N July mean pressures. For this analysis, day is considered 1000 through 2000 hr. 
local standard time and night is 2000 through 1000 hr. Unfortunately, the distribution of observations is 
uneven, and the number of nighttime values is very small. Nonetheless, it is apparent that mean daytime 
pressures are higher than mean nighttime pressures at both 50 and 60 km. At 50 km. the mean daytime 
pressure in May is 6 per cent larger than the mean nighttime value and 6.5 per cent larger at 60 km. Cor-
responding mean pressure differences for October are roughly 5 and 6 per cent at 50 and 60 km., respectively. 
The actual diurnal pressure range will be somewhat larger than the indicated 5 to 6.5 per cent since all values 
were averaged over as many as 8 hr. during the day and up to 13 hr. at night. The extreme observed range 
shown in the figure is 24 per cent at 60 km. for both May and October. However, these values include root 
mean square errors of 3 to 6 per cent, so that they appear to compare favorably with the theoretically 
determined ranges of 8 to 10 per cent at 50 km. and 11 to 13 per cent at 60 km. 

6. Summary 

1. The largest mean monthly horizontal pressure gradients generally occur in winter between 55 and 
65 km. and poleward of 45 ° N. Pressures may increase by more than 7.2 per cent near 60 km. over distances 
of 60 n.m. The smallest horizontal pressure changes beti.veen 30 and 90 km. occur near 85 km., where the 
range of mean monthly values is roughly 5 per cent. The greatest mean monthly departures from the Standard 
Atmosphere occur near 65 km. over arctic and subarctic regions. Departures are approximately 65 per cent 
of standard in winter and 130 per cent of standard in summer at this altitude, an increase by a factor of two 
from winter to summer. 

2. The largest vertical pressure gradient occurs at the coldest mean temperature through a given layer 
of the atmosphere. Consequently, the largest mean monthly decrease in pressure with altitude occurs in the 
80 to 90 km. layer over arctic and subarctic regions during summer. For these conditions, a mean tempera-
ture near 170 ° K, pressure decreases in the vertical by 18 per cent per km. or 63 per cent in 5 km. For 
the coldest observed mesospheric temperature, 130 ° K, the pressure would decrease by 23 per cent, and 73 
per cent through 1 and 5 km., respectively. 

3. Seasonal, monthly and day-to-day variability of pressure generally increases with altitude to a 
maximum between 60 and 65 km. At these altitudes, values exceeded less than 5 per cent of the time are up 
to ± 35 per cent in winter. Variability with latitude increases towards the pole for all heights to roughly 80 km. 
Smallest percentage changes occur near 85 km. and near the surface. Changes at the surface are smallest in 
the tropics and subtropics where they decrease to roughly ± 0.5 per cent in summer. 

4. Diurnal pressure variations increase with altitude to at least 80 km., probably approaching a range 
of 16 to 20 per cent at this level near 30 and 60 ° N, respectively. Available observations for May and October 
compare favorably with estimated diurnal variability, range roughly 8 to 13 per cent at 50 and 60 km. The 
time of maximum pressure appears to be between 1400 and 1500 hr. local standard time. All values no doubt 
include small semidiurnal pressure changes. 
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Fig. 3. Annual march of mean monthly pressure, 30, 45 and 
60°N, as per cent departure from US Standard Atmosphere, 1962. 
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PERCENT DEPARTURE OF PRESSURE 

Fig. 5. Observed extreme January and July pressure profiles, 
Fort Churchill (59° N) as per cent departure from US Standard 
Atmosphere, 1962. 
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Discussion on Paper 1.4 presented by A.J. Kantor 

Bibi:  Could large vertical and local gradients in pressure and temperature, found during winter, lead to 

small-scale turbulence in the lower E region in the daytime? 

Kantor: They could lead to some small-scale turbulence. We prefer to see turbulence occurring due to 
changes in temperature rather than just pressure. 

Belrose: Could you comment on regimes of correlation one might find during disturbances in winter? The 
reason for the question is the variability in radio wave absorption in winter months, and people have long 
been trying to correlate this with meteor ological data. Due to absence of data at the higher heights, most 
of these studies have been correlating radio wave absorption  with  what is happening at the 10-millibar 

level which is down near 25 km. Have the meteorologists done any work on the possible correlation be-

tween what is happening down there and what is happening above? I gathered from your discussion that 

there might be no correlation whatsoever with what is happening at 60 km. and  what is happening down 
below. 

Kantor: We think of the atmosphere almost like a segmented balloon, and if you squeeze the lower portion 
it might pop out at some higher portion. We have several things going for us when we are talking about 
pressure, or temperature, or density. At about 8 km. we have the isopycnic level, where the density remains 
about the same regardless of time or place. We have another one, we think, at about 90 or 92 km., where 
the density remains relatively constant for timc and space, which would mean that the surface density 
might increase; and the density then between 8 and 90 km., for example, would decrease, and then above it 
might increase again. So we have several crossovers, and we also have one quasi-constant in pressure at 
about 85 km. We think of all these things as being due to temperature, and since the temperatures generally 
seem to cross at about 60 to 70 km. regardless of season and latitude, this inevitably leads to the crossover 

in pressure at 85 km. and the crossover that you might have seen in the second figure at 90 or 92 km. There 

are correlations; the question now is for us to get away from theory and get enough observations between 

30 and 100 km. as proof. We have some of these robin balloon observations that we are analyzing now, 

which will give us some correlations of temperature with temperature, pressure with pressure, density with 

pressure, and all the other combinations. Then we will have some answers for you. 

Volland: I would like to address a question to Dr. Crain in connection with this. The equations of re-

combination effects are equations of conservation of mass, and yet you neglected the divergence term. 

What is the influence of this neglected term? 

Grain: Any velocity effects on the basic recombination or the basic ionization balance equations are 

neglected. There is no consideration of dynamic effects at all in terms of air motion. 

Volland: How great is the influence? 

Grain: It depends on how much air motion there is. At low altitudes, things are very fast compared to 

any air motions, and at high altitudes they can be very slow compared to air motions. The convection and 

vertical motions of the atmosphere may be as important as the horizontal motions of the neutral constituents 

at low altitudes; they are probably unimportant in the ionization balance equations. 

Gregory: Tomorrow I might throw a bit of light on the prospects of the motion which must be accompanying 
those large pressure changes that you mentioned. 

Kantor: Are you talking about the seasonal changes or the day-to-day changes? 

Gregory: I am talking about the day-to-day winter pressure changes that you mentioned. I would also like 

to suggest that we use the well-known meteorological unit of pressure, the bar and its sub-multiples, for 

quoting pressure effects in future. I believe that the only people who should be exempted from this are 
rocket experimenters who actually send up glass tubes full of mercury. 

Kantor: Needless to say, I agree. We have used all the different units, but we prefer the millibar or the 
metric system. 
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Boume: We have some partial reflection data from Ottawa which we believe is giving us collision frequency 
measurements near the 60-km. level. These measurements extended from 1961 up to the present time, al-
though not continuously. If you look at our winter collision frequencies you find that in 1961 we have 
value S consistent with the standard profile, but in 1963 and 1964 all our data is significantly different by 
about a factor of 2. 

Kantor: Are they larger or smaller? 

Boume:  They are smaller. There would appear to have been a decrease in 1963 and 1964, while in the 
most recent data we seem to have come back to the 1961-62 level. To a meteor ologist, is this factor of 
2 a completely unacceptable value for a systematic pressure fluctuation through these winters? 

Kantor: First let me clear up one other point. The standard atmosphere that I mentioned is merely a yard-

stick, and it is supposed to be typical of mean annual conditions at 45°N around the globe, which is pretty 

encompassing, so you have to be careful how you use that. We can't say that a factor of 2 is impossible 

but it seems very high. We are getting estimated 2 standard deviations of about ±35 or 40 per cent in that 

region. However, I might add that if such large fluctuations are going to occur, that would be the most 

probable altitude for them. I would like to see the data and study it. 

Boume: Some of these results will be presented in a later paper(1). 

(1) Belrose J.S.,  Boume, I.A. and L.W. Hewitt. A preliminary investigation of diurnal and seasonal 

changes in electron distribution over Ottawa, Churchill and Resolute Bay as observed by partial 
reflections. Fig. 15, these Proceedings, 1966. 
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Presented by A. Dalgarno 

Detailed estimates are made of the rates of energy loss of electrons moving in the D region 
and it is argued that the electron gas has a negligible non-thermal component. The Max-
wellian velocity distribution of the thermal component is brought about by collisions with 
molecular nitrogen involving rotational transitions and the distribution is determined by 
the neutral particle gas temperature. 

1. Introduction 

It is customary in analysing radio wave measurements in the D region to assume that the 
electrons have a Maxwellian velocity distribution characterized by an electron temperature Te  

equal to the temperature T
g 
 of the ambient neutral particle atmosphere. Evidence has accumu 

lated in recent years that equality of electron and neutral particle temperatures does not 
prevail in the upper ionospheric regions (Boggess, Brace and Spencer 1959; Spencer, Brace 
and Carignan 1962; Brace, Spencer and Carignan 1963; Bowen, Boyd, Henderson and Willmore 1964; 
Evans and Loewenthal 1964; Brace, Spencer and Dalgarno 1965) and there have been suggestions 
that T

e 
exceeds T in the D region also. Thus from observations of cross-modulation, Rumi 

(1962) has derived an electron temperature of 1200 °K at an altitude of 40 km. and Belrose 
and Hewitt (1964) have suggested that the collision frequency in the D region is correlated 
with solar activity, the correlation arising through variations of T

e 
and not of T . A ten- 

tative theory has been advanced by Sears (1963) which lends support to these observations, but 
we shall argue the contrary view. 

2. Energy Loss Processes in the D Region 

Fast electrons lose energy rapidly in the D region by exciting and ionizing the atmo-
spheric constituents until their energy falls to about 7 eV. Below 7 eV energy is lost 
mainly in vibrational and rotational excitation of nitrogen and oxygen and in elastic 
collisions. 

The cross sections o(0,uIE) for vibrational excitation of nitrogen by electrons of 
energy E 

have been measured by Schulz (1964), and Chen (1964) has presented a theory which closely 
reproduces the measurements. The associated rate of energy loss for unit density of molecular 
nitrogen is 

e+N
2
(0)->e+N

2
(u) 	(1) 

df dtA2f
1

EA(0,u)c(0,u1E), 
m u 

where  (0,u) is the internal energy change occurring in the process. 
through vibrational excitation of N2  is shown in Fig. 1 as a function 

(2) 

The rate of energy loss 
of impact energy. 

There is considerable uncertainty about the cross sections for 
of molecular oxygen. Schulz and Dowell (1962) have measured a cross 

i 0.3 eV of about 10
-48 cm.

2  which s an order of magnitude smaller tha 
(1963) from an analysis of swarm data. The cross sections derived by 
with the energy loss rates in oxygen, shown in Fig. 1. There is also 

vibrational excitation 
section at an energy of 

n that derived by Phelps 
Phelps are consistent 
considerable uncertainty 

96413-5i 
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about the cross sections for the excitation of the low lying electronic levels of molecular 
oxygen and we shall suppose that the oxygen curve of Fig. 1 includes also the contributions 
from electronic excitation processes. 

To calculate the rate of energy loss associated with rotational transitions in molecular 
nitrogen 

e+N
2
(j).->e+N

2
(j'), 	( 3) 

we have employed the cross sections cr(j,j'IE) computed by Dalgarno and Moffett (1963) who 
used the Born approximation and took into account the quadrupole interaction (Gerjuoy and 
Stein 1955) and the polarization interaction. By means of the distorted wave approximation 
(cf. Arthurs and Dalgarno 1960), attempts have been made to include the distorting effects 
of the long range polarization (Takayanagi and Geltman 1964; Mjolness and Samson 1964, 1965) 
but there remains considerable arbitrariness in the final results. The calculations of 
Dalgarno and Moffett are in reasonable harmony with the analysis of swarm data by Engelhardt, 
Phelps and Risk (1964). 

The rate of energy loss for unit density of nitrogen at a temperature Tg  is given by 

1, EE à(j,j 1 )0. (j,j'IE) (2j+1)exp[- Bj(j+1)/kT I 
dE (2E) 2  jil 	 g 

dt = m 	E(2j+1)exp[-Bj(j+1)/kT I 	
, 	(4) 

j 	g 

where B is the rotational constant. Values of (4) are given in Fig. 2 for T = 200
o
K. 

g 

We have carried out similar calculations for molecular oxygen, using the quadrupole 
moment and polarization anisotropy measured by Bridge and Buckingham (1964) and the values 
of dE/dt for electrons in molecular oxygen are also presented in Fig. 2. 

The values of dE/dt in oxygen are much smaller than those measured by Mentzoni and 
Rao (1965) and Takayanagi and Geltman (1966) suggest that the short range forces (ignored 
in calculating Fig. 2) are very effective in causing rotational excitation of oxygen. 

Energy can be lost in elastic collisions, •the energy loss rate being 

dE 	4 
( 5 ) 

dt = m 	m In 	3 g 

where E is the thermal energy of the gas, M is the mass of the molecule and Qm 
is the 

momentum transfer cross section. For nitrogen accurate values of gm  have been derived by 

Engelhardt et al. (1964) and for oxygen less accurate values have been suggested by Phelps 
(1963). It follows from them that energy loss in elastic collisions with molecules is 
negligible compared to loss through rotational transitions. 

In the upper ionospheric regions energy loss in elastic collisions with the ambient 
electrons is an important mechanism for preferentially heating the ambient electron gas and 
maintaining T

e 
above T (Hanson and Johnson 1961; Dalgarno, McElroy and Moffett 1963). If n

e 
cm

--3 
is the ambient electron density, the rate of energy loss by elastic electron-electron 

collisions is given approximately by 

dE 	7.7  X 10-6  ne
InAeVs-1 , 	(6) 

dt 
E1/2  

where A depends upon ne 
and Te l  and E is measured in eV (Butler and Buckingham 1962; Dalgarno 

et al. 1963). Values of ln A for various electron temperatures and densities are given in 

Table 1. The electron density in the D region rarely approaches 105  cm 	during periods 
of severe disturbance and an effective upper bound to (6) is accordingly 

11 	-1 < 	eVs . dE 
dt  

(7) 
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A comparison of (7) with the rate of energy loss from vibrational and rotational ex-
citation of nitrogen and oxygen is given in Fig. 3 for electrons moving with energies of 
1, 0.1 and 0.03 eV in the D region. It is clear that electron-electron interactions are 
rarely of any importance in the D region. The main mechanisms tending to establish equili-
brium consist of rotational transitions in molecular nitrogen and oxygen so that if the 
electrons in the D region have a Maxwellian velocity distribution it will be characterized 
by the neutral particle gas temperature  T. 

TABLE 1 

n
e 

(cm-2 ) 	10 	10
2 

10
3 

	

10 	10
5 4 

10
6 10

7 

T
e 

( ° K) 

	

200 	16.2 	15.1 	13.9 	12.8 	11.6 	10.4 	9.3 

	

300 	16.8 	15.7 	14.5 	13.4 	12.2 	11.1 	9.9 

	

400 	17.3 	16.2 	14.9 	13.9 	13.9 	12.6 	10.3 

	

500 	17.6 	16.4 	15.3 	14.1 	13.0 	11.8 	10.7 

	

1000 	18.6 	17.5 	16.3 	15.2 	14.0 	12.9 	11.7 

Values of ln A (EQN.(6)) 

3. Production and Loss Mechanisms 

The velocity distribution of the D region electrons depends on the electron production 
and removal mechanisms*. According to a recent review by Reid (1964a), the normal D region 
is produced by the absorption of Lyman a by nitric oxide and by the absorption of x-rays 
and cosmic rays. During disturbed conditions at middle and low latitudes, the flux of in-

cident x-rays is enhanced, and at high latitudes an additional source of ionization is pre-
sent, auroral absorption being due primarily to bombarding electrons and polar cap absorption 
to bombarding solar protons. 

The fast electrons produced by the primary ionization processes lose energy rapidly. 
Some are removed by the two-body dissociative attachment process 

(8) 

which has a peak cross section of about 1.4 x 10
-18 

cm
2 

at an energy of about 6.5 eV 

(Buchelnikova 1959; Schulz 1962; Asundi, Craggs and Kurepa 1963), but most are removed by 

the three-body attachment process 

A comparison of the mean times for energy loss associated with vibrational and rota-
tional transitions and elastic scattering with the mean times for attachment is given in 

Fig. 4 as a function of energy for a neutral particle density of 10
15 

cm-3  (appropriate to 

an altitude of 70 km.) and in Figs. 5, 6 and 7as a function of altitude for energies of 
respectively 1, 0.1 and 0.03 eV. The energy loss times are in all cases much shorter than 
the attachment times. Thus nearly all the electrons are converted into thermal electrons 
before their removal by attachment and the removal mechanism has little effect on the electron 
velocity distribution. The thermal electrons will have a Maxwellian velocity distribution 
characterized by the gas temperature T . Superimposed upon the thermal distribution there 

will be a small high energy component, the magnitude of which is enhanced by photodetachment. 

4. Non-Thermal Electrons 

After an electron attaches to form a negative ion, it is_soon detached by the 
absorption of solar radiation. If the major negative ion is 02 , the free electron has 
an initial energy peaking at about 2 eV. This supply of 2 eV electrons in the 

* We are ignoring the effects of electric fields and winds. 

0
2
+0

2
+e-)-0

2
+0

2' 	(9) 

the rate of which has been measured by Chanin, Phelps and Biondi (1959). 
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daytime D region is much larger than that provided by the primary ionization processes and 
it'may give rise to a substantial non-thermal component in the velocity distribution 
(Sears 1963). 

An estimate of the non-thermal component of the velocity distribution can be made by 
equating the number of electrons entering the energy interval dE in unit time to the number 
leaving it. Then if fa (E) dE is the number of electrons with energies lying between E and 

E + dE, 

f
a
(E) = - 	E 

E' 	E
q(E'),//dE, 	(10) 

>  
dt 

where q(E') is the rate of production of electrons of energy E'. 

The shape of the distribution function corresponding to the 07 photodetachment source 
may be derived from the measured cross sections (cf. Branscomb 1964) and it is shown in Fig.8. 
The figure demonstrates the efficiency with which electrons with energies between 2 and 3 eV 
are degraded through exciting vibrational levels of nitrogen. 

In equilibrium, the total number of non-thermal electrons with energies greater than 
-0.03 eV is approximately 

3 x 1011n(0
-
) 

2 	-3 

	

n
a
-   cm , 	(11) 

where n(0-2) is the number density of Ç  and N is the number density of neutral particles. 

The number varies inversely as N because the rate at which an electron loses energy is di-
rectly proportional to N. This has the simple consequence that the contribution of the non-
thermal component to the collision frequency 

v
a I

fa
(E)v(E)dE/n e 	

(12) 

depends upon altitude through the number density of negative ions only. The actual value 
of v

a 
is given by 

v
a
= 7 x 10

3 
Xs

--1
, 	(13) 

where X is the ratio n(0- 	" 
)/n 	It is negligible compared to the collision frequency ve 2 	e 

of the thermal electrons. Thus at an altitude of 75 km., X 	1, va 	7 x 10 3s-1  and 

v
e 	

2 x 10
6
s
-1 and at 40 km., X ••••• 100, v

a •-• 7 x 10
5
s
--1 

and v
e 	1 x 108s-1 . 

The contribution of the non-thermal component to radio wave absorption relative to that of 
the thermal component is still smaller since absorption of waves of frequency w is controlled 

by the expression n e
v/(v

2 + w
2), which at high energies and at low altitudes reduces to 

Both the thermal and non-thermal components of the velocity distribution will be en-
hanced during distrubances in the D region. Because fast electrons slow down very rapidly, 
the shape of the distribution function of the additional non-thermal electrons will be closely 

similar to that shown in Fig. 8. If q cm-3s-4  is the production rate of non-thermal electrons, 

-.3 -1 
we fi 	

4 
nd that n

e
v
a 	

10q cm s . 

During a strong auroral absorption event, q may be of the order of 10
4 

so that 

neva ,... 10
8 

cm
-3

s- . With a radio frequency of 30 Mc/s, an absorption of about 0.001 db results 

from an altitude extent of 10 km., which is negligible compared to the measured absorption of 
greater than 1 db. 

The contribution of non-thermal electrons to polar cap absorption similarly is less 
than 0.1% of the contribution of the thermal component and it appears unlikely that non-thermal 
electrons are significant in the quiet or disturbed D region. 

n v-1 . 
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The correlation between solar activity and collision frequency suggested by Belrose 
and Hewitt (1964) may perhaps be ascribed to variations of atmospheric pressure (Aikin, 
Kane and Troim 1964). 

4.1 Auroral E Region 

The velocity distribution of the low energy non-thermal electrons produced during an 
aurora is similar to that of Fig. 8 except that energy loss through excitation of the 1 0 
level of atomic oxygen causes some depletion of the electrons with energies above 2 eV and 
elastic collisions with the ambient electrons causes some depletion of the electrons with 
energies less than 1 eV. We may use our calculations to obtain an estimate of the contri-
bution of non-thermal electrons to radio wave absorption during an aurora. 

Visual auroras are classified according to an international brightness coefficient, 
I.B.C. 6 and in a typical aurora located in the region of 105 km. the electron production 

rate is approximately 10
3+6

cm-3s
-4 

and the equilibrium electron concentration is 3 x 10
4+156 

—3 
cm (cf. Dalgarno 1965; Ulwick, Pfister, Haycock and Baker 
non-thermal electrons to the parameter nev, which controls 

region, is about 3 x 10
7+0

cm-3s
-1 

and the contribution of 

109+1/26 
	T

hus the two contributions become comparable for an aurora of brightness I.B.C.III. 
The actual absorption is not large but Reid (1964b) has suggested that for brief periods 
during bright auroras the non-thermal absorption may be detectable. 

5. Cooling in the D Region 

If the electron gas in the D region is heated preferentially so that T e  exceeds T 

it will cool mainly by rotational excitation of molecular nitrogen if T is less than 1300 °K 
and by vibrational excitation of molecular nitrogen if Te  exceeds 1300 ° K. The rate of cooling 

through rotational excitation may be derived from calculations by Dalgarno and Moffett (1962) 
and by Altshuler (1963). It is given approximately by 

—40 dT
e 	

2 x 10 	(T
e g —
T) 

N degKs-4 
	(14) 

dt Tle 
e 

where N is the N
2 

density. Values of the cooling rate for a gas temperature of 200°K are 

given in Table 2. The rate of cooling through vibrational excitation may be derived from 

calculations by Chen (1964). Values of it are given in Table 2. 

TABLE 2 

1965). The contribution of the 
radio wave absorption in the E 

the thermal component is about 

Te ( ° K) 	200 

rotational 
(T = 200°K) 

vibrational 	3 x 10
-45 8 x 10

-13 

500 	1000 	1500 	2000 

3 x 10
-9 	—9 

	

5x10 	7 x 10
-9  

9 x 10-9  

8 x 10
-41 	—g 	

-9 
2 x 10 	9 x 10 	2 x 10

-9  

0 

300 

1 x 10
-9  

Cooling Rates — (1/N) (dT e/dt) for Rotational and Vibrational Excitation. 

The electron temperature of 1200°K derived by Rumi (1962) at an altitude of 40 km. 

implies, according to Table 2, an energy deposition into the electron gas of the order of 
—3 —4 

107 eV cm s 1  for an electron density of 10
2
cm— . Such an energy deposition rate seems 

unacceptably large and the interpretation of Rumi's observations through an enhanced electron 
temperature is implausible. 
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6. Electric Fields 

Walker (1966) has demonstrated recently that electric fields in the D region cannot 
cause the electron temperature to rise significantly above the neutral particle temperature. 

A significant difference between T and T requires an electric field of at least 3.5 x 
g —4 

10 V cM-1 	
e 

. The production of such a field by induction requires a neutral wind of at least 
—4 

700 cm sec. 

The research reported in this paper has been sponsored in part by the Air Force Cambridge 
Research Laboratories OAR under Contract AF61(052)-780 with the European Office of Aerospace 

Research, United States Air Force and in part by the National Aeronautics and Space 
Administration. 
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Fig. I. Rates of energy loss through 

vibrational excitation of nitrogen and 
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Fig. 2. Rates of energy loss through 

rotational excitation of nitrogen and 

oxygen. 
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Fig. 4. Mean times for energy loss associated witb 

(a) vibrational transitions, (b) rotational transitions, 

(c) elastic scattering and (d) the mean times for attacbment 

as a function of incident energy at an altitude of 70 km. 
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Figs. 5 to 7. Mean times as for Fig. 4 as a function of altitude for incident 
energies of 1 eV. (Fig. 5), 0.1 eV. (Fig. 6) and 0.03 eV. (Fig. 7). 
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Fig. 8. The distribution function of the non-thermal electrons, ignoring vibrational excitation 

of oxygen (curve a), and including it (curve b). 
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Discussion on Paper 1.5 presented by A. Dalgarno 

Gregory: Would you clarify that attachment time that you mention; does it refer to the mean lifetime of 

attachment? 	

dNe = _ Dalgarno: If the electron density is written as approximately 	a etc., the time 1/a is that time. It 
di  

is the half-life of the electron for attachment. 

Zimmerman: Do you expect these high-energy electrons above 90 or 110 km.? 

Dalgarno: Yes. 

Zimmerman: I am not too familiar with all the data, but would they not have been observed by people who 

have done spectral analysis of these high-energy electrons with probes? 

Dalgarno: When you are talking about measuring high-energy electrons you mean 10 kev, at least. When 

I am talking about high-energy electrons I mean 10 eV. 

Aikin: I believe there are electron temperature measurements in the lower E region which do seem to 

exceed the gas temperature, but they are not generally talked about. 

Dalgarno: Let me talk about them. I have an inborn suspicion of the theories of the experiments for those, 

especially on rockets. I do not say those measurements are wrong, I just do not understand them.  If! 

 accept those rocket data and calculate the heat input that they imply, and use that by any reasonable 
extrapolation in the D region, then the temperature difference again goes to zero; so they are at least 

consistent with what I have been discussing. I do not understand what the heat mechanism is. Maybe it is 

the electric field. The electric field discussion I am talking about is in the D region and there the argument 

is quite direct, but the E region gets a little more complicated. Perhaps Mr. Megill might have something 

to say. 

Megill: If you stretch things pretty hard, you might possibly talk about a factor of 2 increase in electron 

temperature in the E region during auroral electrojets or something of this sort, but you are pushing pretty 

hard. 
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1.6 A SURVEY OF LABORATORY DATA FOR SLOW ELECTRONS IN AIR, 
NITROGEN, AND OXYGEN RELEVANT TO WAVE PROPAGATION 

AND WAVE INTERACTION IN THE LOWER IONOSPHERE 

by 

R.A. Smith 

University of New England, Armidale, New South Wales, Australia 

1. Introduction 

In recent years considerable complication to the interpretation of radio propagation in the lower 
ionosphere, where collisions are important and may be dominant, has been added by the introduction of general-
ized magneto-ionic theories, which evaluate the conductivity matrix 4or a Maxwellian distribution of electron 
speeds and for a specified relation A(c) between the collision cross-section A and the electron speed c. The 
generalized theory of Sen and Wyller (1960) is based on a linear A(c) relation and its use in place of the 
simpler theory of Appleton and Hartree is now accepted. This major change in practice was initiated by claims 
(Phelps and Pack 1959, Huxley 1959) that the linear relation observed in the laboratory for thermal electrons in 
nitrogen would also apply in air and that radio measurements of collision frequency using rockets could then be 
made to agree with collision frequencies calculated from atmospheric and laboratory data (Phelps and Pack 1959). 

One consequence in the study of the lower ionosphere of a change in magnetoionic theory is that it 
means the virtual abandonment of many previous results. This is particularly the case for electron densities 
derived from partial reflection and pulse wave interaction experiments, since the densities are not simply 
related to the raw data. On account of the role being played by these experiments in current research on the 
D region, it is highly desirable for the accuracy of the Sen and Wyller magnetoionic theory to be established 
unequivocally before the present major effort using these techniques is too advanced. 

A further reason relates to gas temperature, which in the lower ionosphere varies considerably with 
height and at some heights is subject to large changes with season and with latitude. Should, as a result of 
collisions with oxygen, the correct A(c) relation in air be non-linear, gas temperature would be an explicit 
parameter in a correct dispersion equation for wave propagation in the lower ionosphere and failure to allow 
for it would lead to errors in the electron density profile and, possibly, to incorrect interpretations of 
physical phenomena. 

In this paper, laboratory data on the motions of electrons in air, oxygen, and nitrogen are examined 
from the viewpoint of one who recognizes the achievements in nitrogen and the difficulties of experimentation 
in the attaching gases, air and oxygen, but who feels that if the nature and importance of the problems were 
recognized, much could be done in the laboratory using existing techniques to provide a sound base for magneto-
ionic theorY and to nlarifY aspects of energy losses at collisions needed in the study of radio wave interaction. 

Results on the properties of electrons in air obtained at the University of New England from radio wave 
interaction measurements are described in Paper 3.2.1. 

2. Drift velocity and diffusion data for air, nitrogen and oxygen 

Except for the observations of Mentzoni (1965) and Veatch et al. (1965) to be described in Section 3, the 
experimental data for air, nitrogen and oxygen that we need to consider have been obtained using the diffusion 
methods introduced by Townsend. These methods are described in a well-known treatise by Healey and Reed 
(1941) and in a review article by Huxley and Crompton (1962), which summarizes recent theoretical developments. 
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The two quantities measured are the velocity of drift W of the electron swarm under a steady electric 
field E and the ratio W/D of W to the diffusion coefficient D. The measurement of W/D yields, provided the 
electron distribution function is assumed, the values of the Townsend energy factor k U/130 , where U is the 
mean energy of the electron swarm and U0  is the thermal energy of the gas) and the mean electron speed C. 
By combining the measurement of W/D with the measurement of W, the mean collision frequency y , the mean 
collision cross-section A and the mean energy n lost at a collision with a gas molecule can be derived. The 
properties of the electron swarm at a fixed gas temperature are functions of the parameter E/p, where p is the 
gas pressure, and the distribution function is usually assumed, as is done here, to be Maxwellian. 

Historically, the problem of the behavior of near-thermal electrons in air first arose in the study of 
radio wave interaction. In their mathematical theory of this phenomenon Bailey and Martyn (1934), by extra-
polation of the data (k >, 5.7) of Townsend and Tizard (1913), adopted the hypothesis that the mean free path is 
approximately constant (i.e. A * constant) and the hypothesis that 

n = G(U— U0 ) 	 (1) 

where G is a constant of value 	2.6 x10-3 . In support of the form of (1) Bailey and Martyn invoked the theory 
of Pidduck (1915) of the motions of electrons in a gas, whose molecules behave as imperfectly elastic spheres. 
The Bailey and Martyn theory, with G 2 x 10-3  and wave propagation discussed in terms of the Appleton-
Hartree magneto-ionic theory, has had remarkable success in accounting for wave interaction observations 
made under a wide variety of experimental conditions. 

In 1953 Crompton, Huxley and Sutton (C.H.S.) combined their measurements of W/D in air (k ?; 4.0) 
with the measurements of W (k.> 5.4) made in 1937 by Nielsen and Bradbury (N.B.). They proposed the 
hypothesis that the collision cross-section of near-thermal electrons in air is proportional to the electron 
speed c and, as an alternative to (1), an energy loss formula which was subsequently withdrawn by Huxley 
(1955). The first of these hypotheses, being an unsubstantiated extrapolation over a large range of k, made 
little impact at the time, although it is now widely accepted on grounds to be discussed later. 

On account of its importance to radio wave interaction and the study of the lower ionosphere generally, 
considerable effort has been made in the past decade to place knowledge of the behavior of near-thermal 
electrons in air on a sounder basis. This effort has been hampered by the apparent impossibility of making 
reliable measurements of W and W/D in the attaching gases, air and oxygen, when the value of the energy 
factor k is below about 5, but in nitrogen, the numerically major constituent of air, precise measurements 
have been made virtually to the thermal energy at room temperature. Near-thermal measurements in nitrogen 
have also been made at a tempera. ture of 77° K. 

Measurements of W and W/D for electrons in air, nitrogen, and oxygen we consider are as follows: 

288 ° K); Rees and Jory* 

Warren and Parker (1963)  (k in 1.1, 77.4 ° K); Crompton and Elford (1963, also see 
Appendix) (K 1.04, 293 ° Kr 
Lowke *(1963a) (293 °K, 77.6 ° K, kmin  < 1.05) 

Crompton and Sutton (k 4.7, 288° K; see Appendix); Rees* (1965) (k 	7.45, 293 ° K) 
Nielsen and Bradbury (1937) (k 8, 288 ° K) 

In brackets  alter  each reference we give the temperature Tn. of the gas and the lowest value of k. In the case 
of W, the lowest value of k has been estimated from the acCompanying W/D data. The list of references is 
not comprehensive and has been selected as follows: 

Only measurements of W by the use of electrical shutters are included, since this method can be more 
accurate than any other (Huxley and Crompton 1962). On this ground we have omitted for air the measurements 
of W by Townsend and Tizard (1913) and by Huxley and Zaazou (1949), which were obtained by the method of 
magnetic deflection. For air we have also omitted the measurements of W/D by these groups, since Townsend 
(1948) has attached greater weight to the W/D measurements of Bailey than to the measurements of Townsend 
and Tizard, and in the apparatus of Huxley and Zaazou the source and diffusion chambers were apparently in-

sufficiently screened from each other (C.R.S.). Apart from these omissions, the list of references for air 
is comprehensive. For nitrogen and oxygen we have preferred, where available, measurements by Crompton 

and his colleagues (indicated in the list of references by an asterisk) at the Australian National University,  
Canberra, where the experimental techniques have been highly developed. For nitrogen, we have not listed

'  but give in the Appendix, the superseded measurements of W/D by Crompton and Sutton (1952) and the widely 
quoted, but unpublished, measurements of W and W/D by Crompton and Hall. The work of Phelps and his 
colleagues is referred to below. A comprehensive list of references to data for oxygen and nitrogen obtained 
before 1961 by a variety of methods has been given by Shkarofsky et al. (1961). 
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Air: 	W/D 

W — 

Nitrogen: W/D — 

W — 

Oxygen: W/D — 
W — 

— Bailey (1925) (k 	6.1, 288 ° K); Crompton et al. (1953) (k 	4.0, 
(1964) (k 	10, 293 ° K) 
Nielsen and Bradbury (1937) (k 	5.4, 288 ° K) 
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(4) 

(5) 

In air the agreement between the three sets of measurements of W/D (i.e. of k) is excellent for 
E/p > 0.6, the minimum value of this parameter in the experiments of Rees and Jory (see Fig. 5 and the 
Appendix). The measurements of Bailey and of C.H.S. were made to lower values of E/p and progressively 
diverge to produce, as will be shown later, marked differences in interpretation and in extrapolation to the 
thermal energy. 

Huxley (1959), using the W and W/D data of Crompton and Hall (Tr. = 288° K), found that in the range 
1 z. k  L.  4 in nitrogen the collision cross-section is accurately proportiofial to the electron speed, with a 
constant of proportionality of 3.29 x 10 23  cm. sec. The slightly more accurate data of Lowke and of Crompton 
and Elford yield for this range in nitrogen the result 

AN = 3.16 x 10 -23  c sq. cm . 

Since the mean collision frequency y is equal to nre, where n is the gas particle density and the bar 
denotes an average, (2) implies that y is proportional to the mean electron energy. This behavior in nitrogen 
was also found by Phelps (1960) using different experimental methods. The revised result (Pack and Phelps 
1961) 

y/n(N2 ) = 1.12 x  iø u c.c./sec. 

where u is the mean energy in eV, is in exact quantitative agreement with (2). 

From the W and W/D data listed above, Lowke (1963b) has concluded that at a temperature of 77 ° K the 
relation between A and c in nitrogen is not strictly linear. Whether the departure from linearity is important 
at temperatures encountered in the lower ionosphere is unknown and it will be ignored in subsequent discussion. 

3. The A(c) relation in air and oxygen 

Phelps and Pack (1959) have estimated collision frequencies in the lower ionosphere by assuming that 
the approximate two-thirds ratio of collision cross-sections in oxygen and nitrogen, observed to hold down to 
an energy of 0.2eV (see Fig. 1), is maintained to thermal energies ('‘, 0.026 eV) so that "the error is less than 
20% when the collision frequency for air is taken equal to that for the nitrogen alone". This hypothesis enabled 
them to neglect the "unknown" collisions with oxygen and is, in effect, an assumption that the A(c) relations in 
oxygen and nitrogen have essentially the same character over a decade of electron energy. 

In a later paper Phelps (1960) gave for the energy range 0.03 to 0.2 eV in oxygen the relation 

v/n(02 ) = 4 x 10- e + 5 x 10"u c.c./sec. 

which, for energies below 0.1 eV, can be replaced to an accuracy of t 10% by 

v /n(02 ) = 7 x  10 ° u  c. c. /sec. 

Phelps based (4) on an assessment of available cross-sections for oxygen made by Shkarofsky et al. (1961) and 
both it and (5) can be criticized on the grounds discussed in the next two paragraphs. 

In their assessment of data for oxygen Shkarofsky et al. preferred cross-sections obtained from data 
communicated privately by Crompton and Sutton, "in spite of their somewhat different energy dependence from 
the others, because their results are recent and some of the difficulties in experimentation in oxygen, such as 
attachment, are recognized. Also, they depend on the reliable values of Nielsen and Bradbury for the drift 
velocity". In Fig. 2b of their paper Shkarofsky et al. give three curves of cross-section as a function of energy. 
Of these, two are calculated from the experimental data for Maxwellian and Druyvesteyn distributions and are 
plotted for electron energies greater than 0.22 eV. The third, on which (4) is based, is subject to a more 
correct distribution and is extrapolated to an energy of 0.02 eV. This extrapolation compounded an extra-
polation by Crompton and Sutton, who prior to private circulation of their data, had associated with their 
measurements of W/D for values of E/p of 0.2, 0.3 and 0.4 values of W which they had obtained by extra-
polation of the drift velocity data (E/p >„ 0.5) of Nielsen and Bradbury (N.B.)* 

For a gas temperature of 293° K the mean cross-section  A and the mean speed e are given by 

c = 1.06 x  1O k5  cm. /sec. 

À = 4.26 x 10-9 (E/p)/(Wk) sq. cm . 

when E/p and W are expressed in volts/cm.mmHg and cm./sec. respectively. These formulae, which 

* The drift velocity associated by C.H.S. with their lowest value (4.0) of k in air is also an extrapolation. 

(3) 

(6) 
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apply for a Maxwellian distribution, can easily be derived from formulae given by Huxley and Crompton (1962). 
Curves 1 and 2 in Fig. 1 refer to oxygen and are calculated from (6) using the following data: 1 — W( N.B.), 
W/D(Crompton and Sutton); 2 — W(N.B.), W/D(Rees). The breaks indicate the part of curve 1 derived using 
the extrapolated values of W referred to above*. If the latter curve is accepted in its entirety, then the 
legitimate extrapolation to the thermal speed is a constant cross-section and not, as is . implied by (4), a cross-
section closely proportional to speed. If the broken part of curve 1 is ignored, its remaining part is in good 
agreement with curve 2 and in both curves the cross-section decreases slightly at low speeds.  The  reality of 
this decrease, however, depends on whether it has been introduced by the common factor of the two curves, 
the drift velocity data of N.B. For the range of speeds covered by curve 2 and the solid part of curve 1, the 
linear plot of W against E/p given by N.B. is contained in an area of the published diagram measuring 1.5 cm. 
by 0.8 cm. With no difficulty, and equal justification, the curve of best fit to the few, fairly rough, experiment-
al points in this small area could be re-drawn to change the decrease in cross-section to an increase. Clearly, 
on the evidence presented, little weight can be attached to (4) representing the collision frequency in oxygen at 
thermal energies. 

Recently, Phelps (1964) has derived the cross-sections for nitrogen shown in Fig. 2 to be consistent 
with DC measurements of electron drift velocity, of the ratio of electron diffusion coefficient to electron 
mobility, and of excitation and ionization coefficients. Although the cross-sections yielded by the technique 
used are not unique, they are claimed to be much more accurate than previously available data and to be 
consistent with most of known data. The cross-sections shown for oxygen in the figure have also been derived 
by Phelps using the same technique and are considered by him to be tentative, largely because of the lack of 
consistent experimental data. His assessment is that the cross-sections for oxygen are accurate to within 
± 20 per cent for energies above 0.2 eV but are much less certain, although the best available at present, 
for energies below this value. 

For energies below 0.07  eV the cross-sections for oxygen in Fig. 2 differ markedly both in magnitude 
and in energy dependence from previous estimates made by Phelps and, if correct, would imply that at 
thermal energies in air the A(c) relation is markedly different from that in nitrogen. This is shown by the 
broken curve in the figure, which is calculated for air from the cross-sections for nitrogen and oxygen using 

= 0.8AN2  + 0.2A02  Aair 

Since the calculated cross-section is constant for energies below 0.04 eV, the possible implication with regard 
to current use of the Sen and Wyller magneto-ionic theory is obvious. 

In his assessment of the contribution oxygen makes to the collision cross-section in air, Huxley (1959) 
did not.use the W/D data for oxygen obtained by Crompton and Sutton but compared the cross-sections for 
nitrogen given by the W and W/D data of Crompton and Hall with the cross-sections for air given by the data 
of C.H.S. and N.B. He argued that the trend of the values for air (k 	4) with decreasing values of k required 
the contribution to be negligible when 1 < k < 4 so that in this range 

Aair «e 0. BAN 
 

In order to test this argument we have also shown in Fig. 1 curves of A against C labelled 3 to 7. Of these, 
curves 3 to 5 are calculated from formulae (6) using the following data: 

3. Nitrogen (W, Lowke; W/D, Crompton and Elford) 

4. Air (W, N.B.; W/D, C.H.S.) 

5. Air (W, N.B.; W/D, Bailey) 

The cross-sections for air in curve 6 are calculated using equation (7) and the cross-sections in curves 1 and 
3. The cross-sections in curve 7 are 0.8 times the cross-sections in curve 3 for nitrogen. The parts of 
curves 4 and 6, which depend on extrapolated values of W, are shown as broken lines. 

Curve 4 is seen to converge to curve 7 at low values of e suggesting, as Huxley pointed out, that 
collisions with oxygen make an unimportant contribution to the total cross-section in air at thermal velocities. 
However, 0.2A02  is the difference of two nearly equal large quantities and both of these must be known 

accurately if the trend of this difference is to be estimated with any certainty. The values of k for air 
measured by Bailey differ at most by 16 per cent from those measured by C.H.S., yet a comparison of 
curves 5 and 7 suggests a very different extrapolation of 0.2A0  . Also, the predicted curve 6 for air does 

2 

*Since we are concerned here with unpublished data, it is noted that curve 1 is identical with a curve given by 
Huxley and Crompton (1962). 

(7) 
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not agree perfectly with either of the experimental curves and 5 in the range of r for which there are 
experimental data for oxygen. Since the success of Huxley's extrapolation depends on the accuracy of the W/D 
measurements of C.H.S. when combined with the W measurements of N.B., it is relevant that at E/p equal 
to 0.1, the lowest value of this parameter in the measurements of C. H.S., the value of W/D in the "easy gas" 
nitrogen measured by Crompton and Sutton (1952) at the same time as the measurements of C. H.S. were made 
differs by 18 per cent from the precise value measured by Crompton and Elford (see Table 2, Appendix). 

Mentzoni (1965) and Veatch et al. (1965) have recently used microwave methods to measure the collision 
frequency of thermal electrons in afterglow plasmas in oxygen and have obtained the almost identical results 

y /n(02 ) =  Cu c. c. /sec. 

with C equal to 4.4 x 10 -8  (Mentzoni) and 4.6 X 10 -8  (Veatch et al.), when the electron energy u is expressed 
in eV. These results are in good agreement with (4) and (5). 

Mentzoni measured as a function of pressure the insertion loss and the phase shift at an X-band 
frequency at several temperatures between room temperature and 900 ° K. A power law y a er  was assumed 
in the analysis and his value of 2 for r was obtained from comparisons of data for the different temperatures 
used. 

In the experiments of Veatch et al., the plasma was immersed in a magnetic field and measurements 
were made at a number of pressures of the width of the cyclotron resonance absorption line and of the 
strength of the magnetic field which caused the modulation impressed by a pulsed disturbing wave (5.3 kMc/s) 
on a pulsed wanted wave (5.2 kMc/s) to be zero. The first of these measurements, when interpreted using 
formulae in which the energy dependence of the collision frequency is neglected, gave a value <ii"o* for the 
collision frequency which was lower than the value <y' b > given by the second. Veatch et al. assumed also 
that y c r  and obtained the value of r from a plot e the ratio <v" b >/<y' b> as a function of r calculated 

using factors given by Shkarofsky (1960). For r = 1 (A = const.) and r = 2 (A « c) the calculated ratios are 
0.93 and 0.74 respectively, so that the error in the value deduced for r is proportionately much larger than 
the error in the measured value of the ratio."'" To test their method Veatch et al. measured the collision 
cross-section and its energy dependence in helium and found good agreement with the results of other workers. 

Despite the agreement between their results, the work of Mentzoni and of Veatch et al. has a number of 
unsatisfactory features which make us believe it is not the final answer to the problem of collisions of 
electrons with oxygen in the lower ionosphere. 

In Fig. 1 of his paper, Mentzoni gave plots at three pressures of the variation of the total collision 
frequency (i.e., with ions and with neutral molecules) with time in the afterglow. This figure, which refers 
to a temperature of 894 ° K, is claimed to be typical of what is essentially the raw data, but in it the steady 
state is not attained at one pressure and is only roughly indicated at the other two. Since comparisons of 
steady state values for different temperatures are the basis of Mentzoni's method for determining the value of 
r, the poor quality of the data shown makes us treat his conclusion that r has the value 2 with considerable 
reserve. Mentzoni has also noted that the evidence for this value from data for temperatures below 56 9K is 
not "as conclusive, pointing to possible noticeable contributions from collisions between ions and electrons". 
On this ground alone, the relevance of his result to the lower ionosphere (Tg m, 200° K) is questionable. 

The method used by Veatch et al. is similar in many respects to the method used at the University of 
New England to determine collision frequencies in the nighttime lower ionosphere (see paper 3.2.1). It has 
the advantage over the method used by Mentzoni that the measurements are independent of the electron density 
when the plasma is weakly ionized. This advantage has been appreciated by Veatch et al., but the extremely 
small values of the density required in a cyclotron resonance experiment for this independence to be realized 
(see Smith et al., 1965) does not appear to have been recognized, since observations were made at a fixed 
delay in the afterglow and no attempt seems to have been made to determine whether results for widely different 
delays, and thus for widely different densities of electrons and ions, were consistent. 

Fig. 3 is a reproduction of Fig. 14 in the report of Veatch et al. and shows the line from which they 
have deduced the value of <v”

b >/cdp. Clearly, the slope of this line has a large error and, more seriously, 
the line of best fit to the experimental points does not pass through the origin, as it should. This can mean 
that their observations at a fixed delay may have been biased by some pressure dependent property, e.g. 

* The notation is that used by Veatch et al. 

The method used by Mentzoni to determine the value of r also suffers from a similar difficulty. 
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ionization, of the afterglow. In explanation, Dr. Veatch* has stated that the errors in the points below 4 torr 
are large since at these pressures small variations in the magnetic field due to line voltage fluctuations made 
the half-width of the very narrow resonance difficult to measure. For this reason more weight was given to 
the measurements at the higher pressures. In support of their result for oxygen he has supplied Fig. 4, which 
is explained within the framework of the figure. Unfortunately, while the theoretical curve is stated to be 
normalized to the experimental points, an experimental point at the maximum of the theoretical curve is not 
shown. Also, the theoretical curve seems to have been calculated incorrectly, since it displays a cusp instead 
of a maximum at the gyro-frequency. 

Although extreme care must be exercised if reliable collision frequencies are to be obtained from 
cyclotron resonance experiments in afterglows (Fehsenfeld et al. 1965), the method used by Veatch et al. 
a powerful one and it is to be hoped that the investigation will be continued. 

4. Energy losses in electron collisions 

Electron energy loss in near-thermal collisions in air has been a long-standing problem in radio wave 
Interaction  theory, and many attempts have been made using laboratory data of one kind or another to improve 
our knowledge of this loss. With the use of high disturbing powers at the gyro-frequency by Smith et al. and 
the projected use of high disturbing powers by other groups, energy loss for mean electron energies up to 
about 1 eV has also assumed practical importance. 

The mean energy n lost by an electron in a collision with a gas molecule can be shown to be proportion-
al to W2  (see Healey and Reed). Values of W2  for air at 288 ° K are plotted against k in Fig. 5 using the drift 
velocity data of N.B. in association with each of the three sets of values of k yielded by the measurements of 
W/D listed in Section 2. In the range 10 < k <25 common to these measurements there is good agreement 
between the values of k, and the points in the figure lie on a straight line whose extension intercepts the k-axis 
at the point k = 1. For the corresponding range of mean electron energies we can thus use with some 
confidence for n the Bailey and Martyn formula (1), with G = 1.7 x 10 -3 , the value for the energy loss co-
efficient given by the slope of the line. This result for high electron energies will also apply to collisions in 
the lower ionosphere, since the properties of an electron swarm are independent of the gas temperature, when 
it is a small fraction of the electron temperature (Hall 1955). 

Electron energies in the range we have just considered would require extreme radiated powers to be 
produced in the daytime D region, but almost certainly have already been produced at night near 85 km. by 
the transmitting installation for the gyro-frequency illustrated in paper 3.1.1. Unfortunately, in wave inter-
action experiments at night there appears to be no way of confining the effect observed on the wanted wave to 
that produced in the most strongly heated portion of the disturbed region, and in the analysis it is necessary to 
take into account all electron energies between the maximum and the thermal energy (Smith et al. 1965). In 
the range 6<k -.10 in Fig. 5, the values of k determined by Bailey give points lying on the straight line, 
whereas those determined by C.H.S. give points falling progressively further below it with decreasing k. 
This divergence makes the lowest energy in air to which (1) may be used with G = 1.7 x 10-3  uncertain and 
aggravates the problem in the interpretation of high power wave interaction observations raised by the lack of 
data for lower energies. 

The hypothesis of Bailey and Martyn that ri has the form (1) when the perturbation of the mean electron 
energy is small (U — U 0  <<U0) has been referred to in Section 2. In that section we also mentioned an alternate 
hypothesis due to C.H.S. The latter hypothesis has been revived recently (Benson 1964, Singh 1964), but can 
be disregarded on many grounds, one of which is that the formula, 	(1.1 — U0) 2 , being an even function of 
(U — U0), is in conflict with the Second Law of Thermodynamics (Hibberd 1956, 1965). The points in Fig. 5 
plotted using Bailey's value of k are obviously consistent with the Bailey and Martyn hypothesis and suggest that 
the energy loss coefficient has approximately the same value in a small perturbation as in the large one considered 
above. That such an extrapolation cannot be regarded as justification of the use of (1) in a small perturbation, or, if 
this can be done by other means, as a source of a reliable value for the energy loss coefficient,is shownby Fig.6 in 
which W2  in nitrogen at room temperature is plotted against k for the ranges 1 < k c 5 and 1 k <20. From 
this figure and from theories of energy loss in near-thermal collisions it is clear that when applied to such 
collisions the Bailey and Martyn formula must be regarded only as the first term in a power series expansion 
for n in the neighborhood of Uo . 

When the electrons are drifting with a steady velocity W under a constant electric field E, the power 
supplied to the mean electron is EeW, where e is the electronic charge. This power is lost by collisions and 
we may write 

EeW = (Gv)(U — ti o) 

regarding this equation as defining a quantity (GO. In order to retain the formalism of Bailey and Martyn 

* Private communication 
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we now put 
(Gy) = Gy (9) 

where this relation between (Gy) and the mean collision frequency y defines a dimensionless coefficient G, 
whose value is a function of U and Uo •  When (U — U0) is a small perturbation (i.e., U — IJ0  -‹U0), the 

coefficient can be regarded as a function of U0  only and will be distinguished from the more general G by the 
use of the subscript o. 

In air, if energy loss in collisions with minor constituents is neglected, we have 

G • y 	= G v 	+ G 	 (10) air air 	N N 	0 0 
2 	2 	2 	2 

where on the right hand side each of the v's is the mean number of collisions per second with the subscripted 
molecule. In terms of values at the same mean energy in pure nitrogen and oxygen 

(Gy / 1 'n'air = 0.8 (Gy /n) N  + 0.2 (Gu /n)0  
2 	 2 	 (11) 

where n is the gas particle density. Since k = U/U0, it is easily shown from (8) and (9) that 

Gv /n = 8.0 x 10 - 16  (E/p)W/(k — 1) 	 (12) 

when E/p is in volts/cm.mm  of Hg. 

Using (12) we have plotted in Fig. 7, as a function of mean electron energy in eV, values of Gv/n in 
nitrogen (W, Lowke; k, Crompton and Elford) and alr (W, N.B.; k, Bailey or C.H.S.) at room temperature, 
and values in nitrogen (W, Lowke; k, Warren and Parker) at a temperature of 77.4° K. The curve for air 
labelled 'predicted' has been calculated from (11) using, in the case of oxygen, the data of N.B. (W) and 
Crompton and Sutton (k). In plotting this curve and the curve labelled k(C.H.S.) we have included the extra-
polated values of W discussed in Section 3,but, as in Fig. 1, have shown as a broken line the part of each curve 
derived using these values. 

In nitrogen at 293 ° K the value of Gv /n is seen to increase from 0.77 x 10-11  at the lowest energy of 
measurement (k = 1.042) to a maximum of 0.97 x 10-11  at an energy of about 0.055 eV (k = 1.45). This 
increase at near-thermal energies may be significant, but it is more realistic to attribute it to errors in the 
experimental values of k*. Favoring the maximum value at 293 ° K, and adopting the asymptotic value at 
77.4° K, we find the following values for 'a small perturbation in nitrogen; 

(Gv/n) o = 0.95 x 10-1I  (293 ° K) and 1.5x  10-11  (77.4 ° K) 	(13) 

Here, the subscript o attached to Gv/n has the same significance as in the case of Go . If, further, we 
assume that the relation (2) between AN and c also applies at the temperature of 77.4° K, we obtain for 
nitrogen 2 

Go = 2.2 x  10 	and 1.3 X 10 -2  (77.4 ° K) 	 (14) 

Theoretical formulae for the variation of (Gv/n) 0  in nitrogen with gas temperature have been given by 
Huxley (1959) and by Dalgarno and Moffett (1962). Huxley's formula is semi-empirical and is fitted to the W 
and W/D data of Crompton and Hall. In their calculation of electron collision loss by excitation of rotational 
levels of the nitrogen molecule Dalgarno and Moffett used for its quadrupole moment the value 1.01, which 
Frost and Phelps (1962) have found to be consistent with data from electron swarm experiments. The curve of 
(Gv/n)o as a function of gas temperature given by Dalgarno and Moffett increases monotonically with decreas-
ing temperature from a value of 1.2x  10-H  at 300 ° K to a value of 1.85 x 10- " at 100 ° K. The values given 
by Huxley's formula increase from 1.0 x 10-" at 300° K to a maximum of 1.5 x 10- " at about 150 ° K and 
then decrease to 1.3 x 10- ' 1  at 100° K (see Dalgarno and Moffett). The experimental values (13) give no guide 
as to which of the predicted variations with temperature is the more reliable. 

In the temperature range 150 — 300 ° K the two theoretical formulae for (Gv/n), give curves of similar 
shape. Taking Go  = 2.2 x 10-3  at 293 ° K, the predicted values of Go  in nitrogen at temperatures of 210 ° K, 
190° K and 166° K are 

3.8X  10-3  (210 ° K);  4.4X  10-3 (190 ° K);  5.2X  10-3 (166°K) 	 (15) 

*When k e 1, the term (k — 1) in the denominator of (12) makes exacting demands on the accuracy of the 
value for k. 
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Of these temperatures, the first is approximately the temperature near 70 km. in the lower D region, and 
166 ° K is given in the ARDC (1959) atmospheric tables as the temperature at the mesopause near 85 km., where 
there is a minimum in the temperature. The values of Go  in (15) are in the proportions 1:1.16:1.37. 

In small perturbation wave interaction theory the modulation depth impressed on the wanted wave is 
inversely proportional to the product G o T,. For the three temperatures just considered the predicted values 
of this product are in the proportions 1:1;05:1.08 and thus vary much less with temperature than the predicted 
values of the coefficient Go . 

These theoretical and experimental results for near-thermal energy loss in nitrogen are of direct 
value in the study of radio wave interaction in the ionosphere only if they can be supplemented by quantitative 
data for energy loss in oxygen. Huxley (1959) has proposed that when k < 4 (Tg  = 288° K) the energy loss due 
to excitation of rotational changes in the molecule is roughly equal in oxygen and nitrogen, so that 

(Gv/n) air  e (Gv/n) N2  

As part support of this proposal he pointed out that when k = 4 the value of Gv/n in nitrogen is almost equal to 
the value in air (see Fig. 7, in which the value 4 for k corresponds to the lowest energy in the broken part of 
the curve for air labelled k(C.H.S.)). Dalgarno and Moffett, using the result of Smith and Howard (1950) that 
the quadrupole moment of molecular oxygen is apparently very small, have suggested that rotational energy 
loss in oxygen is negligible and that 

(Gv/n)air 	0.8 (Gv/n) N 	 (17) 
2 

In both (16) and (17) we have omitted from each side of the equation the subscript o. 

If the collision cross-section in oxygen at thermal energies is small compared to the cross-section in 
nitrogen, then (16) would require the value of Go  in air to be about 25 per cent larger than the value in nitrogen 
and (1'7 ) would require the values in the two gases to be about equal. According to the views of Huxley and of 
Dalgarno and Moffett, the value of Go  in air would vary with gas temperature in the same manner as in 
nitrogen. 

It is obvious from Fig. '7 that while the value of Gv/n in air is decreasing fairly rapidly with decreasing 
electron energy, any attempt to connect the experimental values for air to the near-thermal values for nitrogen 
requires guessing the behavior in air over almost a decade of energy. This guesswork is not made easier by 
the marked difference at the lower energies between the two experimental curves for air, and by the equally 
marked difference, except for those parts shown as broken lines, between either of these curves and the pre-
dicted curve. Huxley (1959) has commented that the behavior of electrons in nitrogen, oxygen and air serves 
to illustrate the failure of the method of mixtures in some circumstances and its validity in others, and that 
the use of (11) to calculate energy losses in a mixture such as air from separate data implies the assumption, 
which there is no reason to suppose is valid generally, that for the same mean energy the electrons are dis-
tributed in precisely the same manner in the mixture as in the gases separately. While this is a possible ex-
planation of differences in Fig. 1 and 7 between observed and "methods of mixtures" data, it serves more as a 
reason, while these differences are unreconciled quantitatively, for placing little weight on quantitative infer-
ences, particularly those involving extrapolation, from comparisons of this kind. 

Finally, we note that if the values of k measured by C.H.S. are more accurate than those measured by 
Bailey, then there is the suggestion in Fig. 7 that the value of Gv/n in air could be approximately constant for 
mean electron energies less than about 0.15 eV. In a preliminary analysis of their high power wave interaction 
data, Smith et al. (1965) have found that this hypothesis, in conjunction with the hypothesis A « c and values 
for Go etc. determined from small perturbation wave interaction experiments, gives agreement between the 
theoretical and observed variations of modulation depth with disturbing power and predicts the transient 
characteristics of the electron heating. Whether or not this agreement between theory and observation implies 
the correctness of each of these hypotheses up to electron energies of about this magnitude remains to be 
demonstrated, since it is possible that the same agreement could be achieved by modifying both in a comple-
mentary manner. 

5. Concluding remarks 

Two aspects of the behavior of slow electrons in air have been examined. One is the relation between 
collision cross-section and electron speed, which determines the form of generalized magnetoionic theory 
appropriate to wave propagation in the lower ionosphere, and the other is the energy loss in collisions, which 
is important in the study of radio wave interaction. 
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The generalized magneto-ionic theory of Sen and Wyller (1960) has embodied in it a linear relation 
between cross-section and speed, a behavior for thermal electrons in air that was first proposed as a 
postulate by Crompton et al. in 1953, and was later argued with much greater apparent force by Huxley and 
by Phelps and Pack in 1959, following experimental evidence of a similar behavior in nitrogen. In this paper 
we have made no attempt to assess whether or not a linear relation is the correct relation in air, since the 
laboratory data that we have considered do not, we believe, permit such an assessment. Instead, we have 
given reasons why we regard the assessments of Huxley and of Phelps and Pack with considerable scepticism, 
and have criticized the expression for the collision frequency of thermal electrons in oxygen, which Phelps 
gave in 1960. Recent developments, that have been discussed, are the cross-sections for nitrogen and oxygen 
which Phelps (1964) has derived to be compatible with a wide variety of experimental data and the results of 
Mentzoni (1965) and of Veatch et al. (1965) for the collision frequency of thermal electrons in afterglow plasmas 
in oxygen. Of these developments, the cross-sections for oxygen derived by Phelps contradict his earlier 
expression and imply, with the cross-sections for nitrogen, that the correct behavior for a thermal electron 
in air is a constant cross-section. On the other hand, the results from experiments in afterglows are in 
quantitative agreement with the expression and support the use of a linear relation for electrons in air. Reasons 
have been given why we do not regard the latter results from afterglows as the final answer to the problems of 
the collision frequency and its energy dependence in oxygen. By drawing attention to the present confusion and 
to the dangers confronting research on the lower ionosphere, it is hoped that this paper will stimulate further 
work aimed at providing a sound base for magneto-ionic theory. 

The factor that perhaps has contributed most to the ready acceptance of the linear relation for thermal 
electrons in air is its plausibility. Since four-fifths of air is nitrogen and at high electron energies the 
collision cross-section in oxygen is known to be about two-thirds of the cross-section in nitrogen, it would 
seem a reasonable assumption to make that collisions with nitrogen in air are dominant at thermal energies. 
Such an assumption, however, takes no account of the marked decrease of the cross-section in nitrogen with 
decrease of the electron energy and the low temperatures that exist in the D and lower E regions. These 
circumstances combine to make it possible to postulate any number of "reasonable" cross-sections for thermal 
electrons in oxygen, that cause the relation between cross-section and speed to be different in air and nitrogen 
and, at the same time, do not lead to conflict between collision frequencies for the lower ionosphere from 
aeronomic and radio measurements. The cross-sections for oxygen derived by Phelps (1964) illustrate this 
point and the risk in making the assumption that oxygen is simply a dilutant in air. 

The lack of experimental values of W and W/D in air and oxygen at low electron energies has led to 
widespread use of extrapolation. When the "result" is clearly recognizable as an hypothesis, no objection can 
be taken to the extrapolation, and in many instances, e.g. in the development of the theory of radio wave 
Interaction by Bailey and Martyn, no alternative was possible. When, however, fictitious values of W and 
W/D (or D/g, where p. = W/E) are created by extrapolation and are used in deriving an experimental result, 
many dangers exist, since the implications may not be obvious in the paper and it is often the case that the end 
result only is remembered and quoted. An example of a paper in which extrapolated values of W and D/ i  have 
been used is the important paper of Chanin et al. (1962) on attachment rates of electrons in oxygen. With regard 
to this paper the question may be asked why these values were used in it, if they are unnecessary for the final 
result for thermal electrons. In several places in this paper we have referred to an extrapolated value of W 
in air, noted as such by Crompton, Huxley and Sutton (1953), and three extrapolated values of W in oxygen, 
that were circulated privately by Dr. Crompton. These values should, of course, be ignored, but we have 
been forced to consider them, since they have appeared in the literature on an equal basis with measured 
values. Some idea of the confusion that has resulted from the extrapolated values of W in oxygen can be gained 
from the following extract, under the name of Dr. Elford, from Quarterly Report No. 21, July-September, 1965, 
Ion Diffusion Unit, Research School of Physical Sciences, Institute of Advanced Studies, The Australian 
National University, Canberra: 

"In Q.R. 20 the difficulties involved in extending the range of E/p for which drift velocity data is available 
were discussed .  Further investigation has shown that the present range of E/p, i.e. 0.15 to 20, cannot be 
significantly extended by using the Bradbury-Nielsen Method. A search of the literature, however, has shown 
that the published data is inaccurate and in many cases has been incorrectly plotted in published curves, e.g. 
in the most recent compilation of drift velocity data in 02  by Chanin, Phelps and Biondi (Phys. Rev. 128, 219, 
1962), one curve listed as results by Crompton is fictithius as Crompton has never measured drift velocities 
in oxygen. A curve listed as that of Bradbury has as its reference the 1932 Bradbury measurements in Oa  . 
Not only do the points of the Chanin, Phelps and Biondi paper not agree with the 1932 Bradbury data, the 1937 
data of Bradbury and Nielsen for oxygen is omitted. This later data was taken by a much more accurate method 
than that used in 1932." 

Apart from its relevance to the material in this paper, this extract is interesting in that the values of 
W in oxygen attributed by Chanin et al. to Crompton are the 1937 values of Nielsen and Bradbury, together with 
the extrapolated values which had been circulated privately by Crompton. 

Despite the present confusion about properties of slow electrons in air and oxygen, there would appear 
to be no fundamental reason why this confusion cannot be resolved using present laboratory techniques. The 
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electron swarm experiment has the apparent limitation that reliable measurements of W and W/D in these 
attaching gases cannot be made for electron energies less than about five times the thermal energy. Also, 
there is the difficulty of including generally in the analysis of the data the correct formula, due to Davidson 
(1954), for the drift velocity. Nevertheless, much of the confusion has been caused by reliance on a few old 
and unsubstantiated values of W and W/D in these gases, and there is an urgent need for new data to the lowest 
values of E/p possible with modern techniques. In order that the measurements should serve both to clarify 
the confusion and to have direct application to the ionosphere, they should be «made at room temperature and 
at a temperature 	200 ° K, which can easily be produced by the use of solid carbon dioxide as a refrigerant. 
Measurements at the lower temperature should also be made in nitrogen. 

For data at the thermal energy, the methods used by Veatch et al. to determine collision frequency and 
its energy dependence in afterglows are most promising, and their measurements could easily be supplemented 
by a measurement of the electron relaxation time to yield the value of the energy loss coefficient. The measure-
ments should be made at room temperature and at 200 ° K and should be made in air, nitrogen, and oxygen 
separately, in order that their internal consistency can be checked and comparisons can be made, in the case 
of nitrogen, with results from electron swarm experiments and, in the case of air, with results from experi-
ments on radio wave interaction in the ionosphere. 

Once reliable and consistent results for air are available at the thermal energy and at the low energy 
limit of the swarm experiment, the energy gap should not be too difficult to bridge by means of large perturb-
ation wave interaction experiments made either in the ionosphere or in the laboratory. 
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APPENDIX 

Values of W and k for electrons in air, oxygen and nitrogen 

In the main paper we have referred to and used privately communicated data. Also, in a number of 
the references, the values of W or k as a function of E/p are given in graphical form and are not easily 
recovered. This appendix covers data of both these kinds for electron energies below about 1 eV and includes 
some data tabulated in the original references. The unit of the parameter E/p is volt/cm. mm. of Hg, and a 
Maxwellian distribution is assumed. 

Air (Tg  = 288° K or 293 ° K) 

W (Nielsen and Bradbury 1937): A convenient table is given in Crompton et al. (1953). In their table 
the value at E/p = 0.1 is an extrapolated value. 

k (Bailey 1925): E/p = 0.312 (k = 6.1), 0.442 (7.6), 0.625 (9.9), 0.884 (13.7), 1.25 (18.5), 1.77 (25) 

k (Crompton et al. 1953): See reference. 

k (Rees and Jory 1964): E/p = 0.6 (k = 10.0), 0.7 (11.5), 8.0 (12.7), 1.0 (15.2), 1.20 (17.5), 
1.4 (20.0), 1.6 (22.2), 1.8 (24.3), 2.0 (26.0) 

(See Table III, Quarterly Report No. 12, April - June 1963, Ion Diffusion Unit, Research School of 
Physical Sciences, Institute of Advanced Studies, Australian National University, Canberra. The 
table in this report also contains values of k at E/p = 0.2, 0.3, 0.4 and 0.5, but these have been 
omitted by request. 

Oxygen (Tg  = 288 ° K or 293 °K) 

The values of W and k in the second and third columns of Table 1 were received from Dr. Crompton 
in 1959. At E/p e 0.5, the values of W are those of Nielsen and Bradbury (1937). At E/p = 0.2, 0.3 and 
0.4, the values are the extrapolated values of W discussed in Section 3. For comparison, the values of k 
determined by Rees (1965), although tabulated in his paper, are also given in Table 1. 

TABLE I.  W and k in Oxygen at Room Temperature as a Function of E/p 

	

Wx 10 -5 	 k 	 k 
E/p 	(cm. /sec.) 	(Crompton 	(Rees, 1965) 

& Sutton) 

0.2 	 8.1 	 4.7 
0.3 	10.6 	 6.0 
0.4 	12.8 	 7.1 	 7.45 
0.5 	14.6 	 8.2 	 8.2 
0.6 	16.2 	 9.0 	 8.9 
0.7 	17.7 	 10.0 
0.8 	 18.9 	 10.8 	 10.2 

0.9 	20.2 	 11.6 
1.0 	21.3 	 12.5 	 11.6 

1.2 	23.4 	 14.5 
1.5 	 26.1 	 18.1 	 17.0 

1.8 	28.4 	 22.2 
2.0 	29.8 	 25.5 	 23.8 

Nitrogen 

(Lowke, 1963a): This reference gives values at temperatures of 293 ° K and 77.6 ° K in table form. 

W & k (Crompton and Hall): Their unpublished values of W and k in nitrogen at room temperature were 
received from Dr. Crompton in 1959 and are shown in the second and fourth columns, respectively, 
of Table 2. 

7 3 
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k (Crompton & Elford, T, = 293 ° K): The values attributed in the fifth column of Table 2 to Crompton and 
Elford (1963) have not Ween read off their graph, but have been obtained from Table 2, Quarterly Report 
No. 19, January - March 1965, Ion Diffusion Unit, where they are referred to as the values plotted in 
the graph. The values in the sixth column under Crompton and Elford have been obtained from the same 
table and represent their latest determinations of k. Since Crompton and Elford have been continually 
refining their experimental techniques, we have used these values instead of the values in the fifth 
column. Table 2 also contains for comparison the values of k of Crompton and Sutton (1952). 

k (Warren and Parker, 1962; Tg  = 77.4 ° K): This reference gives in graphical form D/p, vs. E/p300 , 

where p. = W/E and p 300  is the pressure exerted at a temperature of 300 ° K by the same number 
density of molecules. Tables of D/gi at odd values of E/p 300  are given in Scientific Paper 62 - 908 - 

113 - P6, June 4, 1962, Westinghouse Research Laboratories, Pittsburgh, and from these tables, by 
averaging "inner ratio" and "outer ratio" values of D/p, we have derived the following values for k at 
(E/p) values standardized to a temperature of 293 ° K: (E/p) 293  = 0.004 (k = 1.110), 0.006 (1.23), 

0.008 (1.37), 0.01 (1.52), 0.02 (2.46), 0.03 (3.6), 0.04 (4.8), 0.06 (7.8), 0.08 (11.0), 0.1 (14.0), 
0.2 (27.0), 0.4 (49), 0.6 (68), 0.8 (80). 

TABLE 2. W (Crompton and Hall) and k in Nitrogen at Room Temperature as a Function of E/p 

vlx le 
(cm. /sec.) 	 k 

Crompton 	Crompton 	Crompton 	Crompton & Elford 
Crompton & Hall 	8E Sutton 	& Hall 	& Elford 	(Quarterly Report No. 19 

(1952) 	 (1953) 	 Ion Diffusion Unit) 

	

0.006 	 1.027 	 1.042 

	

0.008 	 1.050 	 1.069 

	

0.01 	 1.09 	 1.079 	 1.098 

	

0.015 	 1.60 	 1.169 	 1.188 

	

0.02 	 1.90 	 1.29 	 1.284 	 1.298 

	

0.025 	 1.413 	 1.424 

	

0.03 	 2.32 	 1.56 	 1.554 	 1.564 

	

0.04 	 2.62 	 1.87 	 1.872 	 1.877 

	

0.05 	 2.73 	 3.1 	 2.20 	 2.23 	 2.224 

	

0.06 	 2.84 	 2.56 	 2.60 	 2.592 

	

0.07 	 2.94 	 2.90 	 2.98 	 2.972 

	

0.08 	 3.02 	 3.26 	 3.36 	 3.347 

	

0.09 	 3.08 	 3.65 	 3.74 	 3.720 

	

0.10 	 3.14 	 4.8 	 4.00 	 4.10 	 4.076 

	

0.15 	 5.75 	 5.713 

	

0.20 	 3.75 	 8.0 	 7.13 	 7.25 	 7.196 

	

0.3 	 4.2 	 10.9 	 9.90 	10.12 	 10.09 

	

0.4 	 4.8 	 13.6 	12.7 	 12.96 	 12.91 

	

0.5 	 5.3 	 16.2 	15.2 	 15.56 	 15.54 

	

0.6 	 5.8 	 18.3 	17.5 	 17.80 	 17.80 

	

0.7 	 6.3 	 20.2 	19.5 	 19.70 	 19.75 

	

0.8 	 6.9 	 22.1 	21.0 	 21.4 	 21.42 

	

0.9 	 7.4 	 23.4 	22.3 	 22.9 	 22.82 

	

1.0 	 7.9 	 24.7 	23.8 	 24.1 	 24.10 

	

1.5 	 10.5 	 29.3 	28.5 	 28.7 	 28.60 

	

2.0 	 12.9 	 32.9 	31.6 	 31.7 	 31.64 

k 
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Fig. I. Variation of X with "E in air, nitrogen, 
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Fig. 5. W 2  as a function of k in air at room 

temperature. (W -- Nielsen and Bradbury; 

k 	+ Bailey, x Crompton, Huxley and Sutton, 

• Rees and Jory) 
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Fig. 6. W 2  as a function of k in nitrogen at a 
temperature of 293 °K (W-- Lowke; k -- 

Cromp  ton and Elford). 

The experimental points for the range 1<k <5 
have been omitted from the curve shown for the  
range 1 <k <20. For the latter range of k, use 

the larger values of W 2 . 
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Discussion on Paper 1.6 presented by R.A. Smith 

Waynick: I think Dr. Smith will permit me to mention that L.G.H. Huxley has been a close friend of mine 
for approximately 30 years, and he has continually pointed out the complexity and great difficulty in con-
ducting these experiments in the laboratory at the very low energy levels involved. 

Smith: I fully agree that they have carried the drift velocity measurements to the limit. But there are 
these newer methods of wave interaction which I think can solve the problem if somebody will do it. 

Dalgarno: There is a general theoretical statement that one can make as to what the variation of the 

velocity really is. In the case of elastic scattering, the momentum cross-section of the electrons by an 

atom or molecule, q, is given by 

q  = A  + aC + pc log C  +y  C 2  + 	 

and it is only valid in the limit of low velocities, but it probably covers the range of D region temperatures. 

I have no idea what values these parameters have, of course, but the general structural form of the cross-

section is undoubtedly of this kind, and due to some chance cancellation in nitrogen it does happen, 
apparently, that all these terms become unimportant and A is nearly zero; you get a cross-section which 
is nearly proportional to C and the beta and gamma terms seem to cancel each other. It is remarkable, but 
it happens to work. It can be shown quite generally that A can be positive or negative. One might expect 
it to be close to zero. It would be surprising, on the grounds of probability, if this were nearly zero for 

both N2 and 02' so one would expect that as you go down to the low velocities the 02  cross-section would 

approach a constant and it would, therefore, be larger than the N 2  cross-section which is approaching to 

zero. Strictly, A is not zero for N2  because you can fit Phelps' data and Huxley's and Crompton's data 

by the general expression, and you find that A is not quite zero. The cross-section does not come down 

to the origin as their formulae imply. 

Another point is that this expression is the first term in a Taylor series expansion, so it is 

necessarily true if you go near enough to zero. 

Smith: Many of the results for oxygen which have been put in graphical form by Shkarofsky et al. show 

that some cross-sections increase and some attributed to the Ramsauer method decrease. If you take your 

pick, you can get any variation you like. 

Narasinga Rao: Would you comment on some of the laboratory observations and the factors that distinguish 

these methods from your methods? 

Smith: I don't feel competent to comment on the Mentzoni results because he does not give enough data to 

assess his work. The trouble, however, in their gyro interaction methods is that the theory is independent 

of electron density only if the electron density is very small. What they did was to measure the resonance 

width, and the conditions when _ K1 d =0.  The theory they use is independent of N, but what they do 
N (iv 

not realize is how low N must be. The formula for the absorption of an extraordinary mode gyro wave 

shows that the conductivity is proportional to N at very low electron densities; however, the electron 

density must be remarkably low for this approximation to be applicable. For example, the electron density 

must be of the order of 50 electrons per c.c. or less for a 1.5 Mc,/s gyro wave. The maximum absorption of 

the gyro wave does not occur at the gyro frequency except when the electron density is low, and that 

means you must have virtually N ->0. I have nothing against their method if they demonstrate that the 

electron density is sufficiently low. If this is demonstrated and I criticize their method then I am critic-

izing my own work. 

Narasinga Rao: Is it not true that in their method they go to extremely high frequencies, into the microwave 
region, and the value of X = —re° 	is very small. 

(02 
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Smith: Yes, but their degree of ionization is less than 10 -4 . What they should have is less than 10-7  or 
10 -8. On the figures presented in their report they could well have had too many electrons. 

I think the method will provide the answers but what I am suggesting is that they should apply 
wave interaction techniques as used in the ionosphere to extend their measurements by another few milli-
seconds. If they plotted results as a function of time and got the same answers at 800 microsec. delay and 
5 millisec. delay, then I would accept them implicitly. 

Narasinga Rao: Unfortunately, at such delay times in the afterglow, the microwave method completely fails 
because of the fact that the densities are very low. 

Smith: This is the case using their simple equipment. However, sophisticated equipment using Fejer 
techniques could extend the sensitivity by a factor of 1000 and greatly extend the useful delay times. 

Narasinga Rao: I do not want to keep arguing this point in their defence, but I do not think there is any 
necessity to go to such delay times in the afterglow when the important parameter there is probably the ratio 
ej_p_2 

and not necessarily the time in the afterglow. 

Smith: Well, there is the fundamental flaw that this approximation only holds when the electron density is 

extremely low. I suggest to them that they take measurements at 2 or more delays and then if they get the 
same answer I'll believe them. If they do not do that then their work is under a cloud. The obvious thing 

to do is to take measurements at two delays and see if you in fact can verify the hypothesis in your theory 

that the measurements are independent of N. 

c,2 

L.  
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1.7 THE ELECTRON DISTRIBUTION AND COLLISION FREQUENCY HEIGHT PROFILE 
FOR THE LOWER PART OF THE IONOSPHERE (THE D AND LOWER E REGIONS) 

A REVIEW OF OBSERVATIONAL DATA 

by 

J.S. Belrose and I.A.  Boume  

Radio Physics Laboratory 

Defence Research Telecommunications Establishment 

Ottawa, Ontario, Canada 

1. Introduction 

Several recent reviews (e.g., Belrose 1964, 1965; Aikin 1965, Whitten and Poppoff 1965, 
Ivanov-Kholodnyy 1964, Knecht 1963, and Holt and Landmark 1964) have summarized present knowl-
edge of the distribution of electron number densities and collision frequencies in the lower 
ionosphere (the D and lower E regions) during disturbed and undisturbed times. 

During the intervening years many additional profiles have been published and much un-
published data have been accumulated. The dissemination of this information was one of the 
main aims of this conference. Only profiles which have been determined with reasonable cer-
tainty are included in this review, but it must be admitted that the reliability of data is 
difficult to assess and different authors might have different views. Ratcliffe and Weeks 
(1960) have noted that conclusions derived from observational data on electron distribution 
and collision frequency are frequently based on a great number of assumptions. A knowledge of 
the reliability of the deduced ionospheric parameters is of prime importance, for although 

several theoretical models of the D region have been suggested none are fully consistent with 

experimentally derived parameters. 

2. Collision Frequencies 

Collisions between electrons and neutral molecules are of great importance to some 

aspects of radio wave propagation, particularly for the role they play in the attenuation of 
radio waves. The collision frequency height profile may be estimated from laboratory studies 

of the mobility of electrons in atmospheric gases, in combination with rocket-borne measure-

ments of atmospheric temperature and number density (or pressure); or it may be determined 

quite independently from an analysis of radio wave propagation data. The appropriate analysis 

in the latter case is far more complex than had been first thought, but the theory now appears 

to be adequately developed (Sen and Wyller 1960, Shkarofsky 1961). As a result of the work of 
Crompton et al.(1953), Huxley (1959), and Phelps and Pack (1959), it became necessary to 

change the old concepts of collision frequency; these laboratory studies revealed that the 

collision frequency of low energy electrons in molecular nirogen was proportioned to the 
energy of the electron. Earlier, when the Appleton-Hartree formulas were derived, it was be-

lieved that the collision cross-section was inversely proportional to velocity and the value 

of y obtained was independent of electron energy. Thus our concepts of collision frequency 
have changed drastically during the past 5 years. 

Also there is much recent evidence.(both in radio and meteorological pressure data) to 
establish that the collision frequency height profile is not invariant, but changes with 
season, latitude, possibly time of day, and, at least in the E region, with solar activity; 
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there is also evidence of day-to-day changes, especially in winter months at high latitudes. 
The reported dependence of collision frequency on solar activity (Schlapp 1959, Beynon and 
Jones 1965) requires that the electron temperature, Te, and the neutral gas temperature, Tn, 
be different, since there is no evidence that neutral gas temperatures in the E region change 
by the required amount over the epoch of the solar cycle. The suggestion that electron and 
gas temperatures in the E region can be different is not accepted by all workers (cf. Dalgarno 
Paper 1.5) although there is some evidence derived from incoherent scatter radars that Te/Ti 
=1.5* in the E region (LaLonde Paper 2.5). These results are however inconsistent with results 
derived by other workers using the incoherent scatter radars (Perkins 1966), but doing a dif-
ferent experiment. Whether Te/Ti is different from unity in the E region seems to be yet 
unresolved. 

Collision frequency height profiles calculated from average rocket pressure data, using 
the formula 

—d m = 1.04 x 10
8 

p(mm.Hg) sec. 

for 30°N, 45°N, and 60 °N are compared with various radio data in Figs. 1 to 3. This formula 
was given by Phelps (1960), and while it differs from others derived from experimental measure-
ments made only in nitrogen gas, it is probably reasonably accurate, particularly since van 
Lint et al. have revised their collision frequency value for 02 upward by almost a factor of 
two (Phelps 1962). 

The radio data employed in these investigations have taken into account recent revisions 
in the theoretical analysis of radio wave propagation, i.e., the generalized magnetoionic 
theory (Sen and Wyller 1960). In Fig. 1 the results obtained by Smith et al. (1965) have been 
measured at Armidale by a gyrofrequency radio wave pulse experiment; the extraordinary made 
gyro wave was used to disturb the ionosphere, thus localizing the height range where heating 
occurs, and the transferred modulation on . two probing waves was observed. The result at 70 km. 
was determined from daytime observations, the result at 85 km. from nighttime observations. 
In Fig. 2 the results obtained by Schlapp (1959) have been measured at Cambridge by the E 
region group retardation method (Appleton 1935). The single value at 61 km. reported by Aikin 
et al. (1964) has been determined from a rocket experiment at Wallops Island, where a Faraday 
rotation experiment at 3 MHz.was used to examine the quiet D region. The value corresponds to 
a critical propagation condition at a height where there was reversal in the sense of rotation 
of the plane of polarization. The results attributed to Belrose have been reported by Belrose 
and Burke (1964), and were determined by the partial reflection experiment at Ottawa. The 
dashed curve labelled Curve 1 has been calculated by using the formula noted above and the 
COSPAR International Reference Atmosphere (CIRA 1961). It is included for reference, as this 
curve has been frequently used to determine electron density data from the DRTE partial re-
flection measurements. In Fig. 3 results obtained by Kane (1961) have been measured by a 
rocket propagation experiment at Fort Churchill during polar cap absorption events. The results 
of Jespersen et al. (1963) have been measured by a rocket-borne multifrequency experiment 
which measured differential absorption,  differential phase, and ionospheric attenuation 
during auroral absorption events. 

The collision frequency during disturbed and undisturbed times seems to be the same. It 
appears that there is substantial agreement between values deduced from the various methods. How-
ever, a period of consolidation still lies ahead as the laboratory measurements are extended to 
various species of neutral molecules and ionospheric observations are taken over a broader 
range of conditions. The data are limited in their geographic extent, and there is a need for 
measurement of rocket pressure data or collision frequencies at latitudes higher than 60°N. 

3. The E Layer at Night 

There is little information about the E layer at night because its penetration frequency 
lies below the working range of most ionosondes. The most extensive data which show the fine 
scale irregularity of the nocturnal E layer are the rocket-borne Langmuir probe measurements 
by Smith (1965a, b), some of which are illustrated in Fig. 4. It is noted that the electron 
densities increase from about 10 2/c.c. at 80 km. to 10 4/c.c. at 100 km., and decrease above 
this height reaching a minimum between 120 - 140 km. 

he  positive ion temperature, Ti, has not been studied, but there seems to be little doubt 
that Tn and Ti are equal in the E region. 
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The data are too few to establish seasonal, latitudinal or sunspot cycle changes, but a 
long series of long wave propagation observations have been carried  out  through one or more 
solar cycles, and these data reveal certain characteristics which can be interpreted on a 
consistent basis. For example, steeply incident radio waves at 16 kHz.appear to be more 
strongly reflected at sunspot maximum than at sunspot minimum, whereas at 245  kHz. the reverse 
is true. We would expect increased attenuation of medium frequencies in sunspot maximum years, 
since increases in absorption, lasting a night or two, have been shown to follow large geo-
magnetic storms (Lauter and Springer 1952, Belrose 1958), but the mean amplitudes are still 
less in sunspot maximum years even if one attempts to remove obviously disturbed days. 

A second effect referred to in the literature as the "breaking of the nocturnal E region" 
is observed to be associated with magnetic storms during which frequencies of about 150 kHz, 
normally reflected from heights of 90-120 km. are occasionally returned from much higher 
heights, near 120-150 km. (Watts and Brown 1951, Linguist 1953). 

The data in Fig. 5 reveal some interesting facts about seasonal and diurnal changes. 
The monthly mean "phase height" of reflection of 15  kHz.  waves steeply reflected from the 
ionosphere (Rugby-Cambridge) for July and December 1954 and 1955 are plotted against cos x, 
the cosine of the solar zenith angle. This "phase height" variation probably indicates the 
variation of the level where the electron density is about 300/c.c. In July the phase 
heights for the same range of zenith angles are greater than in December. The regular  vari- 
ation  throughout the night is the feature to note in the present discussion. The maximum phase 
height is reached about one hour after local apparent midnight, and the phase height then 
slowly decreases until a rapid decrease begins a few minutes before sunrise. This is evidence 
for a nocturnal production of ionization which is solar controlled, being minimum at local 
apparent midnight. The fact that the maximum phase heights are not reached until one hour 

afterwards is taken to be due to the "sluggishness" of the ionosphere, since a recombination 
coefficient in the expression T = 1/2 a N of -  5 x 10-7/c.c./sec. can account for the delay. 

The seasonal change of the midnight phase heights is shown in more detail in Fig. 6. 
Minimum phase heights (middle curve in the figure) are reached in midwinter; this fact, 
together with the discussion in the paragraph above, is taken as evidence for the nocturnal 
production being larger in winter (or the electron loss rates are smaller) than in summer. 
The midsummer phase heights are less than those in April and August, and might be explained 
by light scattered around the edge 8f the solid earth, since ionization changes, albeit small, 
can be detected as early as x .., 110 . 

4. The Electron Content of the Daytime Lower Ionosphere 

4.1 The Background Electron Distribution 

Electron density height profiles for the undisturbed lower ionosphere measured by 
various techniques (see Table 1) are given in Fig. 7. While the major differences between 
the various curves is undoubtedly due to changes of location time and solar conditions, the 

existence of observational errors should not be neglected. Curve 1 (in two parts) was obtain-
ed by the partial reflection experimental technique; curves 3 and 9 were obtained by rocket-
borne Langmuir probes; curves 4, 5, 8, 10 and 11 by rocket-borne radio wave propagation experi-
ments that employed HF transmissions between the rocket and the ground facilities; curves 12 
and 13 by rocket-borne radio wave propagation experiments that employed LF transmissions 
between the ground and rocket. Curve 6 was determined by a cross-modulation experiment; 
curve 7 was derived from ionosonde data and does not extend below the E region, a limitation 
of this technique. Curve 2 is a theoretical distribution calculated for a quiet sun at a low 
zenith angle (by Aikin 1963), although in the light of what has been said at this conference 
concerning the uncertainties in theoretically calculating electron density profiles, we are ' 
not sure what Dr. Aikin would have calculated today. 

The figure also shows two electron density profiles representative of the nighttime E 
region at middle latitudes, which are included to show more clearly the diurnal change. 

Some general features of the daytime D region can be seen in several of the curves in 
Fig. 7; these are probably best defined by the curves 1 and 2 which show three "ledges" of 
ionization: (1) the base of the E layer at about 80 - 85 km.; (2) the D layer which reaches 

96413-7 
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a quasi-peak in the height range 75 - 80 km.; (3) a distinct region below about 70 km. which 
has been designated the C layer. Since the ledges exhibit quite different diurnal patterns 
and are ascribed to different ionization mechanisms, as we shall see later in this paper and 
in this conference (see e.g., Smith Paper 3.2.4), they are quite properly called "layers". 

4.2 Seasonal Changes in D-region Ionization 

Only a few attempts have been made to measure the seasonal changes in electron concen-
tration in the D region. One set of measurements obtained by the partial reflection experiment 
at Ottawa is shown in Fig. 8. The data are winter (Dec. 1961), spring equinox (Mar. 1962), 
and summer (June 1962). It is clearly evident that there is much greater variability during 
winter than during summer; the winter variability is thought to be due to circulation changes 
in the mesosphere. Only in winter months is the C layer clearly observable, in summer it merges 
with the overlying D layer. The dashed and solid portions of the curves correspond to different 
analysis of the data (see Belrose and Burke 1964). 

Data taken on five magnetically quiet days in each month from November 1961 to October 
1962 were averaged and plotted in Fig. 9. The winter curve is the average for Nov., Dec. and 
Jan.; the summer curve is the average for June, July and August; March and September are 
plotted separately.  Mile a different method of averaging of winter data has subsequently 
been used (see Relrose et al. Paper 2.3.2), Fig. 9 is included in this paper because it shows 
the very marked seasonal asymmetry in the D region: note that the September curve nearly 
resembles a summer month, whereas the March curve lies between winter and summer. This seasonal 
asymmetry is clearly seen in the midday reflection height of VLF radio curves steeply reflec-
ted from the ionosphere (top curve in Fig. 6), and has been previously referred to in the 
literature as "the November effect". The averaged data for three summer months (June, July, 
August 1962) and four winter months (November 1961 and 1962, December 1961, and January 1962) 
are shown in Fig. 10. The summer data show little variation from month to month, whereas the 
winter data show a considerable change. The minimum ionization densities are found in 
December. 

The electron density height profiles in Fig. 11 have been deduced from an analysis of 
long wave propagation data. Curves 1, 2, 3 and 4 are from Krasnushkin and Kolesnikov (1962) 
and are for night, midday winter and summer at middle latitudes, and midday at equatorial 
latitudes respectively during sunspot maximum years. The profiles illustrate a disappearance 
of the C layer at equatorial latitudes, and suggest that at middle latitudes the electron 
densities in the C layer do not change with season. Curves 5, 6 and 7 are from Deeks (1966) 
and are for midday in winter, equinox, and summer at middle latitudes during sunspot minimum 
years. While there is a general agreement between the two sets of profiles there are important 
differences, e.g., Deeks' profiles predict a minimum between the lower C layer and the upper 
D layer, whereas in the Krasnushkin and Kolesnikov profiles the C and D layers partially over-
lap, the degree of overlapping varying with season. In winter, owing to the high altitude of 
the position of the D layer, the C layer is almost exposed. This feature, at least, is 
common with the electron density profiles over Ottawa measured by the method of partial 
reflection. 

The general features of the curves in Fig. 11 change with the epoch of the solar cycle 
and latitude as expected: that is, the C layer is greatest at sunspot minimum (galactic 
cosmic rays are more intense during sunspot minimum years), whereas the D layer is greatest 
at sunspot maximum (the contribution to D-layer ionization by solar xrays would be expected 
to be greatest in sunspot maximum years); and the C layer is weakest (not there at all) at 
equatorial latitudes. 

4.3 Diurnal Changes in Electron Distribution 

Only a few attempts have been made to measure diurnal changes in electron concentration 
in the D region, and these in general were concerned with changes which occur after sunrise 
(e.g., Fejer and Vice (1961), Barrington et al. 1963, Nesterov and Serafimov 1964). The changes 
which occur during the twilight periods are of considerable importance, since they could 
provide some clue about the ionization processes responsible for the various layers (C, D and 
E layers). 
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The results presented in Fig. 12 show a series of measurements made by rocket-borne 
Langmuir probes for solar angles of 108 ° , 96 0  and 85 0 , which reveal a rather startling feature 
of the D-region ionization change over dawn. The profiles were obtained from a nose-tip 
Langmuir probe and although electron density is indicated the experiment measures probe 
current. The probe current is directly proportional to electron density for heights greater 
than about 85 km., but interpretation of probe currents in terms of electron densities can be 
considerably in error at low heights. All ascent profiles are shown, except for curve 3, 
which is a descent profile included because it showed considerable departure from the ascent 
profile (curve 2). The D region was fully illuminated by the visible part of the solar 
spectrum at the times of the last two rocket launches. The profiles show however that there 
was no increase in electron density at the time of the ascent profile, for which the solar 
zenith angle at the rocket was 95.8 ° . The profile obtained on the descent of the rocket 
(x = 94.1 0 ), shows the initial development of the C layer, which is well developed on the 
final rocket flight (curve 4). The electron density peak at 65 km. for this latter profile 
was estimated to be about 25/c.c. from a propagation experiment aboard the rocket. 

It was concluded from comparison of these profiles that the increase of electron den-
sity in the D region begins when it is illuminated by radiation not from the visible part of 
the solar spectrum but from that part of the spectrum absorbed by the ozone layer. The wave 
lengths responsible for photo-detachment in the D region were therefore estimated to fall 
within the range 1800 to 2900 74 since shorter wave lengths are absorbed higher in atmosphere 
while the longer wave lengths penetrate the ozone layer. 

The suggested onset of sudden changes in the D-region ionization near x 95
0 
 is 

rather startling, and not entirely in accord with low frequency propagation data, which show 
that while there are noticeable features near x 95 0 , signigicant changes occur very much 
earlier, near x > 100 ° . 

There seems to be little doubt, at least at middle latitudes, that the D-region ioni-
zation contains two layers, the D an g C layers, which have quite different diurnal variations. 
The C layer develops at dawn (x > 98 ) whereas the D-layer ionization is not significant 
until quite near ground sunrise (x = 90 °  50'). The daytime structural changes in the D-region 
ionization are largely a filling in of the ionization between the base of the D layer and the 
C-layer peak; the regular change of this ionization can be seen from the diurnal change of 
the phase height of reflection of VLF radio waves steeply reflected from the ionosphere. 

The phase height of reflection of VLF radio waves steeply reflected from the ionosphere 
closely follows changes of the zenith angle of the sun, and departures from symmetry about 
the time of local noon are unmeasurably small in summer. In winter there is a more marked 
asymmetry, as is illustrated in Fig. 5. The seasonal change of this asymmetry is illustrated 
in a different way in the bottom curve of Fig. 6, which shows the time delay after sunset 
required for the phase height to attain the value that it had at sunrise. The delay is 
negligibly small in summer months and about 11/2 hours in winter months. 

4.4 D-region Ionization and Solar Activity 

Except for the results shown in Fig. 11, most of the data summarized in this paper 
have been taken during the minimum epoch of the solar cycle. Indirect observations have, 
however, been carried through one or more solar cycles. For example, steeply incident radio 
waves at 16 kHz. appear to be more strongly reflected at sunspot maximum (by about 3 db) and 
the "phase height" of reflection is lower (by about 2 km.) than at sunspot minimum, whereas 
at 245 kHz. the reverse is true (the change being as large as 6 db). The stronger reflection 
of 16 kHz. waves can be attributed to an increased electron density gradient, while the de-
creased strength of the 245 kHz, return could result from increased absorption and increased 
electron content below the E layer. Several unexplained features have also been revealed, 
such as a maximizing of the absorption when the solar zenith angle is 70° , and a disappear- 
ance of the solar cycle variation at 245 kHz, during summer months. Monthly median values of 
the logarithm of the reflection coefficient are closely correlated to sunspot number R at 245 
kHz., but the linear relation holds only up to R = 150 when a "saturation effect" sets in. 
A similar behavior is found in the case of HF absorption. 
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4.5 D-region Meteorology 

We have already noted that measurements of electron densities in the D region indicate 
great regularity from day-to-day in summer and great irregularity from day-to-day in winter. 
In addition, seasonal changes are not symmetrical in their variation with the zenith angle of 
the sun. The winter irregularity and the seasonal asymmetry are likely to be related to 
meteorological effects in the D region rather than to variations in the ionizing radiations 
from the sun. 

On some days in winter, marked increases in ionization are observed throughout the D 
region. This results in a marked increase in absorption of high frequency radio waves re-
flected at higher levels, to the point where a statistically significant winter anomaly is 
recognized. This little-understood phenomena (Belrose et al. 1966) has long been thought due 
to some sort of atmospheric meteorology (Dieminger 1952, 1955); on one occasion at least 
(Wexler 1956) the anomaly coincided with a drastic increase in the temperature of the strato-
sphere. Although no satisfactory explanation of it exists, the effect might be due to changes 
in the minor ionizable constituents of the lower D region, although the height where the ioni-
zation changes occur is not well established. The observational data of Gnanalingan and 
Weekes (1955) suggested sporadic increases of D-region ionization at heights near 85 km., 
whereas the "winter variability" discussed by Belrose et al. (1966) was concerned with heights 
below 80 km. It would thus appear that electron density increases can take place in both 
height regions and, on the basis of HF (2 MHz.) radio wave absorption alone, the height where 
the electron density increased cannot be located with certainty. There also seems to be 
some difficulty in recognizing a winter day of anomalous absorption. For example, a large 
absorption increase in February 1961 (see Belrose 1963, 1965 and Fig. 13) which did not appear 
to be connected with electron precipitation, and was therefore labelled a winter day of 
anomalous absorption, was associated with great absorption of 2.66 MHz. waves (up to and greater 
than 80 db over normal) and was primarily due to ionization changes below 80 km. It has 
since been realized that this period of excess absorption was also detected in Europe 
(Schwentek 1965), a fact which makes positive identification of the phenomenon difficult 
because one of the reasons for associating the winter anomaly with meteorological changes in 
the D region was the fact that HF absorption changes correlated over distance up to about 
1000 km., but the correlation was poor or non-existent for greater distances. 

The winter variability is briefly discussed elsewhere in these proceedings (cf. Paper 
2.3.2 and Paper 6.5). 

5. Electron Density  Distributions at times of 
Ionospheric Disturbances (SID, PCA and AA) 

Electron density changes by one or more orders of magnitude occur at times of iono-
spheric disturbances. The change which occurred during an SID associated with a class 2+ 
solar flare on 1 March, 1962, is given in Fig. 14. This profile was measured by the partial 
reflection experiment. The absorption recorded by a 30 MHz. riometer was about 1.2 db, which 
is a typical magnitude for a moderately large SID, but riometer absorption can amount to 3 
db for large events, and 10 db occasionally. 

Electron density profiles during PCA are given in Fig. 15. The numbers on the curves 
give the absorption measured by a 30 MHz. riometer, a 3 db event being the largest absorption 
for which a profile has been determined. Since PCA absorptions on occasion can reach 20 - 30 
db, the electron density enhancements at low heights must be considerable at these times. 
The dashed extension of the curve labelled normal midday summer profile is an average profile 
(Knecht 1963) where some dozen or so results were averaged (some of which were given in Fig. 7). 
It is intended to illustrate that the main electron density enhancement occurs at low heights. 

Fig. 16 gives electron density height profiles during auroral absorption events. The 
profiles show a marked difference between day and night results, although,there is also a 
difference in the magnitude of the absorption. Although nighttime absorptions can be as large 
as daytime events, there is indirect evidence (Belrose 1965) based on LF propagation which 
suggests that eveh for large nighttime events the electron density profiles do not extend 
below about 70 km. The difference is thought due, at least in part, to the importance of 
photodetachment from negative ions during daytime. Since the largest absorption event for 
which data have been obtained is 4.2 db, and since 10 db absorption events can occur during 
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the night as well as during the day, there is a need to measure profiles during large disturb-
ances - especially during the night - because at the heights where the nighttime ionization 
increase is thought to occur, the electron enhancements for a large absorption event must be 
very great because of the small collision frequencies. 

One of the profiles in Fig. 16 was measured at a time when there was no auroral ab-
sorption detected by a 30 MHz.riometer (labelled A (0 db)). If these electron densities are 
compared with those measured at middle latitudes (see Fig. 4), it will be found that they are 
much greater. This difference is later redressed (in Paper 2.3.2) where it is suggested that 
nighttime ionization at auroral latitudes is strongly dominated by ionizing energetic electrons, 
and that weak electron fluxes probably result in enhancement of the nighttime electron 
densities even during so-called quiet times. This point is also made by Haug in Paper 2.3.1. 

6. Conclusions 

This paper has reviewed the observational data concerning the distribution of electron 
number densities and collision frequencies in the lower ionosphere. The following conclusions 
can be drawn: 
(1) The collision frequencies (or pressures) in the lower ionosphere change with season and 
latitude; the greatest seasonal change occurs at high latitudes, where day-to-day changes as 
large as a factor of two can take place in winter. There is some evidence that diurnal pressure 
changes occur, being most pronounced at some heights (Whitehead et al. 1965), but a diurnal 
change in collision frequency has not been detected. There is also evidence that collision 
frequencies in the E layer change with solar activity. There is no evidence for collision 
frequency changes during particle bombardment of the lower ionosphere (auroral disturbances) 
or during sudden ionospheric disturbances, although short-lived effects could have occurred 
and been missed. 

(2) The magnitude of the electron density and its variation with height is roughly known, 
during disturbed and undisturbed times, but superimposed on a general increase with height 
are important structural features which are currently receiving greater attention. New and 
previously unavailable results, presented at this conference, have detailed the general vari-
ation of the electron density distribution at dawn. If future experiments are to make signi-
ficant contributions to our knowledge of electron production and loss, they should be capable 
of measuring the electron number density distribution with accuracy and be designed to study 
diurnal and seasonal changes at various latitudes. There are no measurements of the electron 
density below the 60 km. level under quiet conditions, since various experimental techniques 
rapidly lose sensitivity at lower heights. The variation of the electron density with height 
below the 60 km. level is consequently open to speculation. 

(3) There is evidence in some profiles for a deep minimum in electron density at a height of 
about 82 km. 

(4) The majority of the observational data summarized in this paper were made during quiet 
sun years. Experimental studies of the lower ionosphere should continue to be made during 
the next several years to more clearly delineate changes with solar activity. The association 
between magnetic activity and D-region electron densities observed at Ottawa (and discussed 

in Paper 2.3.2) suggest that significant changes can be expected at high magnetic latitudes. 

(5) The nighttime electron density profile is very irregular, especially above a height of 
about 100 km. Some of the nocturnal sporadic E (or thin layer) structure has a fairly long 
lifetime, of the order of hours (see the thin layer in the 110 - 120 km. height range in Fig. 

12 which can be recognized even after sunrise). There is some evidence that on some days 
there is structure below 85 km. (i.e., not merely an exponential increase of electron density 
with height). 

(6) Nighttime electron density values in the height range 85 - 100 km. in auroral latitudes 
can be as large as during the daytime, even on so-called undisturbed nights (i.e., no 
auroral absorption measured by 30 MHz.riometers). 

(7) Radio data (16 kHz. "phase  height" of reflection) provide evidence for a nighttime produc-
tion of electrons which is under solar control (a minimum at local midnight). The source of 
ionization is probably scattered Lyman Alpha. The calculated recombination coefficient at 
90 km. is 5 x 10-7/c.c./sec. 
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Fig. 1. Collision frequency of electrons 

vm plotted against height for 30°N. latitude.  
Fig. 2. Collision frequency of electrons 

vm plotted against height for 45°N. latitude. 

Fig. 4. Electron density-height profiles 
for the E region at night over Wallops 
Island measured by  rock et-borne  
Langmuir probes (after Smith 1965). 
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Fig. 7. Electron density height profiles for the undisturbed D and 
lower E regions. The details for the various curves are given in 
Table 1. 

TABLE I 

ELECTRON DENSITY HEIGHT PROFILES FOR THE UNDISTURBED LOWER IONOSPHERE 

Curve 	Date 
No. 

1 	1 May 61 
2 
3 	22 Sept 60 
4 	17 Sept 59 
5 	26 June 54 

6 March - 
April 60 

7 	27 Mar 57 
8 	8 Mar 63 
9 	27 Oct 61 
10 22 Nov 64 
11 15 Apr 64 

12 	20 Sept 62 
13 	15 Aug 62 

Time 	Place 
LST 

1030 Ottawa 

1532 Michikawa 
1237 Churchill 
1730 USSR Middle 

Lat. 
10-14 Kjeller 

Cambridge 
Wallops Is. 
Wallops Is. 
Wallops Is. 
Wallops Is. 

1351 Woomera 
0050 Woomera 

Experiment 

Partial Reflection 
Theoretical 
Rocket Langmuir Probe 
Rocket Propagation 
Rocket Propagation 

Rocket LF Propagation 
Rocket LF Propagation 

Author 

Belrose &Burke,(1964) 
Aikin et al. (1963) 
Yonezawa (1961) 
Adey& Heikkila(19601 
Reported by 
Friedman (1959) 
Barrington & Thrane 
(1963) 
Robinson (1960) 
Aikin et al. (196'+) 
Smith (1965) 
Bourdeau et al.(1965) 
Bowhill & Kleiman 
(1965) 
Hall & Fooks (1965) 
Hall & rooks (1965) 

Noon 
1430 
0435 
1707 
1605 

96413-8i 
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Fig. 8. Electron density height profiles by the 

method of partial reflection for midday Ottawa 
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three sepsons, winter (December 1961), Equinox 
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Belrose et al., 1965). 
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Fig. 10. Electron density height 

profiles by the method of partial 

reflection for midday Ottawa data 

on five magnetically quiet days 

during three summer months and 

four winter m nonths. 

Fig. 11. Electron density height 

profiles deduced from an analysis 
of long wave propagation data. 
Curves 1, 2, 3 and 4 are from 
Krasnushkin and Kolesnikov 
(1962) and are for night, midday, 
winter and summer at middle 
latitudes, and midday at equa-
torial latitudes respectively. 
Curves 5, 6 and 7 are from Deeks 
(1966) and are for midday winter, 
equinox, and summer at middle 
latitudes during sunspot minimum 

years. 

Fig. 12. Sequence of electron 

density profiles over Wallops 

Island on the morning of 15 July, 

1964, measured by rocket-borne 

Langmuir probes, (after Smith 
(1965), Smith, et al. (1966)). 



Fig. 13. Electron density profiles 
over Ottawa during several mag-
netically quiet days in February 

1961 (after Belrose 1963, 1965). 
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Fig. 14. Electron density height profiles for a 
Class 2+ Solar Flare and for quiet days in March 
measured by partial reflection experiment at 

Ottawa, (after Belrose and Cetiner 1962). 

Fig. 15. Electron density height profiles during 

PCA and during quiet days in summer (June, July 

and August 1962 at Ottawa). The numbers marked 

on the curves give the absorption measured by a 

30 MHz.Riometer, (after Belrose 1963). 

Fig. 16. Electron density profiles 

during auroral absorption events. 

The numbers marked on the curves 

identify them and give the absorp-

tion measured by a 30 MHz.Riometer. 

The curves marked "F" are from 

Jespersen et al., (1965) and were 

measured by rocket-borne propaga-

tion experiments over Andoya, 
Norway, The curves marked "A" 

and "B" are from Lacey (1965), 
and were measured by a rocket-

borne RF capacitance probe over 
Churchill, Canada. 
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Discussion on Paper 1.7 presented by J.S. Be!rose 

Sales: You made the comment that the differences between the rocket flights (Fig. 12), which were 

separated by less than 2° of x , could not be caused by visible light. There is a paper by Archer in J.G.R. 
in which he calculates the flux of visible light on the C-layer altitudes and shows that it is reasonable to 

expect not full development by say x = 96°, and full development shortly after when x = 94°, so there is 

a delay even for visible light due to Rayleigh scattering. I don't think you can rule out the possibility of 

visible light still being the detaching mechanism. The second point concerns diurnal variations below 

60 km. It is important to decide whether there is a diurnal variation below 60 — 65 km. 

Belrose: Some results which Dr. Smith (1)  will be showing may shed more light on this. We certainly 

can't come to any outstanding conclusions on the basis of our observations here. The Norwegian cross 

modulation curves for Kjeller suggest a diurnal change of the electron density at 65 km. by about a factor 

of 2. 

Thrane: That is correct. 

Belrose: It is clearly important to establish the diurnal variation of electron densities at low heights 
better than it has been established at the moment. There is absolutely no doubt about that, but the point 

I wanted to bring out here was that the main diurnal change we see appears to be in the 65 — 75 km. 

region. (See Fig. 19, Paper 2.3.2.) 

Shirke: On 10 January, 1966, which was a day of winter anomaly, we fired a rocket at y = 60°. The es-
sential increase in the electron density was seen to occur close to 82 km. There is a factor of 10 increase 
in electron density near  82 km. over what was observed on 15 December, 1965 at the same zenith angle. 
There is not much change in the lower ionosphere. 

Aikin: Would you please clarify what you mean by winter anomaly? Is this stratospheric warming or is 
this ground-based absorption? 

Shirke: We judge this from ground-based measurements using vertical transmission. When the absorp-
tion was about 10 db higher we called it a winter anomaly and fired a rocket. 

Belrose: I think the problem is; what is the winter anomaly? There is no doubt that the electron densities 

are widely variable in winter months, but are there several classes of winter anomalies or are they all 
meteorological phenomena? 

Lalonde: Can you generate profiles every 5min.? If so, how similar are successive 5-minute profiles? 

Belrose: Sometimes we can produce profiles every 5 min. It depends on the data. My impression is that 
when there is a disturbance like an SID we could average over a much shorter period of time and get good 
data. By good, I mean that if - we measure the amplitude ratio between the two magnetoionic components as 
a function of height, and if we can draw a smooth curve that goes through nearly all data points — this is 
good data. Sometimes we can average over 5 min., as we did during this SID, and get good data; some-
times we don't get such good data. If you compare the amplitude of the 0-ray as a function of height 
there are differences from one 5-minute period to another. We have shown with reasonable theoretical 
justification that the 0-ray amplitude is approximately proportional to electron density. 

Lalonde: Can you make 5-minute profiles during a normal day or do you require a disturbance? 

Belrose: We can make a profile in 5 min. any time we want but it is not always as smooth a curve as if 
we average over 15 min. It depends on how accurately you want to measure your profile. The electron 
density depends critically on the slope of the amplitude ratio of the two magnetoionic components, and we 
want to determine the curve as accurately as we can. We will be seeing tomorrow that there is a tremendous 
range of variability in the scatter of the data which we get back (2)  . Sometimes we get data back which 
has a very large scatter as a function of height; we have no explanation as to why it should be so large on 
some days compared with other days. Obviously, a day which shows a lot of- scatter as a function of 
height is not going to be a day in which we can get constant answers from one 5-minute period to another. 
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Gregory: I would like to comment on your Fig. 13. I don't believe that it is an example of the so-called 

meteor ological winter anomaly, and you can check this very easily by noting that this is a northern winter 

and a southern summer, therefore, photodetachment is much more operative in the Antarctic. If you look at 
the Antarctic records, you find that those days are in fact days definitely disturbed by some form of 
particle influx; 22 February was the concluding date of the par ticle influx event. I make this point 

because those curves have been put into the literature as a record of the winter anomaly by Reid, and in 

my opinion they are highly suspect as an example of the meteorological type variation which I shall be 

talking about (3) . 

(1) Smith, R.A., Boume, I.A., Loch, R.G.,. and T.N.R. Coyne. Small perturbation wave interaction in the 

lower ionosphere. Part III:Measurement of electron densities. These Proceedings, 1966. 

(2) Belrose, J.S.,  Boume, I.A., and L.W. Hewitt. A critical review of the Partial Reflection Experiment. 

These Proceedings, 1966. 

(3) Gregory, J.B. Mesosphe ,ic Electron Densities at 43°S. These Proceedings, 1966. 



where 

and 

(1)  

(2)  

97 

1.8 TRANSPORT MECHANISMS IN THE LOWER IONOSPHERE 
AS MEASURED BY NEUTRAL TRACERS 

by 

S.P. Zimmerman 

Air Force Cambridge Research Laboratories 

L.G. Hanscom Field, Bedford, Massachusetts 

Abstract 

The study by chemical tracers of upper atmospheric winds revealed 
a transition phenomenon at 105  ±5  km. This transition was the sudden ces-
sation of turbulence in the optically viewed tracers at this altitude, 
labelled the turbopause. The continued use of these tracers by various 
authors, to study the turbulent parameters below the turbopause will be 
reviewed here. 

Although not in keeping within the original guidelines of my previous 
summary, a significant set of turbulent data as studied in radio meteors, 
is discussed and reanalyzed in an appendix to this paper. 

1. Introduction 

The study of upper atmospheric turbulence by neutral motion was by necessity initially 
limited to the observations of visible meteor trails (Millman 1959). With the advent of 
the small rocket, a means for the deposition and study of trace materials in the upper atmo-
sphere was created (Manring et al. 1961, Zimmerman et al. 1961, Blamont and deJager 1961, 
Zimmerman and Champion 1961). 

Initially these trace materials were high-temperature jets or explosions, respectively 
seeded with sodium and cesium, and to allow prolonged observations of the tracers, twilight 
conditions at the altitude of release were required. The o scattered resonance radiation in 
the sodium trails was due to solar excitation of the 5893A doublet, and the major lines of 
the cesium releases were the 8521Â doublet in the IR and the 4555A in the visible (Fig. 1). 
Subsequent research (Pressman et al. 1956, Golomb 1962, and Rosenberg et al. 1963) showed 
the advisability of using chemical trails that react with the natural atomic oxygen of the 
atmosphere. The materials found to act best are NO and NA (trimethylaluminum). These 
constituents react in some manner (not completely understood) with atomic oxygen in perhaps 
the following way (after Golomb et al. 1965 and Rosenberg et al. 1964). 

NO + 0 ---* NO
2 + hv 

k
1 	

2.5 x 10-43c.c./sec. 

A10+ 0 ---* A10 2 

A10
2 	

A102+ 
pseudo-continuum 



thus 

where 
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The reaction above is for the non-sunlit radiation which is observed to be a continuum. 
The twilight sunlit spectrum of A10 shows definite radiation in the blue-green A10 bands of 

the A
2
E
+ 
— X

2+ 
transition appears at 5337A for the (0,2) transition, 5080A (0,1), 4842 

(0,0) and 4648A for the (1,0) transition. Thus these reacting and passive chemical releases 
were shcwn to be effective tracers to determine transport phenomena in the upper atmosphere 
under twilight and nighttime conditions. 

The problem then, simply stated, is to relate the measurements of the contaminant 
motion to turbulent atmospheric parameters. 

2. Theory and Techniques 

The approach to this problem has not been truly definitive in determining upper atmo-
spheric turbulent parameters. The usual technique of analysis is to measure the rate of 
dispersion of the contaminants, and relate this dispersion rate to turbulent parameters by 
applying a theory of turbulent diffusion to the measured contaminant dispersion. This tech-
nique has been applied by Zimmerman et al. 1961, Blamont and deJager 1961, Zimmerman and 
Champion 1963, Noel 1963, and Cote 1965). 

The usual technique in these measurements is to follow the time rate of change of a 
density or brightness contour of the chemical contaminant, assuming that it is of a gaussian 
distribution as per the solution of the diffusion equation where the diffusion coefficient 
K is independent of position. Thus, the density distribution n(r,t) is 

4r n r
3 

2 
n(r,t) - 	exp [ 	(3) -7 

	

3 (4n r'3 
	-- 
(ty 12 	2 r

2 
(t)] 

	

oo o 	r   

where the total content (Q = 2n o S n (r,t) r
2
dr) is a constant of time; which implies no 

chemical consumption of the contaminant. 

n 	is the center point density at t=0, and r2 (t) is the mean square deviation of the oo 
contaminant cloud. 

Integrating over a specific density rn(r,q, then results in the number of particles 

per -› cm
2 	column, which for an optically thin source is directly proportional to the bright- 

ness of the source, and thus to the exposed atoms in the photographic film. 

N(p,t) = 	n(r,t) dz , 	(4) 

4r n r3 
2 

P  N(p,t) - 	oo o 	
exp [ 	

2 r2 (t

(5)  

6)/2 (4n r 2 (t)) 	] 

2 	2 	2 
p  =x + y  . 

Thus the observed time dependence of some subtended density contour N(p,t) will allow the 

description of r
2 (t). The observations of r

2
(t) are then related to turbulent parameters 

via the theory of turbulent diffusion. 

Initially, in the study of diffusion using smoke puffs in the lower atmosphere (Kellogg 
1956; Frenkiel and Katz 1956) the mean square deviation was related to turbulent parameters 
by Taylor's(1920, 1935)theory, which on a statistical basis described the mean square de-
viation of a particle migrating from a source as 

r
2
(t) = 2 v

2 	
f

tT 
 R ddt 	(6) 



Since 

then 

where 
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12 
 1

1, to 
0, t 4  . 

r
2
(t) = 2 2 

v t , t 	0 

I = Lim of R d 
T -+c° 

2 	. 
is the eddy intensity, 

is the Lagrangian auto-correlation function, and 

is a dummy index. 

Batchelor (1950), and subsequently Lin (1960), showed that while Taylor's statistical 
approach described the turbulent diffusion of a tracer element from a continuously emitting 
source, the diffusion of a point release must be described by the theory of the relative 
separation of two identical contaminant particles. Batchelor in his "similarity" theory 
has made the assumptions of isotropy, and limits the eddy scale controlling diffusion to 
much smaller than the sizes of the energy containing eddies, and much greater than the 

% length ‘v
3 
 /c/

1/4  (i.e. within the inertial subrange). Then for the case of a finite contaminant 
release size (r

o
) with zero initial velocity, he calculates the statistical relative behavior 

of two fluid particles. 

2 	10 r
2
(t) = r +— C (r 0

2/3
t
2 

+ C
2 

et 3 
o 	3 	1 0  

where 

r
2 	

is the initial (t=o) variance, o 

is the rate of viscous dissipation of turbulent kinetic energy, and 

C
1 
and C

2 are universal constants of the 
order unity. 

Lin, studying the relative separation of two particles and considering the statistical 
average over an ensemble of such pairs, shows that for both isotropic and non-isotropic 
turbulence, and where the measuring time (t) is greater than T 2 , a specific time constant, 

	

2 	2 	3 

	

r 	B t 
3 

where B, a constant, has the dimensions of c. Thus the study of relative dispersion, where 

the effect of the initial variance upon r
2
(t) has been allowed for, should show a t

2 

relation followed by a t 3  relation. 

Gifford (1957), and subsequently Zimmerman (1965), showed where some of the low alti-
tude experiments of Kellogg's and Frenkiel and Katz's were adequately described by Batchelor's 
theory. However, most of the low altitude experiments and all of the upper atmospheric 

100 km.)experiments conducted in Project Firefly (1959 and 1960)*, and where a density 

* These experiments are discussed as a series of papers in J. Geophys. Res. 68, 10, 2985- 

3063, 1963. 

2v
2
It, t 	co 2v

2
It, t 	co 

(7) 

(8) 
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contour near the edge was examined, show no t
3 
 time dependence in the measured r

2
(t). To 

explain these results Zimmerman and Champion (1963) and Zimmerman (1965a) apply Tchen's 
(1954) theory of shear-dominated turbulence to the measurements. 

Tchen states that when the square of the vorticity is large compared to the square 
of the shear fields 

[2.dik  F(k') k' 2  dk '  > (231) 2] 
âz 

the spectral function will be F(k ) 	k'5/3 and "similarity" predictions will hold. How- 
ever, when 

[ 	

k 	2 
31.1 ) ] 

2 0  f F (k') k'
2 dk' < (— 	, 

F (k') •-• k' -1  and the mean square deviation (r2 (t)) will be proportional to t 2  (Tchen, 1959) 
throughout the time of observation. 

where 

k' 	is the wave number, 
F(k') is the turbulent energy spectral function, 

is the velocity of the mean wind in the horizontal plane, 
(aU/âz) is the magnitude of the vertical shear, and the vorticity is defined 

by Tchen as 

[2 of 

velocity. In Tchen's derivation it is the product of a vorticity by 
an energy of shear origin which constitutes the transfer function 
(i.e., the mechanism whereby turbulent energy is transported down the 
spectrum of eddy sizes towards that eddy limited by viscosity). 

3. Experimental Measurements 

1 Blamont and deJager (1961), measuring the -th contour relative to the center point 

density, state that they observe turbulence up to •-•, 104± 8 km., and that molecular diffusion 
controls the dispersion above this region. Also that measurements of "blob" growths taken 

with a telescope indicate a t
3 
type of growth representative of the intermediate time regime 

of Batchelor's "similarity" theory. The value of e (the rate of turbulent viscous dis- 

sipation) determined from the slope of the r
2 vs. t 3 curve is 70 cm. 2

/sec.
3

. The average 
size of the blobs was 90 m. 60 sec. after the material was deposited, and they grew to an 
average size of 500 m. in 120 sec. The value of e measured this way is approximately the 
same as that reported by Greenhow (1959) from some observations of visible meteor trails. 
They also report that within the turbulent trail the smallest structure size observable 
is of the order of 50 to 100 m., very close to the value of 50 m. that Booker (1959) refers 
to as the isotropic scattering element of radio waves from the ionosphere. Kellogg (1964) 
comments that Blamont in a personal communication referred to a value of 700 e.g.s. for e 
in sodium trails. This variation of c has not been discussed by Blamont in the open 
literature. The exact altitude of the measurements was not stated by the authors; however, 
if we assume that the altitude in question was 95 km., then the viscous limited scale length 

2 

F (k')k' 2dk'l , which is derivable from the curl of the eddy 



D - 

where 

TRANSPORT MECHANISMS IN THE LOWER IONOSPHERE 	 101 

[ 
(given by the Kolmogoroff relation, 1 v = 1'-e- 

3 11 1/4  
and using e = 70 e.g.s., is of the order 

of 19 m. This is smaller than the structures reported by Blamont and deJager by a factor 
Z._ 5. Zimmerman and Champion (1961, 1963) measuring the radial growth of point cesium 
releases at 100 km. and 75 km., show that the relative dispersion does not follow Batchelor's 
"similarity" relation, but has only a t 2  time dependence. Following a contour near the 
visible edge of the release, they measured the transverse diffusion coefficient in a horizontal 
plane using their relations 10 and 12. These are respectively 

r2  = 2 v 2 t 2 	1 + in ' (:r2°ma'c)  — 
0 

 

2a 2 	ln 	\-r-2t2  
a
2 	(9) 

(1 0) 

for both molecular diffusion and a transport effect that has the appearance of molecular 
diffusion with a diffusion coefficient orders of magnitude larger than molecular. This is 
most likely a late time turbulent diffusion related to the energy of the explosive release 
(Zimmerman 1965b). Generally the contaminant clouds show initially this molecular-like 
diffusion, followed by a turbulent form of diffusion Fig. 2 which is attributed to atmospheric 

turbulence (r2 	t2). The results of Zimmerman and Champion's measurements are shown in 
Fig. 3, where they included some sodium and lithium data from trail releases supplied by 
Manring. The data representing the molecular-like diffusion coefficients are shown as the 

single points, and those representing turbulent diffusion coefficients (K = v 2 t) by the 
triangles with the connecting dashed lines. The theoretical curves are based on Chapman 
and Cowling's (1952) relation 

3 	kT j 1/2  
2 	2up 

8m  cr 12 

D 	is the molecular diffusion coefficient 

• is ambient density 

for turbulent diffusion, and 

o  r 2  = 4Kt 1 + ln 

(2ma) 

2a2 	
ln 

(2:1 

a
2 

(1 1) 

2 
a  2_( °1  +02) 

 12 2 is the mean collision cross-section of gas 1 in gas 2 

is Boltzmann's constant 

• is the ambient temperature, and 

• is the reduced mass = m
1 
 + m2 

The authors also measured the "blob" diameters (Fig. 4). They noticed no special growth 
relation as reported by Blamont and deJager; and as noted in the illustration they compared 
these measured values to the scale sizes predicted by Booker (1956). The measured scale dia-
meters range from 300 m. to 1.5 km. in the release at 100 km., and from -- 1,2 km. to 2.5 km. 
in the release at 103 km. These scale size values are roughly those reported by Blamont and 
deJager, and seem to substantiate their results. However, the lack of a regular growth pattern 
to these individual "blobs" conflicts with Blamont and deJager's measurements which allude to 
an average growth rate described by Batchelor's theory. Edwards et al. also have measured the 
growth rate of a number of their globules within the cesium clouds. They report that initially 
there is an extremely fast rate of growth of these globules, very close to the t 5  dependence 
predicted by Bolgiano (1959) for turbulent dispersion when buoyancy effects dominate. Very 

m1 
m2 



(12) 

(13) 
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shortly thereafter, there is a leveling-off phase where the globule does not grow, and finally 

another growth phase with a reported power dependence of 2.62. (i.e. r
2 

-, t
2.62

). These con- 
flicts in data continue to lend serious doubt to the usage of "similarity" theory or any tur- 
bulent diffusion theory to explain the variations observed in the individual "blobs". Continu- 
ing further the "blob" analysis, Noel (1963) reported on data supplied him by H. Edwards from 
Firefly releases. These were globules where the time history of the outer edge was measured. 

These data (Fig. 5) indicate a t
3 
growth with diameters going from 800 m. to 	2 km. However, 

Cote (1965) analyzing the sodium trails from Wallops Island and reviewing some of the other 
reports data, which included Noel's, shows that since the globules studied lie within the con-
taminant cloud the effect of the varying background, which Noel did not take into account, 

upon the measurements could cause serious variance of r
2 

from the t
3 
relation. Cote further 

states that his measurements of turbulent cloud growths, as observed from sodium trails, 

supports the r
2 	

t
2 measurements of Zimmerman and Champion, where his measured coefficient 

(v
2
) is of the order of 1 to 6 m.

2
/sec. 2

. This is somewhat in contrast to the reported value 

for v
2 

of 15 m.
2/sec.

2 
as discussed by Zimmerman and Champion, which Cote points out could be 

reduced to 8 m.
2/sec.

2 
if a different value of the initial variance and the maximum observed 

radius were made, and the effect of molecular diffusion is also taken into account. Zimmerman 
(1965a) had considered the problem of the ambiguity involved in the measurements, when the 
uncertainties of initial and maximum radii, and molecular diffusion could not be properly 
measured. To minimize these effects he utilized a technique of measurement initially used by 
Frenkiel and Katz in the study of lower atmospheric smoke puffs. In essence this means taking 
the ln of equation 4 which would result in Zimmerman's equation 8 

TrN o
2 

= — 2 r
2 [

ln 2r
2 

+ ln 

where 

2 	2 	2 2  r = r
o + 2Kt + v t 

Substituting (13) into (12) and dividing by t, would result in 

P 

 

2 	(2r2  

t =_ 
 --t—+ 4K + 2 v t 	ln 2 r

2 
+ ln LN-1  

Q 
2 

It is evident that plotting 12--vs. In t would result in a straight line with a slope 

of -4K when the effect of the initial radius and v
2 is negligible. This can be observed 

2 
from Fig. 6 which is  2.. vs. ln t. It is quite evident that for the assumed initial variance 

4 	2 
of 10 m. 2 , ro has little effect after 20 sec. and K may be fairly accurately determined. 

Similar reasoning holds in determining v
2 by dividing by t

2 rather than t. This is shown 

(

in Fig. 7. For the experiment Echo, compare the value shown v2  = 490 cm./sec., (Table 1) 

or v
2 

= 24 m.
2
/sec.

2 
with Cote's estimate of ,-... 8 m.

2
/sec.

2
. This discrepancy has still not 

been completely accounted for. Further results of such measurements on 3 chemical point 
cesium releases are shown in Table 1. Here e (turbulent power dissipated by viscosity) is 
calculated two ways: (1) from the identity in Zimmerman (1966) for shear-dominated turbulence 

K
3 

E 
2 
— 

K
2 

11' 

(14) 

(15) 
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where 

( 

t  E 2 3z2 is the vertical shear of the mean hori U 	 zontal wind, and K
3 

and K
2 

are unknown coefficients assumed unity in these measurements; and (2) from the relation 

E r(V
2)3/2

/1 where 1 is the measured blob diameter. Also shown are the values of the eddy 

TABLE 1 

	

Exp 	Fcho 	Alpha 	Susan 
_ 	  

Altitude 	101 x 10
3 	

103 x 10
3 	

113 x 10
3 

(m) 

311 	—1 
.5.7 (sec. 	) 	1.2 — 3 x 10--2 4-8 x 10—g  8-12 x 10

--2 

1/2 

(v
2
) 

490 	959 	424 (cm./sec.) 

E max 

(cm.
2
/sec.

3
) 	3.2 - 7.5 x 10 3 	

7.3 - 11 x 10
4 	

7.2 - 	14.4 x 10
2 

E 

	

23 	 5.8 x 10 3 	
7.62 x 10

2 
(cm. 	/sec.) 	2.35 x 10 3 

lk 
(cm.) 	

5 x 104 	1.5 x 10 5 	1 x 10
5  

id  
1.5 	- 	1.9 x 10 3 	

1.8 	- 	1.9 x 10 3 	2.9 - 3.4 x 10
4 

(cm.) 

R
ek 	6.4 x 10 1 	1.44 x 10

2 	6.4 

Reynblds number and the small-scale viscous limited scale size for the assumed large-scale 

vl
k length l k  . The eddy Reynolds number is calculated from the relation Rek = ---v  where 

Zimmerman has shown that v 2  approximates the magnitude of u (the large-scale eddy kinetic 

energy). The small value of these numbers indicate that the inertial subrange, if it exists, 
or even the universal equilibrium subrange becomes quite small at approximately 100 km., and 
according to the release at 113 km. has disappeared. This would suggest that turbulence 
disappears at 	105 ± 5 km. as initially stated by Blamont and deJager. 

Fdrther, the measurement at 113 km. may not be truly turbulent, and some caution should 
be used >fore accepting it as such. 

The values of the small viscous limited scale for the measurements at 100 and 103 km. 
is of the,, same order as Blamont and deJager's estimate at 95 km. 



(A-2) 

(A-3) 
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4. Conclusion 

In this study, the experiments involving the use of chemical contaminants have been 
summarily reviewed. Some of their pertinent features have been the measurements of scale 
sizes, diffusion time dependence, and relation of the measurements to the theories of tur-
bulent diffusion. What is quite apparent is that in the study of upper atmospheric turbu-
lence there is no truly definitive experiment that unambiguously relates theory to the 
experiment. The present lack of subsidiary measurements, such as direct measurement of 
spectral density and atmospheric stability, deter markedly the more concise determination 
of the turbulent parameters, and thus the requirements upon turbulence theory. 

Within these uncertainties, the measured and inferred structures indicate turbulent 
scale lengths from 12 m. to 	2.5 km. and the rate of viscous dissipation varying from 

70 cm.
2
/sec.

3
to the order of 10

5
. This high value (reported in Zimmerman 1966) must be 

considered conservatively since the coefficients of equation 12 are unknown. Further dis-
cussion of other measurements will be considered in the Appendix, which I am including as 
almost a second chapter due to the different nature of the experiments. 

5. Appendix 

I have included the appendix in this paper primarily because the topics of research 
discussed are similar to the main topics of the meeting. Basically, this is the reflection 
of radio waves from an ionized medium in the upper atmosphere. The difference lies in the 
reflecting medium. This conference is mainly interested in the reflection from structure 
within the normal ionosphere, while the data I shall discuss is the reflection from ionized 
meteor trails within this same altitude range. Theoretically these meteor trails should 
pick up the structure of the medium, and these structures should be identifiable for an-
alysis from the radar data. 

The data in question is that of Roper (1962), and I shall limit myself for the most 
part to discussion of his reduced data. I recommend Roper's thesis for those who are in-
terested in the experimental details. In this study, Roper determined the mean winds and 
the most probable turbulent velocity as respectively the mean of all measured winds within 
a certain time span, and the peak velocity deviations from this mean. To study the altitude 
separation of the observed winds, he used a system of doppler radar and triangulation. Thus, 
for a given period of integration time, turbulent velocities as a function of altitude are 
determined. Thus Roper has compiled various transverse eddy velocities as a function of 
vertical separation over the course of the year 1961. Then, following Batchelor (1963), 
he showed that the one-dimensional spatial relation between turbulent velocities in iso-
tropic homogeneous turbulence, where the wave numbers lie in the inertial subrange part of 
the universal equilibrium range, may be expressed as 

	 2 	. 
ac 	k 	(k ) 1 dk 

D= Pz + 0 — um] = 4 f 2/3 —5/3 ( 1 — 
O 

sln(k0  

where 
D(Z) 	is the structure function, 
u(z + 	is the turbulent velocity at a transverse separation 	from z, 
u(z) 	is the turbulent velocity at altitude z, 

is wave number, 
a 	is a constant of proportionality, initially assumed 2/3 for the 

thesis, and unity for the paper by Roper and Elford (1963). The 
experimentally determined value for e  will be discussed later. 
The bar signifies a time averaging. 

Solving A-1 gives 

D = 3.2 (EZ)
2/3 

where it has been assumed that a = 2/3 

In terms of the R.M.S. velocity differences Av, where 

1/2 — D E Av E 	[u(z + 	— u(z)] 2 } , 

(A-1) 
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we arrive at Roper's equation 2.10.3 

Av = 1.83 (c A z)
113 	 (A-4) 

A typical example is shown in Fig. A-1 (Roper's Fig. 41) where the solid curve is an 

empirical fit of relation A-4 for c = 420 cm.
2
/sec.

3
. However, a more proper empirical 

analysis could be considered by taking the ln of Av vs. Az as shown in Fig. A-2. As ob-
served the 1/3 power relation of isotropic turbulence holds to a separation length of 
-450 m. for this example. Beyond this length the structure analysis results in D(Az)-(Az)

4/3 

This 4/3 power relation is identical to that of the Blamont and deJager analysis, which they 
attributed to some mean wind phenomena, and which Zimmerman (1962) felt was descriptive of 
turbulent shear stress. However, this point has not been clearly proven or related, and 
will require further work. Further experimental evidence indicates that the structure 
analysis is descriptive of isotropic turbulence for some of the data and not at  ail for 
others. Two examples (Figs. A-3, A-4) show that for Fig. A-3 the 1/3 relation appears to 
hold for the separation distance of 2.5 km., the total lengths of the measurement; while 
for Fig. A-4 the observed relation does not bear any resemblance to the theory of isotropic 

turbulence. These data are more accurately described by Ay-,(Az)
2/3

, or D(Az) ,...(Az)
4/3 

as 
discussed above. 

Using the above assumptions, and assigning the value of .44 for a, measured by Grant 
et al. (1962), we calculate the values for c shown in Fig. A-5. The solid lines are from 
this analysis, and the dashed lines bracket the months which indicate no "inertial" or uni-
versal equilibrium range. The broken cprve is from Roper and Elford as a comparison. 
Generally the results of this analysis are larger than those of Roper and Elford but show 
similar monthly variations. Roper noted a correspondence between the values of e and 
the energy of the diurnal component of the mean wind (Fig. A-6, his Figs. 61 and 61b); 
repeating this comparison (Fig. A-7) we also observe a definite correlation. This sub-
stantiates Roper's statement that the magnitude of e is proportional to the energy in 
the diurnal component of the mean wind. Why this seems to be so is not clearly explained. 
However, to apply some conjecture we shall assume that the diurnal mode is the dominant mode 
at 95 km. The vertical wavelength (given by Wilkes 1949) is approximated as 

2 	zlir
2 	

2 	{[y  -1  1  À = 	= 	Hh 
k
2 

where 

y  (l 4) 

H 
h 

is the wave number 
is the ratio of specific heats 
is altitude 
is the pressure scale height, and 
is the "equivalent depth" of the atmosphere ge, .63 km. 

(Siebert, 1963) 

DH 
Using H = 5.9 km., and — = 

az 	.093 (U.S. Standard Atmosphere, 1962) we arrive at y re, 7.5 km. 

This value is indeed representative of the wavelengths measured at this altitude. Thus for 
a given wavelength of this size, and where the mean horizontal velocity or the wave ampli-
tude is increasing, the local shears will also increase. This causes the atmosphere to 
become more unstable, and thus tend towards a more intense turbulent field. This example 
should be considered as merely illustrative in examining this problem; however, it does 
indicate a tentative relation between the mean wind and turbulent dissipation. 

If we now consider that the separation length which marks the transition from the 1/3 
to the 2/3 power relation is representative of the extent of the "inertial" or the "universal 
equilibrium" subrange, we can estimate the turbulent kinetic energy by the one-dimensional 
spectrum relation 

v
2 

= 2 	E(U) dk' 	 (A-5) 

OD 
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where E (k') = .44 e
2/3 

k
--5/3

, and thus 

v
2 

= 1.32 e
2/3 

k
-2/3

. 

Since 1 a k— , and if we further assume that the height separation (Az) is equal to 1, 
then 

v2 = 1.32  2/3 i 2/3  

Fig. A-8 shows the measured values of 1. Again the dotted line indicates no data. In-
cluded in this figure are the calculations of the Kolmogoroff microscale given by the relation 

1/2 

3  I
d 
= 1— • Applying the measurements of e and 1 to equation A-7 results in the estimates 

shown in Fig. A-9; also shown is the turbulent kinetic energy per unit mass of the small 

microscales, calculated using the relation v
v 
= [evl . 

2 

Finally I shall discuss the eddy Reynolds number (Re ) of this large eddy. This is 

simply expressed as 

(A-6) 

(v2  ) 4 1  R
e 

- 	 (A-8) 

substituting A-7 into A-8, 
1/3

1
4/3 

Re = 1.15 e 
	 (A-9) 

This relation is similar to that derived by Zimmerman (1966) for the 3-dimensional case 

1/3k-4/3 
Re = .9 e ,  where again k 	s 1. 

The values determined using equation A-8 or A-9 are shown in Fig. A-10. 

6. Summary 

The values of the scale sizes and turbulent velocities discussed here agree quite well 
with values of scale lengths measured by Zimmerman and Champion, Blamont and deJager, Edwards 
et al., and Zimmerman using chemical tracers to measure turbulent parameters, as discussed 
in the main body of the report. The values of the viscous dissipation of turbulent kinetic 
energy (E) are for the most part larger than that measured by Blamont and deJager, and fairly 
close (as in the data of August 1-6) to the estimate of Zimmerman and  Champion, and Zimmerman 
(1965a) based on the measured velocity of expansion and the measured scale sizes. These 
values on the other hand, are much smaller than those calculated by Zimmerman (Table 1) for 
the case of shear-dominated turbulence where the coefficients of proportionality are assumed 
unity. The values for the eddy Reynolds number are also quite close to those of Zimmerman 
(Table 1), and substantiate the result stated in the main body of this text, that in the 
upper atmosphere the "inertial" subrange, if it exists, will be quite small.Indeed considering 
the size of the eddy Reynolds number (<104 ) there may well be no "inertial" range at all 
(cf. Batchelor 1950). 

CORRECTION BY AUTHOR TO PAPER la 

THE TURBULENT sTRUcTURE FUNcTION wHIcH 
IS pRESENTEO HERE AS AN ANALYSTS OF THE 
VERTICAL TURBULENT SPECTRUM IS INCORRECT. 
THE ANALYSTS Is THAT OF THE HORIZONTAL 
SPEcTRum. 
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Fig. 3. Diffusion coefficients. 
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Fig. 5. Reproduction of Noel's Fig. 1. 
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isotropic turbulent phenomenon, in-

dicative of an equilibrium subrange. 

Fig. A-3. These data show isotropic 

turbulence for the complete measure-

ment. 
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Fig. A-6. Roper's data showing the temperal 
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diurnal component. 
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this analysis compared to the mean winds 

diurnal component. 
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Fig. A-8. Large and small eddy scale sizes. 
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Fig. A-9. The kinetic energy of the large and 
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Discussion on Paper 1.8 presented by S.P. Zimmerman 

Waynick: You quoted the altitude for the turbopause, but I didn't notice it on the slide. 

Zimmerman: Yes, I should have mentioned that. The theory is that as the eddy Reynolds number goes to 

unity, the large-scale size and the small-scale size are in essence unity (1), and thus any energy which is 

imparted from a shear field would go to a single scale size, and by the same token be lost from that same 

scale size due to kinematic viscosity. Thus you would expect a cessation of turbulence, where that is 

apparent.  • However, this is based again on a simple idea. 

Aikin: Lamont reported in a recent talk that he saw alternate regions of laminar flow and turbulent flow on 
the cloud which he attributes, I believe, to gravity waves. Do you see this sort of structure? 

Zimmerman: We have observed a similar phenomenon on some trails, but not many; most of them do not 

show this. Since I am not familiar with his recent results, I think we ought to discuss this outside. 

96413-9h 
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1.9 THE WIND SHEAR THEORY OF THE FORMATION 
OF TEMPERATE ZONE SPORADIC E LAYERS 

by 

W.I. Axford 

Cornell-Sydney University Astronomy Center 
Department of Astronomy, Cornell University, Ithaca, New York 

The wind shear theory provides the most attractive mechanism so far proposed for the formation of 
temperate zone blanketing sporadic E layers. In this paper we outline briefly the basis of the theory and then 
go on to review some recent developments which were not discussed in our previous review (1) nor in the 
Proceedings of the Sporadic E Symposium, held in Estes Park, Colorado, during June 1965 (2). 

As a first approximation, the equations of motion for ions in the ionospheric E region can be written 

O 	 1  = e(E + — u x H_ o  ) + 1 — m•v• (U — u), 	 (1) c _ 	2 _ 

where e is the charge and mi  the mass of the ions, v i  is the ion-neutral collision frequency, Ho  the geo-

magnetic field, E the electric field, II the neutral wind velocity, and u the velocity of the ions. The effects 
of partial pressure gradients (i.e.  diffusion) and gravity have been negl-ècted in this equation, and it is assumed 
that H0  and U are unaffected by the presence of the charged particles. It is assumed that variations in the — 
horizontal direction can be neglected compared with those in the vertical direction, since sporadic E layers 
are observed to be typically —100 km. in horizontal extent and about 1 km. in thickness. 

The mechanism underlying the wind-shear theory of temperate zone sporadic E can be understood 
easily by noting that in the frame in which the east-west component (V) of the neutral wind velocity vanishes, 
there is an induced electric field E

,
= —VHX .  (A set of Cartesian axes is chosen such that the xy plane 

is horizontal, the x axis points magnetically northward, y westward and z vertically upwards. We assume 
that a/a x = a/a y = 0). The vertical velocity of the ions is therefore given approximately by 

2e 
w W — (Ez  E z) = W — -2—C  (V+  cE /Z Ho  )• 	 (2) miv 	 x  

where Ri = cmi vi/2efl0>>1 and we have assumed that E•Ho _•-y. O. A sporadic E layer can be produced if there 

is a convergence of the vertical ion motion, and in a steady state the maximum ion density is obtained by 
equating the resultant rate of accumulation to the rate of loss by recombination; thus ni dw/dz ty. — a nine  

where a is the recombination coefficient, and hence (since dW/dz is probably small): 

(3) (ne) max Ri dz 

Clearly, the maximum must occur in a region where dV/dz 0, and it can also be shown that it will usually 
occur in the vicinity of the point where w = O. 

It is implicit in this discussion that the electrons are able to follow the motion of the ions more or less 
freely so that charge neutrality can be maintained. In fact this is possible only if Z 0 for purely horizontal 
wind shears, since Re  -<«1 at E region levels, and hence the electrons are largely constrained to move along 
the geomagnetic field lines. A more detailed analysis shows that for Z 0(Re) the wind shear mechanism 
becomes ineffective because large polarization fields are produced such that w c•-•• 0 (see Fig. 1). Indeed, a 
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zone of strongly reduced probability of occurrence of temperate zone sporadic E is observed to be associated 
with the geomagnetic dip equator. Elsewhere, if it can be assumed that the distribution of suitable wind shears 
is rather independent of position on the earth, then it is implied by (3) that the probability of occurrence should 
be correlated with the magnitude of the horizontal component of the geomagnetic field; this has been demonstrat-
ed by Heisler and Whitehead (3) to be the case, although Ovezgel'dyyer and Vasil'yeva (4) claim that the corre-
lation is poor during the night hours. 

On inserting favorable values for X/R i  and dV/dz in (3), it is found that (n e) max  --21 0 -2/a, and hence 

if the value of a is that appropriate to dissociative recombination of NO and Oil-  at 300-500 ° K (perhaps 

1  —3 x 10 -7  c.c./sec.), then clearly (n e) max 	10 5 c.c. It therefore seems difficult on this basis to 

explain the occurrence of intense layers which can at times have (ne ) max 	10 6  c. c.  However it must be 

noted that the arguments which lead to (3) did not involve the assumption that all positive ions are involved, 
and in fact the result obtained is perfectly valid for individual species. Thus (3) implies that (n e ) max  can 

indeed be very large, provided the ions concerned are those with relatively small recombination coefficients. 
Thus the wind shear mechanism effectively redistributes the ionic constituents of the ionosphere, and causes 
those ions with small recombination coefficients (especially ions of meteoritic origin which may have « as 

small as 10 -12  C. c. /sec.), to accumulate preferentially in sporadic E layers. If both 0+2  and NO+  have 

dissociative recombination coefficients of the order of 10 -7  c.c./sec. or more, then it is predicted that 
sporadic E layers should be almost entirely comprised of ions of meteoritic origin, and indeed there is 
evidence that this might be the case. Various aspects of the wind shear theory with two or more positive ions 
present have been discussed by Cuchet (5), Whitehead (6), and Axiord and Cunnold (I); a calculated sample of 
an equilibrium profile for the two-ion case neglecting diffusion is shown in Fig. 2, where it can be seen that 
not only do the slowly recombining ions comprise most of the layer, but the rapidly recombining ions are 
substantially depleted within the layer. Donahue (private communication) has pointed out that some support 
for the above ideas exists, in that the seasonal variation in the frequency of occurrence of temperate zone 
sporadic E resembles the variation in radar meteor rates, and also in that there have been isolated cases in 
which intense sporadic E accompanied a massive micrometeoritic shower (7). 

Considerable effort has been put into attempts to verify the wind shear theory by comparing observations 
of the neutral wind structure from chemical releases with observations of sporadic E layers either by ionosondes 
or by measurement of the electron or ion density in situ with rocket-borne instruments. Perhaps the most 
impressive results obtained so far are those described by MacLeod (8), which show that in general sporadic 
E layers do occur in regions where dV/dz > 0, but that rather weak layers which occur at 90 to 95 km. 
altitudes are often not associated with any pronounced east-west wind shear of either sign. It seems necessary 
to invoke some additional hypothesis to explain these anomalous layers, but it is quite possible that a relatively 
slight modification of the wind shear theory will suffice; suggestions have already been made that dust, or 
perhaps negatively charged particles other than electrons might be involved, or that the layers might be the 
remnants of otherwise normal sporadic E layers which have dissolved into a region where the winds have 
petered out. 

The wind shear observations are useful; however, as a means of providing a test of the theory, they 
suffer from a number of disadvantages. Firstly, according to (2), the formation of sporadic E layers depends 
on Ex and W in addition to V, and unless one knows these quantities in a frame of reference in which the wind 

profile is more or less steady, the position of the layer cannot be predicted except to the extent that it should 
be in a region with dV/dz >. O. Secondly, from the observational point of view, it is difficult to measure the 
wind and electron density coincidentally in space and time, and further uncertainty is introduced by the necessity 
for having to match altitudes determined separately for each profile. Finally, the wind measurements must 
be made during twilight or at night, when sporadic E might have a quite different character from that found 
during the day. 

It has been suggested that a better test of the wind shear theory would be provided by measuring the 
magnetic field profile rather than the wind profile (9). If the contribution from W can be neglected, the 
variation of the total magnetic field intensity (H) is given by 

dH dz = eneX (V + c Ex/Z 1I0), 

and hence H has a turning point where V + c E x/ZHo  = 0 which is approximately the position where the 

electron density has a turning value. For the case of a sporadic E layer where the turning value is a maximum, 

dV/dz > 0 and hence d2 H/de > 0, so that the magnetic field intensity has a minimum. Examples of 
calculated magnetic field intensity variations are shown in Fig. 3, where it can be seen that total variations 
of the order of a few gammas can be expected. Thus we see that a test of the wind shear theory is provided 

(4) 
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by observing simultaneously the magnetic field intensity profile and the electron density profile and seeking 
correspondence between a minimum in H and the maximum of n e . The advantages of this proposal are: (a) 

that electric fields are taken into account as well as the neutral wind; (b) the magnetometer and electron 
density probe can be placed on the same vehicle, thus avoiding difficulties associated with the usual measure-
ments of electron density and wind profiles which are separated in space and time, and also eliminating the 
uncertainty introduced by the separate altitude determinations; (c) the experiment can take place at any time 
of day, and not just at night as is the case with wind measurements. The main disadvantage of the experiment 
is the accuracy and high time resolution required of the magnetometer, however this is offset to some extent 
by the fact that the layer can be transversed twice (on the up and down legs of the trajectory) thus improving 
the effective signal-to-noise ratio. 

Some techniques for measuring the electron density in the ionosphere offer in addition the possibility 
of determining the electron temperature, although so far the results which have been obtained are confused 
and rather unconvincing (2). A general discussion of the electron temperature distribution to be expected in 
sporadic E layers has recently been given by Gleeson and Axford (10), who point out that according to the 
wind shear tLeory the electron temperature within a layer should normally be less than that found outside 
essentially because the electrons in the layer are a relatively older population. The treatment is somewhat 
more detailed than is usually given for problems of this nature (11), since effects such as work done by 
compression of the particles to form a sporadic E layer might not be negligible. However, if electric fields 
and heat conduction are neglected a relatively simple result can be obtained, namely 

kTo  + 1(2.2 
\ 2 
- 	kT —( -) kT 

.2  

Te—To  - 	no) 	2 e 17) 	e  
ne  2 

Le*o  
e 	o 

where Te  and To  are the electron and neutral temperatures respectively, k is Boltzmann's constant, no 

 is the electron density to be expected in the absence of wind shear,  Ln  is the rate of loss of energy by 

individual electrons to neutrals, and 2- kT o  is the effective "initial" energy with which the electrons first 
2 

appear; near 110 km. altitude we have t L e'en  = 1.3 x10 -4 11.2 x 10 -11  n(N2 ) + (4 x 10 -14  Te  — 8x 10-12)n(02  

ev/( ° K sec) and 2- k To = lev. In Fig. 4, values of (Te —Tn) are plotted as a function of (ne /no) for various 
2 

assumed values of the parameters involved in equation (5). For the case in which a single type of positive 
Ion is present, it is clear that Te  is larger than normal outside sporadic E layers (when ne/no  < 1) and 

less than normal within layers (where 1 < ne /no  <• 10); for a mixture of ions, the situation is similar. 

Aubry et al.(2) have found that Te  < 365°K inside and Te = 780° K outside a sporadic E layer which was 

observed at twilight; this result is consistent with the above discussions, although some parameters would 
have to be modified substantially to give agreement with the rather high temperatures observed outside the 
layer. The inclusion of heat conduction should not affect our conclusions, since this can only smear the 
electron temperature distribution slightly without altering its general shape; the inclusion of electric fields 
is also not expected to give significant effects. At night, when (Te—Tn) should be small everywhere in the 

E region at low latitudes, some care should be talcen in interpreting observations of the electrPn temperature, 
since the neutral temperature itself can vary due to heating by viscous dissipation and the effects of 
adiabatic heating and cooling which must be associated with atmospheric gravity waves. 

It is of some importance to understand the temporal behavior of sporadic E layers, especially their 
formation and their motion once they have been formed. Nguyen Minh Tri (12) and Gleeson (13) have con-
sidered the formation of a lay3r when only one type of positive ion is present, and have shown that during 
formation the layers are flat-topped. Cuchet (5) has discussed the case with two positive ions present, 
considering only the temporal behavior of  (ne)m,  and has shown that if the recombination coefficients 

for the two species differ markedly and the rapidly recombining ion is the more abundant, then at first the 
rapidly recombining ion forms a weak layer, but as the slowly recombining ions accumulate, the density 
of the former is gradually depressed so that eventually an equilibrium profile such as that shown in Fig. 1 
is obtained. For the case of meteoritic ions in the ionosphere, where w .•-• 1 to 10 m./sec. the formation 
time must be of the order of 10 3 to104  sec., since the ions must be drawn from a considerable altitude range 
(— ±10 km. from the layer) in order to make a significant change in the electron density. In general, 
because wind shears are almost always present, one should expect meteoritic ions to be concentrated in 

t n(N2 ), n(02 ) in molecules/c.c. 

(5) 
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this layer, although during the day these might not be noticeable as sporadic E layers (14); however, at 
sunset when the remainder of the E region decays these layers should remain, essentially undistorted, and 
appear as sporadic E layers after sunset. Observations obtained using the incoherent scatter technique at 
the Arecibo Ionospheric Observatory are effectively in agreement with this suggestion (15). 

Finally, we note that consideration should be given to the internal structure of sporadic E layers. 
Ionosphere observations suggest that the layers are probably rather patchy since the highest frequency 
reflected is not necessarily equal to the blanketing frequency. It should not be too difficult to extend the wind 
shear theory to allow for some secondary structure in the wind which would lead to the formation of such 
patches. From the experimental point of view, however, it is not easy to investigate the patches in detail, 
except perhaps by the incoherent scatter technique using a very narrow beam radar. The possibility of 
making such observations at Arecibo is being considered at present, and it is hoped that some success will 
be obtained by adapting the equipment to permit two beams to be used simultaneously. This should allow us 
to prove the structure down to length scales of the order of 1 km., but for smaller scales other techniques 
will be necessary. Theoretical discussions of the stability of sporadic E layers suggest that structures with 
length scales of the order of tens of meters might occur (16), and indeed there is some experimental evidence 
that this is the case (17,18). 
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Fig. 2. Calculated Ion and Electron Density Profiles — Mixed Ions. 
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Discussion on Paper 1.9 presented by W.I. Axford 

Dalgarno: You mentioned that a critical test of the wind shear theory would be this question of whether 
these layers are composed of meteoric ions. Supposing you simply have a region of enhanced electron 
density, and have two kinds of ions, one of which is slowly recombining, and one of which is rapidly 
recombining, the one that will be seen is the slowly recombining one, and that has nothing to do with 
wind shears? 

Axford: No, but you have made a region of high electron density. You have to say how it got there. 

Dalgarno: No, but if there were some other way of putting the electrons there the same thing would 
happen. 

Axford: No, you have to actually pull the ions in, and there is no reason whatsoever that the meteoric 
ions would always come to the layer and just sit there for you. All the ions would come towards the 
layer as fast as they could, and in the meantime everything would recombine anyway. 

Dalgarno: Leaving the slowly recombining ones! 

Axford: No, because they wouldn't have got there in time. There are not many meteoric ions in the 

ionosphere. You have to collect them from 10 to 15 km. on either side of the layer and this takes quite a 
while. If you are just going to start with your pile of electrons sitting in a thin layer which is 1 km. 

thick, I would say that they would be gone in a few minutes, by which time you wouldn't have accumulated 

many meteoric ions unless you had some way of keeping them stoked up. 

Zimmerman: You might be able to explain this (as suggested by Narcisi at AFCRL) by starting off with 

a neutral meteoric atom which can charge transfer from the diatomic species, and thus you don't have to 

introduce any other exotic mechanism of ionizing the meteoric ions separately. 

Axford: That is much like bringing them in but I don't think that it is any good. You still must have a 

mechanism for enhancing the electron density. How are you going to do it? You must have an electron 
there to begin with or you have the same problem as Dalgarno. What you are saying ought to happen 
throughout the entire E region, and hence the entire E region would have a tendency to break up, but it 
doesn't. 

Zimmerman: The meteoric ions for the most part have been observed as compiling in the lower part of 

the E region around 90 km. 

Axford: Yes, but they occur in layers. Now if it was your mechanism, they would occur rather uniformly. 

The daytime E region is rather uniform, and has a rather uniform density. You see there is no reason why 

you should have restricted layers within that region. 

Zimmerman: You have not taken into account vertical wind divergence. 

Axford: No! Our theory is fact. There is no point, because we have explained everything without magic. 

Swider: I want to show Narcisi's curve again (see paper 1.3.1). This is that nighttime flight that I 

mentioned earlier, and you see that around 90 km. there is this peak of ionization. 

Axford: This is a little bit of a problem. Usually when one sees a sporadic E layer at this height, it 

doesn't have the right wind shear. 

Swider: Well, of course not! This is at nighttime; the total electron density is lower. 

Axford: Yes, okay, but it is still a problem to lcnow just how this layer got there. If the same observation 

had been at a higher height and an ionosonde at the same time showed a sporadic E layer, I would have 

been happier. 
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Wright: That same sporadic E layer was at 105 km. and even higher earlier in the day, and was over a 
period of hours convected down to the altitude where you see it, and then over a period of about 3 hr. 
subsequent to this time, which was 23:21, it rose again, so there is a complete time continuity, and you 
have this period of several hours within which you wanted to sweep up these metallic ions. 

With regard to the correlation with the magnetic field, Whitehead many years ago suggested that 
there should be a correlation in the probability of occurrence of sporadic E with the magnitude of the 
horizontal components of the magnetic field (static quantity), the probability being taken over the whole 
globe. He showed that there was such a correlation. There is a paper by two Russian authors which 
showed that this relation existed for sporadic E in the daytime and was washed out at night. Now this 
raises the possibility that these thin layers of very slowly recombining meteoric ions may be abandoned 
by the wind profile which produced them, and will diffuse back again, and more or less slowly float around, 

not being associated with any particular feature of the wind profile, while in the daytime, the relation 
between the wind profile and sporadic E might be expected to be more one to one. This emphasizes, I 

think, the necessity of getting some daytime wind measurements which are so far unavailable. 

Axford: That by the way is another advantage of the magnetometer. It doesn't care about night or day. 

Wright: My last question is about this argument that involves the magnetic field measurements, because 
the E x  which you have thrown in here was plucked out of the air. It is not the consequence of any 

mechanism? 

Axford: It has nothing to do with the wind shear! It has to do with the main wind. 

Wright: Through a dynamo process, yes, but the existence of that is somewhat speculative. 

Axford: No, it is not. I know it is not because one now has emphatic ion experiments which show an E 
cross B motion which presumably isn't a wind motion. In other words, there are now measurements of an 

electric field. 

Wright: In any case, I would like to ask just what light this throws on the wind shear process because if 

the region of enhanced electron density, therefore enhanced conductivity, exists and if the field exists, 

the current will flow, producing a magnetic field variation, and this says nothing about the cause of 

sporadic E. 

Axford: What it does though, is just confuse the sporadic E theory. That is why I say it is not sufficient 

just to look at the winds. 

Wright: I am saying it would contribute nothing other than a confidence that the current can cause a 

magnetic field, because one expects the current to be flowing in a region of enhanced conductivity if the 

electric field exists. 

Axford: Sure, but it is a perticular feature of the magnetic field record that matters. It has to be minimum, 

it is not just that there is a current there. 

Wright: That feature is a consequence of J cross B and not a consequence of the wind shear theory. Isn't 

that right? 

Axford: The J is a consequence of the V and the E, not just a consequence of the V, but the fact that it 

is a minimum is a consequence of the V. You can't make a shear in the electric field very easily, but 

you can make a shear in the wind, so the electric field alone doesn't give you a sort of electric field 

shear mechanism; but it nevertheless contributes to the mechanism, only in an unfortunate way. 

Wright: About the equatorial problem. Blanketing sporadic E is observed at the equator with a probability 

of occurrence of 10 or 20 per cent in the daytime, compared with 80 or so per cent at temperate latitudes. 

The wind shear theorists can take some comfort from the fact that blanketing sporadic E is suppressed 

over the equator but it isn't absent, and I wonder what the explanation might be for it when it does occur? 

Axford: Well, that is not too bad, because as I said, if you have absolutely horizontal sporadic E layers, 

then you get none within a couple of degrees of the equator, depending very much on the effect of the 

123 
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collision frequency. Of course, the sporadic E layers are probably not absolutely horizontal, and you have 

only got to have them a little bit tilted for the effective dip equator to move several degrees north or south, 

so what the effect of a tilt on sporadic E layers would do is to iron that feature out. You won't even have 

a zero right at the equator, you may expect to see some blanketing sporadic E, but the fact that it is a 

factor of 8, as you say, down on what you see outside is very encouraging. 

Wright: A critical test of the wind shear process might be to make measurements of the height of the 

sporadic E near the equator at separated points, and look for the tilt. 

Axford: It might be; however, I have a feeling that most theories which involve the magnetic field will 

probably do the same at the equator. 
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SECTION 2 

PARTIAL REFLECTIONS 

2.1  A CRITICAL REVIEW OF THE PARTIAL REFLECTION EXPERIMENT 

by 

J.S. Belrose, I.A.  Boume  and L.W. Hewitt 

Defence Research Telecommunications Establishment 

Presented by I.A. Boume  

1. Introduction 

In this paper we discuss the partfal reflection of medium frequency radio waves from 
the lower ionosphere. We are particularly concerned with a specific type of partial reflec-
tion experiment, originally devised by Gardner and Pawsey (1953) which provides useful in-
formation of ionospheric parameters below the 100 km. level. The technique is a promising 
approach to D region studies but has not been widely used and its advantages and limitations 
have not been clearly stated. It is our purpose, therefore, to summarize the main features 
of the experimental technique, to discuss the experimental difficulties and the characteristics 
of the experimental data, to critically examine the theoretical assumptions, and finally to 
attempt to assess the accuracy of the deduced electron number density estimates. 

Although Gardner and Pawsey were the first to employ the partial reflection experiment 

in its present form, the existence of weak reflections from the D region had been detected 

by a number of observers. For example, Dieminger (1952, 1955) examined conventional ionosonde 
records and found: 

a) in the frequency range 1.6 to 4.0 Mc/s, reflections were occasionally observed from 
heights of 75 - 90 km. in the daytime, exhibiting a diurnal variation, 

b) the apparent reflection heights were independent of the probing frequency, and 

c) the echoes were most frequent in winter. 

Gnanalingam and Weekes (1954) used a sensitive swept frequency CW technique and detected 
echoes from heights of 75 to 80 km. More recently, Gregory (1956) used a sensitive system 

employing pulsed radio waves to detect preferred reflection heights. While these types of 
experiments give information concerning the amplitudes of the reflected waves, their fading 
rates and preferred reflection levels, they do not provide reliable quantitative measurements 

of the electron density or collision frequency profiles. 

The revolutionary feature of Gardner and Pawsey's experiment was the measurement of the 
D region reflection coefficients for both the ordinary and extraordinary mode waves, and the 
demonstration that, if the reflections were caused by small irregularities in the electron 
density distribution, one could obtain an upper limit of the electron collision frequency 
near the base of the ionosphere; and, furthermore, if the collision frequency profile was 
known, it was possible to deduce the D region electron density profile. 
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The principal features of the experiment are illustrated in Fig. I. A pulsed medium 
frequency radio wave is used to probe the ionosphere. The weak reflect  ions  from the 1) 
region are received by a polarized antenna system and amplified by a sensitive  recel Ver.  
A number of different systems have been employed to record the receiver's output. Gardner 
and Pawsey used the signal to intensity-modulate a cathode ray oscillograph (CRO), and the 
intensity pattern was recorded on a continuously moving film. A narrow-slit optical system 
and photo cell were then employed to scale the film recordings. This is a relatively in- 
sensitive system and it was realized that a display system which would permit better amplitude 
and height resolution would be desirable in future experiments. The system shown in Fig. 1 
is now in common use. The receiver's output is displayed on a CRO using a type A-scan. 
Between the reception of the ordinary and extraordinary mode waves the sense of deflection 
is reversed so that the upper and lower traces represent the ordinary mode and the extra-
ordinary mode waves respectively. 

TABLE 1 

MAY 	GARDNER & PAWSEY 	 BIMLOW 	 LINEAR 	INTENSITY 

1952 	 AUSTRALIA 	 RECORDING 

33S, 151 ^ E 	 0,X,0 SEQUENCE 

IN 1 MINUTE 

I VALUE 	2 PROFILES APPLETON-HARTREE 

JAN•JUNE FEJER & VICE 

1958 

FRANK ENWALD 	CIRCULAR 	DOUBLE TRACE 

SOUTH AFRICA 	 A-SCAN 

26S, 28"E 	 0 AND X SEPARATED 

BY 1/4 *K. 

1 VALUE 	1 PROFILE 	APPLETON-HARTREE 

22 PROFILES SEN & WYLLER 1958 	HOLT,LANDMARK & LIED 	LAVANGSDALEN 	LINEAR 	DOUBLE TRACE 

te 	HOLT 	 NORWAY 	 A-SCAN 

1964 	HAUG 	 69N, 19 °E 	 0 AND X SEPARATED 

BY 1/50 sec. 

1961 	BELROSE 	 OTTAWA 	 CIRCULAR 	DOUBLE TRACE 	17 VALUES 33 PROFILES SEN & WYLL ER 

te 	BELROSE & BURKE 	 CANADA 	 A-SCAN 
BELROSE & CETINER 

1965 	BELROSE & HEWITT 	 4514, 76"W 	 0 AND X SEPARATED 

BELROSE, BOURNE & HEWITT 	 BY 1/15 sec. 

1963 	BEL ROSE, BODE & HEWITT 	RESOLUTE BAY 	CIRCULAR 	DOUBLE TRACE 	3 VALUES 1 PROFILE SEN & WYLL ER 

t. 	 CANADA 	 A.SCAN 

1965 	 75N, 95"W 	 0 AND X SEPARATED 

BY 1/15 sec. 

1165 	II EL ROSE, MATTHEWS 	CHURCHILL 	CIRCULAR 	DOUBLE TRACE 	 1 PROFILE SEN & WYLL ER 

S. 614NAMAR A 	 CANADA 	 A-SCAN 

SEN, 94"W 	 0 AND X SEPARATED 

BY 1/15 sec. 

1963 	GREGORY 	 CHRISTCHURCH 

s. 	 NEW ZEALAND 

43" S, 172"E 

LINEAR 	DOUBLE TRACE 

A-SCAN 

0 AND X SEPARATED 

BY 1/50 sec. 

14 PROFILES APPLETON-HARTREE 

Table 1 shows the quantity of data published prior to this conference by various groups 
using the partial reflection experiment. It is seen that most use of the technique has been 
made by groups in Canada and Norway and that only these groups have employed the generalized 
magnetoionic theory of Sen and Wyller (1960) in the analysis of their data. It should also 
be noted that, although the partial reflection experiment is apparently well suited for 
synoptic studies of the D region, relatively few measurements of the collision frequency or 
of the electron density distribution have been published. A final point to note is that 
some groups, including Gardner and Pawsey, have used a linearly polarized antenna for the 



REVIEW OF THE PARTIAL REFLECTION EXPERIMENT 	 127 

transmission of the probing wave and have relied on polarized receiving antennas to provide 
discrimination between the reflected ordinary and extraordinary mode waves. Experimental 
parameters used by the various groups are not shown. The probing frequencies employed have 
always been above the leical gyrofrequency and frequently exceed the gyrofrequency by a 
factor ranging from 1.5 to 3. The exception is the work described by Belrose and Cetiner 
(1962) which used a probing frequency of 6.275 MHz. The choice of frequency depends, in 
part, on the height region and ionospheric condition to be studied. As the frequency is 
increased the experiment becomes less sensitive but can be used to greater heights and is 
better suited to investigations of  periods  of high absorption. It should be noted that the 
nature of the irregularities causing the partial reflections abruptly changes near the 100 

km. level, and at present this level is an upper limit to the region where the partial re-
flection experiment can be usefully employed. 

2. Characteristics of Partial Reflections 

2.1 Echo Structure 

The success or failure of the partial reflection experiment depends greatly on the 
characteristics of the reflections obtained from the D region. Some of these characteristics 
are partly dependent on the equipment parameters; a typical installation employed by DRTE 
has the following parameters: 

Frequency: 2.66 MHz. 
Peak Pulse Power: 100 kw. 
Pulse width: 50 psec. 
0 mode repetition rate: 1 p/s. 
Delay between 0 and X mode pulses: 70 ms. 
Antenna: 4 half-wave dipoles in the form of a square with parallel pairs fed in phase 

and adjacent sides fed in quadrature. A similar but separate antenna is used 
for reception. 6 

Receiver: maximum gain 5 x 10 . 
Band width: 30 kHz. 
Response: approximately linear. 
Display: photographs are made of type A oscillograph display with the sense of 

deflection reversed between the reception of the 0 and X mode waves. 

A number of echo structures that have been observed at high latitude stations using 
this type of equipment are shown in Fig. 2. The ground pulse starts near the left-hand 
side of each diagram and the upper and lower traces represent the X and 0 mode reflections 
respectively. 

Fig. 2A is an example of turbulent echoes since echo peaks occur at a large number of 
levels, and the echoes are not well resolved. A sequence of frames shows that there are no 
preferred reflection levels. In this example it is evident that the peaks for the 0 and X 

mode reflections do not necessarily occur at the same heights and that more peaks can be seen 
on the 0 mode trace than on the X mode trace. 

Fig. 2B shows a well-resolved stratified echo at the base of the D region. This example 
was selected from a sequence of photos which indicated that the echo was present at approxi-
mately the same height during the 20-min. recording period. Stratified echoes are frequently 
observed at low latitude stations (Gregory (1961)) and, while the height of the reflection 
levels may change from day to day, reflections are frequently detected from near the 64, 72, 
and 85 km. levels. Marked stratification is a mixed blessing, for while it enables accurate 
measurements to be made of the echo amplitudes at a few levels, it prevents the acquisition 
of data from intermediate levels; the result is a lack of detail in the computed electron 
density profiles and a restriction on the maximum electron densities that can be detected. 

Fig. 2C is an example of a record obtained during a period of visual overhead aurora. 
The ratio of echo amplitudes falls from unity to a very small value in approximately 5 km. 
Under these conditions the computed electron density profile extends over a small height 
interval and it is probable that it underestimates the number of electrons present. 
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Fig. 2P shows an unresolved echo frequently seen at Resolute Bay and occasionally at 
other stations. While the peaks in the 0 and X mode records may occur at the same height, 
it is evident that the presence of strong echoes from slightly greater heights introduces 
significant errors into measurements of both the height of reflection and the amplitude of 
the echoes when these conditions prevail. 

Fig. 3 shows an example of a completely different type of echo observed at Resolute Bay 
and Churchill. It is similar to echoes reported for other stations located near open water 
(Dowden 1957). The most striking feature is the presence of very low range echoes (-30 km 
whose amplitudes generally decrease with increasing delay. This sequence of photographs, 
taken at 5-min. intervals, shows that marked changes occur in the echo structure although 
the changes occur slowly and are not readily detected within a period of a few seconds. It 
has been verified that they are true reflections and are not caused by large transients of 
'ringing' in the receiver. It has been suggested that the echoes are ground and sea reflec-
tions, but in the case of the DRTE observations this has not yet been verified. In the ex-
amples shown the echo pattern is similar for the X and 0 mode waves; this is not always the 
case. These low range echoes may be absent for months but, once they occur, they may be 
regularly detected for similar periods. They have been detected in summer when there is open 
water near the experimental stations, and in winter when thick ice covers all water surfaces. 
There is some evidence that they are more pronounced during periods of abnormal D region 
absorption, but it should be noted that noise and interference levels are exceptionally low 
at these times. 

While the low range echoes usually occur with apparent heights less than 40 km., they 
are sometimes detected up to the 70-km. heights and interfere with the more usual D region 
reflections that we wish to study. In this way low range echoes can effectively provide a 
limit to the useful sensitivity of future installations unless the cause of these reflections 
can be determined and the installation designed to eliminate them. 

A less severe problem is presented by reflections from large aircraft which have been 

detected at distances in excess of 60 km. The systematic movement of the aircraft is a use-

fui  method for detecting this type of echo and rejecting it from any records which are used 

to calculate D region electron number density profiles. 

2.2 Echo Fading Rates 

Some installations use polarized transmitting and receiving antenna to obtain a high 

degree of discrimination between the ordinary and extraordinary mode waves; this necessitates 

a delay between the measurement of the echo amplitudes for the two modes and, if this delay 
is long, fading of the echoes can cause a large scatter in the measurements of the instant-
aneous ratio of the echo amplitudes. 

Echo fading rates vary with time and echo type; in general the "turbulent" echoes appear 
to fade more rapidly than "stratified" echoes. No systematic measurements of fading charac-

teristics have been made at DRTE although a number of tests have been conducted to ensure that 
negligible fading occurred in the 70 ms. delay between the reception of the 0 and X mode waves. 
Fig. 4 shows echo structures when two 0 mode waves are transmitted, instead of an 0 mode and 
an X mode wave. In records of this type the 0 mode amplitudes usually agree to within 1 or 
2%. On the other hand, larger changes are frequently seen between echoes where the receiver 
output is the resultant of two or more waveforms and can depend critically on the relative 

phase relation between these waveforms. 

Measurements have been made of the rate of change in the phase paths of well-stratified 
echoes at a low latitude station (Smith, et al.1965). In general they show phase coherency 

for periods ranging from a few seconds to tens of minutes. On one occasion the phase path 

changed by less than 180 0  in a 1.1 hour period suggesting an extremely stable reflection level; 
it was also noted that for a given echo there was a constant phase relation between the 

ordinary and extraordinary mode reflected waves. 
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2.3 Echo Amplitudes 

The ordinary mode echo amplitude changes rapidly with height and varies by approximately 
three orders of magnitude between the SO and 80 km. levels. The mean ordinary mode amplitude 
in a given height interval varies from day to day and shows marked seasonal and latitudinal 
variations. 

Experiments conducted at low latitude stations frequently show an almost complete 
absence of detectable reflections in some height ranges. Marked stratification has also 
been observed in Canada and Norway. Under quiet ionospheric conditions the number of detec-
table reflections from below the 70 km. level at Resolute Bay is very small and frequently 
results in an absence of information concerning this most interesting region. 

Reflections from the D region are largest in winter months even though D region elec-
tron densities are then smaller than in the summer. The majority of echoes show marked fading, 
so that a large number of observations (SO or more) are needed before a reliable mean value 
can be obtained. Furthermore experimental constraints frequently prevent the deduction of 
reliable 'mean' values. For example, if there is a strong stratified echo near the 60 km. 
level, weak echoes at nearby levels are ignored since they would not be well resolved. On the 
other hand, an occasional large echo at nearby heights would be scaled. The result is that the 
true mean echo amplitude profile could be markedly stratified, while the mean of the scaled 
echo amplitudes may show little evidence of stratification. 

3. Analysis of Partial Reflection Observational Data 

3.1 Echo Selection Criteria 

At DRTE two scaling criteria are used to help eliminate spurious pulses and off vertical 
echoes. The first is 'peak scaling', that is, echoes are scaled only if the peaks on the 
0 and X mode traces occur at the same height (within 4-  1 km.). The second criterion is that 
the peak echo amplitude must exceed the noise level by at least a factor of two. 

While there is generally good correlation between the occurrence of 0 and X mode echoes, 
the presence of an 0 mode echo does not necessarily mean that an X mode echo will also be 
detected. For the Canadian data — using the above criteria — approximately 1/10th of the 0 
mode reflections show no corresponding X mode reflection. This may be due to a number of 
factors including: 

(i) fading of the echoes in the 70 ms. period between the reception of the 0 and X mode waves 

(ii) the presence of off vertical echoes 
(iii)the reception of spurious RF pulses. 

Furthermore, if echoes are not well resolved from above the 75 km. level, the part 
superposition and enhancement of two 0 mode echoes can occur when there is almost complete 
cancellation of the X mode wave (and vice versa) owing to differences in the phase paths of 
the two characteristic waves. 

It is obvious that shorter pulses would assist in eliminating interference between echoes 
from neighbouring reflection levels. Tests conducted at DRTE show that a reduction of the 
pulse width to 25 psec.does change the number of echoes that would be scaled in a given time 
interval, and that the vast majority of the peaks in the received echo signals represent true 
reflections and are not the result of the random summation of a number of weak echoes from 
numerous reflection levels. 

3.2 Determination of the ratio Ax/Ao height curve 

Ax 
The basic experimental measurement concerns the ratio, — , of the relative amplitude 

Ao 

of the extraordinary and ordinary mode waves, as a function of height. According to the 
theory of Gardner and Pawsey, the ratio should be independent of Ao and, at low heights, 
can provide a measure of the electron collision frequency. Unfortunately, the experimental 
data can show significant departures from the idealized case. 
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Fig. 5 shows a scatter plot of the amplitudes of the ordinary and extraordinary mode 
waves reflected from within a 2 km. height interval centered at 59.5 km. In this instance 
there is little scatter in the data points and the mean can be determined with fair precision. 
Fig. 6, on the other hand, shows a scatter plot of data obtained on a different date with 
a marked degree of scatter. For echoes reflected below 75 km. level, the scatter appears 
to be random. Echoes reflected above this level frequently show a systematic dependence of 

Ax 
the ratio — on the measured Ao value, as the data in Fig. 7 illustrates. This systematic 

Ao 
dependence is thought to be caused by the presence of off vertical echoes reflected from 
low levels, which proportionally enhance the extraordinary mode components of the reflected 
waves. It is only when the 0 mode reflection (and hence the X mode reflection) is very much 
larger than the off vertical reflections that the desired ratio is obtained. 

Fig. 8 is a plot of the ratios that were obtained in various 2 km. intervals on the 
same date, a day which was not noteworthy for producing either particularly good or bad 
records. Also shown are two curves obtained from the data points by different techniques. 
The data previously shown in Fig. 7 indicates that while both curves would underestimate the 

differential absorption taking place below the 80 km. level, the 
1_AS

) curve is probably the 
EAo 

The presence of off vertical echoes has plagued the partial reflection experiment since 
the original observations by Gardner and Pawsey. Research groups in Canada and Norway can 
testify that they can be particularly troublesome when the ionosphere is disturbed (Belrose 
and Cetiner 1962, Holt 1963). The construction of large high-gain antenna arrays seems to 
be the only way to overcome this vexing problem. At DRTE a large antenna has been constructed 
for the 6.275 MHz. frequency, comprising a 128-dipole circularly polarized antenna covering 
9 acres of ground. Tentative future plans include the possible construction of a 40-dipole 
array for 2.66 MHz. 

Ax If the scatter in the measurements of the ratio 	is random, the mean ratio can Ao 
be determined with fair accuracy, if a large number of measurements are made. In practice, 
the number of echoes scaled in a 2 km. height interval can vary markedly with height. In 

Ax Fig. 9 the mean Ao amplitude, the ratio — and the number of echoes scaled in 2 km. height 
Ao 

intervals are shown for 5 days in December 1961. The data for December 18 and 19 show a 
marked degree of stratification, in both the mean Ao value and the number of echoes scaled, 
which is almost completely absent on the 8th. The ratios measured at 57.5 and 59.5 km. on 
the 18th show markedly less scatter than the ratios measured at higher or lower heights and 
the larger number of echoes at these levels enables the mean ratio to be determined with a 
high degree of accuracy. 

3.3 Comments on the Theory of Partial Reflections 

A full development of the theory of partial reflections is beyond the scope of this 
survey. However, it is necessary to indicate  sonie of the theoretical assumptions used and 
to estimate the effects of alternative theories on the computed D region parameters. 

The first point to note is that the theory used by Gardner and Pawsey assumed that ir-
regularities in the electron density distribution were the cause of the partial reflections. 
A number of groups using the partial reflection technique have known that irregularities in 
the electron collision frequency profile (if they exist) might also cause reflections (Piggott 
and Thrane 1966), but to date no conclusive evidence supporting either process has been 
published. The ratio of the relative amplitudes of the ordinary and extraordinary mode waves, 
Rx . 
— in the absence of differential absorption depends markedly on whether an irregularity, Ro' 
AN, in the electron density, or an irregularity, Av, in the collision frequency is causing 
the reflection or whether a combination of the two processes operates. Fig. 10 shows some 

Rx curves, calculated by Burke (1963), which depict how the amplitude ratio ro- depends on the 

Ax more reliable of the two, since it effectively weighs each — ratio measurement by a term 
Ao 

proportional to the 0 mode amplitude. 
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. Avm AN 
ratio -f7i7 at various heights (the collision frequency curve 1 of Belrose and Burke (1964) 

has been used in deducing these curves and it has been assumed that the irregularities AN 
and Avm occur at the  sanie  levels). 

4vm AN 	 Rx 
i Note that at heights when —/ — is 	the ratio 17(i 
s very much less than either the 

vm N 
pure AN or Av processes predict, but that there is a fairly rapid change to either AN or Av 

like ratios as 
Avm 

 -/
AN
- departs from 1. In contrast, Fig. 11 shows that at higher levels when 

Avm AN 
N 

Rx 
is 1, the ratio icT,  

Avm AN 
is approximately given by a AN type process and that -7,71-1/- must 

Rx 
exceed 10 before 4vm type ratios are obtained. We conclude that while Tz-c7  ratios measured near 

the 85 km. level may support the AN hypothesis, they do not necessarily imply that the theory 
is adequate at lower levels. 

The problem is further complicated if the irregularities AN and Av do not occur at the 
R x same level. Under those circumstances the ratio 
ITO- 

could be anywhere in the range 0 to 00. 

If AN and Av processes can operate independently, two degrees of freedom are introduced 
and additional information would be needed before ionospheric parameters could be determined. 
In principle, measurements of the difference between the phase paths of the ordinary and 
extraordinary waves could provide additional, but still insufficient, information. Fejer 
(1961) has suggested that, if a AN process operates, measurements of the difference in phase 
paths can be used to determine the electron density profile. To date this technique has not 
been employed. A consideration of the reflection process shows that allowance would have to 
be made for the difference, 40, in the phase shifts suffered by the characteristic waves at 
the reflection level. Fig. 12 shows that AO should be readily detectable. If AN and Avm 
processes do not both occur, measurements of AO could be used in conjunction with the con-
ventional partial reflection observations to determine which process operates. 

Although irregularities in the collision frequency profile can theoretically cause 

reflections, it is stressed that the available experimental data, with one possible exception 
to be discussed later, is not inconsistent with the assumption that the reflections are 

caused by irregularities in the electron density profile. Nevertheless, in assessing the 

reliability of the experimental technique the possibility that some echoes are caused by 

collision frequency irregularities should not be overlooked. In the remainder of this paper, 

it is assumed that irregularities in the electron density profile cause the partial reflec-

tions unless explicitly stated otherwise. 

The second point to note is that Gardner and Pawsey used the Appleton-Hartree theory, 

which is now considered inappropriate for ionospheric conditions that prevail in the D region. 

There is apparently no simple way to compare and contrast the electron densities deduced by 

the two theories, although Fig. 13 shows that profiles deduced by the two theories can be 

significantly different. 

The third point is that in Gardner and Pawsey's original experiment a linearly polarized 

antenna was used for the transmission of the probing wave, and it was assumed that there was 

an equal division of the energy into the ordinary and extraordinary mode waves. A more detailed 

analysis by Smith et al. (1965) shows that this is strictly true only for longitudinal propa-

gation.Furthermore, if the probing frequency is close to the gyro frequency and if a circularly 

polarized antenna is used to receive the weakly reflected waves, the reflection coefficients 

computed by Gardner and Pawsey can be in serious error as they then depend on the orientation 
Rx 

of the transmitting antenna. Fig. 14 shows the expected dependence of the ratio 	of the 

amplitudes of the extraordinary and ordinary mode waves in the absence of absorption, on the 

antenna orientation for conditions at Armidale, N.S.W., Australia (wH = 1.515 MHz., 

w = 1.78 MHz.). Experimental measurements are in qualitative agreement with this analysis. 

If the receiving antenna are not accurately circularly polarized but are designed to receive 

only the characteristic waves, the dependence on the antenna orientations is less dramatic 

but still significant. 

The final point to note is that the partial reflection experiment is not uniformly sen-

sitive to electron densities within the D region. Fig. 15 shows a set of experimentally 



132 	 J.S. BELROSE, I.A. BOURNE AND L.W. HEWITT 

Ax 	 Rx determined ratios 
W-o- 

as a function of height. The solid curve represents the ratios — 
Ro 

that would have been detected in the absence of differential absorption assuming a certain 
collision frequency profile (collision frequency profile curve 1 (Belrose and Burke 1964 
used). At low heights, where there is negligible differential absorption, the experimental 
data are consistent with this profile. At greater heights differential absorption causes 

Rx 
the experimental data to fall below the 17-0- curve, and theory shows that the electron density 

at a height h (assuming the collision frequency is known) is dependent only on the ratio 
(A

x
/A

o
)
h + 1

/(A
x
/A

o
)
h - 1' 

or the slope of the log (Ax/Ao(h)) curve. Fig. 16 shows the de-

pendence of the electron density on this ratio, which we shall call C, throughout the D region 
(again assuming the collision frequency curve 1). Since the ratio C is determined from 

Ax 
experimental data, it is evident that a small error in the 

Ki)- 
ratio measurements near the 

60 or 85 km. levels can cause larger errors in the computed electron density than equivalent 
errors near the 75 km. level. Fig. 17 shows the departures from an assumed exponential pro-
file that would be caused by various errors in the measurements of the ratio C. Since the 
electron density increases rapidly with height, the percentage error in the computed electron 
density profiles in roughly constant above the 75 km. level but increases very rapidly at 
lower levels. 

3.4 The Reliability of the Deduced Collision Frequency and Electron Density Values 

The basic experimental parameter we wish to determine is the dependence of the ratio 
Ax 
— on the height of the reflection level. Inaccuracies in the measurement of this relation 
Ao 
are immediately reflectedas errors in the computed values of the collision frequency and 
electron density. While a realistic evaluation of the magnitude of random and systematic 
errors associated with the ratio and height measurements result in unfortunately large un-
certainties in the computed electron density profiles, they are probably no worse than the 
uncertainties associated with any other technique now available. 

In discussing errors, attention should be given to the possible systematic and random 
errors associated with: 

(1) The amplitude and height calibration of the receiving equipment, 
(2) The scaling of the experimental data, 
(3) The reduction of the experimental data, 
(4) Polarization of the antenna systems. 

These errors can be made small by the use of carefully controlled experimental proce-
dures, and certainly should not account for more than a 2% uncertainty in the measurements 

Ax 
of the ratios 	associated with a given 2 km. height level or an error exceeding ± 1 km. in 

Ao 
measurement of the mean height of this interval. The scatter in the experimental data is 
very much greater than this figure and the influence of off vertical echoes can cause larger 
systematic errors near the 80 km. level. At low heights, poor signal-to-noise ratios can 

Ax 
systematically cause the ratio — to be underestimated. 

Ao 

Fig. 18 shows the scatter obtained in measuring the height of simulated echoes using 
the equipment operated by DRTE. The delay of a simulated 'echo' was systematically increased 
in 2 km. intervals and the normal scaling procedures used to determine its apparent reflec-
tion height. It is seen that only rarely was an error exceeding ± 1 km. obtained. In prac-
tice, echoes are not necessarily well resolved and a much larger degree of scatter is to be 
expected. Systematic errors of the order of ± 1 km. are flot  excluded. 

Errors in ratio measurements can make very large errors in the estimated collision 
values if only data from very low heights are used. On the other hand, the ratio at higher 
heights is influenced by differential absorption. The majority of the data analysed by 
DRTE enables estimates to be made of the collision frequency near the 57 km. level; the pos- 
sibility of systematic errors of ± 20% in the computed collision frequencies cannot be excluded. 
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Random height and ratio errors can exceed these values on any chosen day but can, to a large 
extent, be eliminated by averaging data, if only slow term variations are considered. 

In a companion paper (Belrose et al. 1966) the yearly variations of the measured col-
lision frequency values are discussed. The mean value for the 1963-64 winter corresponds to a 
height shift of the collision frequency profile by at least 6 km. (or to a decrease of more 
than 50% in the collision frequency) from the values observed during 1962. An alternative ex-
planation is that the nature of the irregularities changed, being predominantly AN type re-
flections in 1961-62 and predominantly Av type reflections in 1963-64. When the characteristics 
of the experimental data are considered together with the computed mean electron density pro-
files for these winters, it seems highly probable that there was, in fact, a substantial change 
in both the gas pressure and the collision frequency and that the AN type reflection process 
was at all times the dominant reflection mechanism. 

It is highly desirable that the estimates of the collision frequency near the 60 km. 
level be obtained when the experiment is used to deduce electron density distributions, since 
significant random and seasonal variations are known to occur in the pressure profiles. The 
upper diagram in Fig. 19 shows the effects of errors of + 4 km. in choosing the location of 
a collision frequency profile on the computed electron densities. Below the 60 km. level 
and above the 75 km. level, the electron densities depart significantly from the assumed pro-
file and errors of 50% occur near these levels. The lower diagram shows the effect of as-
suming the correct collision frequency profile but of making systematic errors (of ± 4 km.) 
in the measurement of the height of the reflection levels. Near the 70 km. level the com-
puted electron density can be in error by approximately 100%. 

Although the quality of the experimental data is variable, it is interesting to determine 
approximate limits on the range of electron densities that can be measured using the partial 
reflection technique. The lower limit is generally determined by the accuracy of the measurements 

Ax 	Ax 
of the ratio C = (

h + 1
/(

h — 1.  The upper limit is determined by the effective height reso- 

lution of the experiment, the height distribution of reflection levels, the smoothing of the 
experimental data and the presence of off vertical echoes. Fig. 20 shows estimated upper 
and lower limits for the 2.66 MHz. partial reflection experiment conducted at Ottawa. To 
the left of the left hand side curve a 5% error in the value of C causes a 100% error in the 
calculated electron density. As a general rule it is unlikely that this accuracy is exceeded 
in routine observations; the left hand side curve can also be used as a rough estimate of the 
uncertainty of a deduced electron density value under quiet D region conditions. If data 
for a number of days observations are available, the lower limit curve would not necessarily 
be appropriate as the mean ratio C may then be determined with a higher degree of accuracy. 
Electron densities to the right of the right hand curve cannot be measured, owing to the 
grouping of data into 2 km. height intervals and taking a 3-point running average of the 

EAx measured — ratio values. In practice, near the 80 km. level the measurable range of elec- EAo 
tron densities should be reduced owing to the weak X mode echoes at this level at midday and 
owing to the difficulties caused by off vertical echoes. Also shown are average electron 
density curves for summer and winter conditions. The dotted portion of these curves are 
extrapolated values assuming proportionality between electron densities and the mean Ao echo 
amplitudes. This suggestion was first made by Gardner and Pawsey and has been shown to be a 
good approximation, at least on some days, by Belrose and Burke (1964). 

Mean values of ordinary mode echo amplitudes, electron density values, and total numbers 
of echoes scaled during the winter of 1961-62 and summer 1962 are shown in Fig. 21. The 
approximate proportionality between the electron densities and the echo amplitudes is clearly 
evident. However, it is noted that while the electron densities are larger in the summer 
than in the winter, the reverse is true of the mean amplitudes. Furthermore, there is a sig-
nificant increase in the number of echoes scaled near the 55 km. level in the winter months. 
It is concluded that the lower ionosphere is less uniform in the winter than in the summer 
and that measurements of the Ao amplitude alone cannot provide reliable information on seasonal 
changes of the D region electron density. 

As previously stated, one of the greatest problems in the partial reflection experiment 
concerns the possible existence of reflections from irregularities in the electron collision 
frequency profile. If irregularities exist in both the electron density profile and the 
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collision frequency profiles, there is no simple way of estimating the possible errors in 
the computed electron density profiles, although it can be confidently stated that the errors 
could be large. If reflections are observed only from collision frequency irregularities, 
while the analysis of the data assumed that the reflections were caused by irregularities 
in the electron density profile, the computed electron density profile would be in error. 
Figs. 22 and 23 show the relation between the computed electron density values N

AN 
(cal- 

culated on the assumption that AN irregularities were causing the reflections) and NA  (the 

values calculated assuming that Av irregularities were the cause of the reflections). The 
data in Fig. 22 assumes that the collision frequency profile of Belrose and Burke (1964) has 
been used in both methods of analysis. The data shown in Fig. 23 assumes that different vm 
profiles are used in each type of analysis. The value of vm is chosen so that in the absence 
of differential absorption the reflection coefficient ratios are equal in both cases at 60 
km. In this case there is no simple system of converting from N AN  values to approximate 

NAv  values; however, for electron densities found in the D region it is seen that N Av  pro-

bably does not differ from NAN  by more than approximately a factor of 3. 

3.5 Comparison with other Experimental Results 

Since D region electron densities at high latitudes show marked variations in both time 
and location, especially during the winter, data cannot be justifiably compared unless dif-
ferent experiments are conducted at the same place and time. One method is to obtain electron 
density profiles with two partial reflection experiments using different probing frequencies. 
The 2.66 MHz. and the 6.275 MHz. installations operated at Ottawa are poorly suited for this 
purpose, as they effectively probe different portions of the D region during undisturbed times; 
however, a comparison was made during a time when absorption was high (Belrose and Cetiner 
1962). 

Two experiments of this type have been conducted by DRTE. The first experiment enabled 
the electron density values and the collision value near the 60 km. level to be deduced from 
simultaneous partial reflection observations using probing frequencies of 2.66 MHz. and 6.275 

EAx MHz. during a S.I.D. on 1 March, 1962. The — ratio data and the computed electron density 
EAo 

profiles are shown in Figs. 24 and 26. It can be seen that similar collision frequencies 
would be deduced from both sets of data and that the electron density profiles are in good 
agreement at low heights; at greater heights there is a marked discrepancy between the com-
puted electron density values. Belrose and Cetiner showed that the 6.275 MHz. data would 
be consistent with riometer recordings made during the S.I.D. The upper portions of the 

EAx 
2.66 MHz. electron density profile and the -f-À7)- ratio curve are dotted, since it is believed 

that the ratios at these levels were strongly influenced by off vertical reflections. The 
variation with height of the mean 2.66 MHz. ordinary mode echo amplitude, shown in Fig. 25, 
differs markedly from the roughly exponential increase which is characteristic of quiet day 
records and the small amplitudes near the 75 km. level suggest that the wave was heavily 
absorbed at lower heights. 

The second experiment employed a new installation with a 4.21 MHz. probing wave and 
compared the computed electron density and collision frequency values deduced from simul-
taneous data obtained with this frequency and the 2.66 Mc/s wave. The results obtained 
during a small disturbance on 30 March, 1966, are shown in Figs. 27, 28 and 29, from which 
it can be seen that the collision frequency values deduced from the two sets of data would 
not be inconsistent, that the mean Ao amplitudes vary with height in a similar manner and 
that there is good agreement between the computed electron density values near the 70 km. 
level. At greater heights the 2.66 MHz. data gives smaller electron density values than the 
4.21 MHz. data. The 4.21  MHz.  ordinary mode echo amplitudes are approximately a factor of 3 less 
than the 2.66 MHz. echo amplitudes, when allowance is made for the different sensitivity 
of the two installations. 

The discrepancy at high heights between the electron density values deduced from the 
2.66 MHz. data and the data obtained from the high probing frequencies is to be expected if 
off vertical reflections occur. It should be noted that disagreement between the various 
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profiles commences when the 
.E_Ax 

ratio, as measured on the 2.66 MHz. equipment, has fallen to 
EAo 

a value near 0.7, which agrees well with the completely independent analysis presented in 
Ax 

Section 3.2, which shows that there can be systematic dependence of measured Â-F.  ratios on Ao 

EAx 
when 
	
has fallen to approximately this value. A simple theoretical analysis shows that 

the effect can be interpreted as being due to the presence of off vertical reflections, and 
there is experimental evidence which suggests that off verticals may be more troublesome 
during periods of high absorption. It is concluded that the various sets of data are con-
sistent at low heights, but that care must be taken in interpreting the data at high heights 
as off vertical reflections can cause a systematic underestimation of the electron density. 

Electron density and collision frequency profiles can also be deduced from wave inter-
action experiments and attempts have been made to compare the results with partial reflection 
experiments (Fejer and Vice 1959; Holt, Landmark and Lied 1961). Unfortunately, these analyses 
used the Appleton-Hartree theory and were not sufficiently accurate to really test the ac-
curacy of the partial reflection experiment, although it was concluded that the two sets of 
experimental data were not inconsistent. 

Using a generalized theory, Holt (1963) has compared partial reflection observations 
with the results of a rocket-borne experiment conducted by Jespersen et al. (1963) and concluded 
there was good agreement between the two sets of data over the 5 km. height range for which 
partial reflection data was available. The rocket and partial reflection experiments were 
conducted at locations separated by 140 km. and during a period of high, but fluctuating, D 
region absorption. 

On 27 May, 1965 a rocket-borne propagation experiment was conducted by DRTE in con-
junction with the 2.66 MHz. partial reflection experiments at Churchill. The rocket carried 
a receiver tuned to 2.66 MHz. which measured the differential absorption occurring between 
pulsed ordinary and extraordinary mode waves radiated from the ground-based station. Fig. 30 
shows the computed electron density profiles (assuming the collision frequency profile, 
curve 1) and assuming that the partial reflections were caused by irregularities in the elec-
tron density distribution. While there is good agreement near the 70 and 85 km. levels, 
there is a factor of 2 discrepancy near the 80 km. level. As there was some uncertainty in 
the interpretation of the data from rocket experiments, the comparison was considered satis-
factory. However, further analysis shows that if a second collision frequency profile is 

used and it is assumed that the reflections are caused by irregularities in the collision 

frequency profile better agreement between the two experiments is obtained. 

Future comparisons of the two techniques are planned; it is hoped that modifications 
to the rocket-borne receiving equipment will eliminate much of the uncertainty in the inter-

pretation of the data from the rocket-borne experiment. 

4. Conclusions 

There is certainly general agreement that the partial reflection experiment is one of 
the most valuable methods that has as yet been devised for the study of the lower ionosphere 

from a ground-based station. 

This experiment has limitations, most of which have been discussed in this paper. In 

spite of possible errors introduced by some of these limitations, we feel that most errors 

can be minimized in a well-designed partial reflection experiment when the following features 

are incorporated into the experimental design: 

1. High power transmitters (care being taken to restrict the power to a value which would not 

significantly change the collision frequency profile) 

2. Polarized antennas for transmission and reception of the probing wave 

3. The use of an appropriate magnetoionic theory and collision frequency profile: in the 

most desirable circumstances the latter should be determined from the experiment itself 
4. The use of shorter RF pulses to improve height resolution 

5. High gain antennas to reduce the influence of off vertical echoes 
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6. The simultaneous use of a number of probing frequencies 
7. Analogue to Digital conversion systems that enable accurate reduction of echo heights 

and amplitudes. 

The last point is particularly important if the partial reflection experiment is to be 
used for synoptic studies of the D region, since the scaling of photographic records is 
laborious and time-consuming. Although a suitable conversion system appears to be techni-
cally difficult, once developed, it could be of great assistance in numerous ionospheric 
investigations. 

The major experimental difficulty is caused by the apparent variability of the ratio 

Ax . 
— in a chosen height interval when the present experimental techniques are employed, and 
Ao 

the variability in the number of echoes from various levels in the D region. 

The one theoretical limitation which can affect the absolute accuracy of the determined 
N(h) profile and can not be minimized by the present experimental technique is the possibility 
that the partial reflections are also caused by discontinuities in the vm profile. 

We feel that the assumption that electron density irregularities cause the reflections 
is a valid one, and we hope to carry out further experiments (such as the measurement of the 
difference in phase of the two magnetoionic components and further co -operative simulta-
neous ground -based and rocket experiments) in an attempt to provide justification for this 
assumption. Further experimental work on this problem should be encouraged to eliminate this 
possible inaccuracy in the profiles obtained by the partial reflection technique and further 
increase its value as one of the most simple and economic methods of obtaining reliable 
electron density profiles for the lower ionosphere. 
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Fig. 1. Block diagram of a partial reflection experimental installation. 



: 

is c  

0 	 50 	 00  
HEIGHT (Km) 

1 
0 	 50 

HEIGHT 1Krn) 

100 o 
-r 
,00 50 

HEIGHT (Km) 

100 50 
HEIGHT (Km) 

N 

- 
re'Vsy\ 

' 

e ux  

0 	50 	100 0 

Approximate Height lam) 

Approximate Height lemi 

RE
L

A
T

IV
E

 A
M

PL
IT

U
DE

 

L
A

T
IV

E
 A

M
PL

IT
U

D
E 

50 100 

Fig. 2. Examples of recordings of partial reflections 
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Fig. 3. Examples of unexplained low level echoes 
obtained at 5-min. intervals bv the Churchill 
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Fig. 7. The observed dependence of the ratio Ax/Ao 
on Ao caused by the presence of off vertical echoes. 

Fig. 8. Mass plot of ratio Ax/Ao 

of all echoes recorded at all 

heights during a 20-min. 

recording period. 

Fig. 9. Partial reflection observational data at Ottawa, 

showing the variation with height of the amplitude ratio 

Ax/Ao the 0-ray amplitude Ao, and the histogram of 

occurrences of 0- and X-ray peaks, for 5 magnetically 
quiet days in winter (December 1961). 
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various heights when the reflections are caused by 
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quency and number density profiles. 

Fig. 12. Phase shift diff erence suffered 
by the two characteristic waves at  the 
level of re flection. 
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Fig. 13. Comparison of the electron density pro-
files (uppei.) calculated from an assumed Az/Ao(h) 
profile (lower) when different magnetoionic tbeories 
are employed in the  analysis. 

Fig. 14.  The  dependence of  the ratio 

Rx/Ro on the orientation of a plane 

polarized transmitting antenna. ProbIng 

frequency 1.78 MHz., gyrofrequency 
1.515 MHz., O  = 300  (Appleton-Hartree 

theory). 
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Fig. 17. Departure of the electron number 

density profile from an assumed exponential 

profile when various degrees of error are 
introduced into the measurement of the ratio 
(Ax/ Ao)(b÷i)/(Ax/Ao)(b-u. 

Fig. 18. Scatter obtained in the measured 
heights of simulated echoes. 
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Fig. 19. Departure of the electron 
number density profile from an 
assumed exponential profile when 
+4 km. errors are introduced in the 
height of the collision frequency 
profile (upper) and in the height 
of the Ax/ Ao(h) curve (lower). 
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Fig. 22. Graph showing the increased values of 

the electron number density that would exist if 
the reflections were caused by a Av perturbation 
instead of a AN perturbation as was assumed in 
the original calculation. 
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Fig. 23. Graph showing the values of the elec-
tron number density that would exist if the re-

fl ections were caused by a Av perturbation in 

 stead of a AN perturbation as was assumed in 

the original calculation. 
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Discussion on Paper 2.1 presented by I.A.  Boume  

Falcon: Why is it that your Ax/Ao curve is higher than the calculated Rx/Ro curve, in some cases at 
the low heights? What do you attribute this to? 

Boume.'  We have data which will be discussed later today, which strongly suggests that we get changes 
in the collision frequency, and these apparent changes are outside any experimental error that we can 
possibly attribute to our techniques. Assume we are looking at data from early winter, 1961-62. The ratio 
Ax/Ao at the 59.5 km. level is approximately 1.5. It consistently maintains this value until June 1962. 
In November 1962, the ratio has increased to 1.7, and in February 1963 to 1.9 or 2. In February 1964, the 
value is still high, but by February 1965 the ratio has returned to 1.5. These ratios were obtained from 
data which showed little or no differential absorption below the 60 km. level, and there is little day-to-day 
variation in the measured ratios. Under these conditions, the ratio should be a measure of the collision 
frequency if a Av process operates. As far as we are concerned, either there was a substantial change in 
the collision frequency, decreasing by approximately a factor of 2 in 1963-64, or during this period we 
observed reflections from a pure Av process. It seems to be either one or the other. We cannot find other 
evidence to suggest the AV process was operating, and we tend to believe the results indicate a sub-
stantial change in the collision frequency. There is some other indirect evidence supporting this con-
clusion. If you calculate the mean electron density profiles for the two winters, you find that they are 
similar, but there is a 6 km. height shift. The shift in the electron density profiles and the change in the 
collision frequency suggest that the whole atmosphere sank by 6 km. in this interval. 

von Biel: You mention several sources of error, and I think it was pointed out, a factor of 2 is fairly good 

for this type of experiment. One cause of error which we have looked into at Cornell, which you did not 
mention, is that the entire theoretical derivation has conveniently neglected the pulse width, and unfortu-

nately (for 50 tis. pulses which seem to be practical at the frequencies we are talking about), there can be 

a fair amount of absorption within the pulse itself. When that is thrown into the derivation (using Sen-

Wyller) we can show (using the Belrose and Burke profiles published some time ago) that the electron 

density profile can change rather drastically, and I think this ought to be considered. Now the compu-

tational process gets messy if one considers the differential absorption within the pulse volume, but it is 

large enough to be considered for these practical pulses. You mentioned 50 ps. pulses. We are using 

25 le. pulses in our experiment, and if one could use 100 jis. at this frequency, probably the observational 

results would change drastically. Have you any comment? 

Boume:  I am not too sure of your question, but I think you are assuming a random scatter from a large 

number of heights. 

von Biel: No, I am willing to assume (and this is far-fetched) that we have a steady reflection. A 50 /is. 

pulse is being sent into a fairly slowly varying medium, and this pulse occupies a fair amount of distance 

in space. If we are going to make any sense out of the Ax/Ao curves, we cannot neglect the differential 

absorption in the pulse itself. We are generating a rather serious error. 

Boume: When analyzing the data, we assumed that the echoes we scale are resolved from other echoes; 

that means that there is not another echo occurring within roughly ± 3 km. This has been checked by 

using shorter pulse lengths. I will grant that echo structures can look complicated, and that the tails of 

some pulses can influence the measurement of ratios at nearby heights. This is a roughly random process 

which goes as the square of the signal amplitudes because the signals are randomly phased. The scaling 

criteria is designed to reject echoes which are not well resolved, i.e. separated by at least 6 km. If this 

assumption is correct, then it is not necessary to allow for the pulse length so long as the echo delay is 

measured from the center of the transmitter pulse to the center of the echo. 

von Biel: Well, maybe I don't understand what you mean by echo. Are you proposing that there are 

discrete echoes, that there is not a continuum? 
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Boume: I am definitely proposing that! Phase height records show that this just has to be the case, at 
least on some occasions. The stratified echo shown earlier was present during the 20-min. recording 
period, and didn't change its height; it faded, but it was a definite, clear, well-defined echo. 

The structure that we are getting, at least on some occasions, is definitely inconsistent with the 
assumption that we obtain echoes from all heights at the same time, and that the 'echo' is the result of a 
large number of randomly phased reflections. 

Belrose: In our experiments, we have made a great story about discrete echoes, and we think we are still 
scaling discrete echoes. This is why we scale only when there is a clearly defined peak, and we don't 
scale unless this peak occurs at the same height (within ± 1 km.) for the 0 and the X mode waves. We 
make an a ttempt to scale only discrete echoes and we conducted two experiments to determine that they 
were discrete echoes. We transmitted a 50 ps. pulse and a 25 zs.  pulse separated by 1/15 sec., and 
displayed them in the normal manner. While we saw better resolution and the peaks were more clearly 
defined with 25 tis. pulses, the number of peaks and the reflection levels were unchanged. In another ex-

periment, we transmitted two 0 mode pulses separated by a 15th of a second in time on frequencies of 
2.66 Mc/s. and 2.66 + 40 kc/s. We saw the same echo structure at the two frequencies; the echo structure 
that we see is not a function of pulse width, and is not a rapidly varying function of frequency. There are 
probably other experiments that you can do, but these are the two that we conducted, and both suggest that 
we are observing discrete reflections. 

Smith: You showed a number of different types of echo structure. What type of echo structure is in the 

data used to determine electron density profiles? 

Boume: We derive profiles from any data which looks as if it is giving a reasonable Ax/Ao profile. I can 
show a number of examples in which we have, for part of the time, the type of echoes we are calling 

turbulent echoes, which are replaced at a later time by a discrete, well-defined echo. The Ax/Ao ratio 

does not seem to depend on echo type. I don't think it matters much what type of echo we observe; 

whether it is a turbulent type echo or not, we get the same mean ratios. However, when we have a well-

stratified echo, the scatter in the data is generally smaller. 

Smith: A knowledge of the echo type is important when you are trying to determine the cause of the 

irregularities. I can understand a discrete layer being caused by a temperature inversion or some such 

thing. But if you get echoes jumping up and down, I would say that what you are observing is an interfer-

ence pattern. You are not observing discrete echoes. I can't imagine that at one time you've got a stable 

layer at 62 km., and after another second you've got one at 64 km., and after one more second you have 

one at 60 km. What you have is a whole turbulent region, and you have an interference pattern, and you 

should, in fact, allow for this as an interference phenomenon. 

Belrose: The experiments we have just described show that this is not an interference pattern, because 

we changed the pulse width and we changed the frequency, and the "interference pattern" did not change. 

Boume:  I think this is a legitimate test. 

Gregory: Is it not a fact that you are getting scattering out of a spherical cap whose width is the pulse? 

This is not what Dr. Smith calls interference. The type of interference to which Dr. Smith is referring 

would show when the frequency was changed. The description is turbulent scattering, as Booker and 

Gordon have used, and I think this is one class of possible reflection. 

Boume: We do not deny that we can get off vertical echoes, and our analysis of our data shows that their 

presence can frequently be detected. What we dispute is the assumption that 'echoes' that we scale are 

only an interference pattern caused by the superposition of a number of weak reflections simultaneously 

reflected from a large number of different levels. 

Gregory: May I comment on this and go back to your Fig. 1. It seems to me that the results from your 

careful and admirable analysis of all the echoes does hinge on how you interpret your raw data. In Fig. 1, 
you notice that you have the possibility of interpreting the ratio in a number of ways at a given height. 

Now, we have used a different technique to yours. We haven't scaled photographs, which, of course, are 

a permanent record of the reflections at a certain time. We used a high-speed comparison technique 
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employing a rapidly switched attenuator, and this has given us perhaps a different view of the thing. In 

other words, we make a subjective judgment, as you must also, as to what we will accept as an experiment-
al ratio. From Fig. 1, I conclude that what we have always done is accept only those reflections from the 

flat portion of the curve; that is, towards the higher signal strengths. We would not accept anything that 

comes up when the signal is changing. You see, we are able to watch this ratio changing under our e.yes, 
and we match the two envelopes. Those of you who were navigators in the Air Force and used Loran will 

know this pulse-matching business. Now, unless these pulses fade together, we don't consider we have a 

reliable ratio, and I conclude from this that what we were doing was favouring the larger echo amplitudes. 

Now, when you do that, the number of heights at which you obtain acceptable data is greatly reduced, and 

in general, we never have had more than half a dozen heights in the interval between say, 60 and 90 km. 

That would be our maximum number of experimental points on a curve. Maybe this is pessimistic but it 

does give a different view of the discrimination of the profile which the method is able to provide. I 

believe you could do a little better than this, but I believe that probably the real truth of the discrimination 

lies between your very detailed profiles, which have no error bars by the way, and our rather crude profiles. 

Somewhere between the two there lies the optimum. But I wouldn't put more than six points on a curve. 
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2.2.1 MEASUREMENT OF SPATIAL VARIATIONS OF MESOSPHERIC REFRACTIVE INDEX 

by 

T.J. Elkins 

Wentworth Institute, Boston 

1. Introduction 

Partial reflection experiments are capable of providing information about the following factors of 
significance in the study of small-scale mesospheric dynamics: 

(i) Scale sizes and height distribution of scattering irregularities 
(ii) Random and ordered components of velocity in the medium 

(iii) Velocity of large-scale motions (winds). 

Since the electrical conductivity of the mesosphere is negligibly small, the micro-meteorology of this 
region should be somewhat similar to that of the troposphere. 'Thus, since the adiabatic lapse rate consider-
ably exceeds the amblent  lapse rate, inherent gravitational stability must strongly inhibit vertical convection. 
Limited convection may, however, be possible under somewhat unusual conditions, such as in the vicinity of 
jets. In that event, a certain scale size, determined by the local properties of the medium, will predominate 
In the spatial refractive index spectrum. A similar form of this spectrum might be expected for any periodic 
structure, such as internal gravity waves, whose existence is thought very likely. The most widespread 
process generating the irregularities is most probably turbulence, which, for the special case of homogeneous, 
isotropic conditions, exhibits the well-known — 5/3 power law spectrum. Such idealized conditions never 
exist in nature, the effects of anisotropy due to several factors modifying the situation quite markedly. 
Among the more important of these modifying factors are wind shear and horizontal stratification due to 
gravity. 

Fig. 1 shows the types of refractive index spectrum which might exist under the various conditions 
described. Also shown are the idealized cases of a sharp discontinuity and a completely random spectrum. 
Measurement of these spectra is an obviously important practical objective. To this end, it may be shown 
that the intensity, 1(k, 0) of broadband radiation scattered from a region of spatially varying refractive index, 
n(z), is proportional to the Fourier transform of n(z), denoted by (1c 1  ), where k, = k Sin -e . 

0 i.e., I(k , 	a st( k Sin — ) 	(I) 2 
where  Ois the scattering angle (180 0  in the case of back scatter), defined in Fig. 2, which also 
shows the foreshortening of a horizontal dimension, a and k is the wavenumber of the scattered 
radiation ( 27r/wavelength). 

Here the problem of measurement is greatly simplified by regarding the refractive index as varying with 
only one spatial co-ordinate instead of three. Although this situation applies naturally in several inherently 
one-dimensional cases, such as vertical discontinuities, it is an obvious limitation whose validity may often 
be questionable. The Fourier transforms of the refractive index spectra already considered are shown in 
Fig. 1 as a function of k, . Although there are two "degrees of freedom", viz., the operating frequency and 
scattering angle, measurement of these spectra would, in practice, be scarcely feasible. Alternative 
methods, simpler to perform, but necessarily providing less information, are required. Out of practical 
considerations, it is desirable to see what can be done using only one frequency and one highly directive 
antenna. 
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2. Principle of the suggested measurements 

In order to extract the maximum amount of information from a given measurement, it is helpful to 
determine the ultimate limits of available experimental precision. These can be found by suitable application 
of the Heisenberg Uncertainty Principle. The brief analysis which follows is quite general (for two-dimension-
al geometry) and makes no assumptions about the form of the irregularities. It reproduces all the essential 
features of the extensive literature relating to irregularities which are of general interest. 

the scattering medium is regarded as an array of sources of electromagnetic energy, the scattered 
field is composed of quanta of energy specified by two canonical quantities, e.g., position and momentum. 
Fig. 3 is a crude attempt to represent the Uncertainty Principle. If the shaded object represents a two-
dimensional irregularity, with propagation in the Z-direction, the size may be defined by the intercepts àx 
and ay on the X- and Y-axes respectively. Then a quantum reflected or emitted by this irregularity is 
largely confined within a cone whose solid angle is specified by AySx  and àcbv . These angles are defined in 
terms of observational spreads of the X- and Y-components of momentum, ''as shown in the lower half of 
Fig. 3. jP is the "true" momentum. By analogy with optical coherence theory, this solid angle may be 
called a "coherence angle". Similarly one might define a "coherence time'', which is related to the 
precision with which an emitted quantum may be localized in the time domain. 

There is a certain relation between these two parameters specifying the coherence of the wave field. 
The spectra in momentum (14) and configuration spaces are Fourier Transforms of each other, and the 
volume of an oscillation mode in phase space is h3 , where h is Planck's constant. In Cartesian co-ordinates, 
the Uncertainty Principle may be expressed as follows: 

àx • àPx  - h 	(2) 

ày • àPy  - h 	(3) 

Az • àlpx  - h 	(4) 

where AP , are the observational spreads in the three momentum components. x,yz 

For propagation in the Z-direction, 
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IP = 

Substituting (5), (6) and (7) into (2) and (3), one obtains 

àx • Sin aq5x  - 	1 

ày • Sin àley  

Then since 	 Ari
z 

= h/c  

and 	àZ = C àt 
ck 	 0 

where Api  is the spread in the quantity (-27r  Sin 7) 

and 	at is the observation time (integration time in an experiment), 
equation (4) gives 

where 

0 
at • à(v Sin - ) 	1 	 ....(11) 

2 

Equations (8) and (11) thus specify the coherence angles (AO, àcfri,) and the coherence time (àt) which set 
the ultimate limits upon the degree of precision which may bè achieved in an experiment which simul-

taneously measures position and time for a given event, such as the reflection of a wave-packet. 

From (11), it may be seen that, if (v Sin 4-) is made very small, (implying a signal of high spectral 

purity and a small antenna aperture), then the coherence time becomes relatively large. In a physical 
measurement, the apparent coherence time would then be determined by other factors, notably the velocity 
of the scatterers. Measurement of the coherence angle and apparent coherence time of the scattered energy 
would then provide information about the velocity and size of the scattering irregularities. 

96413-12 
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3. Measurement of coherence angle and time 

This may be done using either a Michelson interferometer or a spatial intensity correlation measure-
ment, the former being the more sensitive since it uses additional information contained in the phase of the 
diffracted energy. If an observation is made in a time much longer than the coherence time, a spatially 
coherent beam shows no spatial fluctuations, although it will display time fluctuations. This corresponds to 
interference between separate oscillation modes in phase space. Thus a definite fringe pattern is observed 
with an interferometer, provided the angular resolution is smaller than the coherence angle, and that the 
measurement time considerably exceeds the coherence time. Alternatively, the correlation between field 
intensities at two arbitrary points remains constant, under the same conditions. 

Similarly, if a measurement is made in a time much shorter than the coherence time, there will be 
no temporal fluctuations. However, a random interferometer fringe pattern will be observed if the antenna 
spacing exceeds the source scale size, and there will be no intensity correlation between two arbitrary points 
separated by a distance greater than the source scale size. The Uncertainty Principle states that a simul-
taneous measurement within both the coherence angle and coherence time is impossible. 

An idealized experiment might consist of transmitting upwards a narrow highly monochromatic beam, 
and receiving the back-scattered energy coherently at two points, having a relatively small separation. An 
interference pattern is observed, but the intensity exhibits time fluctuations, the autocorrelation function of 
which diminishes to a small value in the coherence time (st). As the antennas are moved further apart, 
the fluctuations decrease and the fringes disappear as the angular resolution exceeds the coherence angle. 
If the height of the scatterers is known or assumed, the scale length  (ix)  may thus be found from (8), whence 
the velocity (Sx/St) may be determined. 

4. Suggested experiments 

There are a number of ways in which these principles may be applied experimentally. Figs. 4 and 5 
show block diagrams of two suggested experiments, which, operating in the frequency range now employed 
for D-region partial reflection work, should provide useful data on irregularities in this height range. 

The first is a simple CW system, which might possibly be used in the interferometer mode as well, 
depending on the stability of the ground wave. The high-isolation hybrid separates the transmitted and 
received waves, and has provision for cancellation of both amplitude and phase of residual leakage, main-
layer reflections, etc. The frequency synthesizer generates the local oscillator frequency (F-f), which 
together with the transmitted frequency (F+f), determines an IF frequency 2f. The phase detector operates 
at this frequency, and since it detects both in-phase and quadrature components of received energy, it allows 
a measurement of both instantaneous amplitude and phase. The output of the phase detector may be displayed 
as an Argand diagram on an oscilloscope, or recorded for digital processing. This equipment would allow a 
continuous measurement of apparent reflectivity, together with irregularity size and wind velocity. 

Fig. 5 shows a FM/CW system, which would measure essentially the same parameters as the previous 
one, but with the addition of range resolution. The frequency synthesizer must provide a highly linear 
variation of frequency with time, determined by the sawtooth generator. The variable delay lines partially 
compensate for the propagation time, and provide a local oscillator frequency which determines a small 
resultant frequency for phase comparison. The function of the amplitude weighting device is to reduce the 
side-lobes in range space and provide better range resolution, should it be desirable for some purposes to 
sweep the frequency rapidly over a small interval. Height range information is obtained by varying the delay 
lines, and range resolution by varying the filter bandwidth. The local oscillator for the interferometer out-
stations might be simply the ground-wave, suitably delayed and amplified, while the phase comparison 
might be made via radio links or telephone lines, or by separately recording the information for later 
comparison. 

The main limitations to such techniques are: 
(i) The operating frequency causes a selective bias in the observed sizes, since irregularities much larger 

than one wavelength are not observed, due to their small coherence angle. 

(ii) The finite transmitted beam causes averaging over a volume. This can be partly overcome in the 
FM/CW experiment by using very narrow filters. 

Acknowledgment 
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Discussion on Paper 2.2.1 presented by T.J. Elkins 

Belrose: What are your thoughts on this experiment, and are you contemplating putting some of them into 
practice? 

Elkins: No, I am idly thinking about it, as I have no possibility of putting it into practice. What you need 
is a very large antenna and a high-powered transmitter such as those used by the people doing partial 
reflection experiments. The remainder of the equipment (the outlying field sites) could use relatively 

small antennas such as rhombics. 

Belrose: You didn't mention polarization. If you don't use polarized aerials, you will have fading due to 
the interference between the two magnetoionic components. 

Elkins: Yes, I assume that people doing partial reflection experiments are using polarized antennas. That 
is the case, isn't it? 

Belrose: Yes. 

Sales: You did not consider the possibility that these irregularities might change as they drift, that is, 

that a steady drift is not their only motion? 

Elkins: The motions that are determined by this coherence time are the instantaneous motions, that is, 

the random motions connected with their turbulence velocity. In addition to that there is a large-scale 

steady motion such as a wind, which would also come out of this information, but it is not related to this 

coherence time at all. It is the instantaneous velocity, the random phase change, which is determined by 

this method. 

Zimmerman: To get an eddy velocity out of this, would integration time be much less than the character-

istic scale of an eddy? 

Elkins: Yes, it would. Another way of getting the coherence time, rather than taking the auto-correlation 

function, might be to measure the half-widths of all the little fading peaks (and nulls), and take the 

average over a large time, which would give us once again the same answer as we get here. 

Sales: But you don't; you integrate to get that fading time over a relatively long period. 

Elkins: No, you integrate to get the spatial interference pattern. 

Sales: You also integrate to get that correlogram. 

Elkins: This could be done digitally. 

Sales: But it is still integration over a relatively long time, over many fades. You need 100 fades maybe 

to get that correlogtam reliably. One doesn't get that correlogram from a single fade. 

Elkins: No, you don't. You take the same curve and you move it over a little bit, and you get the cross-

correlation and so forth. 

Sales: But I am talking about the length of the record. 

Elkins: Oh, yes, that is not integration. 

Wright: That is just averaging the variation. 

Sales: But averaging is integration, over a long time. You are not getting the fade at any particular time, 

but are getting the average fade over a relatively long time, so you have integrated over a long time. 

Therefore, you end with only the drift velocity. 

Wright: The correlogram expresses exactly the average width of those peaks. There is nothing wrong 

with that. 

Sales: No, there is nothing wrong with it. 
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Elkins: When I speak of integration, I am talking about it in the experimental sense, where you have an 

RC time constant and actually lose this information. It is no longer available for use because you have 

no knowledge of what it is. You are averaging over a length of time, but this isn't integration, which 

involves loss of this short time period data. If the average half- width of fading peaks were just, for 

example, one second, we would still have information on the signal strength for times considerably less 

than one second. 

Sales: What are you describing as the physical mechanism that causes the width of the peaks? 

Elkins: This is the motion of the irregularities. 

Sales: You have two things. 

Elkins: Our bandwidth is very narrow so that it is the medium which determines the coherence time rather 

than the transmitter. 

Sales: It is the sum of two motions, one turbulent and one a steady drift. It is not easy to separate these 

motions from the kind of measurements you have made. 

Elkins: I really haven't been concerned too much with steady drifts, but they will appear as large features 

on the record. You are thinking of two separate orders of time here. Large drifts might be of the order of 

several seconds — ten seconds — perhaps. 

Wright: A large drift will come out of any non-zero average of the instantaneous drift. The steady drift 

can be derived as an average of these instantaneous drifts. 

Sales: But these are not instantaneous. They are over a period of 100 fades, so that they are not 

instantaneous. It is the average drift you will get. 

von Biel: If I understand you correctly, the figure on the right hand side is nothing more than the auto-

correlation function of the signal. If you take the Fourier transform of the auto-correlation function you 

have the power spectrum; consequently, you have the entire information, long-term drift as well as short-

time drift right in the auto-correlation parameter function, and you can pick it out any time you want, 

depending on how long a record you take. 

Elkins: Yes, that's true, dependineon how long you sample the record, or the duration of the record. 

von Biel: Yes, both the high and the low frequency components are there. 

Belrose: Well, thank you very much, Mr. Elkins, for introducing some new thoughts into this subject. 

One can do many things with partial reflections which haven't been done in great detail. The study on 

the irregularities themselves hasn't been done in detail. Partial reflections to determine winds have 

been used in only one place, I think, by Dr. Fraser working with Dr. Gregory in New Zealand. Most of 

us are using them to determine only electron densities. 
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2.3.1 ELECTRON DENSITIES AT HIGH LATITUDES DURING QUIET IONOSPHERIC CONDITIONS 

by 

A. Haug 

Norwegian Defence Research Establishment, Kieller, Norway 

1. Outline 

In this paper the results from partial reflection measurements made at two high lati-
tude stations in Norway are summarized. The measurements were made in March and July/August 
1964 at Lavangsdalen (69.5 °N), and in September 1964 and March/April 1965 at Kjeller (60°N). 
Lavangsdalen is close to the zone of maximum auroral activity (geomagnetic latitude 66 °N) 
while Kjeller is located at 57.2 °  geomagnetic latitude. In section 2, the experimental 
method and the method of analysis is briefly discussed. The results are presented and dis-
cussed in section 3. A comparison of the solar zenith angle dependence of the electron den-
sity is made between the high latitude data and data from a middle latitude station at Crete 

(35.4 °N). This comparison suggests the presence of a weak flux of auroral electrons at high 
latitudes, even during periods when no disturbances can be detected by riometer and magneto-

meter. 

2. Experimental Method and Analysis 

In the analysis the generalized magnetoionic theory (Sen and Wyller, 1960) has been 

applied to the Gardner and Pawsey method. A brief discussion of the experimental method is 

given in a companion paper (Haug and Thrane, these proceedings). However, some data concern-

ing the high latitude stations are given in Table 1. 

. 	_ 

Lavangsdalen 	Kjeller 

Geographic co-ordinates 	69.5
o
N 	19.3

o
E 	60.0

o
N 	11.1

o
E 

Geomagnetic latitude 	66.0°N 	57.2°N  

Gyrofrequency 	 1.44 MHz. 	1.39 MHz. 

Rejection ratio between 
wanted and unwanted 
magnetoionic component 	>20 db 	>25 db  

Transmitter antenna 	Single half-wave dipole 	12 horizontal half-wave 
dipoles 

11 db vertical gain relative 
to a single half-wave dipole 

Peak power of transmitter 	20-50 kw. 	50 kw.  

Period of measurements 	March 64 	July/August 64 	September 64 	March/April 65 

Working frequency 	2.25 MHz. 	2.75 MHz. 	2.75 MHz. 	2.90 MHz. 
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All measurements weremade at sunspot minimum (R
z 

less than 20) and in ionospherically 
quiet periods selected by the following criteria; 

1) Riometer absorption at 27.6 MHz. less than 0.1 db. 

2) The H-component of the magnetic field strength deviating less than 20y from the normal. 
(Measured in Tromso, 30 km. north of Lavangsdalen). 

3) No solar flares in excess of I—. 

It is assumed in the analysis that the reflections are caused by irregularities in the 
electron density. A discussion of the validity of this assumption is given by Piggott and 
Thrane (1966) and by Haug and Thrane (these proceedings). 

Collision frequencies obtained by rocket measurements at Andoya (Jespersen et al. 1966) 
are given in Fig. 1. Andoya is situated 100 km. west of Lavangsdalen. In the figure a 
comparison is made with pressure measured by rockets at a latitude of 59 0N (Nordberg et al. 
1965; Nordberg and Stroud, 1961). It is seen that the pressure and the collision frequency 
have the same seasonal variation and the same gradients. The best agreement between the 
measurements is obtained when 

v
m 

= 8.10
5
.p 

(p measured in Nm— ). Collision frequencies based on this relation and Nordberg's measure-
ments have been used in the analysis. The September measurements were associated with the 
summer model and for the measurements in March the winter model was used. 

3. Experimental Results and Discussion 

From the measurements at Lavangsdalen during July/August 1964 it was possible to 
establish average profiles for three different times of day (Fig. 2). Few echoes were 
observed below 75 km. and the dashed part of the afternoon curve is drawn from a single pro-
file, making this part less certain. It should be noted that the electron densities show 
no marked variation with solar zenith angle. 

In Fig. 3 the results from Lavangsdalen are compared with results from measurements at 
a middle latitude station at Crete (Haug and Thrane, these proceedings). All profiles are 
averaged over the period of measurements. The figure shows a marked difference in zenith 
angle dependence of electron densities at the two stations. The profiles are similar for 
X = 500 , but for X = 65 0  the electron densities at Lavangsdalen are larger by a factor of 
two than at Crete. 

If this difference is caused by an additional source of ionization at high latitudes, 
this additional production, q,  at a particular height is given by 

gp=  gh = gm = 4)(Nh2 	Nm2)  

(1) 

(2) 

where qh  and qm  represent total productions at this height, at high and middle latitudes 

respectively. Nh  and Nm  are the corresponding electron densities and tp is the daytime 

effective recombination coefficient defined by 

= q/N ( 3 ) 

Fig. 4 presents some results from the measurements in March 1964 in Lavangsdalen, com-
pared with a profile derived from a radio wave propagation experiment by a rocket (F VIII) 
launched from Andoya in the same period, also during a quiet condition (Jespersen et al. 1966). 
A nighttime profile measured by a Langmuir probe technique at a middle latitude (Smith, 1962) 
is also shown in the figure (marked NIGHT). The profiles measured by partial reflections at 
X = 71.5° and at X = 77 0  agree well with the profile marked F VIII, Due to interference, night 
measurements of partial reflections were very difficult and often impossible. In fact, the only 
quiet nighttime profile established in Lavangsdalen is the one marked X = 109.5° in Fig. 4. 
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This single profile gives electron densities one order of magnitude greater than the night 
profile measured by Smith at the middle latitude station, supporting the assumption of an 
additional ionization source at high latitudes. 

Let us now compare the ionization rates required by this nighttime profile measured 
in Lavangsdalen with the previously suggested additional daytime ionization source at high 
latitudes. If the two ionization sources are identical we have 

q = tp(N
h
2 	 2 
— N

m
2
) = q' 

	

h 	h 

The marked symbols refer to night conditions. If Nh' 
N
m 
and N are the observed densities, 

h 
equation (4) gives a ratio between the recombination coefficient 11, 1  (night) and tp (day) 
equal 9.0 in 82 km. and 5.2 in 88 km. This is consistent with present models of recombination 
processes in this height region. (e.g. Adams and Masley, 1965; Mitra, 1966; Webber, 1962; 

Whitten et al. 1965). 

A comparison between the night profile measured in Lavangsdalen and rocket measurements 
at Andoya from periods with weak auroral absorption, 0.8 db at 27.6 MHz. (Fig. 5), indicates 
that the night profile could be caused by a background flux of ionizing electrons three orders 
of magnitude weaker than the flux causing the two rocket profiles, but with the same energy 
spectrum. 

A disturbance of this magnitude would not cause detectable riometer absorption and 
the ionization could thus be due to a single disturbance not excluded by the quiet day 
criteria. The observed difference in zenith angle dependence of the averaged profiles at 
the high and middle latitude stations indicates, however, that a weak flux of auroral elec-
trons may be present at high latitudes even during periods when no disturbances could be 
detected by riometer and magnetometer. 

Fig. 6 gives results from Kjeller in September 1964 and March/April 1965. In these 
periods interference and radio disturbance made the results less certain, but the zenith 
angle dependence at this station shows better agreement with the results from Crete than 
with the results from Lavangsdalen. This suggests that the additional source of ionization 

is active only in the auroral zone. 

No significant seasonal variation is detected from September 1964 to March 1965 at 
Kjeller. 

The research described is partly sponsored by NATO Science Affairs Division under 

Research Grant No. 133. 
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Discussion on Paper 2.3.1 presented by A. Haug 

Dalgarno: Do you know what the total energy flux is? 

Haug: I did not calculate it. 

Dalgarno: As these electrons come in, they will cause a luminosity. In particular, they will give rise to 

the emission of the first negative system of N 2+  at 3940 angstroms, and if one could do a simultaneous 

measurement of this radiation, it would be a very decisive test of this hypothesis. There really is no 

other way to get this radiation. 

Haug: You could compare the strength of the radiation with our profiles measured during an absorption of 

0.8 db, just to get a feeling of the magnitude of the electron flux. 

Dalgarno: Yes. 

Pfister: Has this been measured in a rocket? 

Haug: No, this is just the flux calculated to give such a profile. 

Sales: Is it preferable to vary the recombination rate from day to night instead of assuming that the flux 

would have a diurnal variation? I think that it might be more reasonable to say that the flux would vary 

from day to night rather than conclude that the recombination rate changes by a factor of 9 from day to 

night. 

Haug: Yes, it could do that, of course. 

Sales: Then it might not be a real change of recombination rate? 

Haug: Oh, no, of course. 

Sales: Is there evidence for a change in recombination rate from day to night? 

Unidentified speaker: Yes. With temperature. 

Sales: With temperature; a factor of 9; is it that sensitive? 

Haug: I think those numbers are sensitive. 

Crain: Looking at the reaction rate and so forth, our conclusion is certainly that recombination rates not 

only vary greatly from day to night, but are not any fixed value. It depends on the production rate at night. 

So I don't think it is proper, even in a general sort of way, to talk about day-night ratios unless you define 

the level of the production rate for which you are calculating the day-night ratio. 

Haug: Those factors will depend on the electron density too, of course. 
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2.3.2 	A PRELIMINARY INVESTIGATION OF DIURNAL AND SEASONAL CHANGES 
IN ELECTRON DISTRIBUTION OVER OTTAWA, CHURCHILL AND RESOLUTE BAY 

by 

J.S. Belrose, I.A. Boume and L.W. Hewitt 

Radio Physics Laboratory 
Defence Research Telecommunications Establishment 

Presented by L.W. Hewitt 

1. Introduction 

The partial reflection experiment is being used to study the lower ionosphere at three 
sites in Canada: Ottawa at 45.4°N (magnetic shell latitude A = 58.2°), Churchill at 58.8 °N 
(A = 70.5°) and Resolute Bay at 74.7°N (A = 84.2°). Ottawa is considered to be a middle 
latitude station (although its magnetic latitude is somewhat high), Churchill is located 
within the auroral zone, and Resolute Bay is located well within the polar cap. The experi-
mental method devised by Gardner and Pawsey (1953), and developed by Holt (1963), Belrose 
and Burke (1964) and others, has proved to be a most valuable tool, capable of synoptic 
application, for investigating the lower ionosphere. 

In previous communications (Belrose and Burke 1964 , Belrose et al., 1964b, 1966a, b) 
some observational results for Ottawa and Resolute Bay were discussed. The purpose of this 
paper is to summarize these and additional observational results (sects. 3.1 and 3.3), as 
well as to present some data obtained at Fort Churchill during the spring equinox of March 
1965 (sect. 3.2), when efforts were made to compare average electron density distributions 
at all three places (sect. 3.4). 

2. The experimental technique and equipment parameters 

The study of the lower ionosphere by means of the partial reflection technique re-
quires either high transmitter power or low receiving site noise, or both. At ORTE we are 
using a combination of high transmitter power and moderately low receiving site noise (site 
noise of— lu volt across the 5OR receiver input enables the measurement of effective voltage 
reflection coefficients at 75 km. of 10' 6  for a transmitter power of 100 kw. or 3 x 10 -7  for 
a transmitter power of 1000 kw.). 

The experimental observations are amplitude height A-sCan recordings at 2.66 MHz. made 
at one or two second intervals. 0 and X mode reflections are recorded sequentially by em-
ploying circular polarized transmissions separated in time by 1/15 sec. Separate four-
dipole antenna systems are used for transmission and reception, and all three stations have 
identical antenna installations. Each four-dipole antenna system consists of four half-wave 
folded dipoles, one-quarter of a wave-length above the ground, arranged to form the sides 
of a square. Parallel dipoles are fed in phase with each other and in quadrature with the 
perpendicular pair to provide circular polarization. The rejection ratio between wanted 
and unwanted magnetoionic components is 40 to 60db. 
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The method of analysis is the same as that described by Belrose and Burke (1964). A 
complete description of the experimental equipment and a critical review of the experimental 
technique can be found in Belrose et al. (1964a) and Belrose et al., (1966c) respectively. 

Table 1 gives a comparison of the equipment parameters at the three DRTE partial re-
flection installations. 

TABLE 1 DRTE PARTIAL REFLECTION INSTALLATIONS 

LOCATION 	GEOGRAPHIC 	DIP ANGLE WA 	ANTENNA POLARIZATION 	IRANSNITTER 
CO-OROINATES 	 Tx 	Rx 	POWER 

RESOLUTE EIAT 	74.76N 	ee 	9.736 x 106 	CIRCULAR 	CIRCULAR 	ao - 100 KW. 

94.964 	 RADIANS/SEC 

CHURCHILL 	56.66N 	63.96 	1.0247 x 10 7 	CIRCULAR 	CIRCuLAR 	60 - 100 KW. 

9464 	 RADIANS/SEC 

OTTAWA 	45.26N 	75.46 	9.753 x 106 	CIRCULAR 	CIRCULAR 	600 - 1000 KW. 

766W 	 RADIANS/SEC 

The lowest level from which partial reflections are detected varies with location. 
The level is as low as 50 km. at Ottawa, while at Fort Churchill echoes can be observed 
only down to the 60 km. level. At Resolute Bay echoes are not usually detected below the 
65 km. level unless the ionosphere is in a disturbed state (radio wave absorption is high). 

The high interference level at Ottawa prevents the observation of weak echoes at night. 
Although the high latitude stations have a voltage sensitivity a factor of 3 less than the 
Ottawa installation, the very low interference levels at these stations, both day and night, 
enable the equipment to be used at its maximum sensitivity at all times. 

Typical records made at Ottawa for a quiet and disturbed day were given by Belrose 
and Burke (1964). Recordings obtained at high latitude stations are shown in Fig. 1; the 
records shown in 1(A) and 1(C) were made at Churchill while those in 1(B) and 1(0) were made 
at Resolute Bay. 

Fig. 1(A) is the type of recording which is obtained from changing irregularities that 
are randomly distributed throughout the lower ionosphere. The amplitude of the X-mode echoes 
can be seen to decrease at higher heights, while the 0-mode echo amplitudes increase with 
height. It can also be seen that the number of echoes and the height distribution of the 
echoes on the 0 and X polarizations are not the same. This is a feature which is seen more 
often at the high latitude stations than at Ottawa. Fig. 1(C), which was obtained during a 
period of visual overhead aurora at Churchill, shows a most spectacular onset of differential 
absorption and the ratio Ax/Ao drops to an unmeasurably small value. Fig. 1(B) shows a 
well-stratified echo which was obtained in July at local noon. This echo remained at a 
fixed height but varied in amplitude over a period of 20 min. Fig. 1(0) shows the type of 
record often seen at Resolute Bay during the winter months. The echo amplitude increases 
rapidly once echoes are detected and the amount of differential absorption is small. There 
is often a narrow echo peak located on the steeply rising 0 and X amplitude envelopes. 

3. Observational Results 

3.1 Resolute Bay 

Observational data at Resolute Bay have been analyzed to investigate seasonal and 
diurnal changes. The average amplitude ratio Ax/Ao(h) curves (averaged over 4 to 7 days) 
for local noon and local midnight in December, March, and July 1964 are shown in Fig. 2. 
The various values of x, the solar zenith angle, are marked. The dashed curve labelled 
Rx/Ro is the calculated reflection coefficient ratio, which depends on collision frequency,gyro-
frequency, and wave frequency, and represents the amplitude ratios that would be measured in 
the absence of differential absorption assuming a collision frequency curve based on the CIRA 
1961 Standard Atmosphere pressure profile (Belrose and Burke 1964). 
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Other points to be noted in Fig. 2 are: the electron density at noon in the D region 
clearly changes with season since the height where differential absorption begins (here 
taken as the height of (Ax/Ao) 	) changes with season from 88.5 km. in December, to 79.5 rnax . 
km. in March, and decreases to 71.5 km. in July. This change is largely because of the de-
creasing values of solar zenith angles from 98 0  in December to 53' in July, but the observa-
tional results given in the figure also show that there is a marked seasonal variation which 
is not proportionately connected with the change in solar zenith angle. The Ax/Ao(h) curves 
for March noon and July midnight are quite different even though the solar zenith angles are 
approximately the same at these times (about 80 0). The electron density profile must also 
be different at these times, an observational result which suggests a seasonal change in 
ionizable constituents or electron loss rates. 

Finally, it should be noticed in Fig. 2 that there is only a small diurnal change in 
mid-December, when the sun never rises (x>98 ° ). In the absence of horizontal or vertical 
transport of ionization, this would be expected. In July, when the sun never sets (x<83 ° ), 
there is a clear diurnal change. It should also be noted that the Ax/Ao(h) curves for 
December midnight and noon and for March midnight are not very different. This implies 
that the nocturnal electron production and loss rates are in equilibrium at these times, 
since similar results are obtained in December and March even though the length of the period 
of darkness varies from a month or more to a few hours. 

Average diurnal changes are shown in greater detail in Figs. 3 and 4 for March 1964, 
which is a time of the year when the transition from night (x>102 ° ) to day (x<86 ° ) can be 
observed. 

In Fig. 3 average data for Ax/Ao(h) for various solar zenith angles in the morning are 
shown. These solar zenith angles are 109 °  (local midnight), 102 ° , 98 ° , 94 0 , 90 0 , 86°, and 
79 0  (local noon). There is a clear systematic diurnal change beginning as early as x>98 ° . 
The height of (Ax/Ao) max  decreases from 87.5 km. before dawn (x = 102°) to 79.5 km. at local 
noon (x = 79'). 

Fig. 4 shows averaged data for Ao(h) for the same solar conditions as in Fig. 3. The 
various curves in this figure again show regular changes over the dawn transition. There 
is a marked change in the slope of the Ao(h) curve between solar zenith angles 98 0  and 94 0  
which is worthy of note since it probably indicates a steepening of the gradient of the 
electron density profile at this time. 

It can be seen in Figs. 2 and 3 that the Rx/Ro(h) curve calculated from the vm(h) curve 
1 does not approach the Ax/Ao(h) at low heights as it should if differential absorption were 
small. This was previously interpreted  (Belrose et al. 1966a) as suggesting high collision 
frequencies over Resolute Bay; but it is now thought that differential absorption at low 
heights may not be negligible due to the presence of a weakly ionized layer below the D layer. 
The irregularities in electron density in this low-lying layer must be too small to give de-
tectable partial reflections. 

The electron density height profiles shown in Fig. 5 are calculated from the data in 

Figs. 2 and 3. These profiles are considered to be provisional, since they have been cal-
culated assuming reflection coefficient ratios calculated from collisional frequencies 

based on the CIRA 1961 standard atmosphere pressure profiles. These values of collisional 
frequency typically represent the values measured by the partial reflection experiment at 

Ottawa and Churchill. 

The electron densities shown in Fig. 5 suggest that the electron densities near the 
70 km. level are much smaller than would be expected from lower latitude results. These 

profiles also show a steep gradient in the 70 to 90 km. region. The height of this gradient 
appears to be under solar control. As indicated previously in Fig. 3, the Ax/Ao(h) data 

for July midnight and March noon suggest different electron density profiles at these times 
even though the solar zenith angles are similar. In Fig. 5 we can see that while the two 
profiles have similar gradients, the July midnight profile shows a layer of more or less 
constant electron density in the 75 to 85 km. region and also there are more electrons below 
75 km. at midnight in July, which would account for the increased differential absorption. 
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3.2 Churchill 

The observational data for Churchill have not yet been analyzed in the same quantity 
as at the other stations, and at present only data for quiet days in March 1965 are available. 
Fig. 6 shows the amplitude ratio Ax/Ao against height for a typical noon (5 March) compared 
with the average March noon on quiet days and two curves for midnight. The midnight Ax/Ao(h) 
curves were so variable from night to night that it was not deemed representative to obtain 
the average. The marked difference between the Churchill midnight Ax/Ao(h) curve and the 
Resolute Bay midnight Ax/Ao(h) curve is also illustrated. 

Electron density as a function of height has been calculated from the data of Fig. 6 
and is given in Fig. 7. The midnight electron densities, even on "undisturbed" nights (i.e. 
no absorption detected by a 30 MHz. riometer), can be as large at 75 km. heights as the day-
time densities, but are undetectably small below about 70 km. The average noon electron 
density profile is similar to the profiles measured at lower latitudes at similar solar 
zenith angles. This point will be further discussed later in the paper. 

3.3 Ottawa 

Because of high nighttime noise and interference levels, as previously noted, it has 
not been possible to obtain observational data for Ottawa at night or over sunrise and sun-
set. While some results have established a clear diurnal variation during the day, the 
majority of our studies have been concerned with midday recordings. Results of these in-
vestigations are summarized in the following figures. 

Figs. 8, 9, and 10 show the variation with height of the various observational para-
meters (the amplitude ratio Ax/Ao, the amplitude of the 0-ray Ao, and the histogram of oc-
currences of 0- and X-ray peaks) for the 5 magnetically quietest days for which data were 
available during the winter month of December, during the equinox month of March and during 
the summer month of June. The curves are not smoothed but are drawn through all data points. 
The sixth plot on these figures is the arithmetic mean of the three parameters for the five 
individual days shown. Electron density height profiles calculated from these data are shown 
in Fig. 11. 

From examination of these data, one of the most evident features is the fact that while 
there are only small differences from day to day in summer, there are considerable variations 
in winter. This variability is exemplified in Fig. 11; however, several points in Figs. 8, 
9, and 10 are worthy of note. 

On individual days in December the ratio Ax/Ao reaches a maximum value greater than 
2.0 and the mean Ax/Ao for December has a maximum of 2.0, while equinox and summer values 
rarely approach 2 and in fact have mean values of 1.75 and 1.68 respectively. The height 
at which the maximum value of Ax/Ao occurs is also seen to vary from around 70 km. in winter 
to 63 km. in summer. The lowering of the maximum value of Ax/Ao and the lowering of the 
height at which it occurred are both indications of increased differential absorption in 
summer months. 

The histogram of occurrences of 0- and X-ray peaks also exhibits great variability 
from day to day in winter, while remaining more like a normal distribution on equinox and 
summer days. In the height range 60 to 70 km., this parameter is dependent on both the 
frequency of occurrence and amplitude of the scatterers; at higher heights it is mainly de-
pendent on the echo amplitude because of the recording technique and scaling criteria em-
ployed, 

Because of the great variability from day-to-day in winter, it was not at first clear 
how to average the data so that the average would be representative of the profile which 
might be obtained on a particular day. It was finally decided to average the data according 
to a criterion established from the observational data itself. This criterion was established 
by grouping the days into categories which were indicative of the measured Ax/Ao at 75.5 km. 
The three subdivisions were: Ax/Ao>1.5, Ax/Ao between 0.5 and 1.5, and Ax/Ao<0.5; and were 
designated "quiet", "lightly disturbed" and "disturbed" respectively. Average electron 
density height profiles for these three groupings are shown in Fig. 12, where they are 
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compared with the average summer profile. It can be seen that, below the 75 km. level, the 
electron densities in winter can be greater than the average summer profile which is repre-
sentative of magnetically quiet days in summer. 

The variability of the partial reflection data is illustrated in Fig. 13, where various 
parameters of the partial reflection experiment (for data which have been scaled) are shown 
together with other geophysical data; the magnetic activity K-index at Agincourt, the solar 
index 2800 MHz. solar flux at Ottawa, and high stratospheric temperatures at Maniwaki. All 
available data have been plotted sequentially, although dates are not shown for individual 

Ax 	 . readings. The curve labelled 'EXTRAPOLATED - J- 59.5 km.' is an estimate of th 	
Ax i7D 	 e ratio 
Àu.at 

59.5 km., when allowance is made for differential absorption at lower levels. 

As is evident, a major part of our data analysis was concentrated on winter months 
since, because of the greater variability, we were hopeful of establishing a stratospheric-
ionospheric correlation; however, the major stratospheric warming which occurred during the 
past four years occurred in mid-January 1962, a period when high magnetic activity was also 
apparently affecting the ionosphere below 75 km. 

The correlation between various parameters of the partial reflection data and the 
magnetic activity index is clearly evident in January, February, and November 1962 and 
November 1963. High magnetic activity results in lower values of Ax/Ao at 75.5 km., lower 
values of Ax/Ao maximum, and lower values of turnover height (i.e. the height where dif-
ferential absorption becomes sufficient to cause the slope of the Ax/Ao(h) curve to become 
negative). The correlation of these three parameters as measured by the partial reflection 
experiment is good and this indicates self consistency within the experimental data. While 
there remains a possibility that the sudden change in the experimental parameters obtained 
from the partial reflection experiment in January 1962 could be associated with the strato-
spheric warming, it is worthy of note that changes of comparable magnitude were observed 
in February and November 1962 and November 1963 when there was little change in stratospheric 
temperatures. 

Fig. 14 shows the correlation, on a day-to-day basis for the four winter months for 
which all data have been scaled, between the smoothed ratio Ax/Ao at 75.5 km. and total 
magnetic K-index at Agincourt. Because of the way in which data were selected for analysis 
during the remainder of the months (i.e. magnetically quiet periods), a more detailed cor-
relation cannot be made. 

The amplitude ratio Ax/Ao at low heights (say 57.5 or 59.5 km.) should provide a 
measure of collision frequency. Early results for November 1961 to February 1963 were in-
terpreted as showing no seasonal variation in collision frequency, but apparently showed a 
clear dependence on solar activity (Belrose and Hewitt 1964). Additional data given in Fig. 
13, which are, in the main, for periods of low solar activity, have not provided further 
evidence for such a dependence. In fact, if there is a dependence on solar activity during 

quiet sun years, it is masked by long-term variations which must be meteorological in origin. 
A clear seasonal variation has not yet been established. 

Fig. 15 is a plot of the average weighted ratio Ax/Ao at 57.5 and 59.5 km. for all 

months for which we have data during the period November 1961 to February 1965. Although 

all the available data have not been scaled and days on which it was apparent that different-

ial absorption was present at these heights have been omitted from the analysis, it is ob-

ujous that the ratios during the winters of 1962-63 and 1963-64 were much greater than during 

the winters of 1961-62 and 1965, suggesting that collision frequencies were lower by a factor 
of 2 or 3 during the winters of 1962-63 and 1963-64. The scales labelled Ah on this figure 
and on Fig. 13 represent the height variation of a fixed value of collision frequency. 

As previously noted, only a few partial reflection observations have been made over 
the whole of the day for the purpose of determining the diurnal variation in electron density 
at Ottawa. Figs. 16, 17, 18, and 19 show the results of a set of observations obtained on 
20 October, 1961. 

Fig. 16 shows the variation with height of the amplitude ratio Ax/Ao for various times 
in the morning and for two times in the afternoon. The values of the solar zenith angle, X, 
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associated with the middle of the various recording periods are: 77.5 ° , 67.5 ° , 60.5 0 , 56 ° , 
and 55 °  in the morning, and 57 °  and 83° in the afternoon. This figure shows a fairly uni-
form decrease throughout the morning of the value of the ratio Ax/Ao at high heights near 
80 km. With the exception of the 1245 to 1300 data, there is reasonable agreement between 

Ax 
the observed 

WEe 
ratios and the calculated reflection coefficient ratios near the 60 km. height. 

The marked disagreement between the 1245 to 1300 curve and other curves obtained near 
local noon is thought to be the result of a minor disturbance in the lower D region. 

Ax/Ao  
Fig. 17 is a plot of the ratio 	as a function of height throughout the day. While Rx/Ro 

the "disturbance effect" is clearly evident in all curves near 1300 hours, it is not as marked 
at higher heights. The 81.5 km. values show a dependence on solar zenith angle which is al-
most symmetrical about local noon. The dashed curve shown near the 81.5 km. afternoon curve 
is a plot of the results which would be expected if the morning and afternoon curve were 
symmetrical about local noon (i.e. it is the mirror image of the morning curve about local 
noon). 

Since the afternoon values were affected by a disturbance near 1300 hours, some degree 
of asymmetry could be expected from this cause alone. It is apparent that there is a definite 
diurnal variation of the absorption within the D region and that the partial reflection ex-
periment can detect these variations. More diurnal studies must be undertaken. 

Fig. 18 is a plot of the 0-ray amplitude as a function of height for various solar 
zenith angles in the morning. The amplitudes below 65 km. show a slight decrease as x 
decreases from 77.5 °to 55 ° , while the amplitudes in the 75 km. region show an increase with 
decreasing values of x until at local noon we have an exponential gradient in Ao which is 
typical of summer noon Ao(h) curves at Ottawa. 

Fig. 19 shows the electron number density height profiles, which were deduced from the 
Ax/Ao curves shown in Fig. 16. The values of electron number densities shown in these pro-
files are calculated at all heights from the differential absorption data, (i.e. no attempt 
has been made to fit 0-ray tails, as has been done for all other profiles shown in this paper). 
Although accuracy of the electron number densities calculated from differential absorption 
data below the turn-over height has always been poor, the figure definitely shows the ex-
istence of a minimum in electron number density in the 70 to 75 km. height region after sun-
rise (x values of 77.5° and 67.5 °). The depth of this valley in electron number density de-
creases throughout the morning as x decreases, until at local noon we have an approximately 
exponential N(h) profile typical of a summer noon N(h) profile at Ottawa. This qualitatively 
agrees with the results given by Smith et al. (1966)*. 

3.4 Latitudinal Variations 

We have already noted that nighttime results for Ottawa cannot be obtained. Electron 
density distributions on quiet nights as deduced by partial reflections for Resolute Bay and 
Churchill are therefore compared in Fig. 20 with data obtained by rocket-borne experiments 
over Wallops Island. One rocket result for Churchill, on a night when there was no measurable 
riometer absorption, is also shown for comparison. These results indicate that the average 
electron densities at Resolute Bay are less than those at lower latitudes, while the electron 
densities at Churchill can be the same or larger than those measured at lower latitudes, es-
pecially at heights below 90 km. Fig. 7 shows that the electron density on some nights can 
be as large at 75 to 80 km. heights as during the day; the electron density at lower heights, 
however, decreases rapidly to small values. When the electron densities at Churchill become 
sufficiently enhanced, auroral absorption is measured by a 30 MHz. riometer. 

A series of observations was made in March 1965 to compare average daytime electron 
densities at all three stations, Resolute Bay, Churchill, and Ottawa, at times in the morn-
ing when the solar zenith angles were the same. The high noise and interference levels at 

* Fig. 19 was introduced in discussion as evidence supporting Dr. Smith's dawn profiles, but 
is included in the text of the paper prepared for the Proceedings for completeness. 
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Ottawa prevented us from obtaining partial reflection recordings at a solar zenith angle 
equal to the Resolute Bay noon value (x = 80 0 ). 

In Fig. 21 we have shown the average Ax/Ao(h) curve for Resolute Bay noon (x = 80 0 ), 
which should be compared with the Churchill morning curve at the same solar zenith angle, 
and the curve for Churchill noon (x = 63°), which should be compared with the Ottawa morn-
ing curve at the same solar zenith angle. Also shown are the three reflection coefficient 
ratios which are calculated for the three different stations, assuming the curve 1 collision 
frequency profile previously discussed. This figure indicates that the Resolute Bay profile 
must be considerably different than the others especially at low heights. This point will 
be discussed further in Figs. 22 and 23. 

In Fig. 22 we have plotted the amplitude of the 0-ray, Ao, as a function of height for 
the same solar conditions as for the Ax/Ao(h) data shown in the previous figure. The Ao(h) 
values for Ottawa have been reduced for this comparison to account for the increased trans-
mitter power at Ottawa. The Ao(h) for Resolute Bay again appears quite different from the 
other three, and indicates lower electron densities since it has been shown with reasonable 
theoretical justification (Belrose and Burke 1964) that Ao is approximately proportional to 
electron density, although the  proportionality varies from day-to-day and over the season. 

In Fig. 23 we have plotted the electron density height profile for the results which 
were examined in Figs. 21 and 22. As was inferred from the data in Figs. 21 and 22, we can 
see that there is good agreement between the profiles for Churchill and Ottawa at the same 
solar zenith angle (63 °), while the Resolute Bay and Churchill profiles, which were calculated 
from the results obtained at x = 80 0 , are quite different especially at heights below 85 km. 

4. Discussion 

Assuming that the ionization in the undisturbed D region can be attributed to three 
sources: background cosmic radiation, solar X-rays 2 — 8A, and photoionization of nitric oxide 
by solar Lyman a radiation, the following main conclusions can be drawn from our observations 
which were made during quiet sun years when the ionization due to solar X-rays should be small. 
1) The seasonal and latitude variations of electron densities are not in accord with a D region 

produced simply by background cosmic radiation and solar Lyman a, unless complex electron 
loss reactions are involved. The daytime electron densities at heights below 80 km. are 
much smaller at Resolute Bay than at Churchill and Ottawa (whereas the reverse would have 
been expected) and the greatest variability in the winter electron densities is found at 
low heights (below 75 km.) where the main source of ionization is thought to be background 
cosmic radiation. Since cosmic radiation will ionize all gas molecules in proportion to 
their mass abundance, it would have seemed more plausible, according to the ionospheric 
model, if the variability had been mainly in the D-layer ionization (since a trace ioniz-
able constituent is involved at these heights). 

2) The cause of the winter variability in electron densities is not clear. Bossolasco and 
Elena (1963), Shapley and Beynon (1965) and Gregory (1965) have established a connection 
with stratospheric temperatures. While the results for Ottawa have not established a 
clear stratosphere-ionosphere coupling, they do indicate that energetic particles (also) 
influence the ionization at low heights during the day (at Ottawa latitudes), since the 
electron densities in winter are correlated with magnetic activity. 

3) The inferences concerning collision frequency suggest that, over Ottawa, the average 
collision frequencies on some winters can be considerably less than on other winters.There 
is undoubtedly considerable variability in collision frequency from day to day, especially 
in winter. 

4) The nighttime ionization at auroral latitudes is strongly dominated by ionizing energetic 
electrons. This flux is very variable in time and space, but weak fluxes, which are very 
quasi-constant, can apparently enhance the nocturnal electron densities at auroral latitudes 
over those measured at other latitudes. This latter statement results from a study of all 
data available from our studies at DRTE, in particular the 80 kHz. transmissions between 
Ottawa and Churchill (the midpoint of this path lies within the auroral zone). 
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Fig. I. Examples of recordings of partial re-

flections at high latitude stations. 
Fig. 2. Seasonal variation in average amplitude 
ratio, Ax/Ao, against height for midnight and 

noon at Resolute Bay. 
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Fig. 6. Diurnal variation in amplitude ratio, 

Ax/Ao, against height in March for midnight and 

noon at Churchill. Average Resolute Bay mid-

night data are included for comparison. 
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Fig. 9. Partial reflection observational data at Ottawa, showing 
the variation with height of the amplitude ratio Ax/Ao, the 0-ray 
amplitude Ao, and the histogram of occurrence of 0- and X-ray 
peaks, for 5 magnetically quiet days in spring equinox (March 
1962). 

Fig. 10. Partial reflection observational data at Ottawa, showing 
the variation with height of the amplitude ratio Ax/Ao, the 0 - ray 
amplitude Ao, and the histogram of occurrences of 0- and X-ray 
peaks. for 5 magnetically quiet days in summer (June 1962). 
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Fig. 12. Electron number density against height for average mid-
day Ottawa data for various magnitudes of "disturbance". The 
degree of disturbance is judged from the partial reflection data. 
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Discussion on Paper 2.3.2 presented by L.W. Hewitt 

Bibi:  Did you reduce your Ao values obtained at Ottawa to allow for the higher power of this station? 

Hewitt: Yes. The Ao value has been reduced by a factor of 3 approximately. 

Falcon: How do you calculate the electron densities where the Ax/Ao curve has a sharp peak near the 
70 km. level, as for example, the Resolute Bay data? 

Hewitt: Not one of the profiles here has shown calculated electron densities below the turnover height. 
Thè dotted portion of the  curve, which in this case extends from 75 km. down, is proportional to the 0-ray 
amplitude only, and it matches with the calculated curve at higher heights. The calculated curve is ex-
tended to lower heights using the proportionality with Ao. 

Falcon: I am dividing our data into sub-intervals of about 3 km., and exact interpretation of the be-
haviour of this curve below this turnover height is frequently confusing, and you can get a wide range 
of calculated electron densities when you have only, say,  two  or three points below this peak. 

Hewitt: Yes, below the heights where differential absorption sets in, the calculation is very sensitive, 
as was shown in some of Bourne's figures earlier this morning. 

Falcon: Did you actually calculate electron densities from this portion of the curve and average the 
computed values obtained on a number of days? 

Hewitt: No. 

Boume:  We have done some analysis, mainly of winter data, and have subdivided the data into days 

having similar amounts of absorption. By lumping this data together, we effectively have a much higher 

degree of accuracy than we have on single days; we can then calculate electron densities 5 to 10 km. 

below the turnover height. These electron densities, as Hewitt mentioned, are very sensitive, but we are 

convinced that you can reliably extend the calculation to lower heights if you have the data. 

Falcon: By averaging, do you calculate the electron density for each day on its own curve and then 

average the resulting electron densities, or do you take all of the ratios and average them, and then cal-

culate your electron densities from that? 

Boume: We have taken the data on each individual day and weighed the data according to the number of 

echoes scaled on that day. Then we take a weighted mean of all these ratios — the resulting curves are 

extremely consistent. I don't trust them at very low heights, but certainly you can go below that turnover 

height with some degree of certainty. 

Falcon: You average the ratio values, then use the average ratios to calculate the profile? 

Hewitt: Yes. 

Beleoue: The point must be emphasized. It is pointless, on most days, to try to determine electron 

densities for heights below the turnover height. We have always determined electron densities only for 

heights above the turnover height where there is a significant degree of absorption in a 2 km. interval. 

The data is just too sensitive to small gradient changes in the Ax/Ao curve at low heights. The elec-

tron densities are meaningless unless you have a day in which there is very little scatter, or unless data 

are averaged in a careful manner and you use average data. This is a limitation of the partial reflection 

experiment It seems to be a limitation of almost all experiments, whether you do rocket-borne experi-

ments or radio-sounding experiments, you just cannot seem to get a decent base on the ionosphere. We 

put a base on our ionosphere by using 0-ray amplitude, because it seems to be reasonably justified on 

some occasions, but one would like to have better sensitivities to see where the ionosphere actually 

begins. 

von Biel: I have a question regarding the mechanics of recording the A-scan data; I believe you inferred 

that you have almost a simultaneous picture of X-ray and 0-ray echo returns. 
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Hewitt: That is right. 

von Biel: What is the dynamic range of the echoes as you normally observe them between, let us say, 
60 and 90 km., and have you ascertained a linear relation in your receiver output over this dynamic 
range? 

Hewitt: We use a stepped attenuator in the front of our receiver. Our receivers have a dynamic range 
which is in the order of 20 to 30 db, depending on where the gain is set. We also have stepped attenuators 
in the front end of the receiver, and we vary these in six db steps to give us another 30 db, so we have 
60 db or more dynamic range. On the first pair of pulses, we have maximum gain; two seconds later we 
have a gain which is reduced by 6 db; two seconds later, we have a gain which is reduced by 12 db, and 
so on up to 30 db, and then we go back to maximum gain again. These attenuation factors are then used 
to multiply the scaled values. 

von Biel: My second question — to what precision do you read your A-scans? 

Hewitt: We scale them on with a Gerber scaling machine. We enlarge the record until the frame is ap-
proximately a foot square and the deflections and delays are read off in counts per inch. Boume had a 
slide this morning showing height distribution of an echo which was moved in 2 km. steps. With this 
system, a change of 5 counts corresponds to a height shift of approximately 1 km. The machine reads 
off in two-hundredths of an inch, so we can scale the displayed amplitude and the height to parts in 
two-hundredths of an inch. 

von Biel: I should rephrase the question. To what precision can you scale an Ax or Ao value? Is it 
closer to 1% or 0.1%? 

Hewitt: If you are talking about one or two microvolt signal levels, the thickness of the trace is an 
appreciable percentage of the echo amplitude, whereas when you are talking about 100 microvolt echoes, 
the thic.kness of the trace is negligible. If there is a fairly decent echo of a few microvolts, we can 
certainly read it to the nearest microvolt 

Sbirke: If I may repeat what I said yesterday; the rocket results on a winter anomaly day show excess 
ionization above 80 km., and little change below 80 km. This is slightly in conflict with your observa-
tions. 

Belrose: I could comment on that again by repeating what I said yesterday, and that is that you have to 
be careful about what you call a winter day of anomalous absorption, and I think a good deal of study has 
to go into this subject yet. Most of the data presented in this paper illustrates winter variability. We 
are not talking about winter days of anomalous absorption — merely winter variability. Now there are 
winter days of anomalous absorption, and I showed one of them yesterday in which there were large 
electron densities at low heights, and this was not clearly connected with magnetic activity or with 
activity on the sun. I didn't stress this point; apparently it had very wide effects. Generally, a winter 
day of anomalous absorption, by the definition of people who have worked with it, is limited in extent to 
some thousand km., whereas on this particular day increased absorption at Ottawa was apparently çor-
related with absorption changes which were happening at Lindau in Germany. 

Gregory: And in the Antarctic. 

Bel rose:  So there is no doubt about it, there is a lot of variability in the winter months, sometimes it 
is anomalous absorption, but what do we mean by it? We are only talking about winter variability here. 

Hewitt: On some of these particular days, when there was high magnetic activity and we saw enhance-
ment of electron densities at 75 km., we probably weren't measuring electron densities mpch above 
80 km. because detectable differential absorption was starting at 50 or 55 km. heights, and the Ax/Ao 

ratios above 75 km. were near the limiting values of .2 or .3 so that we couldn't determine the electron 
density distribution at the higher heights. 

Sbirke: I might mention that we do have some partial reflection records for the same day the rocket was 
flown, and the differential absorption also collaborates data shown by the rocket. The result is that the 
increased differential absorption occurred mainly above 80 km. on this particular day. 

Gregory: Could we have the geomagnetic latitude of Wallops Island, where the firing was? I think Russian 
studies during the IGY showed that particle influx can be important unless the geomagnetic latitude is 
less than 45 0•  
NOTE: No one at the conference knew the geomagnetic latitude. Later investigations show that the invariant 

geomagnetic latitude would be approximately 52°. 
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2.3.3 D REGION ELECTRON DENSITIES DEDUCED FROM MEASUREMENTS OF PARTIAL 
REFLECTIONS AT A MIDDLE LATITUDE AND AT A LOW LATITUDE STATION 

by 

A. Haug and E.V. Thrane 

Norwegian Defence Research Establishment 

Presented by E.V. Thrane 

1. Outline 

The purpose of this paper is to present some preliminary results from measurements of partial 
reflections made during the International Quiet Sun Year, at a middle latitude station (Crete 35 ° N, 25 ° E) and 
at a low latitude station (Tsumeb 19 ° S, 18° E). 

The first section describes the experimental technique, while the second section deals with the method 
of analysis. In the third section the deduced results are presented, and in a final section some of the possible 
limitations of the method, in particular as applied to the ionosphere at low and middle latitudes, are discussed. 

2. Experimental Method 

The partial reflection technique for finding the height variations of electron density in the lower 
ionosphere has been intensively and successfully applied in recent years (Gardner  and  Pawsey 1953; Fejer 
and Vice 1959; Belrose and Cetiner 1962; Holt 1964; Belrose and Burke 1964; Belrose and Hewitt 1964; 
Belrose 1964). The measurements discussed in this paper were made using a technique similar to the 
technique previously used in Norway by Holt et al. (1961). 

A linearly polarized high frequency radio wave is transmitted vertically with a pulse length of 100 nsec.  
and a pulse repetition frequency of 50 Hz. The weakly scattered echoes from the D region are received by a 
polarimeter consisting of four horizontal half-wave dipoles forming a square. The phase of the signal from 
one pair of parallel dipoles is switched 	90°  relative to the signal from the other pair with a frequency of 
25 Hz. This results in an alternate selection of one of the two circularly polarized components of the wave. 
The amplitude versus height of the received ordinary and extraordinary magnetoionic components are dis-
played on an oscilloscope, and recorded photographically with a rate of about 100 photographs per minute. 
The receiving equipment has been described by Bjelland (1966). 

The present results were obtained at Crete, Greece and at Tsumeb, Southwest Africa. Some of the 
most important data concerning the tsvo stations are given in Table 1. 
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TABLE 1 

Crete 	 Tsumeb 

Geographic coordinates 	 35.4 ° N,  25.4° F 	 19.32 ° S, 17.71 ° E 

Gyrofrequency 	 1.20  MHz. 	 0.90 MHz. 

Angle of dip 	 500 	 55 °  

Working frequency 	 2.54 MHz. 	 2.25 MHz. 

Peak power of transmitter 	 50 kw. 	 30 kw. 

Rejection ratio between 
wanted and unwanted mag- 
netoionic components 	 20-25 db 	 25 db 

Transmitter antenna 	 A system of 6 horizontal 	Vertical rombic (1.5-3 MHz.) 
half-wave dipoles. 	with its plane of polarization 
Vertical gain relative to 	in the magnetic meridian 
a single half-wave di- 	plane. 
pole about 8 db. The 
plane of polarization is 
at an angle of 45°  to 
the magnetic meridian 
plane. 

3. Method of Analysis 

Our method of analysis is in principle the same as the method described by Gardner and Pawsey 
(1953) and Belrose and Burke (1964). It is based on the following assumptions: 

(a) The weak partial echoes received from the D region are scattered from sharp local gradients in 
electron density. 

(b) The incident wave is split into two independent magnetoionic modes below the height at which the _ 
lowest echo is observed (Smith et al. 1965). 

(c) The formula for Fresnel reflection holds for each of the two weakly scattered magnetoionic modes, 
that is the reflection coefficient is given by 

tin 
Ro,x - im----  o, x 

where n is the complex refractive index of the medium, and lin is the perturbation in n which 
causes the reflection. 

(d) The rate of collisions of free electrons with neutral particles at a particular height does not vary with 
time of day or from day to day. The collision frequency is conveniently described in terms of vm , 
the collision frequency of electrons with energy kT. The adopted height variation of vm  is 
shown in Fig. 1. It was derived from the average height distribution of atmospheric pressure at low 
and middle latitudes, published by Cole and Kantor (1965), using the relation vm  = 8 • 10 3  p, where 
the pressure p is measured in N m —ie  . (Haug, these proceedings; Thrane and Viggott 1966). 

The validity of these assumptions will be discussed in a later section. 

The well-known expression for the measured amplitude ratio of the extraordinary and ordinary echoes 
scattered from a height h can conveniently be written 

h 

o 	 —2 f (Kx  — KO) dh 
A 1R 	 ho  A 	e ....(2) 

A0 - Ao° Ro 

when Ax°  and A
o

o 
are the amplitudes of the incident extraordinary and ordinary components at the height 

ho when the lowest echo is observed. K 
x 
 is the absorption index. o,  

....(1) 



and on the o, x 
1 
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The ratio 	will depend on the differential absorption below ho  and on how the energy in the 
Ao 

incident wave is divided between the magnetoionic modes. In the height range of interest the ratio —Z- 
Ro  

will depend only on v and the absorption index K 	will be proportional to the electron density N. Thus, x, o 

by taking the logarithm of both sides of equation (2) and differentiating with respect to height, the electron 
density N at a height  h> ho  can be expressed as 

A, 
A(ln lel — ln 

`‘o 
1 

2E-  (Kx  -K0) Ah 

A 
Here A(ln —Rx  — ln —Z.) is the change of the expression inside the parenthesis over the small height 

Ro 	Ao  
interval h to h+Ah• Note that the electron density does not depend on the differential absorption below the 
height of which the lowest echo is observed, nor does it depend on the separation of the energy of the incident 

N= • • • . (3 ) 

wave between the two magnetoionic modes. It only depends on the specific absorption 

I Rx 	 A 
relative slope of 1-1 (h) and the measured ratio --2L (h). 

Ro  1 	 Ao  

R,, 

	

An electronic computer was programmed to give f —2- 	1 and — (K
x 
 -K

° 
 ) as a function of height using 

	

Ro 	N  

the height variation of vm  given in Fig. 1 and the generalized magnetoionic theory described by Sen and 

Wyller (1960). As has been pointed out by Benson (1964), the use of the longitudinal approximation of Sen and 
Wyllert  s formulas for the refractive index can lead to considerable errors for low and middle latitudes, and 
the complete formula was therefore used in this work. 

4. The Experimental Results 

Measurements of partial reflections were carried out in the periods 13 to 31 March, 1965 at Tsumeb, 
and 30 August to 11 September, 1965 at Crete. Observations were made once or twice every hour throughout 
the day, each series of measurements consisting of about 300 amplitude-height A-scan records talcen in the 
course of 3 to 4 min. 

Weak partial echoes could normally be detected in the height range 70 to 95 km. during the daylight 
hours. At night, and often near sunrise and sunset, measurements were impossible because of interference. 
Only measurements from periods when no solar flares of importance greater than 1 —  were observed, were 
used in the analysis. The electron density distributions obtained at Crete within zenith distance intervals of 
10 degrees were averaged, and the average diurnal variation of the electron density thus obtained is illustrat-
ed in Fig. 2. Some profiles obtained during one single afternoon are shown in Fig. 3, and indicate that the 
smooth diurnal variation exhibited by the average profiles repeats from day to day. The analysis of the data 
from Tsumeb has not yet been completed, but some preliminary results are shown in Fig. 4. The profiles 
are average profiles for the morning and afternoon hours. The averages of the measured amplitude ratios 
are taken over zenith distance intervals of 10 degrees. 

The profiles from Tsumeb are somewhat more uncertain than those obtained at Crete. The reason 
for this is that most of the partial echoes observed at Tsumeb were reflected from a small height interval. 
The prevalent height of reflection varied from about 75 km. during the middle of the day to about 80 km. near 
sunrise and sunset. 

Discussion 

In this section the validity of some of the assumptions on which our analysis is based will be discussed. 

It has been pointed out by Piggott and Thrane (1966) that if the gradients of electron density which 
cause the weak reflections are accompanied by gradients in the collision frequency, then the usual theory for 
the partial reflection experiment needs revision. Suppose that the percentage perturbations in collision 
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frequency " le  and electron density N are proportional so that a = (Avm/vm)/(àN/N). a= 0 then corre-

sponds to the case when only perturbations in N are important, and a = . corresponds to the other extreme 
when only perturbations in vm  are present. 

Rx  
The height variation of the ratio — has been computed for different values of a and the results 1 

Ro  

for Tsumeb are given in Fig. 5. The curve for a = 0 is the curve used to derive the electron densities 

I discussed in the preceding section. As will be seen, R-2.-e  varies considerably with a , and we conclude 
Ro 

that the present analysis may be seriously in error if a deviates appreciably from zero. However, the fact 
that results from partial reflection measurements in general seem to agree well with data from other 
experiments suggests that a normally is small. (Thrane, these proceedings). 

R 
The curves for 	

„ 
in Fig. 5 are calculated for a typical daytime electron density distribution, and 

Ro 
the curves rise very steeply above 90 km. where the reflection region for the extraordinary wave is 

Rx  
approached. At these heights, during the day, the ratio 1— is no longer independent of N and the present 

Ro 
method of analysis cannot be used. 

Smith et al. (1965) have shown experimentally that, when a linearly polarized transmitter antenna is 

A, 
used at middle latitudes, the measured amplitude ratio 	depends on the orientation of the antenna relative 

Ao 
to the plane through the vertical and the earth's magnetic field. This is also predicted by theory, since the 
separation of the energy in the incident wave between the two magnetoionic modes will depend on the 
orientation of the plane of polarization relative to the characteristic ellipses at the bottom of the ionosphere 
(Bailey 1937). However, Smith' s measurements do not agree with the theoretical predictions. 

It has already been shown that the unequal division of energy between the modes does not affect our 
analysis, provided the incident wave splits up into independent magnetoionic components below the region in 
which the echoes are observed. It is of interest to determine at what height this splitting is likely to occur. 

According to Budden (1961, Chapter 19) the limiting polarization will be determined near the level at 
which 

1 
w e  I 	1— (n —n ) e  — 	i (no' —n'x ) 2  I 4 o x 	2 

P x'  
where  ip is the coupling parameter given by 

Px 2  — I 

The differentiation is with respect to height. 

....(4) 

Above this level the magnetoionic components will propagate and be scattered independently, provided 
there is no critical coupling. 

Below the level at which equation (3) holds, the incident and reflected waves will travel without 
changing their polarizations and they do not split up into magnetoionic components. 

In order to find the height at which the limiting polarization is determined, the right and left hand 
sides of equation (4) have been computed as a function of height for various models of electron density. It 
was found that, for all reasonable daytime models, the limiting region occurs below 60 km. Suppose for 
example that the electron density below 70 km. varies with height as 

h 
N 	9.1 • 10 -13  e 

h is the height in km. 

2, 17 ( cm -3 ) 

The computations show that in this case the limiting region is at 	52 km. at Crete and at ze 49 km. 
at Tsumeb. Thus it seems likely that at least during the day the limiting polarization will be determined well 
below 70 km., which is the lowest height at which a partial reflection has been observed during our measure-
ments. Moreover, it is interesting to note that at these levels the collision frequency  y  is very large and 
the characteristic polarizations as given by Sen and Wyller' s formulas are very nearly -Circular, even at low 
and middle latitudes. 
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We conclude that the method introduced by Gardner and Pawsey can be used with some confidence to 
deduce D region electron densities at middle latitudes, provided the height variation of collision frequency is 
known, and provided irregularities in collision frequency do not play an important part in the scattering of 
high frequency radio waves from the lower ionosphere. 
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Discussion on Paper 2.3.3 presented by E.V. Throne 

Smith: I find that last calculation hard to believe, especially as our polarization observations at Armidale 
were made on many echoes from the 70 km. region. We got this magnetic orientation effect as if the wave 
was incident in a vacuum on heights of 70 km. I just don't believe that calculation. 

Tbrane: I don't know. I knew I was probably sticking my neck out, but I don't really understand what is 
wrong here, if Budden is right. We have checked the calculations. At 70 km. the condition I had on the 
board here is far from being fulfilled, and you should expect the two waves to travel independently, and so 
any wave travelling downwards through the ionosphere should keep its characteristic polarization right 
down till it came to this region, shouldn't it? 

Smith: Yes, but I wouldn't have thought that it was occurring so low down. 

Throne: Yes, this is what I expected too, but if my calculations are correct, this is what I get. I should 

be happy for any comments on this, if anyone can explain it. 

Pfister: I want to say that this concept of a limiting polarization breaks down at any of the levels where 

you get a reflection. There really is coupling at the point of the partial reflection, so it must be coupling 

between the ordinary and extraordinary wave. You never talk about it, you say there is no coupling at 

this point. 

Tbrane: No, I tried to check this point also. As a matter of fact, I tried to calculate the reflection co-

efficients. Of course, there is coupling at the point where you have partial reflection, but this coupling 

is very small provided you don't have a great change in the collision frequency. If the gradient is in the 

electron density then you will have very little coupling. 

P fister: It depends on the gradient. 

Throne: It depends on the gradient, but I tried to put in reasonable sort of gradients that would give echoes 

of the order of magnitude you observe. 

Boume: We approached the problem in a slightly different way and noted that coupling was effective until 

the newly generated waves become out of phase with the waves from lower heights. For a typical D region 

profile this doesn't occur seriously until you get up to somewhere near 75 km. Below that the high col-

lision frequency and the low electron density don't cause much differential phase shift between the two 

components. Without having gone into this in great detail, we would assume that coupling would be 

relatively effective up to this sort of level. 

Throne: Yes, I have no comments except that these calculations were made using Budden's theory. 
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2.3.4 	STUDY OF THE LOWER IONOSPHERE BY MEANS OF PARTIAL REFLECTIONS 

by 

G.D. Falcon 

I TSA/ESSA 

National Bureau of Standards, Boulder, Colorado, U.S.A. 

1. Introduction 

This experiment was originally proposed by Gardner and Pawsey and improved by Belrose 
and Burke. The mechanism assumed for these reflectionA is that of Fresnel reflection due to 
sharp gradients or inhomogeneities of electron density in the lower ionosphere although the 
actual mechanism is most certainly more complicated than this. Piggott and Thrane recently 
called attention to the effect of irregularities of electron collision frequency, vm , on the 

reflection process. While specific values of the proportional change of vm  relative to that 

of electronic density, N, would be difficult to determine, the resulting calculations of N 
àv àN  can be determined for assumed values of —/ — in order to see where the effect is pronounced. v N 

The received amplitude of the scattered echo can be expressed by Ae ,o
=R
e,o 

expElKe  dh 
'° • 

where R = reflection coefficient, K = absorption coefficient, and the subscripts e and o 
refer to the extraordinary and ordinary components respectively. Thus the ratio of the re-

ceived amplitudes is given by 

A
e 

R
e 

--A-- = 	exp [_2j(Ke — K o
)dh] 

o 	o 

The ratio of reflection coefficients 	is almost completely independent of N when N is 
' Ro '  

small, and is a function of the variable v and of parameters wave frequency, electron gyro-

frequency, and direction of propagation with respect to the earth's magnetic field. The col-

lision frequency profile used in this analysis, from Belrose and Burke, is shown in Fig.l. 

The resulting calculated e  is given by the solid curve in Fig. 2. The dotted curve in Fig. 2 

o  
is computed for values of v equal to one-half those of Fig. 1, at each respective height. m   

The calculations of R/R are for a transmitted frequency of 2.666 Mc for conditions at 
e o 

 

' Boulder, Colorado, where the experiments are being conducted. 

2. Experimental Procedure 

The present scheme uses a linearly polarized antenna to transmit a pulsed c.w. signal 
of 2.666 Mc vertically into the ionosphere. Peak transmitted power is IS kw., the pulse 
width is 35 us. , and pulses are transmitted at the rate of 120 pulses per second. The re-
ceiving antenna consists of two perpendicular half-wave dipoles connected to two receivers 
in order to receive the ordinary and extraordinary components simultaneously. For the Boulder 
conditions, the received waves are both very nearly circularly polarized so that the variation 
of the ratio of reflection coefficients with the transmitting antenna orientation is quite small. 
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The received wave amplitudes are displayed on the different baselines on the same 
oscilloscope in A-scan presentation. The received pulse amplitude versus height presentation 
is recorded on 35 mm. film using a one-second exposure time. The photographs can be made at 
a rate down to 40 records per minute but a rate of 14 per minute is most commonly used. The 
high pulse repetition rate gives many oscilloscope traces during each film frame's exposure 
so that weak signal echoes are enhanced. Periodic checks are made to ensure the rejection of 
the ordinary mode signal in the X mode output channel and vice versa. 

Measurements of 
Ae/Ao 

at a given height usually show considerable scatter, so that 

many samples of this quantity are necessary to give a statistically significant measure. 
Transmission periods of several minutes duration were used to obtain sufficient numbers of 
values of 

Ae/Ao 
over the desired height range. 

Accuracy of determining the height of reflection is limited by the transmitted pulse 
length, receiver bandwidth, scaling error, and presence of echoes received from off-vertical 
directions. Thus the wave height resolution is limited to about 3 km.; hence the data is 
grouped into 3-km. subintervals. 

3. Results 

The A
e
/A

o 
versus height data show considerable scatter for most transmission periods, 

so that the slope of this curve, which is required in the calculation, is difficult to de-
termine in certain height regions. The slope is not so much in error at the higher altitudes 
where Ae/Ao 

falls off rapidly with height. At these heights, however, the calculated value 

of N is determined almost completely by the differential values of 
Ae/Ao 

because the value 

of Re/Ro 
is changing very little in the region above, say 80 km. (see Fig. 2.). Hence as 

can be seen from the equation: 

A 	A 1 N (h) - -ÈT777  f 	
R
o h + Ah 	h 	

Ao h + h 
{In 	-ln (-2) 1 - (1n(-2-) 	- ln (-2) 1 the contribution 

R 	 A
o h A 

Re  
to N from the {ln R 	- ln (-2) } term at higher altitudes becomes very small. In 

Ro h + Ah 	oh  
the height region from about 60 to 75 km., this same term has larger values due to the steeper 
slope of Re/Ro . It is around the height of 70 km. that the Ae/A0  curve reaches a maximum 

before decreasing and it is here that its slope has the greatest uncertainty, so that the 
calculated electron density can be in serious error due to this term. The resulting error 
in N is not so great, however, because of the larger magnitude of the 

{ln (e 	- ln (-2) } term. 
Ro h o h + Ah 

Fig. 3 shows electron density versus height for two days in July 1965. These and the 
following profiles are for near local noon periods unless otherwise specified. It could not 
be determined whether N continued to increase for heights down to 65 km., since echoes were 
not received at that height. 

With regard to error bars for all of these profiles, a complete analysis of the contri-
bution of all uncertainties to errors has not yet been made. The error in height has been 
mentioned before and is primarily due to off-vertical echoes, since scaling and A-scan pre-
sentation errors are not more than 1 km. At low heights the error in height should not be 
more than 2 or 3 km. due to oblique echoes. At higher altitudes, however, this effect be-
comes increasingly serious, so that at 90 km. the error could amount to several kilometers. 
Estimates of error in electron density, based on preliminary investigations, amounts to a 
factor of about three. 
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Figs. 4, 5, and 6 show profiles' for days in September 1965, November 1965, and March 
1966 respectively. These curves show that the average values of N at the higher altitudes are 
higher during the equinox periods than during the November period, but that the values at 
the lower heights show less seasonal variation. The relatively Small change in N over the 
70 to 80 km. height range cannot be explained at this time. It could be that the error 
factors mentioned before could mask small range variations over these altitudes. 

It is emphasized that the error in height at 90 km. could be several kilometers due to 
oblique echoes, so that the values of N would be shifted downward by that error. 

Attempts to establish a diurnal variation with the data analyzed so far have been in-
conclusive. The main problem during the winter months is that high noise conditions prevent 
good records except for two or three hours about local noon, when the variation appears to 
be within the experimental error. One good record in March 1966, is shown in Fig. 7. At 
this time the noise level was not excessive until about 1800 local time. 

The effect on one profile shown earlier due to inclusion of the effects of perturbations 
of collision frequency is shown in Fig. 8. For this case, the fractional change of v was 

assumed to be much larger than that of N. The modification is greatest at the lower heights 
and becomes quite small at higher altitudes. 

The effect on calculated N for different assumed models of v is shown in Fig. 9, where 
v refers to values given in Fig. 1. Hence it is important to know v as accurately as pos-
sible in evaluating numerical values of N. If y could be determined independently, this 
would greatly improve the reliability of the derived electron density. One such method of 
determining y has been proposed by Fejer. This involves measurement of the difference in 
phase, as well as amplitude of the two magnetoionic components. The differential phase 
versus path length is shown in Fig. 10 for two assumed electron density profiles. It appears 
feasible to measure differential phase at heights down to at least 70 km. Determinations of 
y at only a few heights are likely to give a more accurate determination of y over the region 
and time of interest than the use of a standard reference profile based on average conditions. 
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Discussion on Paper 2.3.4 presented by G.D. Falcon 

Beirose: My first comment is that if one compares the summer electron density profiles we have just seen 

with profiles measured at Ottawa and with those given by Dr. Thrane, we find that the profiles are in fact 
quite different. The lower latitude results for Crete have roughly exponential profiles in the range 70 to 85 
km. or so. This is by and large true for Ottawa data; we go to slightly lower heights, but in summer the 
profiles are roughly exponential. They are also roughly exponential in March. The profiles shown by 
Mr. Falcon for summer months have almost constant electron densities over a height interval of 70 to 80 or 
85 km. This seems curious, and is in discord with the other data seen this morning. 

Falcon: This is true; in summer the values are approximately constant from about 70 to 75 or 77 km. .I 
almost omitted the N values at low levels, because the calculation is extremely sensitive to the slope of 

the 41c curve at these heights, since the electron densities are calculated from measurements near the tum- 
Ao 

over point in the Ax/Ao curve. There probably is an increase in electron densities below 70 km., but I 
don't have reflections at low enough heights to tell whether they are going to increase or decrease at 

lower heights. 

Belrose: At 80 km. you see far fewer electrons than shown by other data. 

Falcon: The electron density value is about 2.6 x 10 2  at 80 km. 

Be'rose: That would differ from the results of the Ottawa data by approximately a factor of 5. 

Haug: Do you have the zenith angle for your profile? 

Falcon: No; these observations were probably obtained near 11 o'clock local time. 

Elkins: I would like to ask about the spread in the data which could be answered, perhaps, by several of 

this morning's speakers. Could it not be due to a different type of reflection mechanism and might well be 

checked by determining the amplitude probability distribution? Have you done this yet? 

Falcon: I am figuring out the distributions for the amplitudes to get some idea of what the reflection pro-
cess actually is, but haven't completed this. 

Elkins: It seems if you had true partial reflections, such as Boume talked about this morning, you should 

have a displayed Gaussian type distribution in which the power of detected amplitude on the 0 and X wave 
should be proportional. However, if you have a scattermg type of mechanism you would have a Rayleigh 

distributed amplitude distribution, and it is  flot  so clear that the two would be proportional. 

Falcon: Yes. 

Hewitt: Do you know the gyro frequency and dip angle? 

Falcon: The dip angle is 671A°  and the gyro frequency is about 1.42 Mc/s. 

Boume: In most of the simple theory, it is assumed that the perturbation in the electron density is a fairly 

sharp 'ledge'. However, it doesn't matter to the theory if there is a ledge or if the variation is smooth. In 

fact, an approximately exponential profile with a small sinusoidal 'noise-like' variation on it, extending 

over a few wave lengths, can be an extremely effective reflection mechanism, even though the perturbation 

in electron density is only of the order of 1 or so per cent. You don't need a very sharp gradient. 



205 

2.3.5 	 MESOSPHERIC ELECTRON DENSITIES AT 43°S 

by 

J.B. Gregory 

Institute of Space and Atmospheric Studies 

University of Saskatchewan, Saskatoon, Canada 

1. Introduction 

Observations of the lower ionosphere are often characterized by considerable variability. The nature 
of the variability is sometimes sufficiently obvious for the cause to be assigned with little ambiguity, for 
example in the solar proton influx at high geomagnetic latitudes. Other aspects of the variability have how-
ever resisted identification for a number of years, notably in respect to mid-latitude phenomena. This paper 
is concerned with the origin of a well-recognized but little-understood phenomenon of mid-latitudes, namely 
a variation which reaches its maximum in mid-winter, and which is in general a characteristic of the winter 
period. This variation has become known to workers in the northern hemisphere as "the winter anomaly of 
ionospheric absorption", but as will be shown its implications are not confined to the effect of ionospheric 
variations on radio waves. From a purely ionospheric point of view, however, the phenomenon involves both 
the electron density and collision frequencies. It may be identified in observations of the scattering of radio 
waves, both vertically and in the oblique forward mode, as well as in absorption. The basic origin of this 
winter effect will be shown to lie essentially outside the realm of ionospheric physics, and the observations 
in which electron densities play a prominent part are to be regarded as an advantageous method of investigat-
ing a dynamical phenomenon of the atmosphere below about 105 km. altitude. 

The absorption aspect of this phenomenon has been documented by a number of workers in the northern 
hemisphere, and the study by Thomas (1962) includes a survey of much of available work. The absorption 
phenomenon has received relatively little attention in the southern hemisphere, although an early study by 
White and Straker (1939) contains evidence that the phenomenon did exist at 43 ° S. Similarly, Appleton and 
Piggott (1954) mention the existence of the phenomenon in the Falkland Islands at 52° S. 

The related aspect of the phenomenon which appears in various forms of radio-wave scatter studies, 
has conversely received relatively little attention in the northern hemisphere. Workers using high power 
vertical incidence sounders have noted the existence of "low echoes" on certain winter days (Dieminger 1952). 
In their early study of the characteristics of forward scatter propagation, Bailey et al. (1955) suggested that 
a winter enhancement of scatter signal strength at medium to high latitudes in the northern hemisphere was 
related to the winter anomaly of ionospheric absorption. In the southern hemisphere a similar effect has 
been noted on a forward scatter path over a distance of approximately 800 km. (Gregory and Mawdsley, to be 
'published). At 4305  some extensive studies have been made by high-sensitivity vertical incidence sounding 
techniques, and these are given in more detail below. 

2. Mesospheric Partial Reflections 

The results of a year's observations of vertical incidence soundings at a fixed frequency of 1.75 m/s. 
have been published (Gregory 1956, 1961). The first of these studies showed the great variability of the 
strength and fading rates of partial reflections as a function of altitude which could be observed in the 
mesosphere during the winter period. The second study shows that the heights of the reflections decrease 
markedly during the winter to values below 55 km. altitude. In contrast, reflections during the summer 
months of January and February often were absent below 65 km. It is to be noted that although these studies 



206 	 J.B. GREGORY 

refer to a period of high sunspot activity, from September 1956 to August 1957, the essential results have 
been duplicated throughout the solar cycle. It has not been possible to maintain an exact comparison of the 
scatter characteristics throughout all this time, but it is evident that the amplitude of the winter effect does 
respond to the variation of solar activity throughout the cycle. 

Closely allied to the downward extension of the heights of scattering in winter is an increase in 
strength of scatter signals, again variable. This increase in strength is demonstrated in two ways, shown 
in Figs. 1 and 2. In Fig. 1 a series of monthly mean profiles of scatter signal strength, as recorded at 
hourly intervals for 3 hr. around local noon, is presented. These measurements are derived from an 
apparatus which used a plane-polarized array for both transmission and reception. Hence any polarization 
effects, and also the effects of absorption on ordinary and extraordinary components, have not been separated 
or allowed for in the data. It is obvious that at the lower altitudes the signals are essentially the extra-
ordinary reflected component, while at the higher altitudes the ordinary component predominates. Examin-
ation of Fig. 1 shows that in general the scatter strength increases with altitude. A number of discontinuities 
can be observed, for example, around 80 km. in the summer months of January and February. Later work 
suggests that the location of these discontinuities may be related to the position of gradients of larger value 
than at other months. Discontinuities also exist at other heights in different months, e.g. May and June. 
The significance of these is not clear. The outstanding feature of Fig. 1 is the increase in scatter signal 
strength which occurs from March onwards to September, reaching a maximum in the months of June and 
July. In the latter month the signal strength is higher at all altitudes than at any other month. Fig. 1 also 
suggests that there is a second maximum of signal strength apparent at above 80 km. in the summer months. 
An alternative presentation is, however, desirable to show the latter point more clearly. 

Fig. 2 shows a larger assemblage of data for the years 1956 to 1959 inclusive. The strength of 
vertically back-scattered waves at 1.75 Mc/s is shown for altitude ranges of 10 km. intervals. The data 
relate to noon values in most years, but for the period 1956-1957 three-hourly readings centered around noon 
have been included. Fig. 2 shows that the strength of the scattered waves varies throughout a period of six 
months from March to September-October, reaching a maximum in mid-winter at June-July. A minor 
maximum may be seen at the two higher altitudes between 74 and 94 km. in summer. At the two lower 
altitudes this minor maximum disappears and at the lowest altitude it has been necessary to accept data lying 
outside the noon period in order to continue the probable trend of the curve. The outstanding feature of this 
assemblage of data is that the seasonal variation of strength is entirely at variance with what would be expect-
ed from considerations of photoionization alone. The major winter maximum lasting half a year dominates 
the behavior of the scatter signal strength. As a check on the effect of solar zenith angle, a more limited 
selection of data throughout 1956 and 1957 has been analyzed at constant zenith angle conditions of 
cos it" 0.4, and also at noon. The trends shown in Fig. 2 are confirmed and there is negligible difference 
between the constant zenith angle values of scatter signal strength and the noon values of scatter signal 
strength. It should be borne in mind that this analysis has not attempted to correct for variations of sunspot 
activity which could introduce fluctuations over a scale of the order of a few months. However, the as-
semblage of data for four years shows that sunspot activity is not a major factor in the over-all seasonal 
behavior of the scattered signals. Again the effect of ionospheric absorption at low altitudes, which might 
reduce the strength of scattered signals from higher altitudes, has not been included. 

One further aspect of the back-scattering phenomenon affords some insight into the origin of the 
variability under discussion. observations of back-scatter signals during hours of darkness show that at 
43 0 S partial reflections are consistently reflected from heights in the region 80 to 85 km.; but not below 
this altitude. Early observations showed that reflection heights were lower than usual on nights following 
days of high absorption. This behavior has been investigated in more detail. In order to reduce the spread 
of values, monthly means of lowest heights of reflection for one year 1956-57 were compiled from 2 hr. 
after sunset to 2 hr. before sunrise. Data were arranged in two groups, (a) including all values in this period, 
and (b) omitting those values which followed days of high absorption. Since some exercise of judgment was 
often necessary to determine which values should be omitted, no statistical significance can be attached to 
this presentation of data. The two sets of monthly means are shown in Fig. 3. It will be observed that 
between September and March, the two sets of data differ by a negligible amount, indicating both that few 
periods of high absorption were involved and that night heights were little affected by daytime absorption. 
From March to August, the data for all values show a steady decrease to a mid-winter height, and then a 
recovery; while the data omitting values associated with high absorption show much less decrease in height. 
The portion of the year during which heights decrease coincides with the winter period of increased noon 
scatter strength (see Fig. 1). The association of lower than usual night heights with high absorption during 
day is thus seen to be a winter effect, with maximum decrease of monthly mean height in mid-winter. The 
period of decrease of monthly mean heights, during winter months, coincides with the winter decrease of 
pressure and density at 80 km., as tabulated by Kantor and Cole (1965) for 45 °  latitude (substituting southern 
for northern hemispheres). However, it is clear that the cause of the difference in monthly mean heights 
when high absorption conditions are omitted cannot be ascribed to a readjustment of monthly mean values of 
pressure or density. The effect implies an association of downward displacement of scattering heights with 
increased absorption, and since the latter is a fluctuating effect on a scale of days, a fluctuation of these 
scattering heights is also suggested. 
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Theories of radio wave scattering (Booker, 1959) show that the amplitude of scattered waves received 
at a distant location is essentially determined by the extent to which a macroscopic, or ambient, electron 
density is perturbed. Thus the data of Figs. 1 and 2 may involve variations in either or both of the ambient 
density or the perturbing mechanism. It is therefore desirable to examine ionospheric data in which one of 
these two factors is not involved. The only data available in sufficient quantity comprise the f-min . 
parameter from a local ionosonde (Godley Head). These data involve another factor, namely the possible 
variation of electron collision frequencies. However, f-min. values for the years 1958 to 1963 have been 
analyzed to determine the variation of monthly mean values. Constant zenith angle conditions of cos tp = 0.4 
have been selected. Although a solar cycle variation is clearly evident throughout these six years, the basic 
seasonal variation remains unchanged, and is shown by the mean curve for the total period given in Fig. 4a. 
The seasonal variation of the f-min. parameter reveals in general the same basic feature as does the scatter 
data, namely, an increase to a maximum in mid-winter with minima in March and October, and a smaller 
maximum in summer months. The f-min. data differ from the scatter data in that the winter maximum is 
not symmetric and maintains higher values between July and September than does the scatter data. Since the 
f-min. parameter is determined by the total column concentration of electrons below the height of reflection, 
usually in E region, weighted by the effect of collision frequencies at each altitude, it is not possible to make 
an altitude comparison as was done for the scatter data. 

It is possible to write down in principle the functional dependence of the scatter signal and the f-min. 
values on the three possible variables of perturbed electron density, ambient electron density, and collision 
frequency. When this is done it would appear that the only factor that is common to the two sets of data is the 
ambient electron density. However, this argument fails to show the variation of electron density with altitude, 
although the curves of Fig. 2 suggest that the increase in the latter may be largest at the higher altitudes, 
i.e. above 74 km. It is therefore necessary to turn to more precise measurements of electron densities. 

3. The Variation of Electron Densities 

In assembling the data of Figs. 1 to 3, monthly mean values have been used. While this has served to 
show the existence of a marked seasonal variation contrary to that expected from a supposedly solar domina-
ted phenomenon, the period of a month is still long in comparison with other known fluctuations of mesospher-
ic values. The 14vinter anomaly of ionospheric absorption" has always been associated with the occurrence of 
%inter days of high absorption". The duration of groups of these days of high absorption is generally short 
compared with a month and therefore a more detailed time scale of investigation is desirable. 

It may be commented at this juncture that the existence of a close link between days of high absorption 
and days of enhanced back-scatter from mesospheric heights was established early in the scatter studies 
made at 43 0  S. At the working frequency of 1.75 Mc/s, a series of observations on particular winter days of 
high absorption would often present a remarkable aspect. The absorption would be sufficient to render 
signals reflected from the E region of the ionosphere undetectable, but at altitudes usually above about 87 km. 
and not above 85 km., the scatter signals would be enhanced by as much as 24 db, while at the same time their 
fading rate was greatly increased. An illustration of the connection between ionospheric absorption and the 
strength of scatter signals in the height range 75 to 80 km. has been published (Gregory, 1965). Viewed from 
the aspect of the scattering of radio waves, the winter phenomenon is one of great variability, and it appeared 
to be more logical to inquire as to the reason for the variability from day to day than to attempt to ascertain 
monthly average values, e.g. of electron densities. A study of the electron density profiles was therefore 
commenced, having as one of its primary objects the determination of the cause of the day-to-day variability 
and also the seasonal aspects which are implicit in the data of Figs. 1 to 3. 

The application of differential absorption techniques to measurements of electron densities at 43 0  S, 
with particular reference to periods of high absorption in winter, has been described previously (Gregory, 
1985). The essential finding in relation to one major absorption period, of nine days duration, was the change 
In stratospheric temperatures which accompanied the absorption change. When isopleths of electron density 
shifted to lower heights in the mesosphere, stratospheric temperatures increased, and when the electron 
density contours restored to original heights, temperatures decreased. This linkage of behavior, over an 
àltitude distance in excess of 50 km., suggested that vertical motion was occurring simultaneously in the two 
regions. 

A more detailed study of this effect has now been made, with attention to the circulation patterns exist-
ing in the troposphere and the stratosphere, up to the limit of meteorological balloon observations at about 
30 km. or 10 nib. Calculations of vertical motion in the stratosphere have been made by New Zealand Meteor-
ological Service. The adiabatic method of calculation was employed, and although some deficiencies of data 
resulted in reduced accuracy, the sign and approximate magnitude of the stratospheric vertical motion has 
been determined. A gap in total available data exists from 30 km ., the meteorological balloon limit, to just 
belcnv 80 km., where partial radio wave reflections provide usable information. At this juncture, no positive 
measurement of vertical motion above 30 km. is available in relation to the periods studied. 
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An assemblage of data lor the period 21 to 29 June, 1963 is shown in Fig. 5. At A, the variation of 
noon electron density isopleth heights, previously given by Gregory (1965), is shown. The electron density 
profiles from which the curves of Fig. 5A were plotted were derived on the assumption of a collision frequency 
profile which did not change throughout the period. This assumption is probably invalidated by the further 
data of Fig. 5. A detailed investigation has been made of the possible effect of change of collision frequency 
on the resulting electron density profiles. In summary, this investigation shows that the errors in the pro-
files will be of opposite sign above and below a particular altitude, at which the normalized differential 
absorption maximizes. In present work, that altitude occurs for the collision frequency model adopted at 
73 km. Since the trends of isopleths in Fig. 5A are similar above and below 73 km., it is unlikely that the 
changes evident in Fig. 5A are attributable to change of collision frequency alone. 

The changes in stratospheric temperatures which accompanied the isopleth height changes of Fig. 5A 
have been described above. The vertical motion in the stratosphere is shown in Fig. 5E.  It will be noted 
that downward motion in the stratosphere occurs while electron densities increase with time in the mesosphere, 
and upward motion occurs while densities decrease. The time of changeover from dovvnward to upward motion 
agrees, within the sampling period of one day, with the change of slope of the isopleths. 

Further investigation of stratospheric and tropospheric conditions shows that a well-defined pressure 
ridge passed over the observing site within one day of the time of change of slope of isopleths, i.e. on 
27 June. Fig. 5C shows the height, in geopotential meters, of the 20 mb. surface, during the period. Fig. 
5D shows the approximate position of the pressure ridge, as judged from successive daily 200 mb. charts, 
along the zonal direction. Fig. 6 shows the 200 nib, chart for June 25, 1963. The ridge whose position is 
plotted in Fig. SD lies with its axis commencing in the Australian Bight and extending slightly east of south. 
It is noticeable that a large trough, extending over 40 0  of latitude, precedes the ridge. The sudden drop in 
isopleth heights, evident in Fig. 5A between 21 and 22 June, is simultaneous to within one day with a rapid 
increase of heights of all constant-pressure levels from 20 mb. down to below 300 mb. 

This instance of the passage of a pressure ridge in the westerly winter flow, accompanied by electron 
density increases and presumably also collision frequency increases, has been shown through continuing 
studies to be typical of groups of "days of iiigh absorption" at various periods of winter in the years 1956-64 
at 43 °  S. At this juncture, the following interim findings may be listed: 
(1) In the southern hemisphere, the increases of ionospheric absorption, which can be recognized through the 
characteristic increase of f-min. values between 0900 and 1700 hours local time on winter days, are the 
accompaniment of pressure ridges overhead to within a 24-hour period. More than 80 per cent of the groups 
of "winter days of high absorption" in 6 years show this association. 

(2) Similarly the passage of troughs can be associated with a decrease of f-min., though, due to technical 
factors, notably the change of sensitivity with frequency of ionosondes, the effect is less evident. (More 
accurate ionospheric measurements are expected to confirm this trough decrease association.) 

(3) Allowing for a probable but uncertain change in electron collision frequency, electron densities in the 
mesosphere at given heights are positively correlated with the pressures in the stratosphere and troposphere. 

(4) The atmosphere below 30 km., often down to 3 km. (700 mb.), shows a coherent behavior during the 
passage of these pressure systems, i.e. the changes of pressure are closely paralleled in this range of 
altitudes. 

(5) If the vertical displacements of isopleths of electron densities are real and not apparent, the accompanying 
vertical velocities in the mesosphere are in the range up to 10 cm. /sec. The corresponding actual vertical 
velocities in the stratosphere are nearer 1 cm. /sec. 

(6) Simultaneous studies of mesospheric winds  havé  shown tne variation in height of transition of westerly to 
easterly zonal flow. This transition height rises to a maximum of about 105 km. in the winter so far studiea 
at 43 °  S (G. J. Fraser, private communication). Preliminary studies indicate that there is a correlation 
between this transition altitude and the maximum altitude at which increases in electron densities can be 
detected. 

4. Discussion 

A sufficient number of examples of mesospheric electron density increases has now been studied in 
detail to confirm an essential similarity of behavior. In each instance, the increase is associated with a 
pressure change at lower altitudes. However, a pressure change at a lower altitude does not necessarily imply 
a change in the pressure profile, for example, in the mesosphere. In this respect, the existence of strong 
vertical motion is more acceptable. The main requirement of the process which underlies ionospheric 
absorption increases is the establishment of larger electron densities in a region of given pressure, i.e. of 
collision frequency. This requirement can be met in principle by sufficiently rapid vertical transport of 
minor constituents. 
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From a dynamical viewpoint, the observable stratospheric pressure changes are an aspect of the 
passage of baroclinic waves, moving at about 500 to 1000 km. /day in the westerly flow of the southern 
hemisphere. The role whicn longer or slower moving waves, such as Rossby waves, may play in affecting 
the mesosphere has yet to be determined. HAwever, it is evident that a number of findings by Thomas (1962) 
concerning the "winter anomaly" can be explained on the hypothesis of wave motion, involving vertical trans-
port, in the mesosphere. While the actual consequences of wave penetration from the lower atmosphere into 
the mesosphere remain to be established, it is instructive to re-examine the ionospheric scatter and 
absorption evidence presented in Figs. 1 to 4. 

Since the wave niotion is a fluctuation, with a time scale shorter than a month, it is to be expected 
that mesospheric values, e.g. of absorption, should also show a fluctuation aspect. Accordingly, the 
coefficient of variation of f-min. values, defined as standard deviation/mean, has been computed for a 
number of locations and years, by month, using the 5-hourly readings centered around noon. Fig. 4b shows 
the mean of four years' data for Godley Head, 43 ° S. A minimum coefficient is reached in March, and again 
in November, with maximum in June. Other southern hemisphere mid-latitude stations show similar 
behavior, but the coefficient of variation varies from year to year for a particular winter month, and is less 
in summer months. Thus the fluctuations repeat the essential seasonal features of the monthly mean values. 

The basic winter ionospheric behavior thus stretches from autumn equinox, where it is clearly 
defined, to beyond the spring equinox, where it is less well defined. At latitudes around 40°  to 50°  S, the 
winter effect is in general not less than seven months duration. This period is also that of the growth and 
decay of the westerly mid-latitude circulation. No detailed studies of that circulation for latitudes poleward 
of 40° S, and for altitudes up to 100 km., exists. The study reported by Rofe (1963), shows that a westerly 
regime from surface to 60 km., in latitudes greater than 40 ° S, is to be inferred. It remains to be determin- 
ed whether this regime will support the upward penetration of baroclinic waves, and what development of the 
wave takes place in the vertical direction. The ionospheric evidence suggests that the upward propagation 
does occur in the westerly flow, and that the associated vertical motion, which may affect highest altitudes 
In mid-winter, has an important mixing action in redistributing minor atmospheric constituents in both 
upward and downward directions. 

Finally, since various analyses at constant zenith angle have shown summer maxima, of less amplitude 
than the winter maxima, it appears possible that some wave propagation may be effective in the easterly 
regimes of the summer circulation. 
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MESOSPHERIC ELECTRON DENSITIES 

Discussion on Paper 2.3.5 presented by J.B. Gregory 

Hewitt: Did you look at the magnetic activity at the time you saw these increased electron densities at low 
heights? 

Gregory: Yes, we did that years ago. I think that various people at various times have adequately disposed 
of this question; for example, the work by Lange-Hesse in the Northern Hemisphere. Our own geomagnetic 
latitude is 47°, and it would be a very unusual event which would pour any sort of recognizable particle 
precipation into the mesosphere for six or seven days exactly in synchronism with the passage of a pressure 
trough. About 80 per cent of the mesospheric events are connected with the stratosphere; the fraction which 
connects with all K-index variations is small.  I am aware that you people have seen this, but I have already 
pointed out that this is an effect and not a cause. 

Wright: On a day of high absorption (a winter anomalous day), does the absorption increase more rapidly at 
sunrise? 

Gregory: I couldn't say. The partial reflection experiment isn't really reliable, as Belrose has said, until 
a couple of hours after sunrise. I have resolutely rejected the f-min. data at sunrise and used it only between 

10 o'clock and 3 o'clock, and at that time the effect is easily recognized. You can see the effects just by 
glancing through the f-min. sheets. 

Zimmerman: You hypothesize then, that these pressure oscillations are created in the 600 mb. area? 

Gregory: I didn't say that; they are a perturbation of the westerly flow, and the big question basically is 
what are the conditions that are necessary in the westerly flow baroclinic atmosphere for the wave to 
propagate upward. As I said, at the base level there are the ordinary cyclones and anticyclones. The wave 
motion becomes cleaner in the troposphere, and as it gets up higher into the stratosphere, it looks like a 
wave motion, but it looks as though it is baroclinic towards the planetary waves. 

Zimmerman: The second question; from what I understand of the data, there is no phase lag? 

Gregory: It is still too crude to give you an explicit answer to that. I have thought this over carefully, and 
we need much more data and a sophisticated technique of analysis by cross-spectral analysis to tell. I 
can guess at a number of things, but none of them are precise. 

Whitten: Have you ever thought about what a hurricane might do? 

Gregory: Yes, we had one slight advantage, we didn't have any hurricanes. Mind you, these things do 
enough; the big southerly fronts are associated with these things 

Zimmerman: Have you analyzed the diurnal variation in your partial echo data to see if the tidal oscillations 

could produce a similar effect? 

Gregory: I don't know what effect the tidal oscillations would have. 

Zimmerman: They would all support the pressure variations, perhaps not so much in that altitude region, 

Gregory: It should be remembered that these events have a time scale of days, the average scale being 

two, three or four days; some are as short as one day. 

To make one last comment, I think that probably the southern  and northern atmospheres are rather 
different in this respect, and that the reason that this hasn't been seen as clearly in the northern hemisphere 
is that the very big standing wave known to exist over the North American continent, for example, probably 

damps out the propagation effect, or hinders the propagati on of these fast-moving baroclinic waves. 
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2.3.6 	PARTIAL REFLECTION EXPERIMENT DURING THE 1965 ECLIPSE 

by 

H.A. von Biel 

Cornell Aeronautical Laboratory, Buffalo 

1. Introduction 

As a part of the 1965 Eclipse Program, the Cornell Aeronautical Laboratory conducted a Partial 
Reflection Experiment on Aitutaki in the Cook Islands. This effort was sponsored by the Defense Atomic 
Support Agency and had the primary purpose of obtaining D region electron density profiles before, during, 
and after the May 30 solar eclipse, so that we can determine the variation in time of electron density 
associated with the eclipse. 

Conceptually, the experimental technique employed by us was identical to the original experiment of 
this kind reported by Gardener and Pawsey. That is, the differential absorption between the characteristic 
modes of propagation was measured for various backscatter heights in the D region. In processing of our 
data, use was made of the generalized magneto ionic theory advanced by Sen and Wyller, and the tables of 
semi-conductor integrals published by Burke and Hara. 

2. Instrumentation 

Specific frequencies of operation and instrumentation details for conducting the partial reflection 
experiment have in the past differed substantially from experiment to experiment. In  implementing the 
Cornell experiment, we had to work within the framework of certain fundamental constraints dictated 
primarily by available time. 

We had exactly four months during which to design, construct and test the instrumentation, to install 
and make the experiment work on Aitutaki Island, and to collect the required data. 

In our experiment, separate antenna arrays were used for transmission and reception. Both arrays 
were circularity polarized. The transmitting antenna (Fig. 1) consisted of two orthogonal six-element 
colinear arrays which were excited in time quadrature. The linear dimension of each six-element array, 
at our operating frequency of 2.4 mc, was about 1200 ft. The receiving array consisted of orthogonal 
halfwave dipoles also excited in time quadrature. For both arrays the polarization was changed by altering 
the excitation phase to one of the orthogonal legs by 180° . 

The transmitter used for our experiment had a peak power capability of 200 kw. We normally 
operated at a power level of about 150 kw. and a pulse width of 25 nsec. 

The receiver employed had a bandwidth of 40 kc. and was range-gated to display echo ranges from 
about 50 to 100 km. The gating circuitry was capable of a minimum range display of 45 km. and a maximum 
of about 300 km. Particular attention was given to the design of the receiver output stages. Two outputs 
were provided, the first being linear, with input, from noise level to +30 db, the second being linear from 
+20 db to +50 db. These outputs were displayed alternatively on a cathode ray oscilloscope. The display, in 
turn, was recorded on photographic film, which moved past the oscilloscope screen at a rate of 10 in. per sec. 
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In recording our A-scan data we alternately displayed three echo ranges from 0 to 30 db and three 
echo ranges from 20 db to 50 db (Fig. 2). Then we switched polarization and repeated the sequence. The 
time interval between successive pulses was 60 msec. corresponding to a prf of 16 2/3. Thus a complete 
set of 0 wave and X wave data required 720 msec. This rate was judged adequate in view of the echo fading 
rate which appeared to be of the order of several seconds. 

3. Equipment Calibration and Data Collection 

0-X identification was made by observing F-region splitting which occurred on several nights (Fig. 3). 
Antenna polarization was indicated on our film by the presence or absence of a dark line on the edge of the 
film. Because of the physical placement of the argon bulb which caused this line, this polarization flag starts 
two pulses late and ends two pulses after polarization has been switched. By this rule, and through the use 
of the F-region echoes, we conclude that the dark line indicates echoes of the ordinary wave. This test was 
repeated several times with identical results. 

We also attempted to assess the amount of background noise at our frequency. Tests showed that our 
receiver had a threshold sensitivity of —111 dbm, and that during daylight hours the background noise and 
interference level was below this value. At night, however, background noise amounted to about —100 dbm 
to —95 dbm. No partial reflections from the D region were observable at nighttime. 

4. Observational Results and Data Analysis 

Partial reflection data were collected for 2 min. of every hour between sunrise and sunset on pre-
eclipse and post-eclipse days. On May 30, 1965, data were collected continuously from one-half hour before 
totality until one-half hour after totality. For the times from T-120 min. to T+150 min. data are available 
In 10-min. intervals. Beyond T+150 min. the normal schedule was followed. 

Data collected on pre- and post-eclipse days indicate that approximately half an hour after local 
sunrise, echoes are observable below 75 km; about one hour after sunrise, weak echoes are noticeable in the 
50 km. range and two hours after sunrise reliable strong echoes appear at altitudes as low as 45 km. 
Disappearance of all echoes below 80 km. occurs within half an hour after local sunset, at which time the 
noise level increased very rapidly. 

Statistical treatment of "non-eclipse" amplitudes at any given range and polarization has shown them to 
be "Rayleigh-like" distributed. Fig. 4 shows a typical example. We have encountered ranges where the 
amplitude distribution is definitely non-Rayleigh, but if, for example, a non-Rayleigh range exists for the 0 
wave, the corresponding X wave range may or may not be Rayleigh-distributed. The exception to this finding 
occurred for all of the data collected during the eclipse which exhibit very definite "Rice-like" distributions. 

In our analysis we have looked for preferred heights from which echoes originate and have not found 
them to exist. This conclusion is based on the technique employed to analyze our data, in which the most 
probable received power at any given range and polarization is computed from about 180 consecutive A-scans. 
The resulting curve of received power as a function of range is quite smooth and does not substantiate the 
"preferred height" theory. The correlation between X and 0 amplitudes was examined and was found to be 

quite low (Fig. 5). It is evident that the correlation coefficient rarely exceeds a value of 0.3. Consequently 
one would expect that the instantaneous ratio of the X amplitude to the 0 amplitude is not a meaningful 
quantity. For this reason, in our analysis we computed the ratio of most probable power in the X wave echo 
to the most probable value of power in the 0 wave echo at any given range. 

The echo fading for data collected on non-eclipse days appears to be of the order of 2 sec. Fig. 6 

shows the decorrelation times for echoes from various heights. It is interesting to note the long decorrelation 
time (indicative of steady echoes) at about 72 km. In general, the echoes observed below 70 km.. were quite 
steady and showed little fading. 

Our data analysis technique followed closely that reported by Belrose and Burke, with the exception 
that the "peak-scaling" method was not used. Fig. 7 represents a typical example of the received power ratio 
profile, together with a power reflection coefficient profile computed for collisional frequencies consistent 
with the 1959 standard ARDC atmosphere. Ideally, these two profiles should be identical up to an altitude 
where differential absorption becomes important. Most of our data indiçate that these two profiles depart 
from one another at an altitude near 70 km. Below that altitude the rAX. /A02  1  curve exhibits a behavior 
which is most perplexing! Generally, in the 50- to 70-km. range, values of [Ax / Ao2] fluctuate con-
siderably both plus or minus from the theoretical power reflection coefficient curve. One possible (and also 
highly probable) mechanism that would explain this behaviour is the reception of echoes from directions other 
than vertical. If one makes allowance for possible angles of arrival of 25 ° , the error in the observed results 
can be shown to be as large as plus or minus 20 percent, a magnitude which is consistent with our observations. 
It is for this reason that we have restricted our data analysis to altitudes in excess of 70 km. 
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The overall results from our experimsnt are shown in the following figures. Fig. 8 shows the 
average of 3 non-eclipse noontime profiles. The magnitudes of electron density obtained certainly appear 
reasonable and we conclude that the instrumentation did not have any obvious faults. Before presenting and 
discussing the results from data collected during the eclipse, it is of interest to examine a typical set of 
eclipse A-scans (Fig. 9). It is evident that there is little resemblance between normal A-scans and those 
observed during the eclipse. One of the more striking observations made during the eclipse was the fact that 
the average echo intensity was between 25 db and 30 db stronger than on normal days. This fact necessitated 
attenuation of both the X signal and the 0 signal to prevent receiver overloading. Even with 25 db of attenua-
tion in the antenna leads,note that the 0 to 30 db range for the 0 wave is saturated. Also note the deep and 
periodic fading which is particularly noticeable in the 0 to 30 db X wave channel, but occurred just as much 
on the 0 wave channel. This observation could be explained if one assumes the existence of two, or possibly 
three, main scattering centers. Incidentally, the noise background during the eclipse was significantly 
larger than on normal days. In particular, we noticed a large amount of what appeared to be spherics 
activity and, for a while at least, were concerned about data contamination by this interference. F ortunately, 
the contaminated data are easily recognized and amount to a small percentage of the total. Fig. 10 represents 
a composite of electron density profiles obtained at various times during the eclipse. It is interesting to 
notice that the electron density in the 70- to 80-km. range was not noticeably influenced by the eclipse 
phenomenon. In contrast, the electron density above 80 km. appears to be substantially affected. Recovery 
of electron density appears to start noticeably at about 30 min. after totality. Fig. 11 shows that 80 min. 
after totality the altitudes above 80 km. have recovered. The eclipse noontime profile appears to be normal. 

The following figures present the same data, but arranged so that the electron density history can be 
observed for any given altitude. Fig. 12 indicates that in the height region from 70 to 75 km. not much of 
anything happened. Fig. 13 shows a noticeable effect taking place at 77 km., which becomes more pronounced 
at 78 and 79 km. A very definite pealcing in the electron density can be observed at approximately 30 min. 
after totality (Fig. 14). This peaking exists out to 84 km. (Fig. 15) and then appears to diminish at 86 and 
87 km. 

5. Concluding Remarks 

The total output from the Cornell experiment amounts to about 14,000 ft. of 35-mm. film, or about 
280 min. of data. On the basis of the observed echo fading rate, we consider a two-minute data sample to 
be adequate for reducing a D region electron density profile. On that basis, we have sufficient data for 140 
electron density profiles. To date, we have transferred enough A-scan data from film onto IBM cards to 
compute 15 electron density profiles, and have found that, on the average, it requires one man-week to read 
a two-minute record. At that rate, getting all of our data in digital form will require a two and one-half 
man-year effort. We have been, and are continuing to investigate the use and availability of automatic film-
reading equipment. So far these efforts have been discouraging. We are currently preparing for the 1966 
Eclipse. The instrumentation, particularly the receiving equipment, will differ substantially from that used 
in 1965, and is designed to circumvent most of the data contamination problems encountered during the last 
experiment. We have also procured digital data recording instrumentation which will make possible the 
reduction and analysis of all of the data to be collected in November 1966. 
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o DATA P011113 
3 DAY A0E206E 1001 VALUE 

---- 3 DAY AVERAGE NOON VALUE 
ADJUSTED FOR SLIPS ZE111111 
111611. 

00 

so  

1103 

360 

320 

280 

20 

200 

160 

123 

1110 

ROO 

360 

$20 

330 

200 

100 

120 

ets 

too 

(.1) 

2210, 19110 MOO 	ZOO 	2100 	2130 	2200 	220 
6111 

460 

/DO 

400 

MO 

320 

MO 	 . 1 i 	, 	........ 	1100, 

003 

1400 

1200 

MO 

240 240 240 

200' 

LI  in 
id.  80 

ov 

	

g ° 	 o DATA 10111 13 
o 3 DAY AVERAGE NOON VALUE 

-- -3 DAY AVERAGE 110011 VALUE 
ADJUSTED FOR sows 001112 

o) 	 ANGLE 

	

to» • - J H• 	. 
. • 

6c°  

	

400 	V 200 

	

0 	 n  

ma 2000 	2030 	2100 	2130 

1600 

1400 

1200 

1000 

803 

600 

400 

200 	2230 180 2000 2230 2100 	2130 	2200 

(0) 

kt; 
t 

PARTIAL REFLECTIONS DURING THE 1965 ECLIPSE 	 223 
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Discussion on Paper 2.3.6 presented by H.A. von Biel 

Bourne: What is the directivity of your antenna? 

von Biel: We didn't measure it, but if you believe r/d, it would be roughly 20°. We used a dipole antenna 

for reception. 

Gregory: One of your slides seemed to show extraordinarily strong signals at lower altitudes; what was 

the lowest altitude, and how strong were the signals? 

von Biel: The signal at 50 km. had a signal-to-noise ratio of approximately 25 d. At 80 km. we had 

easily 60 to 80 d signal-to-noise. 

Gregory: Have you examined your data in such a way that you could throw out the possibility of sea 

echoes? We had similar results at a sea site and on occasion they could be completely misleading. I 

think your last slides, which showed the electron density at low altitudes as being negligibly altered 

during the eclipse, should be examined carefully since the data may be contaminated by sea echoes. 

Crain: Have you made any attempt to correlate your data with theoretical estimates of the lifetime of 

electrons at various heights? 

von Biel: We have not. These results are just off the press, and we have not tried to correlate anything. 

Crain: Just looking at it, it looks scary at 85 km. with all the electrons disappearing in this time period. 

It is just the opposite of what I thought we saw in a northe rn  eclipse a couple of years ago. 

von Biel: We did not have any lead at all as to what to expect for the electron densities, and for this 

reason, I analyzed the data arbitrarily in ten-minute steps from totality to see what would happen. If 

something interesting should show, we would analyze more data. Eventually all these data will be 

analyzed. 
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2.4 VHF FORWARD SCATTER 

by 

P.A. Forsyth 

University of Western Ontario 

In Canada, during the last 11 years some 40 bistatic VHF scatter systems have been 
operated for periods ranging from 1 to 10 years. While the systems had individual differences, 
a typical example would consist of: (a) a transmitter radiating about 100 watts of con-
tinuous-wave power by means of a 5-element Yagi antenna located so that the principal lobe 
in the vertical radiation pattern illuminates the ionosphere at a height of 100 km. above 
the path midpoint; and (b) a receiving station (at a distance of between 700 and 2000 km.) 
with a similar Yagi antenna, a stable receiver with a bandwidth of 1 kc/s and a moving chart 
recorder which records the logarithm of the signal strength. Frequencies ranging from about 
30 to 100 Mc/s have been used. From the large number of records which have been accumulated, 

some picture of the interaction of VHF radio waves with the disturbed and undisturbed lower 

ionosphere is emerging; but unfortunately an interpretation in terms of physical conditions 
in the ionosphere is still far from complete. 

One of the earliest studies suggested that essentially four quite different kinds of 
scattering from ionic inhomogeneities take place in the lower ionosphere, and later studies 
have supported the validity of this classification. Three of these types, designated Al , 

A
2' 

A
3' occur primarily at night, while 

the fourth, designated S, occurs in the daytime.It 

appears that Al  events correspond to scattering from field-aligned irregularities associated 

with aurora (perhaps the earlier stages of the auroral process). These events are character-
ized by very rapid fading and are seen most often on short paths at lower latitudes. The A2  

events represent scattering from field-aligned irregularities but are less aspect-sensitive, 
and therefore may be seen at higher latitudes and on longer paths. Near the auroral zone 

A2' events dominate the nighttime records. The 
A3 

and S events have much in common and, 

while not conclusive, the direction-finding evidence and the evidence gained from comparison 

of paths of different lengths seems to indicate that these events arise from scattering in the 

70 to 90 km. height range from inhomogeneities that are approximately isotropic (Collins 

and Forsyth 1959). It is likely that these are the scatterers that were detected by D.K. 

Bailey and others using high power, very directive VI-1F radio systems. The early results 

suggested that the S events were enhanced by sunlight, but later results indicated that there 
is a systematic variation of time of peak occurrence of S events with variation in latitude, 

so the original observation of symmetry of occurrence about noon may have been fortuitous. 

The fundamental question relating to these VHF measurements in the context of this con-
ference is that of determining the degree of relevance of the measurements to electron den-

sity variations in the lower ionosphere. Certainly some of the observations refer only to 

scattering centers located at heights of about 105 km. and associated with bright auroral 
displays. In general these seem to be confined to the Al  and A2  signals which make up a 

small fraction of the total signals if measured with reasonable sensitivity. If looked at 
with low sensitivity the A

2 
signals tend to predominate (Forsyth et al. 1960). Assuming 

that the A3 and S events, both 
of which last much longer and occur more frequently than A

1 
and A2  events (at least at mod_rate latitudes), do predominate in the records, then it is 
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reasonable to assume that the general diurnal seasonal and solar cycle dependence of the 
VHF scatter events observed at mid-latitudes do refer to conditions in the lower ionosphere. 
Since records extending over one full solar cycle are now available for paths at approximately 
45 °  North geographic latitude, it is worthwhile examining at least the general statistical 
characteristics of the recorded events. The data shown in Fig. 1 were derived from 10 years 
of operation of a 40 Mc/s circuit between Greenwood, Nova Scotia and Ottawa, Ontario (1955- 
1964 inclusive) and one year of operation of a similar circuit between Greenwood and London, 
Ontario (1965). The histogram shows the relative occurrence in percentage of total time of 
all the A and S activity by years for the 11-year period, together with a graph of the mean 
sunspot number for each year. There seems to be no doubt that the scatter activity (radio-
aurora) is related to the sunspot activity. Fig. 2 shows the diurnal variation averaged 
over the 11 years. The strong noontime peak (S events) noted by Collins and Forsyth persists 
in this data and the post-midnight peak also persists, but (perhaps because of detection 
criteria which favour A

3 
events over A

2
) is a little later than that found previously for the 

Greenwood-Ottawa path. In any case the times of occurrence of these two peaks approximate 
very closely those required by the relation between times of maximum occurrence and geomagnetic 
latitude found by Forsyth et al. These results too suggest that the scattering centers are 
related to precipitated particles. An extension of this kind of thinking suggests that the 
events are, in fact, part of the auroral process and that the A3  events, which occur later 

and lower than the visible aurora, are caused by a hardening of the spectrum of the preci-
pitated particles, or even by a change in particles from, say, electrons to protons. 

Whatever the cause, the nature of the ionic inhomogeneities which cause the scattering 

is of interest. Again, there is much evidence but little conclusive interpretation. The 
scattering centers seem to be fairly small (less than a few meters in diameter) and scatter 
nearly isotropically. That the isotropic characteristic is only approximate is indicated 
by the experiment of Lyon (1965). He observed simultaneously signals scattered in a generally 
forward direction (transmitter at Great Whale River, receiver at London) and in a nearly 

backward direction (transmitter at Ottawa and receiver at London) from the same body of 

ionization. He found great variations in the relative amplitudes of the forward and back-

scattered signals and many cases in which the Al  and A2 
signals could not be explained in 

terms of weak scattering. On the other hand, the AI  signals at least admitted of interpre-

tation in terms of weak scatterers with a scale sizé of say, one meter, and elongation along 

the magnetic field lines with  'an axial ratio of no greater than four, and perhaps as little 
as two. It has recently been indicated by Moorcroft (1966) that the interpretation of these 
angular results and the large number of frequency dependence results now available in terms 
of random assemblies of scatterers, is not satisfactory. Some further modification of the 
model is necessary, and the wave hypothesis advanced by Farley (1963) is attractive. Leadabrand 
(1965) has examined radar data, and while the presence of plasma-acoustic waves was not clearly 
confirmed, the possibility is not ruled out that the auroral ionization is governed by an 
extremely complex process to which plasma-acoustic waves contribute. More measurements of 
the directional characteristics would be of value in sorting out the situation. In the 
meantime, it seems likely that such waves do not exist below the E region and do not need to 
be invoked to provide a satisfactory interpretation of the A 3  and S events which are of prime 
importance here. While there are uncertainties, it seems adequate to consider that the in-
homogeneities involved are approximately isotropic, have scale sizes of the order of meters, 
are located at a height of 80 to 90 km. and contain peak electron densities of the order of 
106  electron cm-3 . 
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Discussion on Paper 2.4 presented by P.A. Forsyth 

Belrose: I would like to comment since I asked Dr. Forsyth to talk on this subject. Reports in the litera-

turc have indicated possible connections between the mesospheric scatter that you see at medium fre-

quencies, and VHF scatter that we see at high latitudes in Canada. While I don't think such a connection 

has been positively established, some work has been initiated in New Zealand. Do you know, Dr. Gregory, 

whether it was carried to fruitful results? 

Gregory: The medium frequency comparison made in New Zealand was for very short periods only, and 

wasn't in fact particularly successful due to the shortness of time. However, the basic variation of the 
seasonal scattel that I showed in the earlier talk was one that paralleled Bailey's very early work. 

Wright: I recall that about five years ago we published a small amount of data from the southern tip of 

Greenland, which was not unlike similar observations made in Canada, and some of the things that have 
been reported in New Zealand. Our measurements were high frequency vertical incidence measurements on 
an ionogram which showed scatter from this 'same height region, 78 to 80 km., and showed maximum re-
flections in the 5 to 10 megacycle range — rather surprisingly high, but they were definitely scatter-type 

echoes, not total reflectors. At the time we thought that the returns were associated with the region res-

ponsible for some of the VHF forward scatter. 

Forsyth: I might comment that an attempt has been made to associate the occurrence of scattering of this 

kind with the occurrence of absorption, particularly polar cap absorption, but I don't think that the con-

nection has yet been established. Certainly in the early results there were many occasions when the two 

were coincident, but I am not sure a connection has been established. 
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2.5 LOWER IONOSPHERE ECHOES OBSERVED WITH INCOHERENT SCATTER RADARS 

by 

L.M. LaLonde 

Cornell University, Ithaca, New York 

Of the three back-scatter radars which are familiar to the author, the only successful 
E-region echoes, particularly nighttime echoes, have been received at Arecibo. The large 
back-scatter station at Jicamarca, while sufficiently sensitive and free of ground clutter, 
is masked by the strong coherent echoes from the electrojet over the magnetic equator. The 
220-ft. dish at Millstone Hill is masked by ground clutter, and the 84-ft. dish, which can 
look at low elevation angles to eliminate ground clutter, is barely sensitive enough to see 
the daytime E region. The following remarks therefore, will be restricted to results from 
the Arecibo radar. 

Using 40 psec. probing pulses at peak power levels of 2 Mw., the single pulse 
signal-to-noise ratio from the daytime E region is greater than unity. Integration over 
10,000 pulses (50 to 100 sec.) allows 1 percent statistics on the daytime E region, with 
time resolution of the order of 1 min. and height resolution approaching 3 km. 

The nighttime E region, with an average density down two orders of magnitude or more 
from the daytime, presents a more difficult target, yet integrated signal-to-noise ratios are 
greater than unity. Horizontally stratified layers, such as Sporadic E, cause the signal-to-
noise ratio at a particular range interval to increase markedly, depending of course on the 
layer density and thickness. 

The Arecibo radar, by virtue of its large aperture and high local horizon, is free from 
detectable ground clutter beyond 50 km. of range. The ground return experienced is likely 
due to radiation from the sidelobes of the feed itself, which is only slightly above the im- 
mediately surrounding hills. Reception of echoes from a range beyond 50 km. then, is attributed 
to ionospheric back-scatter. 

Electron density profiles are computed from these lower ionosphere echoes by solving the 
radar equation using an electron cross section based on incoherent scatter theory. Fig. 1 
shows a typical profile near a winter noon over Arecibo. This profile is uncorrected for the 
electron-to-ion temperature ratio dependence of the electron cross section. On the same 
figure, simultaneous ionosonde critical frequency indicated densities, a theoretical profile 
and partial reflection experiment profile of the D and lower E region are shown (Belrose). 
With temperature ratios of 1.6, 1.4, 2.1, and 2.8 corresponding to heights from 107 to 215 km. 
where the ionosonde indicated densities are shown, E- and F-region densities are in good 
agreement with measurements made by other techniques. 

Below 100 km., where the temperature ratio is believed to be unity throughout the day, 
excellent agreement is shown between the back-scatter measurement and other workers' results. 

Fig. 2 is a series of sunrise profiles, averaged over 10 min. and shown approximately 
20 min. apart. Again, above about 85 km. there is no basic disagreement with other workers' 

The Arecibo Ionospheric Observatory is operated by Cornell University with the support of the 
Advanced Research Projects Agency under a contract with the Air Force Office 

of Scientific Research. 
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results. Below 85 km., in particular between 60 and 75 km., there is general disagreement, 
particularly in the 0650 profile which shows a thin layer at 60 km. with a density of 104  
electrons/c.c. averaged over a 6-km. height interval. 

Ionograms taken throughout this period of time show no difference in the low frequency 
return from the F layer. Yet the two-megacycle attenuation calculated using the COSPAR col-
lision frequency at this altitude is 27 db for a one-way path through a large horizontal 
layer with the average density indicated. Therefore, if one assumes that the radar echoes 
are correctly interpreted as electron density, the irregularity size must be greater than 
300 m., but less than a Fresnel zone at the sounder frequency, or less than 3 km. 

These strong echoes have been observed to occur in the height range from 60 to 70 km. 
over the entire year. They occur day and night with fading rates whose periods vary from 
minutes to about one hour, though the faster fading echoes are most frequently observed. 

The reasons for these intense echoes are not understood. One might suggest that "co-
herent" echoes result from the turbulence in this region and therefore electron density is 
over-estimated due to the increased scattering cross section over that predicted by thermal 
fluctuations and incoherent scatter theory. Because the echoes are not always present, and 
the fading rates vary widely, a model which allows a patchy ionosphere of dense clouds to 
drift slowly through the narrow antenna beam also fits experimental evidence. At the present 
time, neither of these are offered as a preferred explanation; clearly a more detailed study 
of the echo characteristics and simultaneous measurements by other techniques are needed. 

Above 85 km., the strength of the incoherent scatter technique lies in the time and 
spacial resolution of electron density measurements permitted. The profiles presented in 
Fig. 2 represent 10-min. averages spaced over 1 hr. and 23 min. The data were taken so that 
one profile per minute can be generated with a signal-to-noise ratio degenerated by a factor 
of three from those shown here. This provides information throughout the day on the dynamics 
of the E region, with a height resolution of 6 km., horizontal resolution of 300 m., and time 
resolution of 1 min. 

The results of some E-region studies of the data gathered at Arecibo have already been 
reported. These include: 

1. The detection of the valley above the nighttime residual E peak which forms after sun-
set and persists until sunrise. 

2, An inferred daytime electron-to-ion temperature ratio at 120 km. of about 1.5 during 
the quiet sun. 

3. The determination of height, vertical separation, and inferred thickness of Sporadic 
E layers. 

More recently, successful beam swinging in an attempt to resolve the horizontal dis-
tribution of Sporadic E layers has been performed. Although this scheme has not yet been 
attempted when heavy E s  was visible over Arecibo, the first attempt revealed interesting 

features of E
s

. 

During the afternoon of 17 February, 1966, the beam was swept from vertically overhead 
to 17.80  elevation angle, at an azimuth of 033 0 . It remained at 17.80  for 30 sec. and was 
returned to 17.5 0 . The scan rate in elevation is very nearly 1 0  per min. Profiles were 
made during the entire period with an averaging time of 30 sec., identical to those of Figs. 
1 and 2, except that the receiver was "over-sampled" by sampling at a 3 psec. rate on a 6-psec. 
pulse. Simultaneous C4 ionograms were made at 10-min. intervals. 

The radar profiles taken during the scan show no substantial E s  evident out to an 

elevation angle of 16.6 °  . At 16.6° the 101- and 104-km. samples rose in the fashion shown 
in Fig. 3. The higher density curve (top plot) is the outward motion, the dashed line re-
maining stationary at 17.8 0 , and the bottom curve represents motion toward 17.5 0 . 
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It would appear that the beam scanned over the peak of an E
s 

layer on the way out, 

and back over the peak again on the way back. The drastic drop in intensity while the beam 
is sitting at 17.8° implies that the layer is moving with respect to the stationary beam. 
The noise fluctuations, averaged over this time interval, amount to less than 10 3  electrons/ 
c.c. The change during the time the beam was stationary therefore represents a change of 
80 times the noise fluctuation. 

Contours of an E
s 

layer drawn from this data strongly depend on the assumed motion of 

the layer during the measurement time. Figs. 4, 5, and 6 are examples of contours which 
may be drawn with different magnitudes and directions of the velocity vector of the layer. 

Fig. 4 is drawn with an assumed velocity of 100 m. per. sec. with the motion perpen-
dicular to the line of the beam scan. The figure is drawn with the northernly direction up 
and westerly left, but a drift velocity of 180 0  from that assumed would reverse the east 
and west directions shown here. 

Fig. 5 is drawn assuming a lower velocity component perpendicular to the beam and a 
small component radially outward along the line of scan. This tends to narrow the layer to 
the order of 1 km. across on a north-south line through the layer. The lower east-west 
velocity also reduces the length of the layer model from that shown in Fig. 4. It should 
be pointed out here that the radial components of velocity assumed in Figs. 4 and 5 are 
small compared to the rate of motion of the beam through the ionosphere. 

The points plotted on Fig. 6 point out the drastic change in north-south scale when 
the radial component of velocity is large compared to the rate of motion of the beam. The 
particular velocity assumed here is the average of the velocity vectors for moving Es  layers 

over Puerto Rico reported by Dueho. This assumed motion would indicate the scan across two 
layers in the north-south direction, with the centers being separated by about 13 km. From 
the profiles, there is no indication of a change in slant range to the layer, meaning that 
if this model is assumed, the layers are at the same height above ground. 

The vertical incidence sounder located at the Observatory showed no indication of strong 
E
s at the time this layer was detècted some 30 km. north of the radar by back-scatter. Layers 

which were comparable in intensity appeared on the sounder 140 min. before and 73 min. after 
the detection by radar. No other strong layers were observed, but low intensity E s  is evident 

on most soundings after the time of detection by radar of the strong layer to the north. If 
one were to assume that the sounder detected the same layer 73 min. after the radar, due to 
the southerly motion of the layer, this would require the layer to drift south at a velocity 
of 6.8 m. per sec. The contours of Fig. 4 would be only slightly spread in the north-south 
direction, due to this motion. 

Even though these results are quite indefinite because of lack of knowledge of the 
velocity of the layer, some limits on the north-south extent of the layer may be set. The 
upper limit of the extent of the layer is actually set by the assumed velocity in the direction 
radially along the scan line. The average velocity from Dueho's work causes this limit to be 
approximately 10 km. A lower limit of 2 to 3 km. is implied by the measurements when low 
radial velocities are assumed for the irregularity. 

REFERENCES 

Belrose, J.S. Present knowledge of the lowest ionosphere(AGARD ograph) 74, Pergamon Press. 
1963. 

Duel°, B. Sporadic E as observed from Mayaguez P.R. by Back-scatter Sounders, Ionospheric 

Sporadic E 110-122. MacMillan 1962. 



10
3 

	

1  0 	 10 

	

4 	 5 

Electron D•nsity crri3  

3501- 350 LEGEND 

- Uncorr•cted bockscotter 
12113/65, 1124 AST 

	Befroze a Elorke(portrof1.) 
	A1KEN(theoreticol) 

3001- 	 I Simultonious ionosonde 300 

I 11255 

250 

Dec.13,1965 

0609 
0630 
0650 
.0712 
.0732 

• 

• 
• . 

il 

%.n 

II j 

q 

a
a 

Pt 

1 ' 
% 

tI e 
	• 

I 
• 

I  

• 

..••••• 	.• 

_.•• 

• • • ..:•-•• n a 

•

~~	

••

• 	

•-• 
a- .  

• 

• 

• • 
• 

. • 
. 

Fig. 1. Fig. 2, 

7. 

200 

100 

150 

50 

103  5 
10 104 	 10

6 

Electron DensIty cm-3 



—®--- 10 

so is 

Drift Velocity 
100«iis 120•AZ 

100 	Contours are nileiceil  

100 

1) 

0 

TS 

0 

SI
IV

CI
V

II
  

11
3.

1-1
V

D
S  
I

N
H

II
H

H
O

D
N
I
 H

II
/1

1
 aa

Am
as

ao
  S

H
O

H
D

3 

i 

I 

,:«El 	 / 	 1 
I 

t 

50 1- 
I i 
I 

Ze 

t i 	TN 
1 

1 

25 50 

Drift Velocity 
limn 	096AZ 

3 
 Contours are nx10/crn
3 
 

50 

©_ 25  

—I0  

2 

Distance Perpendicular to Scan pate oim 

Fig. 5. 

Drift Velocity 

150rnit 225AZ s s  

Contours are 11 Keefe 

40 

:30 

«3 

0 
S 2  

cc 
10 

5 0 30 

0 

80 so 

28 	 29 	 30 

Ileum Harizontol Distance From Vertical, •Z 050• Sin 

Fig. 3. 

3r 

e 
e 

r's 

c 2  

:1 
 

° 10 
25 

25 

25 
G 

50 

100 

100 

50 
25 

30 	 25 	 20 	 15 	 10 

Dis 	 Perpendicuiar to Scan pate, am. 

0 	 10 	 20 

Diatom» Perpendicular To Scan Path ern 

Fig.4. Fig. 6. 



234 	 L.M. LALONDE 

Discussion on Paper 2.5. presented by L.M. LaLonde 

Wright: The height is low, but would a single, fairly strong meteor passing through the 50- to 70-km. range 

explain this one measurement of high electron density in the early slides? 

LaLonde: I don't know. My guess is that it would, because echoes from such a trail would be very strong. 

Wright: The meteor people estimate something up around 10 10  or 10 12  e lectrons c.c. on a strong trail, 

don't they? 

LaLonde: The fading rate of these strong echoes that we observe down in the 60 to 75-km. region varies 

from minutes to hours. The slow variations are quite uncommon. The point is that they do vary. On one 

record, a layer built up over a period of something like an hour and decayed after that. The build-up and 

the decay were so orderly that the returns didn't fluctuate at all. These were 10-min. profiles, and if 

they were caused by meteors, there must be more than just an occasional meteor. 

Crain: What is the antenna pattern at Arecibo in terms of side lobes? Have you ever calibrated this thing? 

What sort of field intensities are there on the ground? 

LaLonde: No, there is really n o way to calibrate it. 

Crain: When in that close, I think the antenna characteristic becomes important. 

LaLonde: The altitude at which the first null of the Fresnel zone lies is on the edge of the aperture, and 
this is where rippling should start. Rippling on the on-axis gain is in the area where we are in trouble 
with ground clutter, below 50 km. I think 38 km. is the right number, but I may be wrong. 

Crain: If you are troubled with ground clutter, are you also bothered by aeroplanes at various ranges and 

altitudes? 

LaLonde: If an aeroplane flies directly over the antenna certainly we are, and we do occasionally see 

them on the side, but it is hard to imagine an aeroplane being in the beam for an hour. We spent a con-

siderable number of hours looking for ground clutter, and that is quite an easy thing to do because Dyce 
uses a technique which I think is very sensitive in this regard. You look at one line of the pulse spectrum 

and carefully analyze the broadening of that line. This has been done in the case of back-scatter type 
returns coming from vertically upwards; and you can see the narrow return, which you can attribute to 

ground clutter, drop right into the noise. 

Crain: I was searching for other possibilities than 10 4  electrons at 65 km. 

LaLonde: I don't pretend to understand it either, but it is an echo, and that was the title of my paper — 

"Lower Ionosphere Echoes". 

Belrose: It seems peculiar that one gets echoes from say 60 km. at night. There must be a sort of half 

an electron there per c.c. producing scatter. 

LaLonde: We have been through all of these arguments, and none of them are new. I don't pretend to 

know any explanation. 

Shirize: I wonder what would be the absorption if such high densities do exist at these low altitudes. 

LaLonde: I cakulated the absorption at 2 megacycles to be 30 db on a one-way path through a 6-km. 

layer. I don't think it was this particular layer, but a little higher up. I used a collision frequency of 107. 
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SECTION 3 

PULSE RADIO WAVE INTERACTION 

3.1.1 	SMALL PERTURBATION WAVE INTERACTION IN THE LOWER IONOSPHERE 

PART I 
Review and Basic Theory 

by 

R.A. Smith 

University of New England, Armidale, Australia 

1. Introduction 

When V.A. Bailey recognized in 1934 that electron heating by an electromagnetic wave 
causes the collision frequency in the ionosphere to depend on the field intensity of the wave 
and that this provided an explanation of an apparent wave interaction phenomenon observed in 
the previous year by Tellegen, he initiated a field of research, to which he made many major 
contributions*, and which has been actively pursued to the present day by a large number of 
groups and individuals. 

Although electron heating is usually a negligible effect in the ionosphere, its effect 
on the propagation of a suitable wave can be detected without too much difficulty. The 
earliest method was to use a sinusoidally modulated low frequency "disturbing" wave to mo-
dulate the electron temperature, and thus the electron collision frequency, along the obli-
que path in the ionosphere of a continuous low frequency "wanted" wave. The low frequency 
for the disturbing wave enhanced its effectiveness in heating the electrons; the low fre-
quency and long path in the ionosphere for the wanted wave made its total absorption high 
and thus enhanced the modulation it acquired through the periodic variations of its ab-
sorption. With the frequencies and propagation paths of the wanted and disturbing waves 
selected in this way, it was found using available transmitters that the depth of the 
modulation impressed on the wanted wave was large enough (several per cent) to be measured 
with simple receiving equipment. Experiments of this kind were made in England and Europe 
before and just after World War II and, because of the propagation conditions required, 
were restricted to the nighttime. This work has been reviewed by Huxley and Ratcliffe (1949) 
and by Huxley (1952) and was largely guided by the mathematical theory of wave interaction 
due to Bailey and Martyn (1934). 

An important variation of the oblique incidence experiment followed a revision of the 
Bailey and Martyn theory by Bailey (1937a, 1938). In the revised theory Bailey correctly al-
lowed for the influence of the earth's magnetic field and predicted that enhanced modulation 
would be produced by the use of a disturbing gyrowave and a suitable low frequency wanted 
wave. Some support for his theory of gyro-interaction was obtained by Bailey (1937b) from a 
series of experiments which he organized in England in 1937, but after World War II the theory 
became controversial through opposing observations in England (Huxley 1950, Shaw 1951) and in 
Italy (Cutolo et al. 1950, Cutolo 1950) and through apparent differences in theory (Shaw 1951). 
This controversy was resolved in favor of Bailey's theory by experiments (Bailey et al. 1952, 
Hibberd 1956, 1965, Smith 1957) made in Australia between 1949 and 1954 by the author in col-
laboration with a group from the University of Sydney headed by Bailey. The conflict in theory 
was resolved by a detailed theory of gyro-interaction (Smith 1957), which includes an analysis 
of the propagation of the oblique wanted wave. This detailed theory clarified the processes 
in a gyro-interaction experiment and, when used with a realistic model of the nighttime lower 

* For a comprehensive list of his papers on radio wave interaction and other phenomena 
associated with electron heating, see Bailey (1965). 
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E region, gave a curve of impressed modulation as a function of disturbing frequency in good 
agreement with the experimental curves obtained in Australia. 

The oblique incidence experiment proved an effective means of studying the phenomenon 
of radio wave interaction and has an assured place in its history. Nevertheless, partly 
because of experimental limitations and difficulties of analysis resulting from the use of 
an oblique wanted wave and partly because of uncertainty in the properties of near-thermal 
electrons in air, the experiments yielded few results on general properties of the lower 
ionosphere. 

By pulsing both the wanted and disturbing transmitters and by using the sophisticated 
and sensitive detection methods summarized in Section 2, Fejer in 1955 made the first mea-
surements of wave interaction in the daytime D region and deduced electron density and col-
lision frequency profiles for this important region from his data. These goals are so 
attractive that, in spite of the marginal signal-to-noise ratio achieved by Fejer and the 
need for complex receiving equipment, his methods attracted immediate interest and were used 
again in South Africa (Fejer and Vice 1959), and have been adopted in Norway (Lied 1957, 
Bjelland et al. 1959, Landmark and Lied 1961, Holt et al. 1961, 1962, Barrington et al.1962, 
Barrington and Thrane 1962, Barrington et al. 1963), in Alaska (Rumi 1961, 1962a, b, Benson 
1962, 1964a, b, Singh 1964), at Pennsylvania State University, where the Fejer technique has 
been extended to the measurement of very small changes in the phase of the wanted pulse, 
(Ferraro et al. 1963, Weisbrod 1964, Weisbrod, Lee and Ferraro 1964, Weisbrod, Ferraro and 
Lee 1964, Hellrich and Ferraro 1965, Day 1965, Care 1965, Bell 1966) and at the University 
of New England (Smith et a1,1965). Observations of wave interaction at the geomagnetic 
equator, using the 50 Mc/s. transmitter at the Jicamarca Observatory as the disturbing 
transmitter, have been reported by Klemperer (1964). Setty (1965) has described a graphical 
method of analysis of Type II (see Section 2) pulse wave interaction data and Georges (1965) 
has examined its simulation by numerical methods. Except for a few early nighttime observa-
tions in Norway and a large part of the work at the University of New England on small and 
large perturbation gyro-interaction, the interest in this major revival of radio wave inter-
action has bèen the D region. 

The experiments referred to above have the common feature of the use of separate 
waves for electron heating  and' radio  probing. The change in the properties of the medium 
also alters the propagation of the disturbing wave itself, as was first recognized by Bailey 
in 1935. "Self-interaction" or "self-distortion" are terms used to refer to this phenomenon. 
Self-interaction of a sinusoidally modulated wave has been discussed theoretically or by 
numerical methods by Vilenski (1953), Hibberd (1955, 1957), Megill (1965a) and Ginzburg and 
Gurevich (1960) in their extensive report on non-linear phenomena in a plasma; self-interac-
tion of a pulsed wave has been examined by numerical methods by Smith et al. and by Georges 
(1965). Technically, self-interaction* is difficult to observe, but the observations of 
King (1959) on the self-interaction of a sinusoidally modulated wave appear definite. In a 
pulse wave interaction experiment, self-interaction of the disturbing pulse cannot be 
neglected when the perturbation of the collision frequency is large. The self-interaction 
can then produce indirect effects that are easily observed (Smith et al.; see also discussion 
of Fig. 6). 

When very large radiated powers are used, the possibility of a change in electron 
density must be considered. Of various processes that may produce such a change, the one 
which would appear to require the least radiated power is the alteration of the rate of 
attachment of electrons to molecules of oxygen (Bailey and Goldstein 1958, Bailey 1959, 
Molmud et al. 1962, Molmud 1964). Rumi (1962a) has proposed that this process is effective 
for the pulse powers and duration normally used in a pulse wave interaction experiment, but 
his theoretical arguments have been shown by Benson (1964a) to be incorrect. These theories 
have been partially tested by Smith et al. at night using powerful (220 kw.) disturbing pulses 
at the gyrofrequency lasting for 30 seconds and a sensitive method for detecting the total 
change in the electron content of the heated region. From the negative results of their 
experiments it is safe to assume that in a wave interaction experiment using short pulses 
and normal powers the electron density remains constant. The estimated power requirements for 

* Self-interaction, in the sense that we have used thls term, is not to be confused with 
an urexplained self-demodulation phenomenon involving gyrowaves studied by Cutolo (1952, 
1953a, b), Mitra (1954) and Aitchison'and Goodwin (1955), which cannot be attributed to 
electron heating. 



REVIEW AND BASIC THEORY 	 237 

excitation of an airglow and to create breakdown in the ionosphere are extreme, but perhaps 
not impractical (Bailey 1938, 1961, Megill 1965b, Lombardini 1965). 

The final papers mentioned are relevant to electron heating in the ionosphere but do 
not fit into the groupings above. Those on the behavior of slow electrons in air, nitrogen, 
and oxygen have been discussed in Paper 1.6. Farley (1963) has suggested a method for extend-
ing wave interaction observations to the F region. Non-linear phenomena in a plasma have 
been considered by a number of authors (see, e.g, Ginzburg and Gurevich 1960, Caldirola and 
Barbieri 1965, Layzer and Menzel 1965) using an approach based on the Boltzmann equation. 
This highly mathematical approach to wave interaction theory is necessary for the discussion 
of phenomena such as frequency mixing and harmonic generation, but the need for it in the 
interpretation of wave interaction data has as yet to be demonstrated. 

The invitation to the conference asked for a review of the theory of pulse radio wave 
interaction and a separate review of experimental results. These requests carry the implica-
tion that the pulse methods are now the only methods that need be considered. With this im-
plication we agree, but not because the superiority of the pulse methods has been demonstrated 
generally. It is an unfortunate fact that through restriction of the observations to a par-
ticular pulse sequence introduced by Fejer and failure to appreciate the experimental pre-
cision required, the experimental observations that have been reported by various workers are 
of very limited value. Because of this, it is felt that the objectives of this conference would 
best be served by taking as the central theme of this paper the problem of using pulse wave 
interaction methods to determine the electron densily profile of the D region, since this 
profile has been the primary objective of much of the current research on radio wave inter-
action. 

This paper is a melange of review, in many cases by implication, of theory, and of 
descriptions of experimental techniques and measurements. Section 2 on experimental tech-
niques includes a number of photographs of wave interaction equipment at Armidale, in order 
that the complexity of the experimental method may be fully appreciated. It also contains a 
large number of figures illustrating typical records and data obtained in Australia, Norway, 
and at Pennsylvania State University. The figures are given to illustrate the quality of 
the data that have been used to deduce properties of the D region, to demonstrate that other 
pulse sequences beside that introduced by Fejer can be used with profit, and to show that it 

is possible to obtain data of high quality under small perturbation conditions. 

The mathematical theory in Section 3 treats collisions by the simple, but adequate, 

methods of Bailey and of the Townsend school and is developed only for the case of a small 

perturbation. The latter restriction on the theory is deliberate, since it is believed that 
the considerable complexity in interpretation, which the phenomenon of self-interaction 

introduces, should be avoided in any experiment with synoptic applications. 

The plot of the impressed modulation against the relative delays of a short disturbing 

pulse and the wanted echo is referred to in this paper as a Fejer curve. These curves pro-

vide information on the structure of the region in which the wave interaction occurs. Their 

formation is discussed in Section 4 and the problem of their practical interpretation is con-

sidered in Section 5. 

Sections 3 and 4 contain a number of results for small perturbation wave interaction in 

thin regions, which are needed in Papers 3.2.1 and 3.2.4. 

' 2. Pulse wave interaction techniques and measurements 

The method introduced by Fejer (1955) to measure the interaction of two vertically pro-
pagated radio waves in the D region employs a train of short disturbing pulses D transmitted 
at half the repetition frequency f of a train of short wanted pulses W, where the time l/f is 
long compared to the duration of the transient electron heating caused by a disturbing pulse. 
By suitably delaying one pulse train relative to the other, every second wanted pulse is made 
to pass through the whole or part of the D region during its transient modification. This 
causes these pulses to be received with an amplitude E different from the normal amplitude E 0 

 of each of the immediately following pulses. 

The change (E0  — E) is usually only a very small fraction of E0 . To detect this 
change in the amplitudes of alternate pulses, Fejer selected the echo by gating the receiver 
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at the rate f and then applied the video pulses at a controlled level to a selective amplifier 
tuned to the frequency f/2. This amplifier was followed by a phase-sensitive detector to 
discriminate against noise, and a pen recorder. To convert the reading to a depth g o  — EVE °  

of impressed modulation, Fejer obtained a calibration reading by applying video pulses at the 
rate f/2, with amplitude a known fraction of E

o
, to the selective amplifier. The detection 

method is extremely sensitive and under good observing conditions a modulation depth as small 
as 0.001 per cent can be detected. 

The Fejer method of calibration is a convenient one and is used at the University of 
New England, where the unattenuated calibration pulses are obtained by gating the controlled 
receiver at the rate f/2. This ensures that the calibration pulses are identical in shape and 
magnitude with the pulses Eo  of the train used in measurement. Workers in Norway and at 

Pennsylvania State University have obtained the calibration reading by introducing, either at 
the input of the receiver or within the receiver, a known change in amplitude of alternate RF 
pulses. Whatever method of calibration is employed during experiments, the high reading ac-
curacy that can be achieved under good observing conditions even when the modulation depth 
is as small as 0.1 per cent (see, for example, Figs. 12 and 13), the "black box" nature of 
Fejer equipment, and the possibility of obtaining useful information about the properties of 
the lower ionosphere from comparisons* of modulation depths observed in different parts of 
the world, make it desirable for the accuracy of the method of calibration to be checked by 
an independent method. A network comprising resistances and a fast-acting relay, which is 
used at the University of New England to modulate the output of a signal generator to a 
number of standard depths from0.044 per cent to 80 per cent, each accurate to about 1 per 
cent, is described in outline by Smith et al. 

Technical details of the equipment being used at Pennsylvania State University to 
measure small changes in the phase of the wanted pulse are given in references cited in 
Section 1. 

Fig. 1 shows parts of the radiofrequency circuits of the 500 kw., pulse and CW, 
gyrotransmitter at the University of New England. The 66 kv. sub-station for this transmitter 

is illustrated in Fig. 2, which also contains a view down the main trunk feeder lines to-
wards the circularly polarized array of 40 dipoles. This unique transmitting installation 
(Station B) for the gyrofrequency and its associated wanted station C (Fig. 3) were con-
structed under Contract AF19(604)-6177 for studies of non-linear phenomena in the ionosphere 
at electron energies up to about 1 ev. and to test the theory of Bailey (1959) that prolonged 
electron heating at night will cause a significant increase in electron density near the 
85-km. level by reducing the rate of attachment of electrons to molecules of oxygen. Part of 
the complexity of the receiving equipment evident in Fig. 3 is due to the wide variety of 
the pulse wave interaction experiments being performed at C and part is due to a desire to 
make the equipment as flexible and versatile as possible. Technical details of B and C, and 
of a third and earlier station A, are given by Smith et al. The experimental parameters of 
stations A and C are summarized in Paper 3.2.1. 

In both his original experiments and his later experiments with Vice, Fejer transmitted 
a short (50 psec.) disturbing pulse D at a number of delays after the wanted pulse W and 
before the return of the wanted echo E. This experiment has been followed in Norway, in 
Alaska, and at Pennsylvania State University, but is only one of a number of possible ex-
periments. Those illustrated in Fig. 4 are classified according to the scheme used by 
Smith et al. 

In an experiment of Type I, the pulse D precedes the pulse W and the interaction is 
measured at a number of delays t between the trailing edge of D and the leading edge of W. 
For this delay we will use the code DtW with t given in microseconds. As may be seen from the 
height-time diagram associated with this part of Fig. 4, the transient perturbation of the 
collision frequency is intercepted by the wanted pulse on both its upward and downward paths. 
The experiment provides no direct height information, but the decay of Au can be studied to 
any delay and the disturbing pulse can be of any duration. 

* For these comparisons to be worthwhile, the gain of the disturbing aerial and the radiated 
power must also be known with high accuracy. 
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The Fejer experiment is classified at Type II and results in the perturbation being 
intercepted by the wanted pulse only on its downward path. The experiment provides direct 
height information but, unless the wanted pulse is reflected by the F layer, no direct in-
formation about the decay of Av is obtained. Also, since the duration T

d 
of the disturbing 

pulse can be only a fraction of the group time TE  of the wanted echo, the electron heating 

is small at levels where the electron relaxation time is comparable to, or longer than, TE . 

The Type III experiment combines Types I and II with superposition of the pulses D 
and W and thus provides direct information about height and the decay of Av. The advantages 
of the Type III experiment for studies of the daytime D region will be demonstrated later. 

The modulation depth, that would be impressed on the wanted pulse during a single 
transit of the disturbed region when Av is steady, is an important theoretical quantity. The 
depth can be deduced from experimental data of Types I to III but is best determined ex-
perimentally by using a disturbing pulse, which starts a sufficiently long time before W 
and ceases just before, or after, the return of the echo E. The modulation depth measured in 
this Type IV experiment is twice the depth for a single transit under steady conditions. 

Type II and Type III experimental data should preferably be plotted against the time, 
in microseconds, between the leading edges of D and E. For this delay we will use the code 
DtE. The widespread practice of converting the delay measured in this way to a meeting height 
of the upgoing disturbing pulse and the downcoming wanted pulse should be discontinued. It 
has no merit and can give the false impression that the modulation corresponding to a given 
meeting height is actually impressed at that height (see also discussion of Fig. 11). 

To define the problem we propose to examine in later sections of this paper and to 
illustrate aspects of pulse wave interaction measurement, we have shown in Figs. 5 to 17 
experimental records and data of Types I to IV obtained at the University of New England 
by Smith et al. and typical records and data of Type II obtained in Norway and at Pennsyl- 
vania State University. Since the depth of the impressed modulation increases with the power 
of the disturbing pulse and it may appear from the quality of a number of the records of 
Smith et al. that very high disturbing powers were used, it is noted that at the frequencies 
of 1.78 Mc/s. and 1.515 Mc/s. (the gyrofrequency at Armidale at a height of 85 km.), the gain 
of the disturbing aerial at Station A is approximately equal to the gain of a pair of crossed 
horizontal dipoles above a perfectly reflecting ground. 

The upper part of Fig. 5 shows a record of Type I obtained between 2340-2355 E.A.S.T. 
on 5 April, 1963 using an extraordinary wanted echo (2.12 Mc/s.) from the E layer and dis-
turbing pulses from Station A of 5 kw. power and 820 psec. duration radiated in the extra-
ordinary mode at the gyrofrequency. The fraction in brackets after the delay DtW refers to 

the attenuator setting of the selective amplifier; the change from 1/2 to 1 indicates that 
the gain was doubled. In this experiment, the use of an extraordinary gyrowave as the disturb-

ing wave caused the electron heating to be confined to a thin region at the base of the 

nighttime E layer, and the use of an extraordinary echo in place of an ordinary echo en-
hanced the modulation depth by a factor of about 20. The low power of 5 kw. for the disturb-
ing pulse ensured that Av was very small throughout the disturbed region. As may be seen 

from the lower part of the figure, the accuracy of the value of the time constant (840 psec.) 

deduced from the data is high. 

The measurements we have just discussed were made during experiments to determine the 

value of the energy loss coefficient G at heights near 85 km. (see Paper 3.2.1). On theo-

retical grounds, an ordinary mode wanted echo at 2.12 Mc/s. would have served the 

purpose of the experiment equally well, but the modulation depth would have been too small 

for accurate measurement. The reduction in the modulation depth could have been off-set by 

the use of a much higher disturbing power, but then an effect shown in Fig. 6, in which 

similar data to that in the previous figure are plotted for a number of powers of the dis- 
turbing pulse, would have been produced. In Fig. 6 the order of the measurements is indicated 

by the number in brackets against each line and the plotted values are the derived values 
of the impressed decrement and not the measured values of the impressed modulation. The term 
"impressed decrement" is defined in Section 3, where the need for the distinction is discussed. 
The time constants in Fig. 6 refer to variations at small values of the impressed decrement 
(and thus to near-thermal relaxation) and increase from 640 usec., when the power was 5 kw., 
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to 1260 psec., when the power was 175 kw. This change in the value of the near-thermal time 
constant can be attributed to the self-interaction of the disturbing pulse; the magnitude of 
the change corresponds to an increase of 4 km. in the mean height of the disturbed region*. 

Fig. 7 shows an experimental record of Type I obtained near noon on 22 November, 1963 
during experiments to determine the value of G in the lower D region (see Paper 3.2.1). The 
disturbing pulse (1.78 Mc/s., x-mode, 37 kw., 800 psec.) was transmitted from Station A and 
the wanted echo (2.12 Mc/s., o-mode) was reflected by the F layer. Over the range — 110 psec. 
to 15 psec. for DtW, the delay was varied slowly and continuously. The time between major 
vertical lines on the chart was 5 min., the times printed on the chart should be ignored, 
and the detector integration time was about 2 sec. (These remarks apply also to the experi-
mental records shown in Figs. 12 and 13.)  For the accurate measurement of time constants as 
short as that deduced from the record (43 ± 2 psec., see lower part of Fig. 7) it is necessary 
for the group time of the wanted echo to be constant. An output pulse from the receiver 
much shorter than the SO psec. used in this experiment is also desirable, so that the useable 
delay range without overlap of the disturbing pulse is increased. 

Unlike other wave interaction data, it is relatively easy to compare time constants 
measured at different places using different experimental parameters. Since the electron 
relaxation time in the lower ionosphere changes by a factor of about three in 6 km. and the 
accuracy of measurement of a time constant is high, small changes in the mean height can be 
detected easily. If the time constant is found to be the same from day to day, it is a 
reasonable inference that both the ionization and the properties of the atmosphere are 
stable. These features make Type I measurements of the time constant a valuable means of 
studying synoptic changes in the lower ionosphere. 

The experimental record of Type II shown in the upper part of Fig. 8 appears to be 

typical of records obtained at Kjeller and at Tromso during the period 1957 to 1960 using 
linearly polarized disturbing pulses. From the values of cross modulation** as a function of 
meeting height shown in the lower part of the figure, Landmark and Lied (1961) have deduced 
electron density profiles for the daytime D region and the nighttime lower E region in 
summer and winter and at the equinoxes. A number of other electron density profiles for the 
D region during quiet and disturbed conditions have also been deduced by the group in Norway 
from Type II data of similar quality. 

In later experiments at Kjeller, the disturbing pulse (2 Mc/s., 160 kw. omni-directional 
power, 100 psec.)was circularly polarized. The parts of Fig. 9 are reproduced from Barrington, 
Thrane, and Bjelland (1963). They give the results of experiments made throughout the day 
during the periods 17 March to 7 April, 16 August to 9 September, and 17 November to 16 
December in 1960. The upper of the two experimental records was obtained when there was 
little external noise and the wanted echo was steady; the lower was obtained in the presence 
of appreciable external noise. Barrington et al. comment that not only the accuracy but 
also the sensitivity of the equipment is dependent on the noise level. The latter is not a 
feature of measurements at the University of New England, where the average deflection is 
independent, as it should be, of the external noise. The values of transferred modulation 
plotted against meeting height in Fig. 9 are the average values between 10 and 11 o'clock 
local mean time for about eight days in the equinoctial period, and each point represents the 
average of from 10 to 14 values. The results of Barrington, Thrane, and Bjelland from averaged 
data of this kind for the diurnal variation of the electron density profile have been used 
in other work on the D region. 

* The absorption coefficient of an exact extraordinary gyrowave is inversely proportional to 
the collision frequency. Its electron heating causes the wave to be less strongly absorbed 

and so penetrate to a greater height, where the electron relaxation time is longer. 

** In the discussion of Figs. 8, 9 and 10, the notation and terminology of the respective 
paper is used. 
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The extension of the Fejer technique to the measurement of very small changes in the 
phase of the wanted pulse is a major technical achievement, and it is of considerable interest 
that records (Fig. 10) of phase interaction T and amplitude interaction T

A 
published by the 

group at Pennsylvania State University have similar signal-to-noise ratios. This does not 
always appear to be the case, however, since their quarterly reports (Lee and Ferraro 1964, 

etc.) list values of T for roughly only one-third of the values of TA
. The reason for this 

difference is not stated and possibly this point will be clarified in the discussion. Since 
phase interaction is certain to play a wider role in future studies of the D region, some 
comment on the present experimental technique is in order. The records shown in Fig. 10 each 
suffer from the lack of a well-defined "zero". There is, of course, no difficulty in establi-
shing such a zero in the case of T

A' 
but there may be technical problems in the case of T.  

Until these are overcome, the measurement of T will suffer by comparison with the measure- 

ment of T
A

. Also, since T
A 

and T are treated analytically as independent quantities, it is 

essential that the experimental values originate from separate "black boxes", rather than 
from separate ports in the same black box. 

Except for Fig. 12, Figs. 11 to 17 are taken from the report of Smith et al. 

The Type II measurements in Fig. 11 were made between 0245 and 0430 E.A.S.T. on 
24 October 1962 using a disturbing pulse (91 kw., 130 psec., x-mode) at the gyrofrequency 
from Station A and a wanted echo (2.12 Mc/s., x-mode) from the F layer. The values of the 
impressed decrement extend over almost three decades of magnitude and the long group time of 
the wanted echo permitted the exponential variation beyond the peak to be followed to long 
delays. The time constant deduced from this portion of the data is 640 psec. 

The experimental data in Fig. 11 have been used by Smith et al. to associate electron 
relaxation time with height in the lower E region. The curve drawn in the figure is a theoretical 

curve, calculated and located in the manner described in Paper 3.2.1, for interaction at a height 
of 85 km. in an infinitesimally thin region, in which the electron relaxation time is equal to 

640 psec. The curve is almost a perfect match of the experimental data and the only evidence of 
thickness of the disturbed region is the difference of about 10 psec. in delay between the start 
of the experimental data and the start of the theoretical curve. Had the delay axis been label-
led in terms of the meeting height of the disturbing and wanted pulses, the rising part of the 

experimental plot would have covered about 30 km. of the height scale and the maximum meeting 

height would have been over 300 km. Clearly, this method of labelling the delay axis would 

have obscured, rather than clarified, the significance of the experimental data. 

The Type II record shown in Fig. 12 was obtained in the early afternoon of 15 April, 

1964 during testing of a 12 psec. output gate for the receiver and operation at the high 

repetition rate of 333.3 p.p.s. for the wanted pulse. The disturbing pulse (1.78 Mc/s., 

x-mode, 108 kw., 60 psec.) was transmitted from Station A and the wanted echo (2.12 Mc/s., 

o-mode) was from the E layer. The markers on the side of the chart for the delay DtE occur 

at 10 psec. intervals and the modulation depth at the peak of the record is about 0.3 per 

cent. The two large spikes on the rising portion of the record can be ignored, since they 

were caused by an intermittent contact in the aerial feeder line of the wanted transmitter. 

After the peak had been reached, the wanted echo changed from a relatively steady, single 

echo to one with rapid and deep fades. The marked change in the signal-to-noise ratio, which 

this caused, is obvious. A feature of this record, which we draw particular attention to, is 

the absence of negative modulation at the onset. 

The records of Type III shown in Fig. 13 play an important role in subsequent discussion 

in this paper and were obtained near noon on 4 November, 1963 with continuous variation of the 

delay DtE. The wanted echo (2.12 Mc/s., o-mode, 50 psec., 166.6 p.p.s.) was from the E layer 

and the disturbing pulse (1.78 Mc/s., 63 psec.) was transmitted from Station A. For the upper 

record, the power of the disturbing pulse was 100 kw. in the extraordinary mode; for the 

lower record, the power was 81 kw. in the ordinary mode. In both records the modulation depth 
at the first peak (i.e., the peak at the smaller value of DtE) is less than the modulation 
depth at the second peak; the difference is small in the case of the x-mode record, but is 
marked in the case of the o-mode record. A second obvious difference between the two records 
is the much greater extent of the tail of the o-mode record. 

96413-17 
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A third difference — the earlier start, by about 20 usec., of the x-mode record — is 
evident in Fig. 14, in which the plots of modulation depth against the delay DtE are scaled 
to a common power of 100 kw. Since the same wanted pulse was used, this difference simply 
reflects the fact that the modulation depth, measured using the more highly absorbed dis-
turbing pulse, was above the threshold of detection at an earlier delay. 

For comparison with the daytime Fejer curves, two nighttime curves of Type II have 
also been plotted in Fig. 14 with arbitrary amplitudes. The curve labelled 24.10.62 was 
obtained using a 130 usec. disturbing pulse and is a smoothed plot of the experimental data 
in Fig. 11. The data for the curve labelled 7.9.64 were obtained between 0115 and 0150 
E.A.S.T. on that date using a wanted echo (2.12 Mc/s., x-mode) from the F layer and a dis-
turbing pulse (1.515 Mc/s., x-mode, 60 usec.) from Station A of closely the same duration 
as used for the two daytime curves. The time constants deduced from the nighttime curves are 
nearly equal (640, 750 usec.), indicating that the modulation was impressed on the wanted 
pulse at closely the same height on the two nights. Like the curve for the night of 24.10.62, 
the curve for the night of 7.9.64 shows minute evidence of thickness of the disturbed region. 
For all the curves plotted in Fig. 14, the duration of the output pulse from the receiver 
was the same (50 usec.). 

During the day the energy of an ordinary disturbing wave at 1.78 Mc/s. is absorbed in 
depth and, as we shall show in Section 5, the Type III curve in Fig. 14 for this disturbing 
wave provides clear evidence of this penetration. However, it is evident that if the nighttime 
curve for 7.9.64 were to be displaced in delay, it would be a fair match to the front part 
(i.e. the Type II part) of the noon o-mode curve. Since the deduction of electron density pro-
files for the D region from pulse wave interaction data requires the resolution of Fejer 
curves of the kind we have illustrated into components from different height regions, it 
should be evident that for this purpose Type II data have serious limitations. 

In order to obtain information on the practical limits to the application of small 
perturbation wave interaction theory and to study electron heating under large perturbation 
conditions, the dependence of the modulation depth on the power of a disturbing extraordinary 
gyrowave has been determined at the University of New England on numerous occasions. Figs. 15 
and 16 illustrate two extremes. The data plotted in the first of these figures were obtained 
on the night of 7 October, 1960 using 800 usec. disturbing pulses from Station A and a wanted 
echo (2.12 Mc/s., x-mcde) from the E layer. The digturbing pulse was located at the fixed 
delay D3OW and the lowest power used in the measurements was 300w*. The data plotted in 
Fig. 16 were obtained in Type IV experiments made in January 1965 using 10 ms. disturbing 
pulses in the extraordinary mode from the powerful gyrotransmitter B and the wanted echoes 
of extraordinary (2.12 Mc/s.) and ordinary (1.78 Mc/s.) modes. When allowances are made for 
the different pulse durations and the different aerial gains, Fig. 15 extends the plot in 
Fig. 16 for the 2.12 Mc/s. wanted wave down to a power (from B) of about lOw. 

Fig. 17 is the only record shown in this paper from experiments using Station B and 
data from the record are plotted in Fig. 16. The wanted echo at 2.12 Mc/s. from the E layer 
was particularly steady and, as may be seen from Fig. 17, the signal-to-noise ratio is high. 
Generally, however, it has been found that Station B, with its highly directive aerial, yields 
records of poorer quality when the echo is fading than does the disturbing Station A, with 
its less directive aerial. The reason for this difference cannot be established easily, but 
it is believed to be caused by the large cone angle of arrival of a fading echo. In experiments 
using highly directive disturbing aerials, the wanted aerials should ideally be more directive. 
The necessity to wait until the reflection of the wanted pulse is specular severely limits 
the use of Station B. 

Huxley (1952), in discussing the proportionality between modulation depth and disturbing 
power observed in England in 1948 using disturbing powers up to 520 kw. at a frequency of 
0.167 Mc/s., has concluded on theoretical grounds that the proportionality holds only when 
the perturbation of the collision frequency is small.That this conclusion is incorrect is 
evident from the data plotted in Figs. 6 and 15. For the maximum power plotted in the latter 

* During 1962 the disturbing aerial at Station A was changed from a single horizontal dipole 
to the present square array of 4 dipoles. The powers plotted in Fig. 15 are the equivalent 
powers in the extraordinary mode for the square array. 
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figure, the "time constant" in Fig. 6 is significantly longer than the time constant for a 
near-thermal perturbation, because of the self-interaction of the disturbing pulse. A be-
havior for electrons in air that has been found by Smith et al. to be consistent with data 
such as shown in the two figures, is mentioned briefly in Section 4 of Paper 1.6. 

3. Small Perturbation Wave Interaction Theory 

In wave interaction theory the small changes in the mean electron collision frequency 
v and the mean electron energy U occurring during a cycle of the disturbing wave are neglected 
and the much larger changes occurring at modulation frequencies are calculated using the 
energy balance equation 

du 	I 2 
7f, 	(vn) = 1,71 F (t) 

where F(t) is the modulation function of the envelope of the disturbing wave,  I  is the mean 
power over a cycle it supplies when unmodulated (F(t) = 1) to the N electrons in unit volume, 
and (un), the mean rate at which an electron loses energy in collisions with the molecules 
of the gas, can be expressed as 

(un)  = G'v(U — U
o

) 	 (2) 

where the value of the dimensionless coefficient G' is a function of U and the thermal energy 
U
o 

of the gas (see Paper 1.6). 

We assume that the disturbing aerial radiates vertically a single wave mode. The power 
flux density II of the disturbing wave at a height h directly above the aerial is then given 
by 

h 
= —811— exp (-21e  k

d
(v)dh) 	 (3) 

47Th
2 

where g is the gain of the aerial referred to an isotropic radiator, W is the radiated power, 

kd (v) is the absorption coefficient of the wave mode, and II is related to I and kd
(v) by 

(1) 

If the functions U(v), G(U, Uo) are known, then (1) can be expressed as an equation in 

which, through the term I, is coupled to the equations for lower levels in the disturbed 

region. This coupling is caused by the self-interaction of the disturbing wave and in general 

the solution v(h,t) can be found only by numerical methods for particular models of the un-

disturbed ionosphere. 

Let 
6v = v — vo 	 ( 5 ) 

where v
o 

is the collision frequency in the undisturbed ionosphere. 

When the perturbations of the electron energy and collision frequency are small through-
out the disturbed region, the inequalities U — Uo  << Uo , 1w << vo , which then apply, allow 

the discussion of equations (1) to (4) to be simplified considerably. For I in (1) we can 
substitute I o

, its value with v = vo
, thus eliminating the coupling. For Gu in (2) we can 

substitute Gv
o

, where G is a function of U
o 

only. We can also use the approximation 

U
o 

U = U
o 

+ a — ày 
o 

(6) 

98413-17i 
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where 
V

o 
cz = — U 	ây 0 

In (7) the subscript o attached to the derivative means that it is to be evaluated with 
= v . 

o 

With these simplifications, equation (1) reduces to 

	

dAv 	Gy Av = v I 

	

dt 	
0 	00  F2 (t) 

aNU
o 

For a rectangular disturbing pulse of duration Td  starting to act at t = 0 (F(t) = 

1, 0 	t 	F(t) = 0, t 	Td ) the rise of Ay during the pulse is given by 

AY = Ay
s
[1 — exp(— t/T)] 

and the decay following cessation of the pulse by 

Av = Av s [l —exp(— Td/T)]exp[-- (t — Td )/71 

where 

T = 1/Gy 

and 

o AV 
s aNGU

o 

The solutions (9) and (10) of (8) will apply for repetitive pulses if the period between 
pulses is long compared to the electron relaxation time T. 

In applying the preceding results to calculate the changes in the amplitude and phase 
of the wanted pulse, we assume that it is reflected well above the region acted on by the 
disturbing pulse. The modifications of the theory to allow for a change in the reflection 
coefficient of a partial reflection from the D region are given by Smith et al. 

At the ground the field amplitude of the reflected wanted pulse is proportional to 

1
-exp(— 	k

w
(y)dh), where  k(v)  is the absorption coefficient of the wave mode and L is 

the total length of the up and down paths. The association of L with the integral sign means 
that the integral is to be evaluated over the total path with dh always considered positive. 
It follows that the modulation depth Mk  (= (Eo 

--E)/E
o
) impressed on the wanted pulse due to 

the change in its absorption is given by 

Mk  = 1 — exp(— mk ) 

where 

mk  =f (kw (y) — k w (v 0)}dh 	 (14) 

(13) 

The up and down paths of the wanted pulse introduce a phase lag of IL  p dh radians, 

where w is its angular frequency, c is the velocity of light in free space and p is the real 



(16) 

(17) 
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refractive index. For compatibility with the definition of Mk  we define the phase interaction 
M to be equal to the phase of the undisturbed wanted echo minus the phase of the disturbed 

wanted echo. Hence, 

M =c 
	

L 	
(v )}dh (I) 	w 	o 

Formulae (13) to (15) are general and their use is not restricted to the case of a small 
perturbation. When IMk I« 1, the approximation M

k 	
m
k 
 can be made. When this approximation 

is invalid, it is preferable to consider the derived quantity mk , which is more simply related 
to the wave propagation than the measured quantity Mk . No such difficulty occurs in the case 

of M . The quantity m
k has been referred to by Smith et al. as the "impressed decrement", 

but a better name is desirable. 

When Av « v
o we can use in place of (14) and (15) the approximate formulae 

ak 
M = m

k  =f (= --M) NA)) dh k 	N av o 
and 

1w 

	

M = (1, 	
NAv dh 

(I) 	c 	N av o 

where the subscript o attached to each of the partial derivatives has the significance as-
signed earlier, and where, for propagation under non-deviating conditions, the terms in 
brackets in each integral can be taken to be independent of the electron density N. 

The use of the approximation (6) in a formal statement of small perturbation wave inter-
action theory avoids the difficulty that the relation A(c) between the collision cross-section 
A and the electron speed c for thermal electrons in air is unknown (see Paper 1.6) and brings 
out the property that except for its amplitude the transient waveform of Av (and thus of Mk  

and M ) is independent of this relation. The two behaviors that have been adopted in papers 
interaction are a constant cross-section (A = const.), for which v on wave 	 U1/2 , and a = 2, 

and a cross-section proportional to electron speed (A =  c), for which v U and a = 1. The 
first of these behaviors was proposed by Bailey and Martyn (1934); the second was proposed 
by Crompton, Huxley, and Sutton (1953) and is now known to occur in nitrogen (see Paper 1.6). 
Since 1960, with a few exceptions, the A . c hypothesis has been preferred. 

The integrals (16) and (17) are evaluated taking into account the different times at 
which the disturbing pulse acts on, and the wanted pulse passes through, each section of the 
disturbed region. A method for doing this is described in the next section. 

We now discuss the much simpler case of steady conditions in the disturbed region during 
the upward and downward transits by the wanted pulse. To avoid introducing a factor of 2, we 

, consider only the upward path, which we take to extend to an infinite height. 

An exact expression for the steady modulation depth Mks  impressed on the wanted pulse 

during the single transit can be obtained under the following conditions: 

(i) the disturbing wave incident on the ionosphere is plane. 
(ii) kw (v) = ANv, where A is a constant. 
(iii)the composition and temperature of the gas are uniform in the disturbed regiol (18) 

(i.e., a, G, U0  are constants). 

(15) 



(21) 
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Using (12) and the conditions just given, formula (16) becomes for a single transit 

A  T M - —f un 
ks aGU

o 	
o 

o  

Since I
o 

is the power per unit volume at the height h absorbed from the plane disturb-
ing wave 

— 31I 
I = — 
o 311 

Hence 

A 
Mks = 
	fl. 	 (19) 
aGU

o 
where R. is the power flux density of the disturbing wave at entry into the ionosphere. This 
remarkatly simple formula, which shows that under the condition (18) the depth Mks  is in-

dependent of the electron density and collision frequency profiles and of the frequency and 
mode of the disturbing wave, is due to Ratcliffe* (see Shaw 1951). It seems to have been 
largely forgotten since the introduction of the pulse methods. 

In a pulse wave interaction experiment the divergence of the spherical disturbing wave 
cannot be neglected and, to be able to use (19) with any accuracy, it is necessary to identify 
the height in free space to which H i  refers. In making the identification we assume that the 

thickness of the disturbed region is small compared to its height above the ground. 

Let 

I
o 

 
2 

4rh 
 

where 

f œ 
oi dh = 1 

The last result follows from the fact that the power gW, when radiated omnidirectionally, is 
totally absorbed in a sphere of infinite radius. 

Consider the integral ./ 0  fi dh, where f is a continuous function of h. Since the 

i(h) function is localized to the neighborhood of its mean height h, we can adopt for f an 
expansion of the form 

f(h) 	f(h) [1 + a l  (h — h) + a2  (h — h)
2 

+ a
3 

(h — h) 3 
+ ...] 	(20) 

f fi dh = f(h) (1 + a2m2  

where m
2 

is the second central moment of the i(h) function. 

* Ratcliffe considered the situation in which the path of the wanted ray through the disturbed 
region is rectilinear and inclined at an angle i to the vertical. Then (19) is multiplied by 
sec i

w. w 

CO 

and obtain 

co 



(22) 

as in (20) and 
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Let 

CO 

je'"'  I o (h)dh = gW/4rH 2  

and H be the mean height of the I o  (h) function. By expanding h
-2 

and h
-1 

neglecting terms in the third and higher moments, it is easily shown that 

1 	3 
H = H (1 + 7  m

2
/h) = 	(1 - 7  m

2
/h) 

Now, let us suppose for simplicity that the i(h) function in the lower ionosphere 
(h 	60 km.) is rectangular. If its height extent is 5 km., then m2  = 2.1 sq. km ., 

m2 /11
2 	

6 x  1O 	the error in identifying H with H is negligible. Thus, in place of (19), 

we obtain 

	

2 	A 
M 	= gW/4rH 	. 
ks 	- 	aGU

o 

with an error < 0.1 per cent for the example just considered. 

The condition (18) that k(v) = ANv, where A is a constant, is unduly restrictive when 

the disturbed region is thin. The particular case of wave interaction at night, when both 
1 nw wanted and disturbing waves are extraordinary gyrowaves and the term -- for the wanted 
N av 

wave is a rapidly varying function of height in the disturbed region, has been discussed 
in the report of Smith et al. Here we give a more general discussion covering the use of 
wanted waves of both polarization and wave interaction in the D and lower E regions. For 
simplicity, we use the Appleton-Hartree magnetoionic theory. 

In current wave interaction experiments the propagation of the wanted pulse in the 
disturbed region is quasi-longitudinal (Q.L.) and non-deviating (p ,71  1). The approxi-
mations made by Booker (1935) then yield the well-known formula 

2 
p v 

k 	- 	 
oe 	2c((te InLI )2 	v2}  

where p
o
2 

= 3.19 x 10
9
N, w is the angular wave frequency and 01,  = 0cose, where Q is the 

angular gyrofrequency and 8 is the angle between the direction of the wave propagation and 

the direction of the earth's magnetic field. 

For the extraordinary mode, the formula in (24) fails badly near the gyrofrequency. For 
this mode and the propagation conditions in pulse wave interaction experiments using gyro-
waves, the following formula, due to Bailey (1938), is highly accurate (see Smith et al.): 

2 
p v (1 !  cos

2
8)  

k = -• 	 (25) 
e 	4c 	((w - n) 2 

+ v
2 

Formulae (24) and (25) are of the form 

k a Nv/(a
2 

+ v
2

) 

where a is independent of v. Thus, 

(23) 

(24) 

1 	DI( 
1-71 	= (a

2 
- v

2
)/(a

2 
4. v 2 ) 2  

and is zero when v = a. 
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In the lower ionosphere the variation of y with height is closely exponential with a 
scale height of about 6 km. If h' is the height in kilometers above the level where y = a, 
then 

Dk
w 1 

.17 ' 
where 

Y - 	
1 - exp(-h'/3) 

This function, whose sign is the sign of the modulation impressed at the level, is shown 
plotted against h' in Fig. 18 for both positive and negative values of h'. 

The disturbed region starts at the base of the ionosphere, and the form 
height H of the I

o
(h) profile are determined by the frequency and mode of the 

pulse and the ionization present. The height of the level h' = 0 is determined 
quency and mode of the wanted pulse, so that, in principle, it is possible to 
parameters to locate the I (h) profile at any part of the h'-axis. In practice 
of the profile with the raion h' < 0 would be avoided as far as possible and 
that the level H is above the level h' = O. Since the disturbed region is assu 

âk
w 

localized in height, we can then use for 
1
- . — the expansion 
N 	Dv 

Dk 	Dk 
1 . 	w =

i 
 el 	w 

Dv 	N 	ay )h=H (1 + 
al (h - H) + a 2 (h - H) 2  + ....} 

where the values of the coefficients a
l' 

a
2 

etc. are functions of h'. Plots of 1 
and .

2 
against h' (h' 	1 km.) are shown in Fig. 18. 

Using this expansion and the property that H and H are almost identical, we obtain 

Dkw„ M 	=  gW 	1 	. ( 1 . 
-ks 	4n H

2 	aG
o 	

ay 
'h=H {1 + 0(u 2a 

U 	
2) } 

where p
2 

is the second central moment of the normalized I o (h) profile. 

To illustrate the use and significance of Fig. 18, let us suppose, as before, that the 
i(h) profile is 5 km. thick and rectangular in form. The mean height of this profile can be 
taken to be the height H and for 11 2  we can use, when estimating the value of 0(11 2 a2 ), the 

value 2.1 sq. km . of m2 . The plot of a 2  against h' in Fig. 18 then shows that if the height 

H is above the level h' = 2 km. (at this level the disturbed region extends 0.5 km. into the 
region where y is negative) the error from neglecting the term 0(11 2 a 2 ) does not exceed 

4 per cent in magnitude and can be considerably smaller. For example, when the profile is 
located between h' = 0.5 km. and 5.5 km., the uror is less than 0.5 per cent, in spite of the 

1 	a'w 
fact that the value of y (and, hence, of - . —) changes in this height range by a factor N 	Dv 
of about 15. 

Omitting the term 0(u 2a2 ) from (26) we obtain the formula 

Dk
w m 	gW 	1 	( 1 

ks 
4nH

2 • aGUo 
• 'if • ay '11=H 

(1 + exp(-h73)} 2  

and the mean 
disturbing 

by the fre-
choose these 
, any overlap 
we assume 
med to be 

(26) 

(27)  
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The accuracy of this simple formula for the modulation depth impressed on the wanted pulse 
during a single transit of a thin disturbed region under steady conditions can be high in a 

suitable experiment (see Paper 3.2.1). 

The "thin slab" approximation fo the steady phase interaction M 	is obtained by re- 
cbs 

âk 	 âp 
1 

placing the term (17 
• Tv-  ) 11.11 

in (27) by the term (L
)w 

) 	. The analysis for this 
c 	b.H 

type of wave interaction is not given here, but it is found that the accuracy of the approxi-

mation is comparable to that for M
ks. 

The generalized magnetoionic theory of Sen and Wyller (1960) is now preferred to the 

theory of Appleton and Hartree in the analysis of wave propagation in the lower ionosphere. 

The Sen and Wyller theory is an average for a Maxwellian distribution for a collision cross-

section proportional to electron speed (a = 1), and an inconvenient numerical factor is 

often avoided by using a collision frequency v
m 

equal to two-thirds of the mean collision 

frequency v. For the same reason, it is then convenient to use an energy loss coefficient 

G
m 

such that 

T=  I/Gm  vm  = 1/Gu 	 (28) 

3 where G m 	2 	' 

To use the Sen and Wyller magnetoionic theory with any of the formulae given above, it 

is necessary only to put a = 1, if the magnetoionic collision frequency is the mean value. 

If the magnetoionic collision frequency is taken as vm , then both G and v in the formulae 

must be subscripted. 

4. Theory of Fejer Curves 

We now examine how Fejer curves of Types II and III are formed out of contributions 

from different levels in the disturbed region, which we consider to be divided by horizontal 

planes into a large number of thin, closely homogeneous sections of equal thickness  th. The 

mean height of the i
th 

section is denoted by h.. 

The time relations in a pulse wave interaction experiment are most easily visualized 

from a height-time diagram. In Fig. 19 time increases from left to right, W is 
the trans-

mitted wanted pulse, D is the transmitted disturbing pulse, E is the wanted echo from the E 

or F layers and t is the time delay of the leading edge of E after 
the leading edge of D. 

With W fixed in time, the pulse D moves from right to left as the delay t is increased. 

We assume that the disturbing pulse is so highly attenuated when it reaches 
a reflect-

ing layer in the ionosphere that electron heating by  the  reflected 
pulse can be neglected. 

The perturbationàv i  a t height h i  is 	then a single transient of the 
form (9) and (10) when 

the electron heating is small and the disturbing pulse is rectangular. 

If the duration of the wanted pulse is negligible (à-pulse), then from (16) and (17), 

' respectively, the modulation depth and phase change 
impressed on it during a transit of the 

section at height h i  are given by 

1 
Dk

w 
M . ) N.Av.Ah 
ki 	N Dv 	. 1 	1 

(29) 

. Dv 
w 	W 

M .=(— — ) N.Av.a 
tIncl"v. 11  1 

96413-18 



(31) 

(32) 

(33) 

(34) 

(35) 

250 	 R.A. SMITH 

AsDmovesfromrighttoleftinFig.19,theperturbationAv.,which moves with it, 
1 

is intersected first on the downward (4-) path OE of the wanted pulse. When D overlaps, or 
precedes, W, the perturbation is intersected also on the upward (t) path WO. Since from (29) 

the modulation depth or phase .change are proportional to the value of Au i  at the time of the 
transit of the section  by  the  wanted  pulse,  it follows that  the plot of  EM 	against the 1 
delay t consists of the parts 

A M.(t)=AM.(t):4+AM.(t)t 
1 	1 	1 

which are identical in magnitude and have the waveform of àv i , but are displaced relative 

to each other as shown in the lower part of Fig. 19. If group refraction in the disturbed 
region is negligible, the onset of the component AM i (t) ,4 occurs at the delay 2h i /c and the 

onset of the component AM i (t)t occurs at a fixed delay TE  equal to the group time of the 

wanted echo. To illustrate the relative positions on the delay axis of the contributions 
fmildifferentsections,thetwocomponentsforaheighth.,whereh.>h.,have also been 

1 

shown in the lower part of Fig. 19. The Fejer curve M 6 (t) from the interaction of a rect-
angular disturbing pulse and a d-wanted pulse in an extended height range can thus be re-
solved into the sum of suitably located elementary waveforms. 

Since the waveforms that produce the first peak (i.e. the Type II part)of the M 6 (t) 
curve are added displaced relative to each other, whereas those that produce the second peak 
are added without displacement, the second peak must, in general, have a greater amplitude 
than the first peak. The waveforms that produce the first peak will also contribute to the 
second peak unless their decay is complete by the delay TE . 

The calculation of the Md (t) curve for given experimental parameters and ionospheric 
conditions utilizes the following theory: 

Letll.by the power flux density of the disturbing wave incident on the section i and 
1 

d. be the fraction of H. which penetrates to the section i + 1. 
1 	1 

Then 
d i  = exp(-2 kdi  th) 	 (30) 

and 

d d 	... d 
1 	4nh2 .  12 	j-1  

1 

The power absorbed in a unit column of the section i is 

p.
1 	

(1 — 

Using (9), (10), (12), and (29), the shape and magnitude of the component Mi (t)t (or 
M.(t)+) are given by 
1 

0 	t' Td , • 	AMi (t')t = M
. 

{1 — exp(---t s /T i ) 

t' > àMi(t')t 	AMsi 
(1 — exp( —Tdi  /t) }exp{—(t' —T Td , 	 d

)/T.} 
 1 

where 

	

T. 	1/G.v. 

	

1 	1 1 

and, in the case of a change in the amplitude of the wanted pulse, 

1 
Mc

w 1  
AM . - 	.( 	

) P. si 	aG.0 .  

	

1 01 	1 



Q(h i ) _ 
 47Th.

2 aG.0 
1 oi 

1 

.1 
 1k

w 
( I71 	) i (37) 
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By means of (31) and (32), the last formula can be written as 

aM
si 

= Q(h.) 6 6 	... 6. 	(1-6.) 
1 	-1 	1 

where 

251 

(36) 

Total absorption of the power of the disturbing wave imposes the condition 

E{M./Q(h.)} = 1 	 (38) 
si 	1 

A knowledge of the experimental parameters Td , g, and W, the time TE  and the quantity 

a enables the calculation of the components AMi (t)t for the interaction of particular wanted 

and disturbing waves for given profiles N(h), v(h), U (h), and G(h). Summation of these com- 
o 

Imentsandthedisplacedcomponentse.(t)4 ,  over the disturbed region yields the M
6 
 (t) 

curve. The shape of the curve is independent of the quantities a, g and W. 

A number of further steps are necessary to obtain a curve that can be compared with 
experimental curve. 

The output pulse from the receiver has a finite duration  T. If this pulse is rectangular 

and the detector responds to the average value in the pulse, then the Fejer curve is given by 

M(t) = 
imt+Tw 6  

M (t) dt 

The onset of this averaged curve occurs at a delay earlier by Tw  than the onset of the 

M(t) curve. 

In practice, the pulse from the receiver and the disturbing pulse are non-rectangular. 
The average (39) must then be evaluated for the shape of the pulse from the receiver and for 
ay.

'  it is necessary to use the solutions of (8) for the power 
envelope F 2 (t) of the disturb- 

ing pulse. Since non-rectangular pulses can be simulated by the sum of suitable rectangular 
pulses, these elaborations to obtain a Fejer curve corresponding to experimental reality 
require no additional theory and can easily be incorporated in a computer program. An analogue 
method of adding correctly shaped and averaged waveforms is described in Section 5. 

The theory given above shows how a Fejer curve is formed out of contributions from 
different sections of the disturbed region and how the curve for a given set of ionospheric 
and experimental conditions may be computed. The converse problem of obtaining information 
on the properties of the lower ionosphere from an experimental curve is considered in the 
next section. 

In a wave interaction experiment at night using an extraordinary gyrowave as the dis-
turbing wave, the electron heating is confined to a region of up to about 5 km. in thickness, 
so that between its height extremes the electron relaxation time can vary by about a factor 
of three. Despite this large possible variation, experiments of Type I made at night yield a 
plot of modulation depth against the delay DtW, which is closely exponential. To a high 
accuracy a time constant T. can be associated with the initial decay. This has been illustrated 
in Fig. 6. 

In Section 3 it was shown that for disturbed regions of comparable thickness the modula-
tion depth M. under steady state conditions closely approximates the depth that would have 

KS 

been impressed had interaction occurred in an infinitesimally thin region located at the mean 

the 

(39) 

w  t w J t 
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Ile ightHof  th e 1  c, (1 ) profile  for  the  di sturbing wave The  relation  bet ween  T. and the 

electron relaxation time T
H 

at the height H is thus of considerable interest. 

In a Type I experiment, both transits of the disturbed region by the wanted pulse 
occur while Av is decaying. Neglecting the duration of the wanted pulse,* it follows from 
(10), (11), (12), and (16) that the modulation depth Mk (t) measured at the delay t (DtW) is 

given by 

Mk (t) - 	je  
1 

f(h) exp( — t/T)dh 

where 

f(h) = (-11;1- 	) D(h) E(h) I 0 	 (41) 

D(h) = 1 — exp(— Td/T) 	 (42) 

2  E(h) = 1 + exp{ — (TE  - h )/ T
}

(43) 

T = 11Gv 	 (44) 

and I
o 

is given by (3) and (4). Here, as in Section 3, the quantities G and U
o 

are taken out 

side the integral, since the disturbed region is assumed to be confined to a narrow height 
range. 

ThetimeconstantT.associated with the initial variation of M
k
(t) is given by 

[— M
k
(t) /

t 
 {M

k  (01] d 	t=o 

and thus by 

co 	co 

T i 	f(h) dh // 	{f(h)/T) dh 	 (45) 

Let T
f 
be the electron relaxation time at the mean height h f 

of the f(h) function. Then 

T = T
f 
exp{(h —h

fo 

where H
o 

is the scale height of v. Since the function f(h) is localized in the neighborhood 

of h
f 

it follows that, correct to the term in the second central moment p ' of the normalized 
2 

f(h) function 

T i  = I f/(1 + p2 I/2110 2) 

MlisbiasofT.below
f 

is due to the form of (46). 

The function f(h), and thus its mean height 11 E , is seen in (41) to (43) to depend on 

the relation  k(v)  for the wanted pulse, the echo delay TE , the 1 0 (h) profile, and the 

* Over that part of the M (t) curve which is exponential, the average (3q) does not change 
its character. 

(40) 
o 

(46) 

(47)  



1 
akw 

7 Dv = 
1 

ak w 
(F1 	) 	Cl  + a(h — H)/110 1 

h=H 48 

49 

SO 

Since  Il h 
— f 

H
o

, we can make the approximation < < 
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duration Td  of the disturbing pulse. By the previous result the value of r. is influenced 

by these factors. 

Toe)mlinethisinfluenceonT.we use the following expansions in the neighborhood 

of the mean height H of the I o (h) profile: 

pulse 
of h

f 

D(h) = D(H) (1 + d(h — H)/H 0 } 

E(h) = E(H) (1 + e(h — H)/H0 ) 

D(H) = 1 + exp(—x) 

d = —x exp(—x)/{1 — exp(—x)) 

x = T
d
/T

H 

E(H) = 1 + exp(—x) 

e = x exp(—x)/{1 + exp(—x)} 

X = (TE  — 2H/c)/T H  
••n 

In the expression for e in (50), a small term due to the transit time of the wanted 
through the disturbed region has been neglected. From (41), (48), and the definitions 
and H, it follows that as a first approximation 

H — h
f 
 = — p

2 
(a + d + e)/Ho —  

(51) 

T
f 

= T
H
{1 — (

—
H—h

f
)/H

o
} 

Hence, using (47) and (51) we obtain, to the first power in small terms, 

p 2 
T
1 
T = T

H 
{1 	+ 	(a + d + e)} 	(52) 

2H
o
2 Ho2 

To illustrate in Section 3 the magnitudes of terms such as those in (52), we used the 

value 6 km. for H and considered the simple example of a rectangular i(h) function extending 
o 

 

over 5 km. and having a second central moment m 2  equal to 2.1 sq. km . This function determines 

, the height extent of the functions f(h) and Io (h) and when estimating the magnitudes of small 

terms we have put m2  = p 2 ' 2 = 2.1 sq. km . and Ho  = 6 km. Then 1, 2 '12Ho2  = 0.03. 

The term d in (49) involves the duration Td  of the disturbing pulse and its value 

increases from —4 when Td/TH  << 1 to 0 when Td 	
The corresponding range of p2d/Ho2  is 

—0.06 to O. When Td  = H 
 th value  is —0.035. 

The term e in (50) involving TE  vanishes when x = 0 and co and its value is a maximum 

when x = 1.28. Then e = 0.28 and p 2e/Ho
2 = + 0.02. 
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The coefficient a in (48) is H
o 

times the coefficient a
l' 

which was evaluated in 

Section 3 using the Appleton-Hartree magnetoionic theory and which is shown plotted in Fig. 

âk
w 18 against the height h' in kilometers above the level where - 

1 
 R. = O. The least height h' 

1 
âk

w of practical interest in this figure is about 3 km., for which the variation of — -- with 
N âv 

height is extremely rapid, a l  = 0.4 and p
2
o/H

o
2 	

+ 0.14. For less extreme variations the 

value of the latter term decreases and is zero when the formula k
w
(v) = ANv, where A is a 

constant, applies in the disturbed region. 

The relaxation between T
i 

and T
H 

in particular experiments is discussed in Paper 3.2.1. 

Let M (0) be the modulation depth measured at the delay t = 0, using a disturbing pulse 

of duration T
d 

and a wanted echo whose group time is T
E
. It is then easily shown using (48) 

that M
ks

, given by (27), and M
k (0) are related by 

M
ks 

= M
k (0)/D(H) E(H) _ — 

where D(H) and E(H) are defined, respectively, in (49) and (50). 

5. Interpretation of Fejer Curves 

The theory in the preceding section shows that the shape of a Fejer curve depends on 
the frequency, wave mode, duration, and shape of each of the disturbing and wanted pulses, 
on the group time of the wanted echo (if the data are of Type III), and on the profiles N(h), 
v(h), Uo (h), and G(h) for the disturbed region. The absolute modulation depths are proportional 

to the power of the disturbing pulse and the gain of the aerial and depend, through the quantity 
a, on the relation between collision cross-section and electron speed. If the latter quantity 
and the three last profiles are known, then in principle the electron density profile N(h) 
can be determined. 

Two methods of interpretation of Type II data were described by Fejer. One, which he 
did not use, referred to the simultaneous analysis of x- and o-mode curves*. By means of the 
other he deduced from the curve for the ordinary disturbing wave profiles of electron density 

and collision frequency and a value (n,  10 
--2

) for G. In obtaining these results for the D 
region, Fejer used a value 1 for a and atmospheric data for Uoi . 

That Fejer's methods of interpretation were invalid through a failure to allow for the 
durations of the wanted and disturbing pulses was recognized on theoretical grounds at the 
University of New England, and was confirmed in nighttime experiments in 1958 by the simple 
expedient of changing the duration of the disturbing pulse (e.g.,see Boume 1960). It was 
also recognized that information in Type II data on structure of the disturbed region is most 
meager and for this reason wave interaction in the D region was not studied until the comple-
tion of the wanted station C allowed the more effective Type III experiment to be employed. 

The necessity of allowing for the durations of the two pulses was also recognized by the 
group in Norway, who have fitted their data of Type II by trial and error methods, using a 
computer. Early analyses were made using the Appleton-Hartree magnetoionic theory, a value 

—0 	 —0 
of 1 for a and a value of 2 x 10 	for G. To this value of G limits of 1 X 10—  and 5 x 10 

(53) 

*These refer to the wave mode of the disturbing pulse. During the day the wave mode of a medium 
frequency wanted echo is ordinary. 
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have been assigned (Landmark and Lied 1961). Later analyses have been made using the magneto-
ionic theory of Sen and Wyller and the value of Cm  has been taken to be twice the previous 

value. The collision frequency at a fixed height has been established from partial reflection 
data and from the transition, observed at Tromso during periods of high absorption, from ne-
gative to positive values of the impressed modulation. The latter method was suggested by 
Fejer, but suffers from the defect that the "meeting height" for the zero in the modulation 

1 
âk

w 
depth bears no simple relation to the height at which ----- for the wanted wave is zero N 
(Boume 1964; Georges 1965; see Paper 3.2.4). 

Trial and error methods, by introducing preconceived ideas into the interpretation, 
have obvious shortcomings when applied to the D region, whose electron density profile is 
largely a matter of conjecture. The desirable interpretation is by direct synthesis of the 
experimental data, and methods for this have been developed at the Pennsylvania State Uni-
versity and at the University of New England. 

At Pennsylvania State University, Type II data of phase and amplitude interaction, 
either separately or together, are synthesized using a computer to obtain a "least squares" 
fit of the assigned values and to yield the electron density and collision frequency profiles 
and the value of G. The approach is highly mathematical (Hellrich and Ferraro 1965; Day 1965; 

Care 1965), but the analysis appears to have been developed only for the case of a rectangular 
disturbing pulse and a 6-wanted pulse. 

The synthesis of data of Type II or III is effected at the University of New England 
by manual adjustment of the amplitudes of electronically generated waveforms of the kind 
discussed in the previous section. In the synthesizer proper account is taken of the shapes 
of the disturbing and wanted pulses and its operation is now briefly described with reference 
to the block diagram Fig. 20. 

The double pulse generator generates two rectangular pulses, 1 and 2, each of duration 
T
d

. Pulse 1 is fed to a tapped delay line and the delayed pulse from each tap opens a transis- 

tor gate to produce a rectangular pulse of duration Td . Pulse 2 opens a second transistor 

gate (one for each tap on the delay line) to produce a pulse identical in magnitude and 

duration to that from the gate opened by the pulse from the tap on the delay line. The equal 
rectangul ar pulses are added before shaping to match the power envelope of the disturbing 
pulse and are then applied to an RC integrating circuit, which has a time constant appropriate 
to the height the t ap on the delay line represents. The output of the desired polarity is 

added to the outputs of the other height channels and the sum is applied to a tapped delay 

line, whose total delay is equal to the duration of the output pulse of the receiver. The 
average (39) for the actual pulse is effected by adding the outputs of 12 taps on this line 
with appropriate amplitudes. The final waveform is displayed on a Dumont 766H oscilloscope 

and projected onto a 6 x 10 inch frosted screen. The synthesizer just described adds in height 
steps of 1 km. An earlier version, constructed in 1962, employed electronic tubes and added 
in steps of 2.25 km. 

Methods of establishing the height scale of the synthesizer in terms of absolute height 

and of associatin g  time constants with the height channels are described in Paper 3.2.1. Once 
the synthesis has been completed, the outputs of all the height channels are switched out and 
the gain of a calibration channel is adjusted until it gives a deflection corresponding to a 
known modulation depth. The amplitudes of the rectangular pulses (i.e., the pulses before 
the RC integration networks) of this channel and of the used height channels are then measured 
and the values of 6M 	calculated. The derivation of the electron density profile from these 

si 
values utilizes the theory given in Section 4 and requires a knowledge of the experimental 
parameters g and W and the properties a, v(h), Uo (h), and G(h) of the disturbed region. The 

complicated interrelation of these many variables makes it virtually impossible to estimate 
the error of the derived electron density profile introduced by errors in the experimental 
and subsidiary data. The separate problem of the height resolution of a Fejer curve can be 
discussed simply, however, and this we now proceed to do. 

In Figs. 13 and 14, Fejer curves of Type III obtained by Smith et al. near noon on 
4 November 1963 using extraordinary and ordinary disturbing pulses at a frequency of 1.78 Mc/s. 

25 5 
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were shown and compared. For the first of these pulses, the amplitudes of the peaks of the 

curve are closely equal and the time constant of the decaying tail is 42 psec. Since from 

the theory in the previous section the waveforms that produce the first peak are added with 

time displacement, whereas those that produce the second peak are added without displacement, 

the close equality of the amplitudes indicates that the wave interaction was localized in 

height. The short time constant implies that the interaction occurred low (near 70 km.) in 

the D region. The disparate amplitudes of the two peaks of the o-mode curve, on the other 
hand, indicate that the wave interaction occurred over an extended height range, whose 

upper bound, implied by the value (455 psec.) of the time constant of the slowly decaying 

tail, was well above a height of 80 km. These properties of the two Type III curves are 

consistent with the large difference between the absorption coefficients of the two wave 

modes. 

In the discussion of Fig. 14 we have pointed out the close resemblance of the shape 

of the front part (i.e., the Type II part) of the noon o-mode curve for 4 November, 1963 

to the shape of the corresponding part of a curve for 7 September, 1964, when the wave inter-

action was localized in a thin region near the base of the nighttime E region. Had a Type II 

experiment been made on 4 November, 1963, the o- and x-mode curves would have been limited 
to the parts of the first peaks with delays shorter than about 580 psec. These parts are 

compared in Fig. 21, in which the amplitudes of the two peaks have been made the same and 

the o-mode curve has been displaced in delay o that its observed onset coincides with the 

observed onset of the x-mode curve. Clearly, the effect of the thickness of the disturbed 
region on the shape of a Type II Fejer curve is minor. 

The corollary of this result is that the deduction of the structure of the disturbed 

region from a Type II Fejer curve requires precise experimental data. In order to illustrate 

the degree of precision required and the merits of the Type III experiment, we have shown 

in Figs. 22 and 23 by broken lines (drawn where the departure from the experimental curve 

can be distinguished) a number of syntheses of the o-mode curve for 4 November, 1963. The 
syntheses have been made using the height channels and time constants noted on the left of 

each figure, and the length of the horizontal line against the height channel is proportional 

to the value of âM M. for that channel. The top parts of Figs. 22 and 23 are the same and, 
si 

except for the middle part of Fig. 23, the time constants used in the syntheses are the values 

deduced for the heights by the methods described in Paper 3.2.1. The time constants in the 
middle part of Fig. 23 have been made, arbitrarily, about twice as long. 

The many implications of Figs. 22 and 23 need no stressing. 

Considerable claims have been made by the group at Pennsylvania State University for 

the value of simultaneous Type II measurements of phase and amplitude interaction as a means 

of obtaining the D-region electron density profile and other basic data, which enter into 
the deduction of this profile. Preferably, any assessment of these claims should be made by 

considering the experimental data obtained by this group, but those tabulated by Lee and 
Ferraro (1964 etc.) are insufficiently accurate for the present purpose, and details are 

not given of the shapes of the disturbing and wanted pulses. Instead, we have used the pro-

pagation data for the 2.12 Mc/s. wanted wave shown in Fig. 24 and the values of the basic 
parameters given in Paper 3.2.1 to calculate the Fejer curves of amplitude interaction Mk  

and phase interaction M for the electron density profile for noon on 4 November, 1963 given 

in Paper 3.2.4. This reverse process yields theoretical curves for Mk  almost identical with 

the experimental o - and x -mode curves and it is reasonable to assume that the curves for M 

are close to what would have been measured on that date. The Type III curves of Mk  and M 

are shown in Figs. 25 and 26 for the x - and o -mode disturbing pulses, respectively. The Type 
II parts of the four curves are compared in Fig. 27. 

ak  
Th 	

w 	
ap

w 
e influence of the different characteristics of 

1 
n- 	 and 	— is readily evident 
N Dvm 	

cN av
m 

in these figures. The larger values of the latter derivative at heights below 70 km. causes 

the onset of the M curve to be at a lower delay than that of the M
k 

curve for the same dis- 
(I) 

turbing wave mode. Thus, for equivalent sensitivity, the M
1) 
 curve would yield more and, since 

( 
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the derivative does not have a zero or vary so rapidly with height, better information about 
ionization at these levels. Against this, phase interaction gives much less information at 
heights above about 75 km., as is evident in Fig. 26, where the time constant of the tail of 
the M curve is 100 psec. compared with 455 psec. for the M

k 
curve. These different charac- 

teristics make phase and amplitude interaction valuable complements of each other. 

It was shown earlier that the height resolution in a Type II Fejer curve is poor. When 
curves of phase and amplitude interaction are synthesized simultaneously, some improvement 
can be expected from the use of the additional data. However, the accuracy requirements for 
an effective resolution of Type II data are so high that the improvement with poor data of 
both kinds would be insignificant. This is illustrated in Fig. 25, where the scaled curve 
of phase interaction shows an effective width only 2 psec. greater than the curve of ampli-
tude interaction. 

When Fejer curves are obtained using different disturbing or wanted waves, or when 

phase and amplitude interaction are measured simultaneously, information is obtained on the 
values of the collision frequencies, etc. Figs. 28 to 30 illustrate the use for this purpose 
of phase and amplitude interaction data of Type II. In each of these figures, the curve of 
phase interaction produced by the ordinary disturbing wave has been synthesized accurately. 
The values of AM

(pi for the height channels used are represented by the length of the lines. 

The values of the products (G v )' used in these syntheses are the correct values (G
m
v
m

)
i m m i 

for the height channels (Fig. 28), values 1.82 times larger (Fig. 29), and values 0.535 times 
smaller (Fig. 30). Let us now consider Fig. 28, for which the correct values have been used 

ak 	ap 
1 	w u  

and let n = v'/v 	By multiplying the values of AM 	 d .
1 
 by the ratio (-- ---/--- —224 	e 

	

. 	 calculat 

	

m m 	 4) 	N Dv
m cN avm 
	- 

using the correct collision frequencies (i.e., with a  = 1), one obtains the components AM
ki' 

which should add to produce the curve of amplitude interaction. The predicted curve obtained 
in this way is shown as a broken line and its difference from the actual curve of amplitude 

interaction is very small. Except for this small relative difference the use of combined 

phase and amplitude interaction data has not increased the height resolution. The predicted 

curves for values of a equal to 0.735 and 1.34 differ significantly from the curve of ampli-
tude interaction. 

If the method is to be useful, however, it must also fix the value of Gmvm , at some 

height.* In Figs. 29 and 30 no attempt has been made to obtain the value of a which yields 
the best agreement between the predicted and actual curves of amplitude interaction but it 

is evident in Fig. 29( (G v )!/(G v ) = 1.82) that a value for a 1,  1.25 would give close 
mmi mmi 

agreement. In Fig. 30 ((G v )!/(G v ). = 0.535) the agreement would be close for the optimum 
mmi mmi 

value of a, estimated to be 	0.8. 

While the method has its limitations as a sole source of data for Gm  and v
m

, it is 

another example of the versatility of pulse wave interaction methods. 

6. Concluding Remarks 

The material in this paper has been selected because of the conviction that pulse radio 

wave interaction has yet to play its proper important role in a global study of the lower 
ionosphere. 

Wave interaction has a sound theoretical basis. Its correct application makes possible 
the effective study of a wide variety of phenomena in the lower ionosphere. 

* The possibility of using the method to obtain individual values of (Gmvm ) i  is considered 

to be beyond its capabilities. 
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Fig. 1. 500 kw gyrotransmitter at the 

University of New England. 
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Fig.2. Trunk feeder lines to 40-dipole 

array and 66 kv substation for 500 kw 

gyrotransmitter. 
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Fig. 3. interior view of wanted station 

C (top left) and photographs (top right 

and lower) of its receiving and control 

equipment. 
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Fig. 28. Comparison of amplitude interaction 

curve with curves derived for several values of a 

from the synthesis shown of  the  curve of phase 

interaction ((G)! = (G v ).). 
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Discussion on Paper 3.1.1 presented by R.A. Smith 

Ferraro: In this technique, which is an analogue method, how do you handle underlying ionization? The 
interaction data are available down to some low height level, 55 km. or so, depending on the smallest 
interaction that you can reliably read. When you synthesize an interaction curve, do you allow for the 
absorption which might occur in the region for which you do not have reliable data? 

Smith: In the profiles I have shown, there are a number not continued below a height of 65 km., which is 
the lowest height for which we are reasonably certain of the electron densities. These particular profiles 
are derived from data obtained using the ordinary mode of the 2.12 Mc/s. wanted wave, for which the 

derivative _ 1- ( e____.of the absorption coefficient is zero at a height of about 61 km. Because of this zero, 
N avm  

the power of the disturbing wave absorbed near the latter level produces no observable effect; but when 

records of the quality I have shown contain no evidence of negative modulation impressed at heights below 
61 km., it is certain that the absorbed power is too small for neglect of it to have an appreciable effect 

on the magnitudes of the electron densities derived for greater heights. As I will point out tomorrow, for 
the height range 65 to 70 km., we have favored electron densities derived from data obtained using the 

extraordinary disturbing wave, since in this height range this highly absorbed wave produces much larger 
effects to be resolved in a synthesis than does the more weakly absorbed ordinary disturbing wave. 

The " starting point" problem due to the zero in 	a/-2— does not occur in amplitude interaction 
N avm  

when the zero is either well above or well below the lower bound of the disturbed region. The problem, of 
course, does not occur in phase interaction. 

Ferraro: I don't understand your synthesis procedure, but in our digital technique it seemed important to 
account for the ionization below 60 or 65 km. Serious errors, at least in our technique, could be incurred 

if we neglected it. We have a way of accounting for it, which I will describe tomorrow. I would like to 
clarify a statement you made about phase interaction being measurable about one-third of the time that 
amplitude records were obtained. I would like to explain what would cause this. In measuring amplitude 
interaction, an AGC system is needed to account for the amplitude fluctuations. The AGC is entirely 

electronic. In making a phase measurement, some device is needed to account for phase height variations. 

Our present system for compensating for phase height variations is a mechanical servo device, and a 
situation can occur where the phase tumbling is so rapid that the mechanical goniometer cannot keep up 

with it, and a phase measurement cannot be made at that time. The problem is a limitation in the instru-
mentation. 

Smith: I'm not criticizing phase interaction. I would like to have phase measurements, which would be 

valuable at the base of the ionosphere and complement the amplitude data, which is valuable at higher 

levels. The point I emphasize is that an error of 5 or 10 km. in the meeting height is unacceptable. 

Ferraro: The reason for the error in meeting height is that the choice of disturbing frequency at this time 

is such that there is group retardation. Is this what you are referring to? 

Smith:  I don't know if it is caused by group retardation or by the shape of the pulse. 

Ferraro: The meeting height is simply the time delay, which you measure accurately on a counter, times 
the speed of light. 

Smith: Yes, but I think Weisbrod said in his thesis that the meeting height is not well defined, and is 
roughly known only up to an accuracy of approximately 5 km. 

Ferraro: This is because the disturbing frequency is 300 kc/s. You have a lot of group retardation. This 
was our first attempt at a measurement. If we had had our choice, we would not have used 300 kc/s. 

Smith:  This is true. 
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Ferraro: In your case, the phase velocity of the wave equals the velocity of the speed of light. Conse-
quently there is no discrepancy regardless of whether you call it time delay in seconds or Ct. 

Rao: Just one question. In one of the slides I believe you showed the energy relaxation time constant as 
a function of the heating power, and you said that for increasing powers the time constant increased. I am 
not an ionospheric man, but to my knowledge the time constant r is just 1/Gv. Does this mean that the 
collision frequency is decreasing with increasing disturbing power? 

Smith: The effect is extremely complicated. 

Rao: Is r not equal to 1/Gv? 

Smith: The properties that seem to fit our data best are; that for moderate disturbing powers Gv is inde-

pendent of the mean electron energy, and that v is proportional to the energy. When the perturbation of 
the collision frequency is large, there is an increase in the thickness of the disturbed region because of 

the self-interaction of the disturbing wave. The interpretation of the decay of the impressed modulation 

then becomes complicated, except at delays so long after the cessation of the disturbing pulse that the 
electrons have cooled to near the thermal energy. At these long delays, the decay is observed to be 
several times slower than that following a disturbing pulse which produces only a small perturbation. 

Crain: In your critique of wave interaction results, you didn't mention Prof. Cutolo's work. I wondered if 
the omission meant that you approved of it. 

Smith: Prof. Cutolo and his colleagues have published a large number of papers on some aspects of radio 
wave interaction. These papers have not been mentioned since I believe their methods and results have 
no bearing on the objectives of this conference. 
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RADIOWAVE PHASE INTERACTION 

by 

A.J. Ferraro and H.S. Lee 

Ionosphere Research Laboratory 
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Presented by A.J. Ferraro 

1. Introduction 

This paper reviews the basic theory of radiowave phase interaction and describes a 
systematic procedure for the utilization of phase and amplitude interaction in the deter-
mination of the D-region electron densities, collision frequencies, and energy loss 
coefficient. 

Radiowave phase interaction represents an extension of the amplitude interaction 
technique introduced by Fejer (1955). These earlier experiments have involved only the 
amplitude effects on the wanted echo. The basic sequence of events pertaining to a wave-
interaction experiment is illustrated in Figs. 1.1 and 1.2. The local heating of the ionos-
pheric medium by the disturbing pulses not only perturbs the imaginary part of the refractive 
index (x), which accounts for the usual amplitude interaction, but also the real part of the 
refractive index (p). This latter effect, which will be called phase interaction, should 
produce a detectable phase shift in the radio frequency carrier of the wanted wave. Mea-
surement of both of these effects leads to a significant advantage in that the available 
information has been doubled and, as will be shown, one can utilize these data for deter-
mining the electron collision frequency, v, without knowledge of the electron density, N. 

Techniques for measuring this phase effect have been developed at the Ionosphere 
Research Laboratory (see Weisbrod et al. 1964) and have been utilized for routine measure-
ments during the IQSY program. 

2. Basic Theory 

The phase and amplitude interaction effects are expressed by the complex coefficient 
of interaction T as 

(R — R')  
T = TA 

+ jT = 

where R' is the reflection coefficient of the disturbed sequence of wanted pulses, and R is 
the reflection coefficient of the undisturbed sequence of wanted pulses. Then it is clear 
that 

AA 
T
A 
= — (amplitude interaction effect) 

A 

T = tie (phase interaction effect) 

3.1.2 

(1) 
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For narrow wanted and disturbing pulses, T can be expressed as follows: 

h. 

T(h.) = j 	àn(h) Kw 
dh 	 (4) 

whereh.is  the height at which the upgoing disturbing pulse meets the downgoing wanted 

pulse and Kw  is the free space propagation constant for the wanted signal. In (4), An(h) is 

the change in the refractive index due to the heating of the medium. It is assumed that the 
change in the index results from a change in the collision frequency, so that for small changes 
in àn(h) it can be written as 

àn(h) = ?5-1\1)  àv 	 (5) 

The detailed derivation of (4) for a narrow wanted pulse and a finite disturbing pulse 
as given by Weisbrod et al. (1964) is 

h'. 	—GvT 	

r(1°.--11)  1 

jr i TH (1 — e 	) 	i 
T =   exp   dF + GVT 	C 

0 

GVT " {1 - 
exp —2Gv(hi 

h. T. 
	— h) 

dF 
i  

an 
where T

H involves the longitudinal expression for 
— G is the energy loss coefficient, T iS 

the disturbing pulse width, F is related to the absorption on the disturbing pulse. 

3. Synthesis Techniques 

Phase and amplitude interaction data can be effectively utilized for the determination 
of the collision frequency, v, electron density, N, and the time constant, Gv, pertaining to 
the D region. 

A. Collision Frequency 

The synthesis of v and Gv involves a matrix technique. For the case of v, the matrix 
technique is developed as follows: by approximating (6) by a summation, TA and T 

for the 
(I) 

case of a narrow disturbing pulse are expressed by 

—2Gvm (n — m)àh 

T
A 
 (h.) =1: THA 

(màh)e 
i 

m=1 

—2Gvm (n — m)àh 

T(h i ) =:E: TH .(màh)e 

f 

' . 

(6) 

m=1 
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Or, more conveniently by the matrices 

(TA ) = (A) (AF) 

(Te )  = (4)) (AF) 

It is easy to show that (A) and (I)) are triangular and contain the parameter y and Gv while 
(AF) involves y and N. The unknown electron density parameter can be eliminated from (9) and 
(10) by solving these equations simultaneously. This leads to 

- 
(T
A
) = (A) (

1
I)) 	.  (T)  = (M) .(T ) 

- 
The triangular matrix (M) contains the unknowns y and Gv. If the time constant (Gv)

1  is 
assumed known, then v can be determined either by a step-by-step method, since (M) is tri-
angular, or by a least square error procedure for which v is assumed exponential. 

In the interpretation of wave interaction data, it is necessary to somehow account for 
the underlying ionization. Since data are usually available down to 60 km., it is important 
to include this effect. Previous workers seemed to have given no attention to this matter. 
If data are available down to some lower limit hL' then the interaction expression can be 
written as 

=f AAAAAA dh =f AAAAAA dh +f AAA dh 

0 	h 

The integration from zero to h i,  represents the contribution of the underlying ionization to 

the interaction effect. If the numerical value of the integral could be evaluated and sub-
tracted from T(hi ),then the matrix approach just described could be applied to the region 

above h
L . The integrated effect from h

L to h i is defined 
as the corrected interaction, 

T (h.). It can be shown from application of the mean value theorem that a fairly accurate 
c 

expression for Tc (h i ) is given by 

T (h.) = KT (hL) exp {— 
2Gv(hL

) h.} 
c 	 (13) 

The constant K is found from the fact that Tc (h
L
) = T(hL ) the interaction at the lowest 

observable height
' 

h
L 

Fig. 2 demonstrates the importance of the correction. Interaction data  was generated 

corresponding to the solid line collision profile. The synthesis of v with and without 

corrections are given by the circles and triangles, respectively. 

B The Time Constant (Cv) -4  

For the determination of Gy, a similar technique can be devised but either amplitude 

or phase interaction information is used, or both used if a check is desired. It can be 

shown for a long disturbing pulse that the relation between the interactions for a finite 

and narrow disturbing pulse is 

TF  (14) 	2 
	 - 	TN(h i) 

a h. 	CT 
1 

where superscripts F and N refer to finite and narrow disturbing pulses, respectively. Using 

(14) and the summation approximation to (6), matrices for a Tr/a h i  and TN can be written as 

(TN ) = (a) (AF) 	 (15) 

(11) 

T(hi ) (12) 

(14) 
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â T 
(---- ) = (b) (AF) 
D h i  

or 

D T
F 

D T
F 

(T
N 	—1 
) = (a) (b) 	• 	= (m) • 	 (17) 

D h. 	D h. 

The matrix (m) is triangular and contains only the unknown Gy. Solutions for the height 
dependence of Gv are similar to those described for finding v. 

A method for finding the height dependence of Gy has not, to the authors' knowledge, 
been previously proposed. Other workers employing gyro-interaction have succeeded in deter-
mining this parameter at a specific height. 

C. Electron Densities 

The method of synthesizing electron density profiles is to assume a piecewise linear 
model. In this manner, it is possible to synthesize a more general electron density profile. 
The synthesis is performed by searching for the least squared error between the observed 
interaction coefficients TA 

and T
(I 
 and those computed from the synthesized piecewise linear 
) electron density profile. 

An alternate procedure for finding electron density profiles is based upon the matrix 
technique described under section (A). Using equation (10) one can solve for (AF), since 

(AF) = (S) -4  (T) 	 (18) 

Then the quantity F, which is related to the absorption on the disturbing pulse, can be found 
from 

F
1 

= F
o 

+ AF
1 

F 2 = Fo 
+ AF

1 
+ AF 2 

F
n 
=F 

o 
+ AF

1 
+ 	àF

n 
The quantity Fo  is related to the absorption occurring below the lowest observable height, 

h
L

. If this height is low enough then F o :el. From F 1' 
F
2
, ....F

n can be determined and then, 

in a direct manner, the electron densities, since AFn/Fn  is directly proportional to electron 

density. 

This latter approach has not been used too extensively, since the piecewise linear 

technique with the least squared error feature provides a more satisfactory procedure to 
employ with noisy data. The effect of noise on the measurement of interaction is illustrated 
in Fig. 3. In this example, phase and amplitude data were generated corresponding to the 

solid line profile and then this data was modified in a random manner in an attempt to simu-

late the effect of noise. In this case, the signal-to-noise ratio is as low as two for the 

data at the lower heights. The results indicate a fairly reasonable synthesized profile of 

electron densities. 

4. Discussion 

This paper has described a systematic procedure for the measurement of D-region para-

meters by the wave-interaction technique. By measuring either phase or amplitude inter-

action for both a narrow and long disturbing pulse, a direct determination of the height 

profile of G V s obtained. With this profile and the simultaneous measurement of pulse and 

amplitude interaction, the matrix technique outlined in 3A will give a collision frequency 

profile. Now it is possible to specify the value of G. With these values of G and y along 

with a suitable temperature profile, the electron densities are computed from either the 

(16) 

(19) 
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piecewise procedure or the matrix technique. At all times it is necessary to account for the 
underlying ionization. 

Through the use of the above described techniques, simultaneous phase and amplitude 
data obtained during the IQSY program are being reduced. 
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Discussion on Paper 3.1.2 presented by A.J. Ferraro 

Boume:  Could you give a brief outline on how you measure phase interaction? I have frequently noticed 

that many of the E-region echoes consist of two different echoes with different phase patterns, and I should 

think this could make the measurement rather difficult. 

Ferraro: The undisturbed echoes from the E region are, of course, tumbling in phase, but because of the 

interaction the disturbed sequence of echoes is also tumbling in phase. What we are doing is looking at 

the difference in phase. Even though the phase is wild and tumbling, it does not bother us because we are 

looking at the difference between two things which we hope are tumbling together. This is why we can 

measure a small change in the phase even under conditions of rather severe phase fading. Is this what 

you had in mind or do you want to know about instrumentation? 

Boume:  Yes and no. What happens if the echo that you are getting back from the E region actually consists 

of two separate echoes with different phases, which I understand is frequently the case? 

Ferraro: I think the same thing happens that happens in the measurement of amplitude interactions. You 

don't know what you are measuring. Is that correct? 

Boume: With amplitude interaction this doesn't matter very much. You are not really worried where the 

signal comes from so long as it is coming from roughly the same direction and the same height. 

Ferraro: This does cause some limitations because the mechanical phase-measuring device will have 

some difficulty in knowing what phase to correct for, and it just looks at the average phase. My answer 

would be that it would give an average value of the phase interaction between the two echoes. 

Smith: In your analysis, do you actually allow for the shapes of your disturbing and wanted pulses? 

Ferraro: At this stage, the only thing we have included is that they are rectangular. The shape has not 

been included. We consider a definite width of disturbing pulse but it is a rectangular pulse, not rounded. 

We include the fact that it is a definite width but we do not include the fact that it is probably non-

rectangular. 

Smith: Do you propose to extend these analyses to include the actual shape of the wanted pulse, because 

if you don't,  I  don't see what value they are? 

Ferraro: At this time I don't think I know how to do it. I certainly will consider it. 

Smith: This is important. You can't replace an irregularly shaped pulse by a rectangular one and hope 

to get the right answers. 

Ferraro: Well, how do you do it, then? 

Smith: We actually shape the pulse that goes into our synthesizer. 

Ferraro: Well, if you can do the analog method I am sure we can do it digitally. We haven't done it, but 

we realize it probably should be done. It is one of the things we are considering. 
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3.1.3 	 A NUMERICAL APPROACH TO THE INTERPRETATION 
OF PULSE INTERACTION EXPERIMENTS* 

by 

T.M. Georges 

ITSA/ESSA, Boulder, Colorado 

Present methods of interpreting pulse interaction experiments depend on greatly simpli-
fied models of the interaction mechanism. As disturbing powers tend towards the megawatt 
range, the use of these models leads to errors which may no longer be negligible. Since 
attempts to formulate a more rigorous analytical model of the interaction process prove to be 
quite involved, a numerical approach would seem to be a logical one. 

High-speed digital computers lend themselves well to "brute-force" methods for solving 
problems of this kind. Instead of solving complicated analytical interaction expressions, the 
computer is programmed to perform a large number of relatively simple calculations which in 
effect simulate the interaction process. By representing the disturbed ionosphere as a grid 
of a large number of "cells" in the height-time domain, probing wave interaction becomes 
merely the sum of interaction contributions of cells lying along appropriate height-time paths. 
The interaction contributions of each cell are determined by solving the electron energy 
balance and magnetoionic absorption equations for each cell in a height-time sequence simulat-
ing the upward passage of the disturbing pulse. Fig. 1 is a convenient way of illustrating 
this process. 

Complete generality is retained by allowing arbitrary representations of the neutral 
atmosphere and ionosphere in tabular form, arbitrary energy dependences of electron collision 
parameters (G and v), and the use of any version of the magnetoionic theory yielding explicit 
values for the complex refractive index. Other previously necessary assumptions are avoided 
by accounting for time-dependent coefficients of the energy balance equation (G and v), dis-
turbing pulse self-distortion, and disturbing pulses of arbitrary shape. Provision for time-
dependent electron density is possible, although this has not yet been attempted. The simu-
lation technique is directly applicable to vertical-incidence experiments based on the method 
of Fejer, including phase interaction, gyrointeraction, and cosmic noise interaction. Its 
flexibility allows the incorporation of future refinements in interaction theory and in 

laboratory measurements of collision parameters, without modification of the basic program. 

The basic assumptions of the process are only that: (1) absorption in the interaction 

region is nondeviative, (2) an effective value of electron collision frequency can be calcu-
lated and applied to an appropriate magnetoionic theory, and (3) the medium varies so slowly 
in space and time that ray theory is applicable. 

The central problem of the interpretation of interaction experiments is the derivation 
of ionosphere profiles from interaction data. Present trial-and-error methods are capable of 

*Summary of a paper to appear in Radio Science, September 1966. 
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indicating only gross features of the D-region electron density distribution. For more 
accurate resolution of detailed structure, a direct synthesis process is required. 

A modification of the simulation process just outlined yields a method for synthesizing 
D-region electron density and collision frequency profiles from interaction data. Here the 
data are used to reconstruct the interaction process by a bootstrap method similar to the 
simulation technique, where electron densrty and collision frequency are calculated as each 
height step is made. By using "data" from the simulation program, and modifying it to repre-
sent limitations in accuracy and sensitivity, checks on the accuracy of the synthesis process 
are possible. Fig. 2 shows errors in synthesizing an electron density profile (collision 
frequency assumed known), for several degrees of data quality. (L represents the smallest 
measurable interaction, N the number of significant digits, or accuracy, of the data.) Note 
that these curves apply only to the specific experimental conditions indicated. Simultaneous 
synthesis of electron density and collision frequency (using both phase and amplitude inter-
action data) significantly reduces the electron density accuracy. 

A basic problem in such synthesis methods is thus the accuracy requirements imposed on 
the interaction data. Note that decreases in sensitivity degrade the synthesis accuracy 
primarily at low heights, while decreases in data accuracy affect the high end of the inter-
action region. Since the bottom curve of Fig. 2 represents somewhat better conditions than 
are at present obtainable, there is some doubt that the basic interaction experiment is 
capable of yielding very accurate D-region profiles. Certainly, extensive refinements in both 
experimental techniques and synthesis methods are necessary before it can. 

The possibilities of using numerical techniques in interpreting pulse interaction ex-
periments have been only briefly explored; however, it is believed that their development 
thus far indicates a profitable approach to the design, evaluation, and interpretation  of  
these experiments. 
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Discussion on Paper 3.1.3 presented by T.M. Georges 

Ferraro: One of your slides showed a percentage error for synthesis versus altitude, and you have indicat-
ed on most of your slides that the error was very large at low heights. On a previous slide where you 
actually showed the computed N profile, you had good agreement below 60 km. The two curves were on 
top of each other, implying very small error, and yet the error bars indicated 100 per cent error? 

Georges: The first slide was just limiting the sensitivity of the data and retaining all the accuracy. 

Ferraro: Yes, but at your lowest heights, interactions are of the order of 10 -8, and sensitivity is set on 
10 -8. (I looked at your report and saw some of your numbers, so I have some advance knowledge here.) 
The percentage error in the interaction records would be small at high heights but large at low heights, 
where you obtained a beautiful profile. 

Georges: Well, I'll have to think about that; I did think about it before. 

Wright: I want to observe that Dr.  Boume  presented a paper on the partial reflection experiment that con-

tained a similar assessment of the kinds of error that experiment might bring. I think it would be worth-
while to plan for Friday that you two review your conclusions and compare the two experiments for us. 

They contain different sources of error but for one who might wish to include such experiments in future 

instrumentation, it would help a great deal to see how these two experiments compare. Secondly, I would 

like to ask whether or not this 100 per cent error, which seemed to be about the maximum that Dr. Georges 

obtained, is so frightening? We have been hearing about errors by factors of ten in some of these other 

experiments. 

Georges: Not necessarily. The computed electron densities values can be 50 per cent too low or 100 per 

cent too high. 

Boume:  In part answer to this, I think a main aim of this conference is to assess the reliability of the 

various experimental methods so that installations, or combinations of installations, can be designed 

which will enable acceptable accuracies to be obtained in measurements of electron densities and collision 

frequencies. A factor of 2 is, I think, a realistic estimate of the accuracy of collision frequency and 

electron density measurements obtained with the partial reflection experiment. Personally, I feel it is 

unacceptably large from an experimental point of view; I would like to know what accuracy is required by 

theoreticians. We are deducing electron densities basically for their needs, and it would be very handy if 

we knew if accuracies of 1 per cent, 10 per cent, or 100 per cent are required so that our final objectives 

can be met. 

Belrose: I would just like to make a comment on Dr. Georges' analysis. You said that the results in your 

calculations looked bad for the cross modulation experiment; well, I don't think that it does. I think that 

it is a very valuable piece of work that you have done. You can see how the percentage errors vary as a 

function of height for various conditions, and you can see that sometimes this can be very good. On the 

basis of the work you have done, I wonder if you would comment on the far worse situation which Dr. Smith 

suggested; that is if you have only the Fejer height interaction profile, you can synthesize the whole 

thing with only two slabs to the accuracy that he can see on his analog comparison. 

Georges: I wouldn't care to explain that. The essential difference between a numerical synthesis and an 

analog synthesis is that in the analog method you are really synthesizing the whole profile at the same 

time with no knowledge of how your errors depend on the height that you are talking about. 

Belrose: You suggested that you could have a very complicated profile, and if you knew the interaction 

curve as a function of height to sufficient accuracy you could, in fact, go back to that complicated electron 

density profile. Dr. Smith drew us a smooth interaction profile with a dashed line disappearing behind it, 
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and yet he was synthesizing the dashed curve with only two slabs! There seems to be a tremendous 
difference between the suggested capability of the experiment on the basis of these two methods of 

• synthesizing electron density profiles. 

Georges: Dr. Smith could probably answer that better than I could, but as I understood his remarks, he 
asstuned the smoothest possible profile corresponding to his two knob settings. 

Smith: I think the answer is very clear on that, if you have a poor curve you have to do the best you can. 
We can get a solution for poor interaction curves by putting bumps and hollows in the electron density 
profiles. You must include in the criterion that the electron density profile is smooth within the resolving 
power of the instrument. You must reject those wild profiles. This is a physical hypothesis that you must 
include. 

Belrose: The uniqueness of the profile seems to be in question, according to you. 

Smith:  Well, I think it is the same in any method, in your method, Jack, if you have a finite resolving power 
then you have to reject the wildness in your curves. 

Georges: It depends on the size of the cell with which you are concerned. In the numerical representation 

I used cell sizes about 1 km. high and 3 1/3 tis. long, and you can probably resolve the structure on the 

order of a kilometer in size. 

Ferraro: Dr. Smith, you found several electron density profiles which gave the same interaction profile. 

Did you use the same Gv profiles? You indicated there were several N profiles which would give your 
measured interaction profile. Were they using the same Gt. profiles you used or were they different Gv 

profiles? 

Smith: The same Gv. 

Georges: They may look the same but I don't think they will be exactly the same. 

Boume: There is really no disagreement between Prof. Smith's analysis and Dr. Georges' computations. 

Dr. Georges is assuming that the wave interaction experiment is capable of detecting very small modulation 

depths, and is capable of measuring the interaction depth to a high degree of accuracy. The sensitivity 

and accuracy assumed by Prof. Smith differ by orders of magnitude from the conditions assumed by Dr. 

Georges. I believe Prof. Smith's work is appropriate to the best wave interaction measurements presently 

available. Dr. Georges' analysis is extremely valuable but, to my knowledge, the majority of the con-

ditions that he has considered far exceed the capabilities of the present wave interaction experiments. 

Smith: Under good conditions, it is realistic and practical to put the accuracy at 2 per cent. You are not 

going to get a better accuracy than that. We consider the experimental accuracy to be of great importance. 

293 
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3.1.4 	 HIGH POWER INTERACTION THEORY 

by 

C.D. Bell and A.J. Ferraro 

Ionosphere Research Laboratory, Pennsylvania State University 

University Park, Pennsylvania 

Presented by C.D. Bell 

1. Introduction 

The Ionosphere Research Laboratory in conjunction with the IQSY has been conducting a 
wave interaction experiment. As an extension of this experiment, in order to increase the 
accuracy of experimental data, the disturbing power will be increased considerably. At 
present the wanted wave frequency is 2.2 Mc/s., the disturbing wave frequency is 300 kc/s, 
and th l peak radiated disturbing power is 100 kw. 	The new disturbing transmitter will have 
a frequency of 4.5 Mc/s. and a peak radiated power variable to 15 Mw. The pulse width will 
be variable to 1 ms. 

With this increased energy, certain nonlinearities not accounted for using low power or 
small perturbation theory are more noticeable. In view of this, a re-evaluation of this low 
power approximation must be made before using high power. In order to facilitate synthesis 
of ionospheric parameters, suitable analytic nonlinear approximations for the interaction 
coefficients should be found. The details of this study have been given by Bell (1966). 

2. Theoretical Studies 

(a) Perturbation in the electron densities 

The perturbation of the index of refraction can be expanded in a Taylor series with 
respect to the change in electron collision frequency and the change in electron density. In 
the past the perturbation due to change of electron density has been ignored. Taking the domi-
nant temperature dependent processes in the D region to be the ion-ion recombination co-
efficient and the three-body attachment  coefficient, a measure of the effect of the inter-
action due to changes in electron density can be obtained. 

When interaction coefficients were obtained considering interaction due to changes in 
collision frequency only and changes in electron density only for characteristic D-region 
parameters, 2.3 Mc/s. wanted frequency, and a 100 psec. disturbing pulse width, it was found 
that the ratio of interaction due to electron change to interaction due to collision 
frequency change was 0.12 for amplitude interaction and 0.06 for phase interaction at 40 km. 
At 50 km. these ratios were a hundred times smaller. In view of this it seems apparent that 
the expansion of the perturbation of the index of refraction due to changes of electron 
density can be ignored without incurring significant error. 

(b) Non-linear heating 

At these higher powers, a suitable expression for the energy change of the electrons 
due to the disturbing wave has been developed. Considering the energy balance for an electron 
after the passage of the disturbing pulse, 

2A2 + GvAQ = 0 at 
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where G is the energy loss coefficient and u  is the electron collision frequency, and using 
the energy relation derived from the curves given by Phelps (1963), 

G(Q) = 4.7 x 10 -4  Q - ' 55  

and 	v(Q) = 9.7 x 10 -8  Q .878  n
m 

where the energy, Q, is in electron volts and n is the neutral particle concentration, a 

nonlinear energy balance equation can be obtained, 

+ AAQ + BAQ 2  = 0. 
ât 

This rectifies the error in low power theory that G and u are independent of energy change. 

The solution to this equation is 

âAQ  

AQ e
-At 

1 + AQ 13- (1
_e -At

) 
o A 

AQ(h) = 

where AQ
o 

is the maximum energy change. By applying an energy production term, C, to the 

energy balance equation, a suitable expression for the energy build-up within the disturbing 

pulse can be obtained, 

aF, 
c =  	311' 

2n h' N 

P being peak radiated power and -71-1- the differential absorption. 
By saying that C is a constant 

at any height, self-distortion is neglected since C is a function of v. 

The accuracy of these expressions was evaluated with respect to accurate numerical 

integration of the non-linear energy balance equation including the effect of self-distortion. 

Fig. 1 shows the maximum percentage energy change for representative D-region parameters using 

100 psec.  pulse  width and a frequency of 4 Mc/s. using the numerical solution, the non-linear 

approximation and low power or linearized approximation. By 30 Mw. the non-linear approximation 

is in error by less than 2 per cent while the linearized approximation 
is in error by about 

22 per cent. This would indicate that the neglect of self-distortion is not sufficient to 

invalidate the worth of the non-linear approximation. 

(c) Taylor expansion of the change of index 

The inaccuracy in terminating the Taylor series 
expansion of Ali and 4 after the first 

term, as in low power theory, was investigated. This was done by using the time-height cell 

approach similar to that described by Georges (1965). Fig. 2 shows a comparison of interaction 

coefficients using for the exact coefficients the Apes and Ax's, the first term of the Taylor 

series with exact heating, and the first and second terms of the Taylor series using exact 

heating at 15 Mw. The maximum error in the first term approximation is about 3 per cent; but 

the inclusion of the second term does not improve the error significantly. This would mean 

that many more terms would be needed to cancel all error. This would make the equation too bulky 

to handle. The conclusion is that the lack of accuracy is not enough to warrant the increased 

complexity. 

where 
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Figs. 3 and 4 compare the exact interaction coefficients with those using the first 
term approximation and linear and non-linear heating at 15 and 30 Mw. respectively. The non-
linear approximation gives much better accuracy than the linear approximation in both cases. 

(d) Electron density and collision frequency synthesis 

Based upon the foregoing discussion, an analytical expression for the interaction 
effect was developed which appears fairly accurate up to at least 30 Mw. peak power. With 
this expression it is possible to develop techniques for the synthesis of the electron density 
and collision frequency profiles. However, it is instructive to examine the accuracy of 
synthesis techniques based upon low-power theory when utilized with high-power data. Figs. 
5 and 6 summarize these results. Assuming exponential collision frequency and electron 
density profiles, interaction data were generated by the linear theory (low-power theory) and 
by the more exact theory employing numerical integration described previously. Fig. 5 shows 
these results for high-power data up to 50 Mw. At 15 Mw., the error is tolerable and would 
be considerably smaller if phase alone were used in the synthesis rather than simultaneous 
use of phase and amplitude. Not shown is the synthesis using amplitude alone at 15 Mw. This 
resulted in an electron density so poor that it even went negative about 70 km. The derived 
collision frequencies based upon low-power synthesis theory are also acceptable at 15 Mw., as 
shown in• Fig. 6. 

3. Conclusions 

A suitable expression for interaction for disturbing powers up to 30 Mw. was derived. 
Low-power synthesis theory appears reasonably adequate up to 15 Mw. if both phase and ampli-
tude interaction are used. If more accuracy is desired, then the more exact expressions must 
be used to derive a new synthesis procedure. 
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3.2.1 	SMALL PERTURBATION WAVE INTERACTION IN THE LOWER IONOSPHERE 

PART 2 

MEASUREMENTS OF BASIC PARAMETERS 

by 

R.A. Smith, I.A. Bourne*, R.G. Loch and T.N.R. Coyne 
University of New England, Armidale, Australia 

* Now at DRTE, Ottawa, Canada 

1. Introduction 

Experiments on gyro-interaction at night have been made at the University of New 
England since 1949. Those to 1954 have been referred to in Paper 3.1.1 and employed an 
obliquely reflected continuous wanted wave at a frequency of 0.59 Mc/s. In these early ex-
periments the need for two transmitters and a receiving station at widely spaced points pre-
vented frequent observations, and selective fading of the wanted wave was often troublesome. 
Also, the experiments provided no direct height data. Since these defects from the use of 
an oblique wanted wave were eliminated in the pulse experiment of Fejer (1955), Smith and 
Boume  began using his pulse methods in 1958 to assess their value in a gyro-interaction ex-
periment at night. It soon became evident that a small modulation depth with a marginal 
signal-to-noise ratio, as in the experiments of Fejer, was not a necessary defect of the 
pulse experiment. At night the modulation depth could be enhanced by factors of 20 or more 
by using as the wanted wave an extraordinary gyrowave instead of the more strongly reflected 
and less absorbed ordinary mode of a medium frequency wave. This allowed full advantage to 
be taken of the sensitivity and inherent accuracy of the detection methods and, as a 
consequence, of the simple and precise interpretation which is possible in a wave interaction 
experiment using two vertically propagated waves. 

With development of transmitting facilities for the disturbing gyrowave, particularly 
those made under Contract AF19(604)-6177, the experiments at night have been extended pro-
gressively to higher degrees of electron heating. Studies of wave interaction in the D 
region were not undertaken until mid-1962 when, following completion of an isolated receiving 
and transmitting station for the wanted pulse, it became possible to superimpose the dis-
turbing and wanted pulses and thus use the more effective Type III experiment described in 
Paper 3.1.1. 

In the account of wave interaction theory given in Paper 3.1.1 the electron heating 
was assumed to produce only a small perturbation of the electron collision frequency. This 
limitation on the magnitude of the perturbation is the usual condition in a pulse wave 
interaction experiment and simplifies the theory by allowing the self-interaction of the 
disturbing pulse to be neglected and propagation data for the wanted pulse to be evaluated 
for ambient conditions. The use of the Bailey and Martyn formula for energy loss in 
collisions can be justified on general grounds, and the introduction of an explicit 
relation U(v) between the electron energy U and the collision frequency v is unnecessary. 
The unknowns for the behavior of near-thermal electrons in air which appeared in the theory 
are the energy loss coefficient G and a second dimensionless quantity a related to the 

gradient of the U(v) function. Both G and a must, in general, be considered as functions 
of the ambient temperature. 

There has been a long-standing need in wave interaction research for quantitative 
data for G and the U(v) relation in air. Without such information the effectiveness of 
small perturbation wave interaction in studies of the general properties of the lower 
ionosphere is severely limited, and a start cannot be made on the quantitative interpretation 
of large perturbation phenomena (Smith et al. 1965). The determination of these basic data 
for near-thermal collisions and the testing of the limits of applicability of small perturb-
ation wave interaction theory were the initial objectives of the experimental program 
started in 1958. The latter aspect of the research has been referred to briefly in Paper 
3.1.1. More detailed accounts have been given by  Boume  (1960, 1964) and Smith et al. 
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Details of experimental equipment used for the investigations in this paper and in 
Paper 3.2.4 are summarized in Section 2. 

Section 3 outlines the principles of the methods used to determine the values of G, y, 
and electron relaxation time in the nighttime lower E region. Experimental results for this 
region are summarized in Section 4 along with some observations on its general behavior. A 
feature of the methods is that the properties of the collisions can be inferred to a close 
approximation without taking account of the electron density profile of the region where 
the interaction occurs. This is most valuable,since the profile in the lower ionosphere is 
not easily determined by wave interaction or other methods. 

Results for electron collisions in the lower D region, obtained using similar methods, 
are summarized in Section 5. 

Evidence from the investigations on the form of the U(v) relationship for near-thermal 
electrons in the lower ionosphere is discussed in Section 6. 

2. Experimental Details 

Between 1958 and 1962 measurements of pulse wave interaction were made at the University 
of New England, using disturbing and wanted transmitters and receiving equipment at a field 
station A within the grounds of the University. Subsequent measurements, which form the main 
body of this and the later paper 3.2.4 were made using the disturbing transmitter at A and 
transmitters and receivers for the wanted pulse at a field station G, 9 km. from A. A number 
of photographs of Station C and the higher power gyrotransmitter B, 1.5 km. from C, are shown 
in Paper 3.1.1. Technical details of the three stations are given in Smith et al. 

The disturbing transmitter at A has a maximum pulse power of 200 kw. and a maximum 
pulse duration of 800 usec. at this power. Both power and pulse duration are continuously 
adjustable. Transmissions in the frequency range 1.26 - 1.8 Mc/s. about the gyrofrequency 
(1.515 Mc/s.) are allowed between midnight and 0500 E.A.S.T. under a permit that has con-
tinued from the early experiments on gyro-interaction. The permitted frequency during the 
day is 1.78 Mc/s. 

The aerial for the disturbing transmitter was changed at the end of 1961 from a single 
horizontal half-wave folded dipole suspended between 150 ft. towers to a square array of four 
similar dipoles. This array has been matched in the circularly polarized condition at the 
frequencies of 1.515 and 1.78 Mc/s., and stub coils are permanently mounted on the feeder 

lines with plug and socket connections for speed in changing between these frequencies. At 
each of these frequencies the power radiated in the suppressed mode is negligible. 

The question of the siability of the gain of the disturbing aerial is an important 
consideration when wave interaction observations are compared over long periods. The aerial 
at station A is on a poor site and the aerial has no ground mat. Nevertheless, it would appear 
from the constancy of the input impedance and from general considerations of ground reflection 
at these frequencies that the gain of the aerial is little affected by ground conditions. 

The wanted station C contains two receiving units of the Fejer type, two wanted trans-
mitters (7 kw., 70 usec.) and timing and control equipment for synchronous operation of the 
three stations. The wanted frequencies are 1.78 and 2.12 Mc/s. during the night and 2.12 
Mc/s. during the day. Separate receiving and transmitting aerials are used at each of these 
frequencies, the aerials being square arrays of 4 dipoles at 2.12 Mc/s.,and crossed dipoles 

at 1.78 Mc/s. The transmitting aerials are co-phased using artificial ft̀i  - sections and the 

rejection ratios are about 20/1. The receiving aerials are co-phased using the circuit of 

Gardner and Pawsey (1953), which gives a higher rejection ratio of about 40/1. The 40-dipole 
array at Station B can also be fed to station C by means of an underground 4-wire feeder line, 
to act as a polarized receiving aerial for the wanted pulse. The use of the large array for 
this purpose appears to make a slight improvement to the signal-to-noise ratio of the measur- 
ed modulation when the echo is fading severely. 

The repetition rate (27.75, 55.5, 166.6 or 333.3 p.p.s.) of the wanted pulses is 
generated by division of the frequency of a 100 kc/s. crystal oscillator and the dividing 
chain provides time calibration pulse trains (pulses 10 or 100 usec. apart) for each of the 
monitoring oscilloscopes. Of these repetition rates, the lowest is used only in some experi-
ments with Station B and the second was used generally until late in 1963. The rate of 166 
p.p.s. was then added to assess the value of a higher rate in experiments during the day. 
When this change was found to improve the quality of the records, the rate of 333.3 p.p.s. 
was added for the dawn experiments described in Paper 3.2.4. 
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A number of the experimental records shown in Papers 3.1.1 and 3.2.4 have been obtained 
with continuous variation of the relative delays of the disturbing pulse from A and the 
wanted pulse from C. The variable delay generator is at C and for all the records shown it 
has controlled the triggering of equipment at C and not the triggering of the disturbing pulse 
from A. This method of introducing the delay places more demands on the smoothness of the 
variation, but is preferred when the virtual height of the wanted echo is steady since it 
causes the monitored disturbing pulse from A to be at a fixed location relative to the time 
calibration pulses. Any small drift of the disturbing pulse over long periods can then be 
checked easily at C. Other methods of introducing the variable delay to cope with a wanted 
echo, whose virtual height is changing, are described in Smith et al. 

The duration (50 psec.) of the output pulse from the receiver is made shorter than the 
duration of the transmitted wanted pulse and the AGC circuit controls the area rather than 
the amplitude of the output pulse of the receiver. These practices give a sharp video pulse 
for accurate measurement of the delay and make the measurement of the modulation depth more 
tolerant of movement of the echo relative to the strobe pulse for the receiver. Other 
practices are the recording of the AGC.bias voltage and the use of a short (2 - 5 sec.) 
integration time for the phase-sensitive detector. The parts of the record when the echo 
was steady can then be identified readily and the recovery of the detector from noise bursts 
is rapid. 

Magnetic data for Armidale (30 030 , 5, 151 °30 1 E, altitude 1000 m.) supplied by the Bureau 
of Mineral Resources, Department of National Development, yield the following values for the 
gyrofrequency fH  at a height of 85 km., when calculated using the dipole model of the earth's 
magnetic field: 

Epoch 1959.5: Smoothed (1.515 Mc/s.) Station (1.511 Mc/s.) 

Epoch 1963.5: Smoothed (1.518 Mc/s.) Station (1.514 Mc/s.) 

The smoothed values are derived from magnetic data read off isomagnetic maps of New South 
Wales; the station values are derived from measurements at Armidale. The Bureau commented 
that the station and surrounding districts appeared to be undisturbed magnetically. 

Magnetoionic data used in this paper and Paper 3.2.4 are calculated for a gyrofrequency 
of 1.515 Mc/s. and a propagation angle of 29 ° 14'. This value for the gyrofrequency agrees 
with the value from the wave interaction measurements described in Section 2 of Paper 3.2.4 
and its difference from any of the values above is negligible when considered in terms of 
the "Q" of the resonance in the absorption coefficient of the extraordinary mode. The value 
for the propagation angle is based on the magnetic data supplied by the Bureau. 

3. Some theoretical properties of  gyro-interaction at night 

Since the significance of experimental data on wave interaction is more readily 
appreciated with a previous knowledge of the properties predicted by theory, the relevant 
parts of small perturbation wave interaction theory in Paper 3.1.1 are summarized in this 
section. The formulae are expressed for use with the generalized magnetoionic theory of Sen 
and Wyller (1960) and the collision frequency (unperturbed) is taken as V. 

For vertical propagation the power I o (h) per unit volume absorbed at a height h from a 

disturbing wave with an absorption coefficient k d
(v
m

) is given by 

h 
I
o
(h) = 	kd

(v
m
) exp( —2 f k

d (vm)dh} 	 (1) 
2nh 2  

where W is the radiated power and g is the gain of the polarized disturbing aerial. An exact 
extraordinary gyrowave is the most strongly absorbed wave of all and its use as the disturbing 
wave confines the electron heating to the thinnest possible region. Fig 1. shows two I o (h) 

profiles calculated for this wave at Armidale using the collision frequencies 

v
m 

= 2.30 x 10 5  exp(-0.17 h). Profile (i) has been calculated for the electron density 



u (5) 
D(H) = 1 — exp(— T,/t“) 

E(H) = 1 + exp{— (TE  — 2H/c)/T„} 

is the electron relaxation time at the height H, TE  is the group time of the T
H 

(= 1/G
m vH ) 

wanted echo and 

(6)  

2 (7)  

(8)  
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distribution derived in Paper 3.2.4 for the night of 6 September 1963, while the broader 
profile (ii) is that for the electron density model N = 17 exp(0.6h). In the expressions 
for N and v

m
, the height h is in kilometers above the 85 km. level. 

When the disturbed region is localized in height the modulation depth Mks  for a single 

transit by the wanted pulse under steady state conditions is given, to a close approximation, 
by 

M
ks 

= 	--L- (k'
w
/N)

h=H 9 G U 
4rH- m o 

where k'
w 

is the partial derivative of the absorption coefficient of the wanted wave with 

respect to vm , Gm  is the energy loss coefficient associated with vm , U0  is the thermal 

energy of the gas, and H is the mean height of the I o (h) function. 

The magnitude of the error in the approximation (2) is 0(u2(12/H0 2 ), where  P2  is the 

second central moment of the normalized I
o
(h) function ' 

H
o 

is the scale height of v
m 

and a2 

is the second coefficient in the expansion 

k'
w
/N = (k'

w
/N)

h=H 
[1 + al{(h-41)/H } + a 2 ((h—H)/H o

) 2  + ...] 	 ( 3) 
— o 	—  

— 

When the localized electron heating is produced by a rectangular disturbing pulse of 
duration T

d' 
the modulation depth M

k
(t) measured using a short wanted pulse transmitted at 

a delay t after cessation of the disturbing pulse is given by 

M
k
(t) = Mks D(H) E(H) exp(— t/T.) 	 (4) 

— 
where 
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(2) 

where 
T. = T (1 + y) 

1 	H 

Y 	(al 	d  e —0.5) 112/ 1 10  

d = —x exp(--x)/(1 — exp(-10) 

e = X exp(—X)/{1 + exp( —X)} 

x = Td/TH  

X = (TE  — 211/c)/T H  

Formula (4) applies for delays short compared to  T.  — 

The above theory is the basis of the methods used in Sections 4 and 5. The following 

discussion is concerned with the experimental conditions in Section 4 and in it we use the 

profile (ii) of Fig. 1, which is broader than the typical nighttime I o (h) profile. Since 

both the error in (2) and the magnitude of y are proportional to u2, and, thus, are pro-
portional to the square of the width of the I o (h) profile, the use of the broader profile 



(9) 

(10)  
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provides a good test of the accuracy of the theory as applied to the nighttime experiments. 
For profile (ii), 1-12 = 2.7 sq. km ., H = 84.9 km. and!! = 635 psec. 

The wanted waves used in the experiments of Section 4 were extraordinary gyrowaves at 
frequencies of 1.78 and 2.12 Mc/s. Fig. 2 shows k' w/N for each of these waves as a function 

of v
m 

and as a function of height. Over the height range of profile (ii), the variation of 

k'
w
/N for 1.78 Mc/s. is large, while that for 2.12 Mc/s. is small. For the 1.78 Mc/s. wave, 

the value of al/Ho  at the height H is 0.157; for the 2.12 Mc/s. wave, it is 0.048*. For each 

of these waves the value of a2/H0 2  is %0.005, so that the term 0(p202/H0 2 ) introduces a 

correction of about one per cent to (2). 

For a single (upward) transit by the wanted pulse, values of M k (0) and Mk (500 psec.) 

have been calculated from the exact equations (40) to (44) of Paper 3.1.1 for the experimental 
conditions shown in the first two columns of Table 1. The time constants given in the third 
column of the table are for an assumed variation between these two delays. They show a small 
dependence on Td  and the propagation properties of the wanted wave. The values in the fourth 
column have been calculated from (7) and (8) with e = 0, T

H 
= 635 psec., p2 = 2.7 sq. km ., 

and are each close to 4 per cent smaller than the correspoîàing values in the third column. 
This difference arises because the variation of M

k (t) with delay is not an exact exponential. 

By means of the methods used in Paper 3.1.1 to relate T
i 

and T
H

, it can be shown that 

at a delay t the instantaneous time constant T t  is given by 

T
t 

= T.(1 + (3) 
1 

where, for delays less than about T
H' 

8 	t p2/H 2 T 
o H 

For t = 500 psec., 8 = 0.06 and, since 8 is small, the time constant derived from the values 
of Mk

(0) and Mk
(500) is equal to 1.( T500  +  i- .). It should thus exceed Ti by 3 per cent. With 

2  
this correction the values of the time constants in the third and fourth columns of the table 
agree to within one per cent. 

TABLE 1. Calculated and predicted time constants for various experimental conditions. 

Duration of 	 Time constant (psec.) 
disturbing pulse 	Wanted pulse 

(1.515 Mc/s., 	x-mode) 	 Calculated from 
m k (0) 	and Mk (500 psec.) 	

T. 
1 

. 	2.12 Mc/s., 	o-mode 	627 	611 

. 	2.12 Mc/s., 	x-mode 	648 	621 

... 	1.78 Mc/s., 	x-mode 	686 	660 

800 psec. 	2.12 Mc/s., 	x-mode 	624 	601 

800 psec. 	1.78 Mc/s., x-mode 	663 	636 

* The values in Smith et al. of 0.21 and 0.05 respectively were obtained using the 
Appleton-Hartree magnetoionic theory. 



MEASUREMENTS OF BASIC PARAMETERS 

While a particular model of the electron density profile has been used to demonstrate 
the accuracy of the theory, it is stressed that the theory is developed without consideration 
of the profile that causes the wave interaction to be localized. 

If the steady modulation depths are measured simultaneously at two wanted frequencies 
fi and f2, it follows from (2) that 

(M
ks

)
fi

/(M
ks

)
f2 	

{(k'
w
/N)

fi
/ (k'

w
/N) f2h.11 

The right-hand side of this equation is a function of collision frequency only and is plotted 
in Fig. 2 for the extraordinary 1.78 and 2.12 Mc/s. waves. Simultaneous measurements of the 
two steady state modulation depths then yield the value of the collision frequency at the 
height IL Association of this collision frequency with T

H 
then yields the value of G

m • To 

a first approximation T H  can be taken equal to the time  constant  measured using either 

wanted wave. In a more—accurate association the dependence of the time constant on the 
factors discussed above must be considered. Calculations for electron density profiles 
giving 1 0 (h) curves of variol ,  thicknesses have shown that for the experimental procedures 

and conditions in Section 4, an association with the mean of the measured time constants for 
the 1.78 and 2.12 Mc/s. wanted waves recovers to within 2 per cent the value of Cm  adopted 

initially. 

A consequence of (11) is that the measured ratio of the modulation depths cannot 

exceed the limiting value of the right-hand side when vm 	O. At Armidale the limiting 

value is 5.2 for extraordinary 1.78 and 2.12 Mc/s. waves and 25.2 for extraordinary and 

ordinary 2.12 Mc/s. waves. 

4. Gyro-interaction in the nighttime lower E region 

Before the introduction of pulse wave interaction methods in 1955, considerable 

emphasis was placed on the measurement of the quantity Gv. This quantity was deduced either 

from the variation of the depth of the impressed modulation with the modulation frequency 

of a sinusoidally modulated disturbing wave or, as in the experiments of Bailey et al. (1952), 

from the time constant of the transient decrease in the amplitude of the received continuous 

wanted wave caused by a pulsed disturbing gyrowave. 

The modern counterpart of these early experiments with a vastly greater scope for 

precise experimentation and interpretation and for optimization of the experimental 

parameters for particular purposes is the experiment classified in Section 2 of Paper 3.1.1 

as Type I. The experiment is made with the disturbing pulse D 
preceding the wanted pulse 

W and the impressed modulation Mk (t) is measured as a function of the delay DtW between the 

trailing edge of D and the leading edge of W. Both transits of the disturbed region by the 
wanted pulse occur while the electrons are cooling to the ambient condition and the modulation 

depth 'decays' with the increase of the delay. When the distinction discussed in Paper 3.1.1 

is necessary, the experimentally measured modulation depths should be converted to impressed 

decrement before analysis. The Type I experiment is of greatest value when the disturbed 

region is localized in height and the disturbing pulse is long enough to create near steady 

state conditions. 

The transmitter at Station A was used after midnight on about 400 nights over the 

five years to 1963 to study gyro-interaction in the lower E region. Almost all of the ex-
periments were of Type I but a few, to associate electron relaxation time with height, were 

of Type II. The investigations had as their general objective the establishment of an 

interpretation of small and large perturbation wave interaction phenomena compatible with the 
high accuracy with which the impressed modulation was measured, and fall under the following 
headings: 
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(i) Dependence of the impressed decrement on the power of the disturbing pulse 
(D-- 1.515 Mc/s., x-mode, 800 usec.; W-- 2.12 Mc/s., x- and o-modes; 1.78 Mc/s., 
x-mode; 1.7 Mc/s., x-mode; Type I experiment with the delay DtW fixed at about 
SO usec.). 

(ii)Variation of the decay of Type I data with the power of the disturbing pulse 
(D-- 1.515 Mc/s., x-mode, 800 usec.; W-- 2.12 Mc/s., x- and o-modes). 

(iii)Variation of the decay of the impressed modulation with the frequency of the 
extraordinary disturbing gyrowave (D-- 1.4-1.8 Mc/s., x-mode, 800 usec.; 
W-- 2.12 Mc/s., x-mode). 

(iv)Wave interaction produced by the ordinary mode of the disturbing gyrowave. 

(v) Determination of the properties of electron collisions in the lower ionosphere. 

Experimental data from the investigations (i) and (ii) have been shown in Paper 3.1.1. 
Such measurements are necessary to establish the maximum disturbing power that can be used 

before an interpretation based on small perturbation wave interaction theory is invalid and 
in this connection we wish to comment on a feature of the Type I data plotted in Fig. 6 of 
that paper. Except for the highest powers, the variation of the impressed decrement with 

the delay is exponential, which is the predicted variation for a small perturbation.* Thus, 
had the measurements been made for a single power, the incorrect conclusion could have been 
reached that the time constant of the variation referred to a near-thermal perturbation. 
The investigations (iii) are the basis of the method described in Paper 3.2.4 for determining 
the electron density profile of the nighttime lower E region and (iv) have been described 

by Loch (1966). Here, we summarize the results from the investigations (v). 

Were gyro-interaction at night to occur in an infinitesimally thin region at a height 
H where the electron relaxation time is T

H 
then the modulation depth M

k
(t) measured in a 

small perturbation Type I experiment wou171-  be given by (4) and (5) with Ti = T
H 
 and would be 

i  
proportional to the value of k' w/N at the height H. Also, the decay would be 'Jxponential 

with a time constant T
H' 

When the dibturbed region has a finite thickness it was shown in 

Section 3 that as in tiiis hypothetical case the modulation depth Mk
(0) at t = 0 is evaluated 

at a definite height H. However, the variation with t is then not an exact exponential and 
itsinitialtimeconstantT.is different from T H and 

depends on factors such as the duration 

of the disturbing pulse and the propagation prop -e-rties of the wanted pulse. These depart-

ures in the decay characteristics of Mk (t) from those for interaction in an infinitesimally 

thin region increase in proportion to the square of the thickness of the disturbed region. 

For the experimental conditions shown in Table 1 and a disturbed region much thicker than 

the usual region in a gyro-interaction experiment at night, the values of T i  were found to 

lie within 5 per cent of TH . 

The determination of M
ks 

from Type I data requires the evaluation of the factors 

D(H), E(H) in (5). These factors involve the unknown relaxation time T
H 

and have been 

evaluated using the measured time constant T i . This practice, which leIls to an error in 

the value for M
ks 

smaller than the error in the value used for the relaxation time, has been 

taken into account in the assessment given at the end of Section 3 of the accuracy of 

recovery of the value of G m . 

The electron relaxation time changes by about 16 per cent in a kilometer. As such a 

change is considerably larger than the normal error in the measurement of the time constant, 

* Within the limits discussed in Section 3. 
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small changes in the height of the disturbed region can be detected easily. Measurements for 
this purpose at night have been made using the 2.12 Mc/s. extraordinary wanted wave and the 
1.515 Mc/s. extraordinary disturbing wave of a low power (see Fig. 5, Paper 3.1.1). The time 
constants have ranged from 500 to 1200 psec. with the great majority lying between 600 and 
900 psec. A change in the time constant of up to 100 psec. during the night was not uncommon, 
but on many nights a much higher degree of stability was evident. Changes during the night 
appear to have no preferred sense, while those from night to night were larger in magnitude 
but also appear to be random. 
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Direct height information 
information is to be associated 
it is generally necessary to use 
from the F layer, which is often 
this purpose in a Type II curve  

is obtained from Type II or Type III Fejer curves. If this 
with a simultaneous direct measurement of the time constant, 
the Type III experiment. However, when the wanted echo is 
the case at night, there is sufficient range of delay for 
(see Fig. 11, Paper 3.1.1). 

In Section 4 of Paper 3.1.1 the theory required to calculate Fejer curves of Type II or 
III for a given set of ionospheric and experimental parameters was rigorously developed. 

Calculation from this theory of the shape of the lype II curve for interaction in an infini-

tesimally thin region requires a knowledge only of the shapes of the disturbing pulse and the 
output pulse of the receiver and of the electron relaxation time and height of the di;'tbrbed 
region. The height has no effect on the shape of the curve but locates it in delay. The 
solid curve in Fig. 11 of Paper 3.1.1, calculated for the experimental pulses and a relaxation 
time of 640 psec., has been normalized to the peak of the experimental curve. Its delay for 
best fit to the latter curve as a whole locates the relaxation time at a height of 85 km. 

above sea level. In this height determination, the error from uncertainty in the - fit of the 
experimental curve and from errors in measurement of the receiver delay is estimated to be 

about = 1 km. Since the relaxation time changes by 16 per cent in a kilometer and this 
change is much larger than the percentage error in the measurement of the time of 640 psec., 

all error is considered to be in the height. 

The electron relaxation time is inversely proportional to the product Gmvm , where Gm 

 may be assumed to be constant over a limited height range and vm  is proportional to the gas 

density and the temperature, so that the relative variation of the relaxation time with 

height can be calculated using atmospheric data. The broken curve in Fig. 3 shows the 

variation about the value for 85 km. obtained using the data of Cole et al. (1963) for a 

latitude of 30 °N (the latitude of Armidale is 30°30'5).  Cole et al. give the winter and 

summer temperatures at a height of 85 km. as 191 °K and 180°K  respectively, and the correspond- 

ing densities as 7.81 x 10 -3  and 8.33 x 10 -3gm./cu.m. These yield almost the saine values for 

the product of density and temperature, so that at Armidale the collision frequency at 85 km. 
should be independent of the season. Further, as will be shown later, there is every reason 

to believe that the value of G is unaffected by the temperature change. Thus, the relaxation 

time at a given height near this level should remain constant throughout the year. 

The relaxation time-height associations that have been made by the method above are 
shown in Fig. 3. Because of improved experimental technique, much greater weight is placed 

on those made since mid-1960, which are in good accord with the derived profile and, as 

expected, show no seasonal variation. 

Formula (2) for the modulation depth Mks  impressed on the wanted pulse during a single 

transit of the disturbed region under steady state conditions was derived in Paper 3.1.1 

without consideration of the electron density profile which caused the wave interaction to 

be localized. For a 2.12 Mc/s. extraordinary wanted wave the variation of k' w/N with 

collision frequency and height has been shown in Fig. 1. Over the height range 85 to 90 km. 
the increase in k'/N with height is largely compensated for by the divergence term in (2), 

w 
 

so that the value of (k' w/N)/H 2  remains constant to within 4 per cent. For temperature 

changes, such as have been discussed above, the product GmUo  should not vary by more than 
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about 5 per cent over the year. It would thus be expected that the value of Mks  for this 

wanted wave, when referred to a standard disturbing power (taken to be 100 kw.), should 
remain closely constant. Mks  values measured over the five-year period have shown no 

significant variation. The particular set of measurements plotted in histogram form in Fig. 4 
were obtained from Type I experiments made between 15 October 1962 and 17 August 1963 using 
disturbing powers from Station A of 5 kw. or lower. For this group of measurements the time 
constants were found to lie between 570 and 1130 psec. The corresponding range of H is 84.5 
to 88 km. and the dotted lines represent the distribution of the values when standairdized to 
a height of 85 km. This adjustment appears to have reduced the spread of the distribution 
slightly. 

The mean experimental value for a height of 85 km. and a power of 100 kw. is (21.7 ± 0.3) 
per cent for E and F echoes. When considered separately, the observations for the two echoes 
give the same mean value. 

The ratio of the steady modulation depths measured using two wanted waves has been 
shown in Section 3 to be a function only of the collision frequency at the mean height H of 
the I

o
(h) profile of the disturbing wave. By a suitable choice of the wanted waves the ratio 

can be made to be a rapidly varying function of collision frequency. Fig. 2 illustrates this 
variation for extraordinary wanted  waves at frequencies of 1.78 and 2.12 Mc/s., and for these 
waves the error in the value deduced for the collision frequency at the height H is about the 
same as the error in the ratio of the measured modulation depths. The frequenc7 of 1.78 Mc/s. 
is relatively close to the gyrofrequency and the extraordinary mode is much more highly 
attenuated than at the frequency of 2.12 Mc/s. At first sight this would appear to affect 
adversely the accuracy of measurement at 1.78 Mc/s. It has been found, however, that when 
the echo is single and steady the measuiements are as accurate as at 2.12 Mc/s. It is noted 
that this does not apply at frequencies closer to the gyrofrequency (e.g. 1.7 Mc/s.) as the 
extraordinary echo is then much weaker and, since the ordinary mode cannot be suppressed 
completely, the received echo frequently contains both modes causing the observed modulation 
to show large fluctuations. 

The accuracy of associating the collision frequency deduced from the ratio measurement 
with the mean of the time constants for the two wanted waves to deduce the value of Gm 

has 

been discussed in Section 3. The ratios and mean time constants given in Table 2 were 
obtained from Type I experiments made during October 1962 and April 1963 using an 800 psec. 
extraordinary disturbing pulse at the gyrofrequency and at the powers listed. This process 
yields values for the collision frequency and the energy loss coefficient which depend on 
the magnetoionic theory used in the analysis. Table 2 shows the values deduced using the 
Appleton-Hartree magnetoionic theory and generalized magnetoionic theories derived for a 
collision cross-section A proportional to electron speed c (Sen and Wyller) and for a 
constant collision cross-section. For the generalized theories the relation between the 
mean and subscripted values are 

3 	2 
Gm = —2 G, ym = —

3 
v 

birT 
G
m 
= 2 — G, vm = — v 2 

The tabulated collision frequencies for a height of 85 km. have been calculated using the 
mean experimental values for the energy loss coefficient and the value of 640 psec. for the 
electron relaxation time at this height. 



MEASUREMENTS OF BASIC PARAMETERS 

TABLE 2. Values of G and v at a height of 85 km. above sea level 

Mean 	G x 10 3 	Power 

	

(Mk s ) 1 	78x 	time 	 (kw.) 

(Mks)2.12x 	
c onstant 	 at A 

(psec.) 	A-H 	Constant 	Sen and 
A 	Wyller 

15 Oct. 	1962 	3.60 	795 	1.91 	2.78 	4.30 	20 

19 Oct. 	1962 	3.46 	698 	2.06 	2.98 	4.62 	7.8 

	

3.65 	680 	2.27 	3.34 	5.17 	7.8 

6 Apr. 	1963 	4.08 	1010 	1.86 	2.88 	4.44 	5.0 

	

4.06 	955 	1.94 	2.93 	4.57 	2.5 

	

3.94 	1005 	1.76 	2.66 	4.15 	5.0 

	

4.10 	905 	2.08 	3.17 	5.0 	2.5 

12 Apr. 	1963 	3.65 	800 	1.93 	2.83 	4.39 	2.5 

	

3.65 	800 	1.93 	2.83 	4.39 	2.5 

17 Apr. 	1963 	3.96 	910 	1.94 	2.88 	4.58 	2.5 

25 Apr. 	1963 	3.31 	780 	1.76 	2.53 	3.87 	2.5 

	

3.64 	710 	2.17 	3.42 	4.92 	2.5 

	

3.44 	800 	1.79 	2.58 	3.98 	2.5 

	

3.70 	710 	2.21 	3.24 	5.08 	2.5 

_ 	  

Mean values of G 	 2.0±0.1 	2.9±0.2 	4.5±0.3 

Mean values of G
m 	

3.3±0.2 	6.8±0.3 

Collision frequency 	v 	 7.8 	5.4 	3.5 

at 	85 km. 	x 	10-5 	} v
m 	

4.7 	2.30 

5. Gyro-interaction in the lower D region 

During the day only the ordinary mode of the 2.12 Mc/s. wanted wave is received, but 
the high collision frequencies in the lower D region make k' w

/N for this mode a rapidly 

varying function of vm . The variation becomes less marked at higher wave frequencies and 

Fig. 5 shows as a function of v the ratio of the values of k' w/N for the ordinary modes at m   

2.12 and 3.85 Mc/s. This plot is similar in form to that in Fig. 2 for the extraordinary 

wanted waves used in the nighttime measurements of Gm  and vm . 

A Fejer curve of Type III, obtained near noon on 4 November 1963 using the 2.12 Mc/s. 

wanted wave and 63 psec. disturbing 1.78 Mc/s. pulses in the extraordinary mode from Station A, 

was shown in Fig. 13 of Paper 3.1.1. In Section 5 of that paper, features of the curve were 

discussed which indicate that the wave interaction was localized in a thin region where the 
electron relaxation time is of the order of 40 psec. Because of the localized interaction 

and the characteristics of the wanted waves discussed above, it is possible to employ the 
methods of the previous section to determine the values of the basic parameters in the lower 
D region. The short time constants impose greater technical problems for their accurate 
measurement, but against this a 1 ms. disturbing pulse from Station A is sufficiently long to 
create steady state conditions and, thus, to allow a Type IV experiment to be used for the 
measurement of M

ks' 
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The Fejer curves obtained in nighttime experiments using an exact extraordinary 
gyrowave as the disturbing wave are not significantly different from those predicted for 
interaction in infinitesimally thin regions, and this allowed the relaxation time-height 
associations of the previous section to be made in a simple manner. X-mode Fejer curves of 
Type III at noon, on the other hand, are sufficiently broad for the structure of the disturb- 
ed region to be resolved. Because of this a more elaborate procedure must be used to associate 
the time constant of the decaying tail of the curve (42 psec. for the x-mode curve of 
4 November 1963) with height. That followed involves the use of the synthesizer (Smith et al., 
Paper 3.1.1), which allows the Fejer curve to be simulated by the addition of electronically 
generated waveforms representing the components from different levels. 

The only parameters* used in a synthesis are the known shapes of the disturbing and 
wanted pulses and the time constants of the height channels. For the latter, one datum point 
is the time constant of 640 psec. at a height of 85 km. In the setting up of the synthesizer 
the channel for this height is located in delay so that its output matches the Fejer curve 
used to derive this datum point. This practice ensures that the error of ± 1 km. in the 
absolute value of the height determination is not reflected in the use of the synthesizer 
except as a constant error at all heights. A simple one slab synthesis of the curve of 
4 November 1963 then shows that the time constant of 42 psec. occurs near the 69 km. level. 

As discussed in the previous section, if the assumption is made that Gm  is a constant, 

the relative variation of the electron relaxation time with height can be calculated using 
atmospheric data. Using the value of 640 psec. at 85 km., the model atmosphere of Cole et al. 
for mid-summer gives a value of 41 psec. at a height of 69 km. In order to make an accurate 
association, the x-mode curve of 4 November 1963, and a number of other curves of similar 
quality, have been synthesized for best fit using time constant profiles obtained by 
"swinging" the profile calculated using the atmospheric data slightly about the value at 85 km. 
From these syntheses it has been concluded that the relaxation time at a height of 69 km. 
(16 km. below the 85 km. level) is 44 psec. with a maximum error of ± 4 psec. The close 
agreement between this relaxation time and that predicted using atmospheric data gives con-
siderable confidence in the use of these data to interpolate between, and extrapolate beyond, 
the two measured datum points. The profile so derived is shown in Fig. 6. 

The region acted on at noon by the extraordinary 1.78 Mc/s. disturbing wave has suf-
ficient depth for its structure to be resolved. Because of this depth the accuracy of the 
methods of the previous section for determining the values of Gm  and vm  is less certain 

during the day than at night. To assess their accuracy a knowledge of the electron density 
profile is required and this in turn cannot be deduced without a knowledge of the values of 
the parameters. Thus, an iterative process must be used to obtain both the parameters and 
the profile accurately. Fortunately, the initial approximation of neglecting the thickness 
of the disturbed region leads to small errors and only a single iteration is necessary. 

Experiments to determine the values of G
m 

and v
m 

in the lower D region were made in 

July, August and November, 1963. The values of Mks  at the wanted frequencies of 2.12 and 

3.85 Mc/s. were determined directly in a Type IV experiment using 1 ms. disturbing pulses 
of power about 35 kw. in the extraordinary mode at 1.78 Mc/s. The time constant T2 . I2 at 

the wanted frequency of 2.12 Mc/s. was measured in a Type I experiment made with a continuous 
variation of the same disturbing pulse as used for the measurement of Mks (see Fig. 7, 

Paper 3.1.1). Interference and rapid variations in the group height of the echo made measure-
ment of the time constant at the frequency of 3.85 Mc/s. extremely difficult, but three 
fairly rough measurements suggest that the time constant was about 4 per cent lower than 
the value of T2. 12• The experiments were made near noon since the ionization is then a 

maximum and the disturbed region is most localized in height. 

* While in theory the group time of the wanted echo is required to locate the second peak of 
the simulated Type III Fejer curve, this peak is so well defined that it is self-locating 
in a synthesis. 
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The values of M
ks 

(scaled to a power of 100 kw.) at the two wanted frequencies and 

T2,12 are plotted against time of day in Fig. 7. Each set of data shows little variation 

for an hour or so about noon. The variation from day to day in the winter period is within 
the experimental error. The data for 19 and 27 November also agree within the error of 
measurement, while those for 22 November are slightly larger in magnitude. 

The time constant data in Fig. 7 imply a high degree of stability of the noon ionization 
near 70 km. in the D region.* The change in the time constant from winter to summer shows the 
region to be under solar control. There is also more ionization present at 0830 E.A.S.T. in 
November than at noon in July and August. This, too, is consistent with the region being 
under solar control. 

Through lack of one or more of the values of Mks  and a time constant, not all the data 

in Fig. 7 could be used for determining the values of Gm  and vm . Table 3 gives the useable 

time constants and M
ks 

ratios, together with the energy loss coefficients deduced from them 

using the three magnetoionic theories. In the approximation of associating the collision 

frequency yielded by the ratio measurement with the value of T212, the mean value  

(6.3 x 10 -3 ) for G
m deduced using 

the Sen and Wyller magnetoionic theory is lower than that 

at night. The mean values deduced using the other two magnetoionic theories, on the other 
hand, are slightly larger. Association of the above value for Gm  with the relaxation time 

of 44 usec. gives 3.6 x 10 6  as the first approximation to the value of vm  (Sen and Wyller) at 

the height of 69 km. 

Electron density profiles for the noon D region on 4 November 1963 and 22 June 1964 
have been given by Smith et al. These profiles, for summer and winter respectively, are 
the first approximations in the itèrative process. For the conditions in the experiments to 

determine the value of G
m' 

it has been found that for each of the profilest the value recover- 

ed from the computed data is 10 per cent too low. Further iteration was found unnecessary 

and the value of G
m adopted for the 

lower D region is 6.9 x 10 -3 . This value, in effect, is 

the same as that at 85 km. 

The association of a relaxation time of 44 usec. with a height of 69 km. was made by 

synthesizing experimental Fejer curves for best fit and is independent of the iterative 

process. When this relaxation time is used with the corrected value of Gm , the collision 

frequency vm  at 69 km. is found to be 3.3 x 10 6 . The collision frequency profile shown in 

Fig. 6 is based on this value and the value at 85 km. 

The final electron density profiles and the basic data used in their deduction can be 

tested by comparing the computed values of Mks  and time constant with the experimental 

values for the two seasons. In the comparison below, the values in Fig. 7 for noon in the 

two seasons are given in brackets after the computed values. Because  the  experimental values 

for 22 November 1963 are slightly higher than the values for 19 and 27 November 1963, both 

sets of values are given in place of a single mean value. 

* For the range of time constants plotted in the figure, the value of Mks  for the 2.12 Mc/s. 

wanted wave is roughly proportional to T2 .  12. The data for Mks  thus supplement for this 

purpose the data for the time constant. 

t In computations the exponential tails of both profiles were extrapolated below 65 km. 
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TABLE 3. Value of G at a height of 69 km,  above sea level. 

Time (M ks ) 2.12 ° 	 G x 	10 3  
Date 	 constant 

(Mks ) 3.850 	2.12 Mc/s. 	
Constant 	Sen and 

(psec.) 	A - H 

	

A 	Wyller 

25 Jul. 	1963 	1.69 	54 	2.22 	3.12 	4.43 

27 Aug. 	1963 	1.66 	55 	2.11 	3.00 	4.21 

	

1.66 	54 	2.17 	3.08 	4.32 

19 Nov. 	1963 	1.39 	41 	2.27 	3.15 	4.18 

	

1.36 	41 	2.22 	3.07 	4.04 

22 Nov. 	1963 	1.41 	43 	2.20 	3.06 	4.07 

	

1.44 	45 	2.15 	3.00 	4.01 

27 Nov. 	1963 	1.39 	40 	2.31 	3.20 	4.24 

	

1.37 	39 	2.34 	3.23 	4.27 

Mean value of G 	 2.2±0.1 	3.1±0.1 	4.2±0.1 

Mean value of G
m 	

3.5 -1 0.1 	6.3±0.1 

4.11.63 2.12 Mc/s.: Mks (%) = 0.42 (0.44, 0.40); T2.12(Psec.) = 41 (43, 40) 

3.85 Mc /s.: Mks (%) = 0.30 (0.31, 0.29) 

22.6.63 2.12 Mc/s.: Mks (%) = 0.57 (0.61) 

3.85 Mc/s.: Mks (%) = 0.35 (0.36) 

It was noted abcve that T3 . 85 appeared to be about 4 per cent lower than T2 .  12. The 

computed difference for the summer electron density profile is 5 per cent; for the winter 
profile, it is 6 per cent. 

The correction of 10 per cent in the value of Gm  arises from three main causes. The 

first is that the collision frequency determined by the Mks  ratio is not exactly that located 

at H, the mean height of the I o (h) profile of the disturbing wave. The second is that the 

increase in the value of k'
w
/N with height in the disturbed region results in the value of 

T. for each of the waves being larger than the value of the electron relaxation time TH 
at 

the height H. The third is the result of the short time constant of the decay and the 
finite width  of the wanted pulse. Even when the disturbing pulse has an abrupt termination, 
the first 50 usec. of the decay (i.e., about one time constant) cannot be used for determin-
ing the time constant since the wanted pulse is overlapping the disturbing pulse. Since the 
decay in an extended region is not an exact exponential and the time constant associated with 
the variation increases with the delay, this results in the measured time constant being 
longer than T i . 

The iteration above has been applied only to the analysis using the magnetoionic theory 
of Sen and Wyller. The physical basis of the correction indicates that its magnitude would 
be closely the saine for analyses using the other magnetoienic theories. 

T2.12(Psec.) = 55 (54) 
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6. Tests of the U(v) relation for electrons in the lower ionosphere 

The values of G
m 

and v
m 

at heights of 69 and 85 km. have been deduced in the previous 

sections for the cases of a constant collision cross-section A and a cross-section proportion-
al to the electron speed c. Since the values of Mks 

are known, the energy U
o' 

and thus the 

temperature of the gas, at each of these heights may be calculated. The temperature so obtain-
ed depends on the A(c) relation used, and comparison of the temperature with that ascribed to 
the region by other methods provides a means of testing this relation. 

For a height of 85 km. the wave interaction temperature calculated using mean values 

of  Mks' Gm  and vm  is found to be (190 ± 20) °K, when A is proportional to c and (119 ± 13) °K, 

when A is a constant. The uncertainty in the gain of the disturbing aerial is by far the 
greatest source of error in these determinations. Of the temperatures, the first is in good 

agreement with the mid-winter (191 ° K) and mid-summer (180
oK) temperatures in the model 

atmosphere of Cole et al. The second is unacceptably low, even if weight is attached to the 
temperature of 152 °K reported by Minzner et al. (1965). 

For the height of 69 km. the temperature deduced from the wave  interaction data summar-
ized in Table 3 neglecting the thickness of the disturbed region is (233 ± 12) K, when A 

is proportional to c, and (140 ± 8) °K, when A is a constant. 	The errors quoted are 

those arising from the experimental scatter of the data in the table and do not include the 
errors, comparable to those for the temperatures at 85 km., arising from uncertainty of the 
disturbing aerial gain. The iteration process, applied to data analyzed using the 
magnetoionic theory of Sen and Wyller, requires the initial estimate of the temperature to 

be reduced by 10 per cent. This gives a temperature of 2100K, which compares favorably with 
the temperatures of 225 and 222 °K for mid-winter and mid-summer, respectively, quoted by 

Cole et al. for this height. 

Although the temperatures derived from the wave interaction measurements have large 

errors, they support the use of the Sen and Wyller magnetoionic theory at both heights. 

Because of the uncertainty in both the wave interaction and directly measured temperatures, 

however, the necessity of some adjustment to the theory cannot be excluded. 

For the heights of 69 and 85 km. the values deduced for vm  using the Sen and Wyller 

magnetoionic theory are 3.3 x 10 6  and 2.3 x 10 5  respectively. If the collision cross- 

section of electrons in air is taken to be 80 per cent of that given in Paper 1.6 for nitrogen, 

the collision frequency at 85 km. from the data of Cole et al. is 2.5 x 10 5  for both summer 

and winter, while at 69 km. it is 4.0x 10 6  at mid-summer and 3.5 x 10 6  at mid-winter. This 

method of calculating the collision frequency thus gives values that are in good agreement 

with those measured. 

The collision frequencies obtained using the hypothesis that A is a constant are about 

30 per cent larger than those using the hypothesis that A is proportional to c. When the 

collision frequencies are deduced from atmospheric data using the cross-sections for oxygen 

and nitrogen given by Phelps (1964), which were shown in Paper 1.6 to imply a constant cross-

section in air, the values obtained are in just  as  good agreement with the corresponding 

measured values. 

The 1 km. uncertainty in the heights (69 and 85 km.) at which the collision frequencies 

are measured introduces a 16 per cent uncertainty in any comparison with collision frequencies 

deduced by other means. When this factor is taken into consideration, the difficulty of 

distinguishing between the two hypotheses by comparison of collision frequencies is evident. 

If the assumption is made that energy loss in near-thermal collisions in oxygen is 

negligible, the theories of Huxley (1959) and Dalgarno and Moffstt (1962) suggest that the 
value of GT in air is 5 per cent lower at a temperature of 210 °K  than at a temperature of 

m 
 

190oK (see Paper 1.6). The wave interaction measurements (A 	c), on the other hand, give 
effectively the same value of Gm  at the two temperatures and hence a 10 per cent increase in 

the product G
m
T from 190 0 K to 210° K. 
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7. Concluding remarks 

The derivation of the electron density profile for the D region from pulse wave inter-
action measurements requires the use of data for the electron collision frequency, relaxation 
time and energy loss coefficient. Values of these parameters at heights of 69 and 85 km. 
above sea level have been derived from wave interaction measurements. The value of the energy 
loss coefficient has been found to be the same at the two heights. The variation of the other 
two parameters with height is in close agreement with that calculated using atmospheric data, 
giving considerable confidence in the use of such data to interpolate between, and extra-
polate beyond, the two heights. The measurements support the use of the magnetoionic theory 
of Sen and Wyller in the analysis of wave propagation in the lower ionosphere. 
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Discussion on Poper 3.2.1 presented by R.A. Smith 

Bell: With your gyro-interaction experiment, the heating is confined to a thin slab. I can see it pins 
everything down well at that one height, but I think you said that to get the full profile you start to vary 
the disturbing frequency to get this resonant point to move. Doesn't this widen your resonant band? 

Smith: I'm not quite sure which profiles you are referring to. The only time we varied the frequency was 
during the night to obtain the nighttime profile. We have used the 1.78 x-mode wave to obtain a thin slab 
as a first approximation, at low heights in the daytime. This is quite a different technique from the night-
time case because the slab near the 70 km. level is not as thin, and if you have very good data, you can 

determine its structure. 

Bell: The band does widen, and your absorption should be an integrated effect, consequently it should 

not be assumed that everything happens in one very narrow band. 

Smith: The beauty of this theory is that it doesn't matter within quite wide limits how thin it is. You get 
the same answer out, and you don't worry about how it is distributed in that region. It is independent of 

the N and the v profiles, provided that the slab is thin. 

Bell: What is your criterion of how thin it is? 

Smith: If you use the Sen and Wyller theory, and our nighttime profiles the slab is about 1 km. thick for a 
gyro-disturbing wave, the theory holds to within 1 per cent. In the daytime, you use the first approximation 

to the electron density profile to test the accuracy of the thin slab theory. We have only used thin slab 

theory at night to determine the parameters G and u  at a particular height. 

Boume: I feel that there is some confusion here. Prof. Smith's argument is that you can determine the 

nighttime profile by changing the frequency of the extraOrdinary mode disturbing wave. The daytime profile 

is determined by using both the ordinary and the extraordinary mode disturbing waves. The extraordinary 

mode wave enables you to get a reasonably accurate electron density profile near the base of the D region 

(near the 70 km. level). Having obtained that part of the profile, you use the ordinary mode disturbing wave 

to extend the profile to greater heights. 

Gregory: What is the geographic latitude of Armidale? 

Smith: Approximately 30 0  30•S. 

Gregory: Its accurate value is important, since I would expect that the great stability which you have 

emphasized is a consequence of the latitude and its location relative to the edge of the westerly circula-

tion. The second thing about this stability that you emphasized is that you really mean that every time 
you sampled the ionosphere, you obtained the same result; but how many times have you sampled it.? You 

have approximately a dozen samples. That is not a big sample of a dynamical variable such as we get in 

meteorological conditions. I think you should be careful about saying it is stable. It is reproducible as 

you have seen it so far. 

Smith:  Yes, but what I am talking about is reproducible, not in figures that you people talk about, but 

it is reproducible to a few per cent. 

Gregory: I think we have a different point of view here. You are sampling a medium which is inherently 

possibly variable. you have only made a small sample of it and therefore you shouldn't say that it is 

necessarily always the same; it is the same, as you have seen it. This business of a population and its 

sample has been mentioned in books of statistics. 

Smith: I quite agree. These results are what we have seen. 

Whitten: This question is really directed at all people using wave interaction. You are really interested 

in the inelastic collision frequency. Why do you use the quantity Gv which is some ratio times the mo-

mentum transfer collision frequency? 

Smith: If you consider the energy balance equation, we can write that the power absorbed from the dis-
turbing wave electron .= 	+ R where v is the mean energy of the electron and R is the rate at which 

d 
energy is lost by an electron to the neutral gas. In calculating the power absorbed from the disturbing 

3 19 
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wave, we employ the momentum transfer collision frequency, and it is desirable for the sake of simplicity 

to use the same collision frequency in any expression for the term R. The quantity G is therefore defined 

to satisfy the relation R =  G (y y 0) where y is the momentum transfer collision frequency and y, is the 

energy of the gas molecules. 

Whitten: It was confusing to me when I first saw it. This is a plea to use some other notation. 

Smith: Other notations have been used. Huxley tried replacing G by a term BN where B was a constant 

which had a lot of dimensions and N was the gas particle density. It is not convenient to use the gas 

particle density in radio work since it is not directly involved in the propagation parameters of the various 

radio waves. Of course, we know that r the relaxation time, is equal to 	for low power theory so that, if 
Gy 

we wish, we can write the energy balance equation in terms of r instead of G. 

Throne: I should like to ask you how long it takes you to get sufficient information to establish a reliable 

profile. The dawn profiles you have shown suggest that you need very little time to do the work. 

Smith: Well, they are instantaneous profiles in the sense of one and one-half minutes. 

Rao: I would like to point out that this is not a - complete list for the wave interaction experiments con-

ducted in the ionosphere. Also, when Dr. Smith commented during an earlier talk on the laboratory experi-

ments on wave interaction (gyro-interaction in particular), I think he objected to the values of the collision 

frequency derived in nitrogen and oxygen. In the laboratory experiments, I think we know actually what 

is the neutral particle density, we know what is the region of interaction (we don't make guesses), we 

know exactly what are the frequencies involved, we know the plasma frequencies, we know the cyclotron 

frequency exactly, and we know the variation of the conductivity with collision frequency as a function of 

time during the disturbing pulse for every microsecond interval; I don't see that those values deduced 

from laboratory measurements are in any way inferior to these values obtained by gyro-interaction in the 

ionosphere. 

Smith: I would be happy if I knew the temperature in the ionosphere. I would also like to know accurately 

the gain of my disturbing antenna. 

Rao: I referred to your comment about the determination of the collision frequency in oxygen and nitrogen 

by the laboratory methods. 

Smith: You haven't done it in nitrogen. 

Rao: Yes, in nitrogen and in oxygen. In fact, we have done it with nitric oxide. We have the measurements 

of r,  equal to 1/Gy, in all three gases, and also as a function of gas temperature. 

Smith: Has this been published? 

Rao: Yes; it has been published in Phys. Rev. Letters, May 10, 1965. 

Smith: Well, I apologize then. How do your values agree with Crompton? 

Rao: In oxygen, the time constant is ten times faster than that in nitrogen; in nitric oxide, which has not 

been published as yet, the time constant is one hundred times faster than that in nitrogen. This is done 

in the range of gas temperatures from 300 °  to about 1000°  Kelvin. 
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3.2.2 	 MEASUREMENTS OF IONOSPHERIC CROSS MODULATION 
AT A MIDDLE LATITUDE STATION 

by 

Tbrane 

Normegian Defence Research Establishment  

1. Introduction 

The pulsed radio wave interaction technique for studying the lowest part of the iono-
sphere was first introduced by Fejer (1955) ,  and has since been used by a number of workers — 
Landmark and Lied 1962; Flock and Benson 1961; Barrington and Thrane 1962; Weisbrod 1964. 

The purpose of this paper is to present some results from across modulation experiment 
made during the International Quiet Sun Year at Crete, Greece (35

o 
 N, 25 °E). 

It proved possible to study the diurnal changes in the lower D region by means of this 
technique, and electron density profiles in the height range 60 to 80 km. were derived for 
different times of day. 

In section 2 the experimental technique is briefly described, while the third section 
deals with the method of analysis. In the final sections the results are presented and com-
pared with results from a partial reflection experiment made at the same station. 

2. Experimental Technique 

The experimental technique used in the present work is basically the same as the 
technique described by Barrington and Thrane (1962) and by Barrington et al. (1963). A low-
noise site on the north-eastern coast of Crete was selected for the station. The geographical 
coordinates are 35 °N, 25

o
E, the gyrofrequency is 1.20 MHz. and the angle of dip is 50

o
. 

A wanted wave with frequency 2.30 MHz., pulse length 100 psec., and pulse repetition 
frequency SO Hz. was transmitted vertically. The receiving equipment was situated close to 
the wanted transmitter. The receiving antenna and the antenna for the wanted transmitter 
were single half-wave dipoles.  Tb  avoid false cross modulation the disturbing transmitter 

was situated about 6 km. away from the receiver. It worked on 2.00 MHz. with a PRF of 25 Hz. 
The peak power was about 50 kw. and the pulse width 100 psec. A system of four horizontal 

half-wave dipoles forming a square permitted the transmission of circularly polarized disturb-

ing waves of either orientation. 

The equipment has been described by Bjelland (1966). 

The amplitude modulation of the wanted wave was measured as a function of the meeting 
height of the wanted and disturbing pulses. An integration time on each meeting height of 2 
to 3 min. was normally sufficient to give a reliable value. The meeting height was changed 
in steps of 10 km. from 60 km. to 100 km., and the polarization of the disturbing wave was 
changed every 20 to 25 min. The calibration was done by introducing a known degree of modu-
lation on the wanted echo when the disturbing transmitter was turned off. 
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3. Method of Analysis 

The method of analysis and the uncertainties involved in the experiment have been dis-
cussed in detail in the two papers referred to in the preceding section, and only a few 
additional remarks will be made here. Huxley (1953) gives a general expression for the 
fractional amplitude change T in the wanted pulse due to interaction with the disturbing 
pulse. 

J0  

T(ho) = f ATe  dh âT
e 

 

The formula applies when both pulses are assumed to be of infinitesimal width. K is the 
absorption index for the wanted wave, Te  is the electron temperature, and ATe  is the 

heating produced by the disturbing wave, h
o 

is the meeting height of the pulses. AT
e 

is 

a function-of the absorption index of the disturbing wave and of the rate at which the 
electrons lose their excess energy to the neutral gas particles. Expressions for 

and for A
Te 
 have been derived using the generalized magnetoionic theory given by Sen aTe 

and Wyller (1960). Since the longitudinal approximation of the formula for the complex 
refractive index is not accurate when applied to low and middle latitudes (Benson 1964) the 
complete formula has been used in this work. The finite width of the disturbing and wanted 
pulses has been taken into account (Landmark and Lied 1962; Bjelland and Lytomt 1961). 

(1) 

aK 

According to Dalgarno and Henry 
by rotational excitation of molecular 

1300
o
K. For small deviations of T

e 
be exponential with a time constant. 

(1965), electron gas in the D region will cool mainly 
nitrogen if the electron temperature T e  is less than 

from the neutral gas temperature 
 Tg' 

 the cooling will 

1 
G v M M 

(2) T - 

G 	is the collision frequency of electrons with energy kT and G = G' . T 	2  . G' is a 

constant. In this work we have adopted the temperature variation with height given in the 
U.S. Standard Atmosphere (1962), and the height distribution of vm  given by Haug and Thrane 

(these Proceedings). No attempts have been made to deduce the relaxation times or the 
collision frequency from the measurements. A value of the constant G 	14.1 has been used. 

The relaxation times at 85 and 70 km. will then be T 	= 640 usec., T 	= 60 usec., in good 
85 	70 

agreement with the relaxation times measured at these levels by Bourne (1964). The adopted 
values are also in accord with results given by Dalgarno and Moffett (1962) and by Landmark 
and Lied (1962). 

The analysis was based on a trial and error method in which a height distribution of 
electron density was assumed, and the cross modulation as a function of height computed and 
compared with the experimental data. The electron density distribution was then adjusted 
until satisfactory agreement between measured and computed values was obtained. 

4. Experimental results 

The experimental results presented here were obtained at Crete during the period 
20 September to 3 October, 1964. No solar flares of importance greater than 1.— were reported 
during the measurements. Observations of ionospheric cross modulation were made throughout 
the day from ground sunrise to ground sunset. Due to interference and radio noise, few 
reliable results were obtained at night. The measurements were averaged for every hour of 
the day, and Fig. 1 shows the average diurnal variation of cross modulation at each meeting 
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height and for both polarizations of the disturbing wave. Fig. 2 shows the measured average 
dependence of cross modulation on meeting height for one hour of the day. The bars indicate 
the quartiles. One electron density profile was derived for each set of data such as the data 
set shown in Fig. 2. Because of the large spread in the measurements each data set, taken 
separately, can be explained by a range of models. If, however, the additional assumptions 
are made that the electron density at each level must have a smooth diurnal variation, the 
range of possible models is severely restricted. Fig. 3 shows the profiles that give the 
best fit with the experimental data, and Fig. 4 demonstrates the agreement of the computed 
and observed values of cross modulation. 

The measurements give no detailed information about the electron density distribution 
at night or below about 65 km. during the day. However, it is possible to set upper limits 
to the electron densities in these cases. The dashed curve in Fig. 3 give the upper limits 
for the electron densities below 85 km. when the solar zenith angle x > 80 km. 

Below 65 km. the electron concentration at any time of the day must not exceed 50 
electrons per c.c. 

5. Discussion 

The uniqueness of the electron density distributions presented in Fig. 3 has been tested 
to see whether a different set of profiles can explain the observations equally well, and to 
try to estimate the accuracy of the method. It was found that either of the data sets shown 
in Fig. 4 can be explained by simple one-layer models, but if a smooth and consistent diurnal 

variation of electron density is required, the two-layer structure indicated in Fig. 3 gives 
the best fit. The sensitivity of the expesiment will vary with height and with time of day, 
but in general it is possible to state that the electron density at any height in the range 
60 to 80 km. cannot be changed by more than 30 per cent from the models in Fig. 3 without 
spoiling the agreement between measured and computed values of cross modulation. 

In Fig. 5 the cross modulation models are compared with the electron density distri- 

butions derived by Haug and Thrane (these Proceedings) from measurements of partial reflection. 

The two sets of results agree rather well in the range 75 to 80 km., but the electron 

densities derived from the partial reflection experiment are smaller than those given by the 
cross modulation method near 70 km. 

We conclude that the quiet D region at middle latitudes exhibits a fairly smooth diurnal 
variation. 
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Discussion on Paper 3.2.2 presented by E.V. Throne 

Falcon: It is interesting to note that the profiles that you presented (determined by the cross modulation 
experiment at middle latitudes) agree with the profiles that I presented yesterday, both in approximate 
value and general variation. Your profiles, determined by the partial reflection experiment, showed a 
sharper gradient at the lower heights. Is this an inherent characteristic of some of the assumptions made 
in the cross modulation experiment? Your cross modulation results show a very slow variation in electron 
density from just below 70 km. up to around 73 or 74 km. and then a more rapid variation. This is for the 
same general latitudes as where we conducted our experiments, where we noted the same type of variations, 
during the same season, and at approximately the same solar zenith angle. Is this something which is 

inherent only in your assumptions, or do you feel these cross modulation figures are relatively accurate, as 

far as the diurnal variations are concerned? 

Tbrane: It is a difficult question to answer. Of course, the cross modulation profiles do depend on all the 

assumptions I have made, and, in particular, if the value of G was different, this might change the shape 

of the profiles and also the collision frequency model; but it seemed difficult to get away from that type 

of profile - the slow variation below 70 or below 73 km. and the change in gradient for greater heights. 

By pressing things I could perhaps have made it a single exponential, but this was not the model that 

gave the best fit. 

Georges: Two speakers this morning have referred to the definition of amplitude interaction as 

327 

b. 
TA  = fo l P-a- 5v db 

av 

where a is the probing wave absorption coefficient. While this expression is quite accurate for all but 

the highest power experiments, and some gyrointeraction, it should not strictly be called a definition. 

Actually, the definition is 

T = 3' 14  A - — A 

from which 	TA  = 	-1 
A o  

= exp [-f 1'i 8a db ] -1 

- f 8ct db; if TA  <<1  

and if only perturbations in y are considered, 

TA  - f -J7-,8 a 	v db. 

Bell: I believe this should he answered. I tested this for peak radiated powers at 4 Mc. between 15 and 

30 Mw., and the error was less than half a per cent. 

Georges: That is probably so, but I don't think that the integral should be called the definition. 
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Boume: I must agree; there are some experiments at Armidale in which you obtain a reduction of echo 

amplitude by 70 or 80 per cent. There are then significant differences between these two 'definitions' of 

modulation. 

Thrane: This is so. Of course, for all small perturbations it is alright. I perhaps didn't mention that the 
power of the disturbing transmitter is nominally 50 kw., but because of losses it is probably much less. I 

can give you one approximate value; the equivalent omnidirectional flux of the disturbing pulse would be 

about 150 kw. 

Boume: Would you have any esdmate of what the efficiency of your antenna installation would need be 

to explain your wave interaction observations? 

Thrane: About 4 or 5 db above a single half-wave dipole; I don't know for certain because I don't really 

know exactly how much power went into the antennas. 

Aikin: Might we have a summary of how the sunrise variations of electron density at Crete and in Australia 

compare, particularly around 70 km., and make a comparison with the rocket results over Wallops Island, 

which showed virtually no sunrise effect until after ground sunrise and 25 electrons at a zenith angle of 

85 o  

Kane: This figure (D1) compares the results presented yesterday by Dr. Thrane, which he obtained in 

Crete at a latitude of 35 °  in the northe rn  hemisphere, with some of the results which we were able to 

obtain at 35 ° S latitude in New Zealand last May 30th. I plotted his data as a function of zenith angle in 

terms of the altitude at which the electron density has values of 100, 200, 500, and 1000, and the general 

meeting of our data with his is somewhat gratifying. Also plotted is the altitude at which Lyman a flux 

has some arbitrary constant value. 

Sales: Dr. Thrane just showed that his partial reflection results near 70 km. were probably too low by a factor 

of five when compared with his wave interaction results. I wonder how that would affect your comparison. 

Kane: I only had access to his partial reflection data. 

LaLonde: Are these sunrise or sunset x values? 

Kane: Our data is at sunrise, Dr. Thrane's are taken in the afternoon. 

Fig. Dl. Electron Density Isopleths. (Presented 

by Dr. J. Kane.) 
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3.2.3 	 RESULTS OF AN AMPLITUDE CROSS—MODULATION 
EXPERIMENT AT BIRDLINGS FLAT, 43°S 

by 

A.H. Manson* 

Department of the Geophysical Sciences, University of Chicago, Chicago, Illinois 

* Now at University of Canterbury, Christchurch, New Zealand 

1. Introduction 

The mesosphere has been studied by ground-based radio methods for several years, at 
Birdlings Flat, New Zealand. Transmitters of medium frequency (1.75, 2.40 Mc/s.) and high 
power have enabled partial reflections from 60 to 90 km. to be studied in detail (Gregory, 
1961). 

These observations have shown that the ionospheric absorption of these radio waves 
varies greatly throughout the winter months, and for periods of several days the lower fre-
quency in particular may be almost totally absorbed. This so-called 'winter anomaly' has 
been studied in some detail by other workers (Appleton and Piggott, 1954). It was therefore 
decided to develop an electron density measuring facility to provide information on the meso-
sphere throughout the year, and particularly at these periods of high absorption. The re-
quirements for this equipment were high resolution and accuracy, and good observational 
efficiency. 

2. Experimental Techniques 

A partial reflection experiment (Gardner and Pawsey 1953) was operational by the end 
of 1962, and the combination of an extremely quiet site, high transmitter power (320 kw., 
2.4 Mc/s.), and good receiving equipment produced excellent results. However, this method 
has the basic disadvantage of providing relatively few values of electron density, N(h), at 
any one time, due to its dependence on natural irregularities in the mesosphere. Also, the 
collision frequency (vm) profile is required before the N(h) values can be calculated, and 

the method provides values of v only when very low echoes near 60 km. are received. Thus, m   

a vm  profile has to be assumed, and since this is known to vary seasonally, certain inaccura-
cies will arise in the calculated N(h) profile. 

It was therefore decided to develop an amplitude cross-modulation experiment, using 

two pulsed transmitters. This method was used initially by Fejer (1955), and promises high 
resolution at continuously variable heights — the use of ordinary and extraordinary com-

ponents of the 'wanted transmitter' also makes possible the measurement of vm  and N(h). 

The disturbing transmitter produces a 100 kw., 40 usec, pulse, and although previous workers 
(Fejer and Vice, 1959; Landmark and Lied, 1961) had experienced problems in obtaining good 
data with similar transmitter powers, it was felt that the very quiet experimental site 
would enable useful observations to be made. It is frequently stated that the partial re-
flection experiment demands high transmitter powers and quiet sites, so that the success of 
this latter experiment suggested the possibility of similar success with the cross-modulation 
experiment. 

Various instrumentations were considered, but eventually a variant of the filter de-
tectiJn system used by Fejer was decided upon. When completed, this was capable of measuring 
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amplitude modulation of one part in 10
5

. Theoretical profiles of the transferred modulation, 
obtained from average mesospheric v

m 
and N(h) values, suggested that values of the order of 

1 part in 10
4 

could be expected. 

3. Experimental Results 

The equipment was run for a period of two months — October, November 1964. Observations 
were made twice a week, but later only in the weekends. This restriction was imposed by 
strong interference recorded by local commercial radio operators who were using adjacent radio 
channels. Although most partial reflection experiments operate at a repetition rate of 
SO p.p.s. or less, the filtering technique of the cross-modulation experiment favours a some-
what higher rate (75 p.p.s.), which is also distinct from the a.c. mains frequency. Un-
fortunately the receivers of the commercial operators were not filtered sufficiently at this 
higher repetition rate. Of those days available, however, less than 40 per cent gave usable 
cross-modulation profiles, and few of these provided any detailed information. During the 
remaining 60 per cent of the observations, a large, randomly varying signal was recorded, 
even when the disturbing transmitter was not operating. Apart from the radio interference 
already mentioned, the fading of the E-region signal during these observations was often 
rapid — of shorter period than the time constant of the A.G.C. in the equipment — and com-
plete changes in the structure of the signal often occurred within the period of one obser-
vation. With the time constant used in the equipment, 20 min. was required to record the 
transferred modulation from 60 to 90 km. 

At this stage it was not known whether the energy in the fading spectrum at the fre-
quency of the required modulation could increase to a value above that of the transferred 
modulation — or if the equipment was sensitive to rapid changes in input signal, such as 
would occur when the structure of the E-region signal changed rapidly. Depending on the rate 
at which these changes occurred, this latter situation would not be as serious, since ob-
servations could be carried out between changes in echo structure. The 'noisy' portion of 
the record could then be identified, and not considered for purposes of analysis. 

The amplitudes of series of E-region echoes were analyzed, and power spectra and auto-
correlation functions were obtained on a number of representative days. Fig. 1 shows the 
variation in amplitude of a 1-volt signal, on days when observations were impossible, marginal 
and good, respectively. The noise at 37.5 c/s., on the 'quiet' day, may be calculated from 
Fig. 2. The peak at 25 c/s. is due to the mechanical structure of the diesel power supply. 
Using this peak as a reference, the noise at 37.5 c/s. can be shown to be 3.10—  5v. in a 
1-volt signal — this value agrees with noise observed on the recording charts on the quiet 
days. Fig. 3 shows that there was greatly increased high frequency energy present on the 
day when it was impossible to make any observations of the transferred modulation. The 
diesels 25 c/s. modulation cannot be seen, so that the component at 37.5 c/s. is in excess 
of 10-3 v. 	Although these are the extremes of observing conditions, it is apparent that a 

transferred modulation of 10-4v.(in a 1-volt signal) is too small to enable reliable ob- 
servations. Also, in addition to this relatively steady noise component, the signal-structure 

change undoubtedly introduces sudden increases in the 37.5 c/s. noise component, which causes 
severe overloading of the high-gain amplifier. 

Following this analysis, the E-region echo was observed between 0930-1500 hr. on many 

days. One in three of the observations were in the 'quiet' category — a figure which agrees 
with the observational efficiency of less than 40 per cent which was mentioned above. Un-
fortunately, these results appear to agree with the experience of other workers in this field, 

who had similar problems with noise, due to insufficient 'disturbing-transmitter' power. One 
of the best cross-modulation profiles is shown in Fig. 4 — the N(h) profile was obtained by 

comparison with a theoretical cross-modulation curve derived from typical N(h), vmvalues — 

effectively a 'slab' analysis was used. Considering the noise on the record, and the crude 
analysis used, the N(h) values are in reasonable agreement with those due to the partial re-
flection experiment. 
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4. Conclusion 

It appears that powers in excess of 1 Mw. would be required before reliable, accurate 
measurements of the transferred modulation could be made at this New Zealand site. Providing 
such a transmitter were available, both phase and amplitude should be measured. Ferraro and 
Lee (1966) and their associates have shown this to be a very powerful method, enabling v

m' 
N(h), G (fractional energy loss parameter) and temperature to be obtained uniquely.* It is 
important that all of these be measured, not only to provide more ionospheric data, but also 
to verify the equation describing the energy loss mechanism that exists in the region of the 
interacting pulses. This process is crucial to the theory of the cross-modulation experiment, 
as neither the 'Bailey and Martyn' or 'Huxley' loss equations that are now used for most 
theoretical analyses, fully explain all cross-modulation results from 30 to 100 km. 

It remains to emphasize, that with the transmitter power available, the partial re-
flection experiment remains a powerful method for probing the mesosphere --providing almost 
100 per cent observational efficiency, and good accuracy from 60 to 80 km. The method has 
proved useful in studying the periods of high winter absorption during the last three years. 
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Discussion on Paper 3.2.3 presented by A.H. Manson 

Boume:  When you measured power density at various frequencies, I assume that you did not use a phase-

sensitive detector. The use of these detectors should bring the effective limit of measurable transferred 

modulation depths down by a large factor. We noticed at Armidale that without a phase-sensitive detector 

there may be very large fluctuations, which were almost completely eliminated as soon as we employed 

the phased detector. 

Manson: It will reduce it, but in our case it didn't reduce it to a point at which we could obtain reliable 

measurements. 

Gregory: What type of aerial did you employ? Was it a square with half-wave dipoles? 

Manson: Yes. 

gibl: Have you any results showing the winter anomaly? 

Manson: Yesterday Dr. Gregory presented some of the partial reflection results that were obtained during 

periods of winter anomaly. We have no wave interaction records showing the effect. 
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3.2.4 	SMALL PERTURBATION WAVE INTERACTION IN THE LOWER IONOSPHERE 

PART 3 

MEASUREMENTS OF ELECTRON DENSITIES 

by 

R.A. Smith, T.N.R. Coyne, R.G. Loch, and I.A. Bourne* 

University of New England, Armidale, Australia 

* Now at DRTE, Ottawa, Canada. 

1. Introduction 

Progress in the understanding of the ionosphere below 90 km. has been hampered by the 
difficulty of determining the diurnal change of the electron density profile. This paper is 
concerned with the profile for the tail of the nighttime E region (Section 2), the noon 

profiles for the D region in summer and winter (Section 3), the development of the sunrise 
D region and the further changes that occur to maximum ionization at noon (Section 4), and 

the residual ionization in the lower D region at night (Section 5). Section 3 also summarizes 
the practices which have been used in the analyses of Fejer curves, and supplements the more 
general discussion given in Paper 3.1.1. In technical and theoretical description the 

terminology and notation of that paper are used. 

2. Electron density profile for the nighttime lower E region 

An effective resolution of the structure of the disturbed region acted on at night by 

an extraordinary disturbing gyrowave cannot be made from a Fejer curve. The method described 

here for obtaining the electron density profile utilizes the property that the time constant 

of Type I data passes through a resonance minimum when the frequency 
of the extraordinary 

disturbing wave is varied about the gyrofrequency. 

The experiments were made mainly during August and September 1963 using extraordinary 

2.12 Mc/s. wanted pulses and extraordinary disturbing pulses of 800 usec. duration in the 

frequency range 1.45 - 1.78 Mc/s. from Station A. The radiated powers were not measured but 

were kept to about 5 kw.to  ensure the applicability of small perturbation wave interaction 

theory. 

The minimum at the gyrofrequency (1.515 Mc/s.) in the time constant — disturbing 

frequency curve was generally well-defined, but often the shape of the curve varied during 

the night as a result of changes in the electron density profile. Because the method requires 

both good recording conditions for accurate measurement of the time constants and stability 

of the profile over the time necessary to obtain the curve and confirm its reproducibility, 

the amount of usable data from the experiments is limited. Fig. 1 shows observations made 

on the night of 9 August 1963, when the profile changed from one with a steep gradient absorb-

ing all the disturbing frequencies in a small height range to one with a shallower gradient. 

Figs. 2 and 3 show observations made on 3 and 6 September 1963, respectively. On each of 

these nights the profile was stable and the experimental curve was reproduced closely. 
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The time constant of the decay of small perturbation Type I data is independent of the 
power of the disturbing pulse and can be evaluated for an assumed electron density profile 
from formula (40) in Paper 3.1.1, using data for the energy loss coefficient and the electron 
collision frequency given in Paper 3.2.1. Since Martyn (1935), Nertney (1953), Parkinson 
(1955), and Mechtly (1962) have deduced profiles for the nighttime lower E region from medium 
and low frequency propagation data which are closely exponential, the first profiles tested 
were of the form N

o
exp(ah). For a given value of the gradient a, the value of N

o 
was adjust- 

ed during execution of the computer program to obtain agreement at the gyrofrequency between 
the computed and measured time constants. The time constants at frequencies of 1.53, 1.55, 
1.60, 1.70 and 1.78 Mc/s. were then computed. 

The time constants computed for a number of exponential models using the Appleton-
Hartree magnetoionic theory are compared in Fig. 4 with the values (b in Fig. 2, c in Fig. 3) 
measured on the two nights. In this and the next two figures the value of N at a height 
of 85 km. (N

o
) is given in brackets beside the value (km.) of the gradient. Both experi- 

mental curves are fitted reasonably well for a gradient of 0.6, a value which is lower than 
that (1.0) given by Martyn, but is close to that (0.5) given by Mechtly and to the gradients 
of the profiles of Nertney and of Parkinson. The value of N o  for the night of 3 September 

1963 is three times larger than that for 6 September 1963. Because of the limitations of 
this magnetoionic theory, further analysis using it was not considered worthwhile. 

Similar computations have been made using the generalized magnetoionic theory for a 
constant collision cross-section A and the generalized theory of Sen and Wyller (1960) for 
a cross-section proportional to electron speed c. Using the first of these theories, the 
fit in each part of Fig. 5 is good for a value of the gradient of 0.85. The use of the Sen 
and Wyller theory, on the other hand, gives the different result that the experimental data 
cannot be matched using exponential profiles (Fig. 6). This difference is caused by the 
more pronounced resonance in the absorption coefficient of the extraordinary mode (Fig. 7) 
and the resonance is so sharp that, for the scale on which Fig. 6 is plotted, the shapes 
of the minima in the computed time constants are not evident. To offset this sharpness, a 
steep initial gradient of the electron density is required to limit penetration at frequencies 
near the gyrofrequency. The curves shown in Fig. 8 have been computed for linear models of 
the form N = a(h — x), where h is the height in kilometers above a reference level of 80 km. 
For these computations, the value of x (shown in brackets in the figure beside the value of 
a) was adjusted to make the computed and experimental time constants agree at the gyrofrequency. 
It may be seen that a linear model gives a good fit to the data of 3 September 1963 and a 
reasonable fit to that of 6 September 1963. A non-linear profile, which gives a good fit to 
the latter data, is shown in Fig. 9, together with the linear profile for 3 September 1963. 

3. Synthesis methods and the noon D region 

The problem of deducing electron density profiles from Fejer curves has been discussed 
generally in Paper 3.1.1. Since the remainder of this paper is largely concerned with 
profiles for the D region that have been obtained by this method, relevant aspects of the 
previous discussion are summarized and a number of points expanded. 

In general the height resolution in a Fejer curve is poor. For an effective resolution 
to be made, it is necessary for the accuracy of the experimental data to be high and, 
preferably, these data should be of Type III rather than of Type II because of the greater 
information content. A corollary of the accuracy requirement is that in the analysis proper 
account must be taken of experimental parameters, such as the shapes of the disturbing and 
wanted pulses, which have a marked influence on the shape of, and hence the height resolution 
in, a Fejer curve. It is virtually impossible to give a comprehensive estimate of the error 
in the derived electron density profile from errors in the measured Fejer curve and in the 
many subsidiary experimental and ionospheric parameters introduced in the analysis. 
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With regard to the problem of height resolution, our initial policy has been to deduce 
profiles from particular Fejer curves which are considered to be of the requisite standard, 
rather than to use averages of curves of poorer quality. It is stressed that the quality of 
the curve is determined by factors, such as the nature of the wanted echo and atmospheric 
noise, external to the D region, and we have no evidence to suggest that the region is 
abnormal at times when satisfactory records are obtained. The electronic synthesizer employ-
ed at the University of New England (Paper 3.1.1) takes proper account of the shapes of the 
wanted and disturbing pulses, and has a height interval of 1 km. between channels. This high 
density of 'channels is required for accurate matching of Fejer curves, such as those from 
interaction in restricted height ranges and those having a sharp transition from negative to 
positive modulation (Section 4). When synthesizing Fejer curves generally, we use all the 
height channels and accept the synthesis which gives maximum smoothness in the variation of 
the modulation depths,AM

si' 
with height. This ensures that structural detail beyond that 

permitted by the height resolution in the Fejer curve is not erroneously deduced for the 
electron density profile. The above method is preferred to one that makes use of channels 
at a height interval dictated by the limit of resolution, since the requirement of homogeneity 
over the basic height interval is more closely approximated. 

In Paper 3.2.1, evidence in support of the use of the magnetoionic theory of Sen and 

Wyller in the analysis of wave propagation in the D and lower E regions was given, and accurate 
values of the energy loss coefficient Gm , the collision frequency vm , and the relaxation 

time T were deduced for heights of 69 and 85 km. above sea level. It was also shown that 
reliance could be placed on the use of atmospheric data to extend the values of v m  and T 

over the height range in which wave interaction is observed. The profiles of vm  and T 

so obtained (Fi g . 6, paper 3.2.1) and the magnetoionic theory of Sen and Wyller have been 
used in the deduction of the electron density profiles shown in Fig. 9. 

The values of AM 
 si yielded by 

a synthesis are related to the electron densities N i  

by equations (36), (30) and (37) of Paper 3.1.1. For an analysis using the magnetoionic 

theory of Sen and Wyller, these equations are 

AM 
51

Q(h i ) 61 5 2 	 6. 	(1 — 6.) 

	

1-1 	1 	
(1) 

Q(h i ) = 	• 	1 	• (k '/N). 	 (2) 

4nh i 2 	(GmUo ) i 	w 	1  

d i  = exp(-2kdi  Ah) 

where 

ak  w 1 
kw '/N = 

withaknowledgeofmisiandQuo,the "a l uationof6.from (1) is straightforward. 

since(vq)iforthedisturbingwave i s known,Wcan then be found from (3). 

At first sight it might appear that although the values of Gm  and ym  are known 

accurately, the relatively large errors quoted in Paper 3.2.1 for the gain of the disturbing 
aerial and the gas temperature do not allow the factors Q(h i ) to be calculated accurately. 

This is not the case, however, as will now be shown. 
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ItisobviousfromMthatffl.)is equal to the steady modulation depth that would 

be impressed on the wanted wave at the height h i  during a single transit of an infinitesimally 

thin region in which the radiated disturbing power W (taken to be 100 kw.*) is totally absorbed. 
It is also equal to the steady modulation depth observed when the disturbed region is local- 

ized about this height. Thus, the value of (21.7 ± 0.3)% for M ks 
from the nighttime 

experiments (D--1.515 Mc/s., x-mode; W--2.12 Mc/s., x-mode) described in Section 4 of Paper 
3.2.1 provides a reference value for the height of 85 km. Using this reference value, 
Q(h.) can be written as 

gD 	(84) 2 	(GmUo ) 85  . 
/ M 	't 

Q(h.) = 
i 	g 	(hi ) 	(GmUo) i 	kw'/N)85 . (kw '/N) i 

1.515 

wheretheheighth.above Armidale (altitude 1 km.) is expressed in kilometers
' 

g
D 

is the 

gain of the disturbing aerial at Station A at the frequency used, g
1 515 

is the gain at the 
.  

frequency of 1.515 Mc/s., and the subscript 85 has an obvious meaning. Since the error in 
the value of (k

w
'/N) 	for the extraordinary 2.12 Mc/s. wave is also negligible, the use of 

85 
the data from the nighttime experiments makes it necessary to consider, apart from the 
variation of k '/N, only the variation of G U with height and the variation of the aerial 

m o 
gain with frequency. 

InordertoestablishthemagnitudesofthefactorsQ(h.)in the lower D region, 

two sets of experimental values of Mks  have been used —the summer and winter values for 

ordinary 2.12 and 3.85 Mc/s. wanted waves obtained using the extraordinary 1.78 Mc/s. dis-
turbing wave (Section 5, Paper 3.2.1), and the values for an ordinary 2.12 Mc/s. wanted wave 
obtained near noon during November 1963 using extraordinary 1.78 and 1.515 Mc/s. disturbing 
waves. The latter set gives accurately the relative gain g /g 	at the two disturbing 

1,781.515 
frequencies and was taken into account in the deduction in Paper 3.2.1 by an iterative method 
of a value of G 

m  Uo 
 at 69 km. ten per cent higher than at 85 km. When evaluating the factors 

Q(h 1 ) this small change in G 
m  Uo 

 with height has been taken to be linear. The accuracy with 

which the summer and winter values of M
ks 

for the 2.12 and 3.85 Mc/s. wanted waves and the 

time constant T 
12 

arepredictedusingthevaluesofQ(1.)derived by the above method, 
2 .  

and the electron density profiles given in Fig. 9 for noon on 4 November 1963 (x = 15.5
o
) and 

22 June 1964 (x = 54 °), respectively, have been demonstrated in Section 5 of Paper 3.2.1. 

ThisprocessofnormalizingtheQ(h.) factors at two widely different levels to 1 
experimentally measured modulation depths makes the shape of the deduced electron density 
profile essentially independent of the magnetoionic theory used. 

The x- and o-mode Type III Fejer curves for noon on 4 November 1963, from which the 
electron density profile in Fig. 9 has been derived, are reproduced in Fig. 13 of Paper 3.1.1. 
These curves were obtained using the ordinary 2.12 Mc/s. wanted wave, for which kw '/N progress- 

ively decreases in magnitude below about 75 km. and passes through a zero at 61.5 km. (Fig. 10). 
This behavior for the wanted wave and the small electron densities does not allow an accurate 
deduction of the profile at heights below 65 km. For this reason the profile for 4 November 
1963, and others in Fig. 9 obtained using the ordinary 2.12 Mc/s. wanted wave, have not been 
shown below the latter level. Since the x- and o-mode Fejer curves are essentially complement-
ary, the combined data are of great value in the deduction of the profile. The noon profile 
in Fig. 9 for 22 June 1964 is also derived from combined x- and o-mode Type III data. Fig. 11 
compares the o-mode Fejer curve of 4 November 1963 and its synthesis (broken line). 

* For ease of comparison and analysis, experimentally measured modulation depths are scaled 
to a radiated power of 100 kw. 

(4) 
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The absence of negative modulation on the experimental records in Fig. 12 and 13 of 
Paper 3.1.1 allows a conservative upper limit of 10 el.c.c. to he placed on the density 
near 58 km. This limit is consistent with extrapolations of the tails of the two noon 
profiles. 

Measurements of wave interaction using a partial echo from the D region as a wanted 
echo provide a sensitive method of detecting low level ionization. The measurements of 
Smith et al. (1965), made during June and July 1962 using partial reflections from levels 
near 72 km., are consistent with the noon profile for 22 June 1964 and the extrapolation 
discussed above. 

Each of the profiles shown in Fig. 9 has been truncated at the maximum height at which 
the electron density is considered to be reliable. The reason for this truncation is that, 
although each of the syntheses requires the use of height channels above the truncation level, 
the fractions of the radiated power reaching these heights are small and hence the deduced 
values of (S. are unreliable. 

4. The D region at sunrise 

In order to facilitate discussion of the methods we have used to obtain the electron 
density profiles in Fig. 9 for the sunris s  period, we note that the development which starts 
when the sun's zenith angle x is about 98 has two aspects. One is the build-up of ionization 
in the tail of the nighttime E region, which continues past ground sunrise (G.S.R.). The 
other is the progressive formation of a distinct lower layer (C layer), which is essentially 
complete by G.S.R. and has an Nmax  of about 80 el.c.c. at a height of 65 km. At this stage 

the electron density at the ionization minimum near 80 km. is less than 10 el.c.c. Later 

development is shown by the other profiles in the figure. 

Technically, wave interaction methods are far more difficult to apply during the 
twilight periods than at other times of the day because of the rapid variation and low 
density of the ionization and the general instability of wanted reflections from the higher 
regions. Fortunately, it has been possible by the use of extraordinary disturbing and 

wanted gyrowaves to achieve the necessary sensitivity, information rate, and echo stability 
during the sunrise period. 

The absorption coefficients per electron of the exact extraordinary gyrowave (1.515 

Mc/s.) and the extraordinary 1.78 Mc/s. wave are compared at different heights in Fig. 12. 
Below 65 km. the high values of the collision frequency make the absorption coefficients 

almost the same. Above this level the absorption coefficients progressively diverge and 

above 85 km. that of the exact gyrowave is larger by factors in excess of 20. These 

characteristics make the exact gyrowave the optimum disturbing wave in studies of the develop-
ment of the c layer, but the wave has insufficient penetration to reveal much of the develop-
ment of the lower E region. The use of the more penetrating 1.78 Mc/s. wave, on the other 
hand, shows more of the latter development, but reduces the sensitivity substantially near 

the top of the C layer. Broadcast restrictions confine the use of the exact gyrowave to 
the period from midnight to 0500 E.A.S.T., which limits the effective use of this wave in 
dawn studies to about three months in mid-summer. 

The derivatives k'/N for the extraordinary and ordinary modes of the 2.12 Mc/s. 
w 

 

wanted wave have been shown as functions of height in Fig. 10. Except in the height range 
72-74 km., the magnitude of the derivative for the extraordinary mode is everywhere larger 
than that for the ordinary mode, by a factor of 25 at heights near 90 km. and by factors 
in excess of 3 in the height range 55-70 km. Since measurements must be made quickly during 
the sunrise period, the advantage of using the extraordinary mode for enhancement of the 
modulation depth is obvious. In place of the zero in k w YN for the ordinary mode at the 

height of 61.5 km., there is one at the height of 73 km. This is well above the level of 
maximum ionization in the C layer and the zero presents few problems. 
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At night the most frequently observed extraordinary 2.12 Mc/s. echo is from the F 
region. When x is between 98 °  and 96 ° , the solar radiations, which have their maximum 
effect during the day at the peak of the E region, start producing electrons by photo-ioniza-
tion in the E-F region (Setty et al. 1964). This electron production, which is simultaneous 
with that in the D region, first causes the group height of the F echo to increase by SO to 
100 km. in about 25 min. By this time the ionization in the E-F region has developed 
sufficiently for reflection and the group height falls to about 160 km. With further electron 
production the reflection may again change to a lower level. The initial movement of the 
echo does not affect the measurement of Type II Fejer curves, since the impressed modulation 
is a function of the delay DtE and with continuous variation of the delay of the disturbing 
pulse the echo may be "chased" by methods described in Smith et al. However, it can make 
that part of the Type III Fejer curve with the disturbing pulse preceding the wanted pulse 
difficult to analyze, since the time between the upward and downward transits of the dis-
turbed region by the wanted pulse is continually changing. The echoes from the E-F region 
generally have a complex fluctuating structure, and satisfactory measurements using these 
echoes have been found to be impossible. 

The extraordinary 2.12 Mc/s. echo from the sporadic E layer usually has a simple 
structure and a stable group height, and has been observed to persist, apart from temporary 
fading, in gradually diminishing strength for about an hour after G.S.R. Unfortunately, 
this far more satisfactory echo occurs infrequently and its duration is unpredictable, so 
that using it to obtain a complete set of observations covering the dawn period is a lengthy 
task. 

The records reproduced in Fig. 13 are two of a sequence of five consecutive Type III 
Fejer curves obtained on 1 September 1964 using extraordinary 1.78 Mc/s. disturbing pulses 
of 83 kw. power and 60 psec. duration from Station A, and an extraordinary 2.12 Mc/s. E 
echo. The duration of the output pulse from the receiver was 50 psec., the integration time 
of the detector was about 2 sec., and the repetition rate of the wanted pulses was 333.3 
p.p.s. The recording time between major vertical lines was  113  min. In order to reduce the 

time required to record a curve, the continuous drive for the delay was stopped after the 
first 450psec. of delay variation, and the decaying tail was measured at a number of fixed 
delays. 

A feature of these records that needs some discussion is caused by the use of the 
high repetition rate of 333.3 p.p.s. Normally, when the time between consecutive wanted 
pulses is long compared to the duration of the transient heating by the disturbing pulse, 
zero modulation is recorded at a delay such as D350E, since the downcoming wanted pulse 
emerges from the D region before the upgoing disturbing pulse enters. If, because of a high 
pulse repetition rate, the electron cooling is incomplete by the transits of the normally 
undisturbed wanted pulse, then at such delays apparent negative modulation, "kickback", is 
recorded. In each part of Fig. 13 the instrument zero is the thickened line and the de-
flection for positive modulation is upwards. In the upper record the kickback is -1.5 small 
divisions; in the lower record it is negligible. The difference is due to the longer 
electron relaxation time when the upper record was taken. Effects from kickback are easily 
and accurately allowed for when small, as in this sequence, and are a small price to pay for 
the advantages in information rate from the use of the high pulse repetition rate. 

The sequence of Type III Fejer curves obtained on 1 September 1964 is plotted in 
Fig. 14 for a disturbing power of 100 kw. Unfortunately, recording was not commenced until 
0558 E.A.S.T. (x = 93 ° ) because of difficulties in linking the Stations A and C, but the 
echo persisted until 0700 E.A.S.T. allowing development to be studied to x = 82 ° . Since 
each curve took about 11 min. to record and in this time x changed by 2.3 ° , the curves cannot 
be regarded as "instantaneous" for deduction of electron density profiles. Such instantane-
ous curves, however, can be constructed from time plots of the modulation depth at fixed 
delays. Those shown as broken lines in the figure are derived in this way for the times at 
which the maxima of the negative modulation were recorded. This correction could not be 
made to the first curve of the sequence, since the negative part was recorded first, but 
could be made to the last. Corrections to the negative parts were found unnecessary, 
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because of the little variation between curves and the short time (q.,  2 min.) in which this 
part of each curve was recorded. The values of x for the four instantaneous curves are 
90.3° , 87.9° , 85.1 °  and 82.1 ° . 

The Fejer curves in Fig. 14 are the sum of negative contributions with time constants 
shorter than 130 usec. from the region below the level (73 km.) where k w '/N is zero, and 

positive contributions with longer time constants from above this level. The positive and 
negative contributions overlap and their sum is zero at the delay of the "crossing point" 
from measured positive to negative modulation. Over the hour of measurement, the time 
constant of the positive decaying tail of the Fejer curve decreased from 1250 psec., which 
is the value of the electron relaxation time at a height of 88.5 km., to 540 usec., the 
value at 84 km. This decrease from ionization growth in the lower E region caused the sum 
of the positive contributions to change in shape and also, because the electron heating by 
the 60 usec. disturbing pulse was more effective, to increase in magnitude. These changes, 
which were not accompanied after G.S.R. by any marked change in ionization below 73 km., 
have caused the progressive decrease by 50 usec. in the delay of the crossing point. 
Syntheses have shown that the latter "eating away" of the measured negative modulation by 
positive modulation has not progressed to the negative peak until the last curve of the 
sequence (x = 82.1 ° ). 

The insert to Fig. 15 illustrates a modified Type I experiment in which two 2.12 
Mc/s. wanted pulses (labelled 2 and 3) are transmitted at fixed delays after a long (2 ms.) 
extraordinary disturbing pulse. This duration is sufficient to create near steady-state 

conditions in the lower E region and thus, to give the maximum ratio of positive to negative 
modulation. The first of the delays shown is long enough for the decay of negative modu-

lation to be complete by the time that wanted pulse makes its upward transit. From the modu-
lation depths impressed on the two wanted pulses, both the time constant and the steady 
value M

ks of the modulation 
impressed in the lower E region can be calculated. Electron 

production in this region causes the time constant to decrease but does not change the 

value of M
ks 	

Electrons produced below the E region absorb power from the disturbing wave 

and reduce the value of M
ks. 

Continuous measurements of this kind with a disturbing power 

of about 5 kw. were made on 23 and 30 September 1964, using the 1.78 Mc/s. disturbing 

wave, and on 6 January 1965 using the 1.515 Mc/s. wave. The experimental records of 

6 January 1965 are reproduced in Fig. 15 and the time constants on the three mornings 

are plotted against x in Fig. 16. 

The fairly rough time constants measured using the more penetrating 1.78 Mc/s. 

disturbing wave are compatible with those given in Fig. 14, but show no clearly defined 

point from which the beginning of electron production in the lower E region çan be inferred. 

Those measured using the 1.515 Mc/s. wave increase from 600 usec. at x o= 1030 , to 950 psec. 

at 1000 , and then fail, with a suggestion of a change in slope near  98° ,  to 500 usec. at 92 0 . 

There is evidence, to be described elsewhere, that the initial increase in the time constant 
is not a peculiarity of this particular day, but is characteristic of the sunrise lower E 

region on many days. Some clarification of the significance of the time constant plot is 
provided by the records in Fig. 15 which show a well-defined onset when y = 97.8°. Before 

this onset the measurements show a slow variation because of the simultaneous change in the 

time constant, but the calculated values of Mk  remain constant near the average nighttime 

value, indicating that the changes in the eledron density profile sausing the changes in 

the time constant were confined to the lower E region. At x = 97.8 the calculated value 

of M.
K 
 starts to decrease substantially. This onset is thus due to absorption of power at 
S 

levels below the E region and is presumably later than the onset of photo-detachment in the 

region itself. 

The graphs plotted in Fig. 16 are further illustration of the variability of the 

ionization below 90 km. in the nighttime E region. That of 6 January 1965 shows the 

difficulty, because of the complex behavior of this already ionized region, of assigning a 
definite value to the largest zenith angle at which photo-detachment commences and, thus, 
of distinguishing between visible and ultraviolet solar radiation as the photo-detaching 
agent. (When x = 98° , the height of closest appr8ach to the earth of a ray reaching 85 km., 
assuming no refraction, is 22.3 km.; when x =  99° ,  it is 6.4 km.). 
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On 8 and 22 June 1964, continuous measurements were made at the delay (tN.p. ) of the 

peak of the negative modulation at G.S.R. These, scaled to a disturbing power of 100 kw., 
are shown in Fig. 17 as a function of x, together with a number of discrete values for other 
days in the same general period from Fejer curves obtained using the same 60 usec. 1.78 Mc/s. 
disturbing pulse. The continuous measurements and some of the individual values are rather 
rough because of the poor quality of the wanted echoes. Howsver, the essentially linear 
character of the initial increase, commencing when x is 95.6 and complete when x is about 
91

o
, is definite. 

When the ionization is so low that it absorbs only a small fraction of the disturbing 
power, the modulation depth impressed at each level is proportional to the electron density. 
While the C layer does not develop proportionately and simultaneously over its height range, 
so that an exact and simple interpretation of the plots in Fig. 17 is not possible, the 
change can roughly be taken as a measure of the variation of the electron density at the 
level (65 km.) of maximum ionization of the fully developed layer. Using the value of 80 
el.c.c. for

mx this simple interpretation gives 'b 0.06 el.c.c./sec. as the rate of increase 
of electron den

a
sity at 65 km. The significance of the apparent small decrease in the 

modulation depth when x< 91 °  is discussed later. 

Although superior for the deduction of electron density profiles, Type III Fejer curves 
require a considerable recording time (% 11 min.), which can be a handicap for studying the 
initial rapid development of the C layer. For this reason, a series of Type II curves was 
obtained on 8 January 1965 using the highly absorbed 1.515 Mc/s. disturbing wave to examine 
the characteristics of this development in detail rather than to be a source of electron 
density profiles. The power of the 60 usec. disturbing pulse was 112 kw. and the extra-
ordinary 2.12 Mc/s. wanted echo was from the E region. Except for the use of a wanted pulse 
repetition rate of 166.6 p.p.s., other experimental parameters were the same as for 
1 September 1964. The measurements commenced at 0348 E.A.S.T. (x = 104.1 ° ) and ceased at 
0521 E.A.S.T. (x= 86.6 °) when the echo disappeared. During the first 24 min. 
(104.1 °  > x > 99.6°), the wanted echo faded periodically and four curves obtained in this 
time were somewhat spoilt by noise. The remainder, with superimposed dotted lines to 
represent the scalings, are reproduced in Fig. 18 to 22 and plotted as a sequence in Fig. 23 
for a disturbing power of 100 kw. The values of x quoted in the latter figure to identify 
the curves are those corresponding to the times of measurement of the start of positive 
modulation in the early curves and at the delay D450E in the later curves showing negative 
modulation (see Fig. 18-22). The absence in this sequence of records of kickback as seen in 
that of 1 September 1964 is due to both the lower pulse repetition rate and the shorter time 
constant from the use of the exact extraordinary gyrowave. 

The four curves recorded when x was between 104.1 0  and 99.60  show no significant 
variation. However, their comparison with those at 98.8 °  and 98.1 °  indicate a lower height 
of absorption of the disturbing wave at the latter values of x. This is consistent with the 
suggestion made in the discussion of Fig. 15 and 16 that photo-detachment in the lower E 
region occurs before x = 97.8 ° . The impressed modulation progressively moves down in delay 
until at x = 95.4°  the C layer has developed sufficiently below 73 km., the level of the 
zero in k'/N, for the curve at this value of x to show negative modulation. The negative 

modulation continues to develop until about G.S.R. 

After G.S.R. there is an apparent small decay of the C layer. The negative parts of 
the corresponding curves in Fig. 23 can only be synthesized with such a decay, and the same 
is true for the curves of 1 September 1964. It is also implied by the data plotted in 
Fig. 17. This decay could explain the well-known plateau observed after G.S.R. in long wave 
propagation data (Bracewell et al. 1951), and has considerable bearing on the rates of 
'processes occurring in the D region. Nevertheless, it is felt that the data are as yet too 
scant to establish the decay unequivocally and so to justify the inclusion of electron 
density profiles in Fig. 9 showing this behavior. 

Except for the nighttime profiles of 3 and 6 September 1963, each profile given in 
Fig. 9 is identified both by a date and value of x. The four shown for 1 September 1964 have 
been deduced from the corresponding instantaneous Type III Fejer curves plotted in Fig. 14. 
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These profiles are for times later than G.S.R., and their common part below the E region 
tail is a mean of the profiles derived from the four Fejer curves. The use of the 1.78 Mc/s. 
disturbing wave and the much greater ionization at lower and higher levels have not permitted 
in the first three profiles an accurate deduction of the shapes of the minima near 80 km., 
and these minima are shown as broken lines. 

The unusual and distinctive characteristics of the sunrise Fejer curves with their 
positive and negative modulation gives them effectively two "onsets". This greatly improves 
the height resolution and made possible the deduction of the profiles in Fig. 9 for 
8 January 1965 from the Type II curves plotted in Fig. 23. However, the lack of complete 
Type III data has reduced the information available on the upper parts of the profiles and 
those shown above 80 km. for this day should be regarded as models of the E region develop-
ment before G.S.R. which produce a match to the Fejer curves. The use of the highly 
absorbed 1.515 Mc/s. disturbing wave and the absence of underlying ionization have permitted 
the continuation of the first two of the profiles to electron densities as small as 1 el.c.c. 

The profiles given in Fig. 9 for values of x of 76.3° , 66°  and 62.7°  are derived 
from Type III Fejer curves obtained on 22 June 1964 using the extraordinary 1.78 Mc/s. 
disturbing pulse and an ordinary 2.12 Mc/s. wanted echo from the E region. The upper 
truncation of these profiles gets progressively lower in height as the penetration of the 
extraordinary disturbing pulse decreases. 

5. Ionization in the nighttime lower D region 

In Fig. 17 we showed that at the delay t N.p.  defined in the previous section the 

negative modulation is above the threshold of detection for the recording sensitivities used 
when x = 95.6°  and attains a maximum value of about -0.45 per cent for a disturbing power 
of 100 kw. just before G.S.R. Since in a simple interpretation the modulation at this 
delay can be taken as proportional to the electron density at the level (65 km.) of maximum 
ionization of the fully developed C layer, its value during the night is of considerable 
interest. 

Since October 1962, 40 nighttime Fejer curves of Types II and III have been recorded 
for other purposes using extraordinary 1.515 Mc/s. disturbing pulses and extraordinary 
2.12 Mc/s. wanted pulses. These curves show no evidence of negative modulation and generally 
allow an upper limit of about 0.01 per cent to be placed on its absolute magnitude. For a 
number of the curves, such as that of 24 October 1962 (Fig. 11, Paper 3.1.1), the limit can 
be reduced to about 0.005 per cent. For that curve the peak-to-peak noise fluctuation at 
the delay tN.p.  is equivalent to a modulation depth '1,0.008 per cent and the mean value, to 

which no significance is attached, is -0.003 per cent. 

The search for nighttime negative modulation, which we now describe, was made on 
7 September 1964, when a strong and steady extraordinary 2.12 Mc/s. wanted echo from the 
E region and a low level of external noise and interference allowed the use of the maximum 
recording gain. The power of the 60 usec. extraordinary 1.515 Mc/s. disturbing pulse from 
Station A was 127 kw., the wanted pulse repetition rate was 166.6 p.p.s., and simultaneous 

measurements were made using the receiving units 2 and 3 at Station C.  Duration of the 
output pulse from the receiver of Unit 2 was 50 psec.; that of Unit 3 was 10 usec. The use 

of the latter pulse made the records of Unit 3 slightly inferior to those of Unit 2, which 
are reproduced in Fig. 24. After the first two measurements shown in this figure, the 
integration time of the detector was increased from 5 to 20 sec. 

Alternate measurements were made at the delay tN.p.  (D476E, Unit 2; D490E, Unit 3) 

and at a delay (0120E, Unit 2; D134E, Unit 3) for which the true modulation depth must be 
zero. The measured modulation depths are given in Table 1 for a disturbing power of 100 kw.; 

* Unit 1 is at Station A. 
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the value for the shorter delay has  • eon caused entirely by kickback. In correcting for the 
kickback, we have used data from a Type Ill Fejer curve, which was recorded immediately 
before the tabulated measurements were made. This curve has a peak modulation depth of 
2.96 per cent and an initial time constant of decay from this peak of 740 psec. To illustrate 
how the correction has been made we show the calculations for data from Unit 2. 

TABLE 1 

Mean Modulation Depth (%) 

TIME 
(E.A.S.T.) 	

UNIT 2 	UNIT 3 

D476E 	D120E 	D490E 	D134E 

0428-0432 	-.0034 	 -.0034 

0432-0435 	 -.0037 	 -.0049 

0438-0447 	-.0031 	 -.0031 

0447-0453 	 -.0052 	 -.0055 

0455-0505 	-.0034 	 -.0043 
0505-0509 	 -.0032 	 -.0024 

0509-0515 	-.0032 	 -.0024 

0515-0517 	 -.0042 	 -.0043 

MEAN 	-.0033 	-.0041 	-.0033 	-.0043 

TRUE MEAN 
MODULATION 	-.0004 	 -.0002 
DEPTH (%) 

In 6 ms., the time between consecutive wanted pulses, exponential decay with a time 
constant of 740 psec. would reduce the modulation depth of 2.96 per cent to 2.96 exp(-8.1) 
per cent, i.e., to 0.0009 per cent. In 12 ms., the time between consecutive disturbing 
pulses, the modulation depth would become negligible. Thus, were the decay to be an exact 
exponential, the kickback at the delay 0120E would be -0.0009 per cent instead of the 
measured value of -0.0041 per cent. The decay, however, is not an exact exponential 
(Paper 3.2.1), and the latter value requires an average time constant over the 6 ms. of 
decay of 910 psec. The actual time constant after 6 ms. of decay will be longer than this 
average and has been taken to be 1100 psec. The true mean modulation depth in per cent at 
the delay tN.p.  is 

-0.0033 + 0.0041 exp(-356/1100) 

where 356 is the difference in microseconds between the delays 11476E and 0120E and the last 
term is the calculated value of the kickback at the delay  0476E. It is noted that the 
uncertainty in the value of the time constant used in the calculation of the latter term is 
of small consequence. Thus, had it been taken as 900 or 1300 psec., the true mean modulation 
depth for Unit 2 would have been -0.0005 per cent or -0.0002 per cent, respectively, in place 
of the tabulated value of -0.0004 per cent. 

Conservatively, we conclude that the negative modulation at the delay tN.p.  does not 

exceed 0.001 per cent in absolute magnitude. Since the modulation depth of -0.45 per cent 
corresponds to an electron density at 65 km. of 80 el.c.c., the density near this level at 
night must be less than 0.2 el.c.c. If it is assumed that the electrons detected at C.S.R. 

have all been detached from negative ions, then the value of the nighttime negative ion to 
electron ratio near 65 km. is in excess of 450. 
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6. Concluding remarks 

In this paper, electron density profiles for the lower ionosphere from night to 
maximum ionization at noon have been presented and an upper limit placed on the electron 
density at night near 65 km. The profiles show that at first light there is a growth of 
ionization in the lower E region and the development of a distinct layer with maximum 
ionization near 65 km. While the formation of the latter layer is complete by G.S.R., the 
lower E region continues to develop and its growth is accompanied by the formation of a 
ledge of ionization near 75 km., whose density is much greater than that of the original 
sunrise layer. While the general characteristics of the development are clear from these 
profiles, there are a number of aspects which require some comments, the most important of 
which is the question of the typicalness of the profiles. 

In Paper 3.2.1, attention was drawn to the two distinct groupings of the time constants 
measured near noon on random days in July, August, and November 1963 using the extraordinary 
1.78 Mc/s. disturbing wave. This was considered indicative of both solar control and 
stability of the quiet lower D region. Over the gour-year period from mid-1962, more than 
250 time constants, covering values of x up to 85 , have been determined from Type I data 
and Type III Fejer curves using this disturbing wave. When the time constants are plotted 
against x, the diurnal pattern thus established shows no statistically significant variation 
over this period, and a high degree of stability of the ionization in the region disturbed 

by this wave is evident. This simple analysis and comparison of the Fejer curves give no 
reason for assuming that the daytime profiles presented are not typical. 

The main features of the development of the sunrise layer are without question. There 
are, however, insufficient data to discuss its day-to-day stability, and hence determine 

whether the difference between the profiles for 1 September 1964 and 8 January 1965 is a 
seasonal or a random fluctuation. Nor is it yet possible to establish the behavior of the 
layer after G.S.R. 

Because of the steep gradient of the ionization, the determination of the electron 

density profile for the nighttimelower E region presents special problems and a resonance 

method has been used to derive the two profiles given in Fig. 9. Unlike those deduced 

from Fejer curves, the form of the profile yielded by this method is dependent on the 

magnetoionic theory used in the analysis. The height difference of the two profiles is 

typical of changes from night to night revealed by the time constant measurements discussed 

in Section 4 of Paper 3.2.1. Those measurements also show that changes, which have no 

preferred sense, occur during the night and are presumably caused by movements. Such 

movements make it difficult to establish the precise onset of initial dawn effects in this 

ionized region. As yet, the significance of an upward movement occurring on many days in 

the pre-dawn period cannot be assessed. 
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F ig 13. Two of the  sequence of five Type III Fejer curves 

obtained near sunrise on 1  September 1964. 
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Fig. 14. Fejer curves obtained near sunrise on 

1 September 1964 scaled to a power of 100 kw. The 

solid curves are smooth plots of the actual measure-

ments in the time intervals shown. The broken lines 

show the instantaneous curves for the times at which 

the peaks of the negative modulation were recorded. 
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Fig. 15. Continuous Type 1 records obtained near 

sunrise on 6 January 1965. 
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sunrise Fig. 18. Type II Fejer curves obtained near 

8 January 1965. 

on 	Fig. 19. Type II Fejer curves obtained near sunrise on 

8 January 1965. 
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Fig. 20. Type 11 Fejer curves obtained near sunrise on 	Fig. 21. Type 11 Fejer curves obtained near sunrise 01 

8 January 1965. 
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8 January 1965. 
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Fig. 22. Type 11 Fejer curves obtained near sunrise on 

8 January 1965. 

Fig. 23. Smooth plots, scaled to a dis-

turbing power of 100 kw., of the Type 11 
Fejer curves obtained near sunrise on 
8 January 1965. 
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Discussion on Paper 3.2.4 presented by R.A. Smith 

Pfister: Did I understand that you first notice the sunrise effect when the visible light strikes the height 
level that you are studying? 

Smith: The effect is seen at 	=85 °  when the ground glazing visible light strikes the region. 

Pfister: Your data show a smooth variation. The VLF data have shown in quite a number of cases that 
the sunrise occurs in two steps. The implication was that we were dealing with the ultraviolet and the 

visible light which came at different times. If I remember correctly, Bowhill concluded  from  his rocket 
experiment that there is no effect from the visible light and that only the effect of the ultraviolet light is 

evident. 

Smith: You cannot expect this type of work to produce lots of data unless you spend a lot of time and 

work hard at it. The data we have is consistent with what I have shown. If you want me to look for a 

discontinuity, day after day, in the downward development, then I would say I will need a dozen men to do 

it. 

It is hard work but there is no question about the heights or about the time or about the release 

of 1 or 2 electrons up there. The discontinuities can be studied, but it might take a year or two to get a 

lot of data for just this one type of observation. The point is that it can be done. 
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3.3.1 	 HARMONIC GENERATION IN THE IONOSPHERE 

by 

R.E. Barrington 

Radio Physics Laboratory 

Defence Research Telecommunications Establishment 

Ottawa, Canada 

Although the propagation of radio waves within the ionosphere has, in general, been 
treated using a linearized theory, it is well known that the equations governing such propag-
ation contain several non-linear terms. These non-linear terms can usually be neglected 
because of the rather low amplitude, within the ionosphere, of radio signals radiated from 
the ground. With the development of increasingly powerful transmitters, coupled to antenna 
systems of narrow beamwidth and the advent of rocket- and satellite-borne radio  transmitters, 
the importance of and interest in non-linear effects within the ionosphere has steadily 
increased. 

Certainly the ionospheric non-linearity that has received the greatest attention up to 
the present is that associated with the "Luxembourg effect" or cross-modulation. This is 
essentially a DC phenomenon in that changes that occur within a wave period are not important 
compared with the average change in collision frequency produced by the disturbing wave over 

many wave periods. Nevertheless, the very existence of this phenomenon means that the iono-
spheric collision frequency is sensitive to the energy of the colliding electrons and hence 
is a source of non-linear behavior. 

In addition to the non-linearities introduced by collisional terms, there are at least 
three others that occur in the equations governing the ionosphere, even in a non-relativistic 

mean-value theory of homogeneous plane-wave propagation. In such a theory, the macroscopic elec-

tronic current must be evaluated and this is given by the product of mean particle density N, 

and mean particle velocity  U, and  since both these quantities have components varying in space 

and time, the electronic current has non-linear terms associated with it. The mean particle ac- 
dU 

celeration produced by an electromagnetic wave in the ionosphere is rt . DU/ at  + U.V U. The 

term U.V U is non-linear. Finally the magnetic force acting on the ionospheric electrons 

depends on UXH where H the macroscopic magnetic field has a varying component due to the 
magnetic field of the wave in addition to the steady component of the earth's magnetic field. 

Since several different mechanisms may contribute to the non-linear behavior of iono-
spheric propagation, it is of interest to assess the relative importance of these processes. 
If consideration is restricted to harmonic generation or frequency mixing, the most important 
parameter is the ratio of the amplitudes of the harmonic or combination frequency components 
to the amplitudes of the exciting waves. It can be shown that this ratio may be of order 
n2 

for the non-linearities of the current density, the magnetic force, and the acceleration 

terms. Here n is the refractive index of the wave, U is the mean electron velocity due to 
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the wave, and c is the velocity of light. 	If it is assumed that the electron collision 
frequency is proportional to electron energy, then the non-linearity of the collision term 

leads to a ratio of linear to non-linear terms of order 	
U 	

where y is collision 
w (V 

rMS 

frequency, w is wave frequency, and VrMS 
 is the root mean square velocity of the 

electrons. It should be emphasized at this point that these are only order of magnitude 
evaluations of this ratio, and refer only to the amplitude of the harmonic or combination 
frequency components of the electronic current at a point in the medium rather than to wave 
amplitude ratios. 

These simple expressions lead to two important conclusions about non-linear behavior 
nU 	

i in the ionosphere. From the expression —
c 	

it s seen that some non-linearities become 

important only when the electron velocity approaches c or, more importantly, when the 
refractive index becomes large, i.e. in the vicinity of a resonance of the medium. On the 
other hand, the collisional non-linearity becomes important when the electron velocity 
associated with the wave approaches the mean thermal velocity of the electrons, provided the 
wave frequency is of the order of the collision frequency. Both of these criteria for the 
collisional non-linearity to be important can be satisfied by some of the powerful HF 
transmitters available today, if attention is limited to the D and E regions of the ionosphere. 

If harmonic generation or frequency mixing in the ionosphere is to be observed on the 
ground or at a site remote from the interaction region, then it is not sufficient that large 
amplitude currents at the harmonic or combination frequencies be established in the iono-
sphere by the exciting wave or waves. In addition, the phase relation between these currents 
at various points in the interaction region must be considered. Generally the requirement 
is that the phase relation of these currents must match that of a magnetoionic mode at the 
harmonic or combination frequency and propagating towards the receiver. It is not necessary 
that such a match exists over the entire interaction region, but only over a significant 
fraction of it. In general, this coherence condition on the generation of a harmonic or 
combination frequency may be of considerable value, since it means that the generation is 
restricted to small volumes of the medium at a particular height. Thus if such processes 
can be observed and interpreted, they would become powerful diagnostic tools for ionospheric 
study. 

The possibility of detecting harmonic frequencies generated in the D region by collision-
al processes was studied both theoretically and experimentally at DRTE about three years ago. 
The component of the electronic current at the third harmonic of the frequency of a downward 
propagating wave was evaluated using Boltzman's equation and a perturbation technique, 
assuming a Maxwellian velocity distribution for the electrons. The calculation was done for 
the third harmonic component since the non-linearity associated with the energy dependence 
of the collision frequency produces only odd harmonic components. It was found that there 
is no harmonic generation for a circularly polarized wave, and that conditions are most 
favorable with linear polarization. Thus it appeared that the third harmonic would most 
likely be generated near the reflection height, since there the wave must be linearly 
polarized. This is, however, not the region where one would expect the highest values of 
v or U. However, calculations of the amplitude that might be expected for the third 
harmonic indicated that for the parameters of the DRTE system, i.e., a one-megawatt peak, 
pulsed transmitter operating at a frequency of 2.66 Mc/s. and coupled to an antenna system 
with a gain of 10 to 12 db, this signal would have an amplitude of between 10 -5  and 10 -6  that 
of the main echo at the fundamental frequency. This was about the limit of sensitivity of 
the receiving equipment under the best possible conditions, and no positive evidence of a 
third harmonic component generated in the ionosphere was found. 

The advent of topside sounder satellites, with powerful transmitters (up to 400 watts 
peak pulse power) has made possible the observation of non-linear behavior associated with 
resonances of the medium. The sounder experiments that have been orbited are not ideal from 
this point of view, since the receiver is invariably tuned to the transmitter frequency. In 
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spite of this limitation, echoes associated with a non-linear response in a region remote 
from the satellite have been observed. It was found that delayed signals at the transmitted 
frequency appeared to originate at a height where the wave frequency was twice the local gyro-
frequency. While the interpretation of these observations is being developed, it provides 

one of the first examples of ionospheric non-linear behavior in which radio frequency signals 
are produced, rather than merely modified in phase or amplitude as in the Luxembourg effect. 
Undoubtedly with a transmitter receiver system embedded in the ionosphere, but with the 

receiver not always tuned to the transmitter frequency, many new forms of non-linear behavior 

could be explored. 

361 

96413-25 



362 	 R. E. BARRINGTON 

Discussion on Paper 3.3.1 presented by R.E. Barrington 

Reinisch: What was the ratio of energy in the third harmonic to energy in the fundamental signal that you 
expected? 

Barrington: With the experiment that we conducted, the ratio of the expected signal strengths was of the 

order of 10 -5  to 10 -6 . Our sensitivity was of this order too, so the fact that we didn't unequivocally 

detect something didn't worry us too much, because we felt this was easily coped with in the theory. 

Reiniscb: What is the amount of third harmonic energy which is contained in the transmi tted pulse? 

Barrington: We were conducting a pulse experiment, where the fundamental travels to the E region and is 
reflected; the third harmonic component of the transmitted wave would not be reflected within the E region. 
It may be reflected at some greater height, but there would be a considerable delay between the reception 
of the third harmonic that was generated in the ionosphere and the reception, after reflection, of the 

component originally radiated by the transmitter. Partial reflection of the third harmonic within the E 
region could give you problems. 

Jobler: In the higher energy terms for these non-linear processes, can we neglect gradient pressure? 

Barrington: No, this could also lead to non-linear effects. 

Jobler: Your equation didn't show it. 

Barrington: No, this would be an additional effect. I was just pointing out some of the effects that we 

examined. 

Jobler: In other words, this is a cold plasma type of treatment. 

Barrington: Exactly. 

Jobler: If we looked at this as a hot plasma I suppose we could get some non-linearities from the thermo-

dynamic processes involving the gradient of the pressure. 

Barrington: Yes. Of course when we were examining this term we actually did a Boltzmann treatment to 

make sure that the effects we were predicting hydrodynamically did appear when you did consider a 

Maxwellian distribution. 

Elkins: I didn't see where polarization entered your analysis, so would you please explain why you don't 

expect non-linear effects through circular polarization? 

Barrington: Non-linear effects certainly can exist with circular polarization. However, the non-linear 

effects that I have considered due to the dependence of collision frequency on energy disappear, if you 

consider circular polarization, but exist for the case of linear polarization or, of course, for elliptical 

polarization. 
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3.3.2 	 IONOSPHERIC DETECTION EFFECT 

by 

G. Lanza* 

Northeastern University, Boston, Massachusetts 

1. Introduction 

Several wave interaction experiments at vertical incidence were performed in Italy by 
Cutolo (1) in which a VHF wave modulated at the gyrofrequency was used as disturbing wave. 
The same type of experiments were performed by the author in Australia during 1965. In 
1963, Cutolo (2) also performed the experiment at oblique incidence, propagating the wanted 
wave for a distance of about 1000 miles. A considerable amount of modulation was impressed 
on the wanted wave during this experiment. The impressed modulation was present only when 
the VHF disturbing wave was modulated in the vicinity of the gyrofrequency indicating the 
existence of a resonance. The experiments at oblique incidence were performed at night. 

The physical interpretation of these results is that through the non-linearities present 
in the ionospheric plasma, a field at the gyrofrequency is liberated and this interacts with 
the wanted wave as happens in the normal Luxembourg effect. Unlike in the normal Luxembourg 
effect, however, in which the gyrofrequency field is absorbed at the bottom of the ionosphere, 
the field liberated by the detection effect can reach any height, due to the lower absorption 
of the VHF wave, so that its energy can be deposited where it is most efficiently used. 

The analysis in the paper shows how a field at the modulation frequency can be pro_ 

duced by the interaction of the fields at the carrier and sidebands frequencies. The 
theoretical results are in essential agreement with the experimental results at oblique 

incidence, and indicate also that the orientation of the electric field e, the geomagnetic 
field

o 
and the direction of propagation a of t is important. 

Impressed modulation three orders of magnitude smaller than those for an oblique 

incidence experiment are expected for vertical incidence. 

* Work performed while visiting the University of New England, Armidale, N.S.W. Australia. 
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2. Fundamental Equations for the Propagation of an El  Wave in an Ionized Medium. 

The Maxwell equations will have to be satisfied at all times by the propagating fields. 
These equations are: 

— 	-1• DE 
• x 11 = j + E - 

0 at 
_ , 
3 x E = -m o  

The conduction current is 

J  = -nev 

where v is the ordered velocity acquired by the electrons under the action of the electric 

field e and n is the electron concentration. 

The equation employed to obtain v is the equation of conservation of momentum, which 
for electrons under the influence of an electric field É, immersed in a uniform magnetic 
field B

o
, and taking into consideration collisions, becomes 

dv 	+ + + + 
— = -n(E + v x B) -vy 
dt 

where 

n .-e/m  = 1.76 x 10 11  coul./ 
kg. 

is the collision frequency. 

B = B
o 

+ B1 	(B
o 

= geomagnetic field 

B1 = field associated with wave) 

The system of cquations can be closed with the equation of conservation of charge 

an 
— = electron generation rate - loss rate 
ât 

Maxwell's equations ay linear equations unless propagation occurs in a medium. 
Only the conduction current 3 can supply the non-linearity. Examining equation (3), we see 

that higher harmonics of the current are obtained when both v and n oscillate at the funda-

mental frequency, or when either n/›. or n have higher harmonic components. 

In what follows, we wish to limit ourselves to fields low enough so there is no 
generation of new electrons by ionization, and further we assume n to remain constant. We 
can hence neglect equation (5) in the subsequent calculations. 

Equation (4) will therefore have to supply the non-linear terms which are the cause 
of the higher harmonics in the velocity. 

We see in (4) that the inertial term is 

dv 	Dv  
= — + v-vv 

dt   

and --Nr.; is obviously one of the non-linear terms we wish to maintain. Observing that 

qualitatively at least v « e through the mobility equation, 
+ -+ 
v-vv « t-vt 

(1) 

(2) 

(3) 
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Hence this term has to be retained whenever the electric field changes over the mean free 
path of an electron. At relatively low frequencies this term can be disregarded, but not at 
higher frequencies. 

Another non-linear term is furnished by the -Ir x B term. This term 
4 

is usually dropped compared to the fundamental field. 

be negligible compared to the higher harmonic fields and consequently we decided to 
retain it. 

Another non-linear term is the term Iry . This term is responsible for the Luxembourg 
effect and it is the most known. As can be shown (3), v varies at the second harmonic rate 

and therefore, the Iry term can only produce third harmonics and not second (4). 

In what follows, we will concentrate on second harmonic generation and therefore, 
this latter term will be neglected. 

3. Second Harmonic Generation (5) 

We wish to derive specific relations for the amplitude of e2, the second harmonic in 

volume polarization. As we have seen before, the terms responsible for second harmonic 
› 

generation by velocity modulation are derived from the terms v.vv and v x 

Let r
o 

be the average position of charge, r the actual position of charge, and 4 the 

displacement of charge. Values with index o will indicate corresponding value for DC case, 
with index I will denote uniform AC variable with the applied frequency. No index will 
indicate a non-uniform AC quantity. 

4 
The equation of motion (4) in terms of R will become 

• 

+ ve = -n(i(r)-i x 4) 	 (6) 

As was seen before, one source of non-linearity is produced by the fact that the 
electric field changes over the orbit of an electron. We allow for this by expanding the 
field in Taylor series about r = ro . 

e(it) = e l  , (e.7), r  = 

If there is a non-uniformity in i, there will also be one for 	However, we 

disregard this as negligible. 

Inserting (7) into (6) we obtain 

+ (v
c
x)e 	+ eb 

where 

(e.7i)e, 	-e,x e T 

W 
4. 	 fle 

0 

36 5 

v, , c  

not 

and therefore it 

is of the order 

However, it may 



(10)  

(11)  

(12) 

(13) 

(14) 

e; = 7(el-e) 	ei 

= -- 	-±  . el 	e l 	l 

which also can be written as 

(15) 

(16) 
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• 
The solution of the linear part of (8) is obtained by putting 	. 0 in (8) and 

taking an e iwt dependence for the driving term. This allows us to look for a solution with 
the same time dependence. 

Hence, calling el the linear part of e 

el 	(v 	= - nel 

Integrating 

n iwel + (v-w
c
x) el = -r: E l  

and solving for e l  we get 

el = - i-1
• 
 [Ame X (el 	e) 	cme el . D(w) (14)i]] w 

where e is a unit vector in the direction of the magnetic field eo  and 

V  + iw  
A(w) - n

(y + iw)2 + w
c
2 

C(w) - n (v 	iw)2 	w  2 

1  
D(w) - n 

v + iw 

Now that we have found the linear part of e, we can proceed in finding the next 

approximation by substituting el for e in (9) and solving then (8) with the new value of 

el2 . We have 

= 	= 	-el. el 
o 

Now 

= (el. 	. el  X  (7  el) 	e 	. el) 

The second and fourth terms will disappear because e l  is  uniform e  using (2), the 

third term becomes _e l  . .à1 and (14) is 

7(el-e) = (el-7)e - el 

Or 

(el-7u = 	ei 
tl 

and finally L2 turns out to be 

w
c 
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The first term in (16) arises because e may be not uniform in the direction of electron 
displacement. However, if this was not true, there would still be a contribution to L- 2 from 

the gradient of e, simply because e propagates, and this is the significance of the term 

x e l  in (15). 

Assuming 

ei  X ei 

+I 	4 
we can take E2 = 2WR1 x Bi 

and as 

B 1  = 	el -1  
P2 

4 
(a is the direction of propagation of e,) 

we get 

= 	el . ca> . el) = 	acel-e1)-el(e14)1 

Now that e i  and el are known, the same evaluation of e l  will give us e2 , where 

A(w) 	A(2w) etc. and el  -› el. Hence, the second harmonic displacement will be 

2 = - 	{A(2w) e x (1 x e) 	C(2w)e x 	+ D(20(e.Ébel 
2iw 

4. Detection Effect 

We see from (17) that e2 , the second harmonic displacement term, is proportional to 
#1 
c2, which contains the non-linear terms. In fact, if it is assumed that the electric field 

gradient is zero, that is, if the field is assumed to be plane and uniform, e contains 

products of the type el  • 

Let us assume that e l  is an amplitude-modulated field, 

el = elo(1 + m cos nt) cos wt 

Because of the superposition principle in RI, el  is the solution of a linear equation 
*1 

and will be modulated in the same way. The factors in t2 containing the product of e, and el 
 will now be composed by the products of two factors, each containing a carrier and two 

sideband terms. of the nine terms, four will be products of carrier with sidebands, and will 
have a time variation 

cos ut  cos(w±1.1)t = 1/2 cos nt + ½  cos [(2w±n)t] 

367 

(17) 

• 

(18) 
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w

c 

368 	 G. LANZA 

The first term at the left-hand side of (18) varies at the modulation frequency. 

Focusing our attention to these terms only, in E2 will appear 4 e l . E i , where we understand 

that  i and e l  are carrier and sidebands or vice versa. As the sideband has an amplitude 

of that of the carrier, and taking the factor of 1/2 appearing in the time term in 2 
consideration, we conclude that f2 will behave like mRIE1 and vary like cos lit.  

We can readily attain the displacement at modulation frequency by substituting in 

(17) for e l2  the new P2  and 2w -› 0. This will give us 

e = - . X  e) cm e 	Dmme.e )e} 
10 

The volume polarization at the modulation frequency is 

e = nee 

We have now 

(19) 

A(0) = n 
V + iS2 

( v 	im2 	w2 

(„ i)2 w 2c  

1  
D(0) - 

 n 	i0 

We see hence, that every time an electric field is amplitude-modulated, there is a 
polarization term varying at the modulation frequency. If the modulation frequency is equal 
to the gyrofrequency, we have a resonance. 

5. Calculation of e for some Orientations of Electric and Magnetic Fields 0 

-+1 
Inserting in E2 the value of e l  given by (10) and substituting in (19) would allow 

us to find out the e term for any orientation of the e and i field. According to the 

figure, we obtain for e l , el2  respectively 



and 

For 6 = 00  and a=  90° . 

- ,-- 

iXw 
471 

{((w) - [ 0 (w) -A(w)]cos 2  a)E1 2 a>" -D(w)A(w) E 1 2  

= 
S.2 

m4 11 
 0Xw 

> > 
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1{ ,  
7: a (I)( 	 M w)-A(w)) E l  cos a cos 6 + e AME I  + [D 	-A(4 E 1  cos 2 	-p(w)sin 

cos a cos Be  

-4-1 	471.  
E = - 	A(w) E1 2â 2 	ix w  

and substituting in (19) for e, we get 

ID(0)A(w)IE1 2â 

and finally the polarization term e, 

P 	
= 2mne i pmA(0 1 E1 21-  

Q1 	' 

For the case of a = 0 0  and 6 = 90
0  we find 

e  = 
cn

2mne I c(0)E ml E 1 2 e x 
ç2  

The ratio of these two polarizations is 

ee2 	Ic(p)Dmi  
e 	ID(Q)Ami 
ni 

Now, at resonance, assuming w » y and 0 

1 

	

10(41 	— 
w 
1 

I (0 ) 1 - 7-2-  

	

i 	1 
IA(w) I - w 

1 1C(0) I 

P, 
u.2 

- SO 
P 	- 2v 

for n - 10 7  and v 	105 . 

We have seen now that for the case of propagation along the magnetic field and 

electric vector perpendicular to it, the polarization at the gyrofrequency is given by 

369 

=- 
a) 

2mne E  21 
UUTJ 1  - 
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For the case of E parallel to magnetic field and propagation perpendicular to it 

mne  
P 	- 	n1 b 	a Q2 	cQvw 

› 
and that for propagation perpendicular to magnetic field and E perpendicular to o

, 

{

( e 	. mne 	+ 12-) - 	ot x e 	( + 1 _ 	sin Ota 	EI 2  Q3 	7F)7, 	„., Los 	a 
w 

Weseethateandturn out to be of same order of magnitude, while the ratio of 
Q2 	"3 

e 	to either 	or eSb is of the order of 
0 1 	02  

2v 
—72 

that is, it is at least  one order of magnitude smaller than the two other polarizations. 

6. Comparison with Experimental Results 

It has been shown how a field at the modulation frequency can be liberated in the 
ionosphere, essentially by the interaction of the carrier with the sidebands. Suppression of 
the carrier to increase modulation leads only to higher harmonics of the modulation frequency. 
A formula is obtained which gives the field strength produced at the modulation frequency as 
function of the disturbing power, for any orientation of the earth's magnetic field, direction 
of propagation of the disturbing wave and polarization of the electric field. If the 

modulation frequency is the gyrofrequency, the effect shows a resonance that greatly enhances 
the phenomenon. 

For the situation corresponding to propagation and polarization both perpendicular to 
the earth's magnetic field, the electric field strength at the gyrofrequency generated by 

the polarization P
s2 

is (6) 

w 2  
E 	n E2 A y  vi 

vw 	c2 " 1 	tm 

where 

E is the field strength at the gyrofrequency, Q  is the gyrofrequency 

w is the plasma frequency 

w is the carrier frequency 

m is the % modulation of disturbing wave 

C  is the speed of light 

El is the field strength of the disturbing wave at carrier frequency 

àz is the thickness of ionosphere in which the radiated fields add in phase. 

Taking now 

n (electron concentration) - 3 x 10 9  electrons/c.c. 

w  2 , 9 x 1 012 

and using 

10/ 
 d 
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and taking 

d  = 10 5m 	w = 3 x 10 8  c/ s  

Az = 10 4m 	u  = 10 5  

we get 

E = 3 x 10 -9  PG 

m = 5 x 10 -1  

Knowing EQ  allows us to calculate the power that should be radiated at the gyrofrequency to 

produce the same effect. In the case of Cutolo's experiment, at oblique incidence, 
PG - 1Mw, m 	.5. The E0  produced is the same as if it was produced by a radiated power at 

the gyrofrequency of - 5kw. With this power at oblique incidence, a 3 per cent modulation 
on the wanted wave is predicted. This is in agreement with Cutolo's observation. At 
vertical incidence, a modulation of .003 per cent is predicted, well below the receiving 
capabilities of existing installation. In the calculations above, n = 3 x 10 9  has been used 
to insure that the plasma frequency is lower than the gyrofrequency, to make sure that all 
the radiated fields at the gyrofrequency radiated by the various electrons are in phase for 
the thickness of the layer. An analysis should be made to see how an increase in plasma 
frequency affects AZ and the direction of propagation of the generated gyrofrequency field. 
The theory indicates that at a modest power level one can impress a noticeable percentage 
modulation on a wanted wave. Radiated disturbing powers of the order of 100 Mw are capable 
of producing a field at the gyrofrequency of the order of 1 V/m, depending on the value of 
the collision frequency and consequently on the height of interaction. These field strengths, 

at a pressure p 	10 -3 mm.of 11g,give an —2  ratio of the order of 10, at which breakdown of 

some of the constituents of air becomes possible. 

The theory also predicts that, all parameters remaining unchanged in Australia, the 
phenomenon should be - 50 times less noticeable, because, due to the peculiar direction of 
propagation almost parallel to the magnetic field, no resonance effect is possible. 
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3.3.3 	 AN ATTEMPT TO GENERATE COMBINATION 
FREQUENCIES IN THE IONOSPHERE 

by 

R.A. Smith, R.G. Loch, and B.S.N. Prasad 

University of New England, Armidale, Australia 

Presented by R.A. Smith 

Since radio wave propagation in the ionosphere is non-linear, combination frequencies should be pro-
duced when two waves are superimposed. Experimental studies of this mixing, which has an extensive theo-
retical literature (see Ginzburg and Gurevich 1960), are limited to those of Hakefost (1936) and Green (1965). 
Hakefost easily detected many combination frequencies but the mixing most probably occurred in aerial 
structures in the neighborhood of his receiver. On several occasions during the Leonid meteor shower in 
1960, Green, near Washington, D.C., observed a specular return lasting for about 20 seconds at the difference 
frequency (2.878 Mc/s.), but not at the sum frequency (25.026 Mc/s.), of two powerful pulsed transmissions 
(11.074, 13.952 Mc/s.) directed to the south. From the discussion of the experimental parameters and other 
information given by Green, it is difficult to attribute these returns to mixing in the vicinity of the antennas 
during either transmission or reception. Since the transmitted beams were not coincident and the returns at 
the difference frequency do not correlate with features of the returns observed at the fundamental frequencies, 
it is equally difficult to be certain of their origin in the ionosphere. 

The three stations used at the University of New England for research on radio wave interaction are 
described in Paper 3.2.1, where they are referred to as A, B, and C. Of these, A and B are disturbing 
stations, and C, which is 9 km. from A and 1.5 km. from B, contains transmitters and receivers for the 
wanted wave. The disturbing transmitter at A can be pulsed at powers up to 200 kw. at frequencies within 
±20 per cent of the gyrofrequency (1.515 Mc/s.). Its aerial is a circularly polarized square array of four 
horizontal half-wave dipoles. Less powerful circularly polarized pulse transmissions at a frequency of 
2.12 Mc/s. can also be made from A. The transmitter at B is operated at the gyrofrequency and its aerial 
is a circularly polarized array of 40 horizontal half-wave dipoles. At the maximum power of 500 kw. into 
this array, it is estimated that the electron tanperature near 90 km. in the nighttime lower E region pro- 
duced by extraordinary mode radiation is above 5000 ° K. The aerials at C include circularly polarized square 
arrays of four dipoles for frequencies near 2.12 Mc/s., pairs of orthogonal dipoles for frequencies near 1.78 
Mc/s., and delta aerials for an ionosonde. Because of its role as the wanted station, care has been taken at 
C to prevent non-linear effects from being produced in its aerials and receiving equipment by radiation from 
the two disturbing stations. 

During the first week of August 1964, unsuccessful attempts were made at C using a Redifon communi-
cations receiver to detect returns from the ionosphere at combinations of the frequency f (1.515 Mc/s.) of 
CW transmissions at a power of 220 kw. from B, and the frequency  f 2  of pulsed transmissions from A. 
Generally, the delta aerials at C were used for reception but at frequencies fôr which these aerials are 
inefficient and at frequencies near the operating frequencies of the resonant aerials at the station, the latter 
were also used in both balanced and unbalanced configurations. 

The exploratory searches for a combination frequency return were made at night with the transmitter 
at A generating pulses of 800 g sec.  duration and 100 Inv. power at a frequency of 1.78 Mc/s. When these 
searches to the 30 Mc/s. upper frequency limit of the receiver proved fruitless for each of the four combi — 
nations of the polarizations of the waves transmitted from A and B, the search was narrowed to the more 
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probable frequencies I2f ± f , J  f ± 2f2  I , f i  ± f2  , and the output of the diode detector of the receiver 
1 	2 	

i 
 

was displayed on an oscilloscope for close examination of the trace at the delays for returns from the E and 
F regions. 

On the night of 5 August and during the day of 6 August, immediately following each search for a 
combination signal, the output of a pulsed signal generator was added to the aerial circuit of the receiver, and 
the signal level, which gave a pulse that could be clearly seen in the noise and interference picked up by the 
aerial, was recorded. For these two series of observations, details of the transmissions f and of the combina-
tion frequencies examined are given in the table. 

Detection levels in search for combination frequencies 

Date 	 f 	 Combina- 	2f 	+ f 	2f _ f 	! f 	— f 	I 	f 	+ f 	f 	+ 2f 	I f 	_ 2f 	I 
2 	 tions of 	1 	2 	1 	2 	 1 	e 	1 	2 	1 	2 	1 	2 

	

modes 	(Mc/s.) 	(Mc/s.) 	(Mc/s.) 	(Mc/s.) (Mc/s.) (Mc/s.)  

5 August 1964 	1.78 Mc/s. (A, 	ee, eo 	4.810 	1.250 	0.265 	3.295 	5.075 	2.045 
(0000-0500 	120 kw., 800 gsec., oe, oo 	(0.7) 	(75) 	Heavy 	(3) 	(0.7) 	(1.5)  
E.A.S. T.) 	4-dipoles) 	 inter- 

rence 

2.12 Mc/s. (A, 	ee,eo 	5.15 	0.91 	0.605 	3.635 	5.755 	2.725 
15 kw., 450 	gsec., 	oe, oo 	( 1) 	(2) 	(1) 	(15) 	(1) 	(1) 
2-dipoles) 

1.848 Mc/s. (A, 	ee,eo 	4.878 	1.182 	0.333 	3.363 	5.211 	2.181 
80 kw. 	800 usec., 	 (5) 	(not 	(not 	(15) 	(2) 	(3) 
4-dipoles) 	 measured) measured) 

6 August 1964 	1.78 Mc/s. (A, 	ee, eo 	4.810 	1.25 	0.265 
(1200-1500 	115 kw 	300 p.sec., 	oe, oo 	(0.5) 	(5) •, 	 Long 
E .A. S. T.) 	4-dipoles) 	 wire 

aerial 
(30) 

In this table the first letter of the notation eo, etc. gives the polarization of f i  (o, ordinary, e, 

extraordinary), and the second gives the polarization of f, . The level, in microvolts, of the signal that would 
have been detected is given in brackets below the combination frequency. It refers to the voltage across the 
80  12 receiver input and, with the exception noted in the table, to reception using the delta aerials. At all 
frequencies examined, the limit of detection was set by external noise and was thus independent of the ef-
ficiency of the delta aerials, which have an absorption cross-section of about 1500 sq. m. at fregeencies 
above 2.5 Mc/s. 

By the use of a more sophisticated detection method, by observing over long periods to find extremely 
quiet conditions, and by the use of a high-gain receiving aerial to discriminate against noise and interference 
it might be possible to detect ionospheric returns at combination frequencies. However, when considered in 
relation to the powers radiated and the detection sensitivities achieved, the negative result of the present 
experiments indicates that the signals would need to display some feature characteristic of an origin in the 
ionosphere before the existence of minor effects at the ground, such as mixing of echoes from the ionosphere, 
could be excluded. 

373 



374 	 R.A. SMITH, R.G. LOCH, AND B.S.N. PRASAD 

REFERENCES 

Ginzburg, V.L. and A.V. Gurevich. Soviet Physics "Uspekhi", 3, 115 and 175, 1960. 

Green, LA. J. Geophys. Res., 70, 3244, 1965. 

Bakefost, W.L. Wireless Engineer, 13, 298, 1936. 



h. 1 (TH  + jT1.4 

GVTD 
1-exp [ 19i. (h i  -h)] 	( 

D F 
) dh (1) 

375 

3.3.4 	 RADIO WAVE INTERACTION SPECTRUM ANALYSIS 

by 

H.S. Lee and T.D. Pinkerton 

Ionosphere Research Laboratory, Pennsylvania State University 

Presented by H.S. Lee 

1. Introduction 

Although the pulsed radio wave interaction experiment, in conjunction with the partial 
reflection experiment, is considered one of the two powerful ground-based techniques available 
to study the D region of the ionosphere, it has its shortcomings as most other techniques do. 
For example, in obtaining a complete interaction height profile, the delay time between the 
transmission of the wanted and disturbing pulses must be changed between each measurement 
until the whole region of interest is swept in terms of h.. This procedure can be time-
consuming, and since the state of the ionosphere can change over a period of time, the longer 
it takes to obtain a complete set of data the greater the error in the synthesized electron 
density profiles can be. Another source of error arises from the fact that the measurements 
can only be made down to a certain minimum height, say about 60 km., while there is inter-

action occurring below this height, which must somehow be taken into account. 

The so-called spectrum analysis method is introduced in this paper with the belief 
that it could eliminate the difficulties mentioned above and bring forth some of the 

advantages to be discussed later. The method is different from the conventional method in 
that it measures the frequency spectrum of radio wave interaction. This method was developed 
from efforts to improve the accuracy of the interaction experiment by including the effect 
of finite wanted pulse width in the theory, which is discussed in Section 2 and is followed 
by the method of spectrum analysis in Section 3. 

2. Effect of Finite Wanted Pulse Width 

Most radio wave interaction theory has assumed a delta wanted pulse width and a 
finite disturbing pulse width. For example, the complex interaction coefficient, 
T = T

A + jT 
for the amplitude and phase interaction given by Weisbrod et al. (1964) 

h. 
1 

T = T + jT = jr 
 THA . iT 	(1-e 

 H, 	-2Gy 	1 	] 	a F -GvT
D) exp [---- (h. -h) (- ----)dh c 	1 	a h A 	. 	GVT D O  
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where some of the symbols relevant to the subsequent discussions are: 

h. = h. - 
1 	1 	2 

h. = height of interaction = height where the leading edges of the two pulses meet 
1 

T
D 

= disturbing  puise  width 

G = energy loss coefficient 

is based on such an assumption. However, the necessity of including the effect of the 
finite wanted pulse width in the interaction equations can be seen by referring to Fig. 1, 

which shows the amplitude and phase interaction coefficients for delta wanted pulse plotted 
against height above the ground. 

The vertical dashed line in the figure represents the delta pulse concept of 
amplitude interaction and the solid line following the contour of the amplitude interaction 
curve represents true interaction. Obviously, there will be some error incurred by not 
accounting for the finite width of the wanted pulse, and the degree of error will depend on 
the manner in which the interaction coefficient is measured and will also be a function of 
the width of the pulse, increasing with increasing pulse width and being greatest where the 

T 
slope of the interaction curve, 

D 	
, is the greatest. 

Fig. 2 shows the repetition of the interaction of the finite wanted pulse for a given 
valueofh.as  a function of time, where T

D 
is the period of recurrence of the disturbing 

1 

pulse. It is the mean value or the fundamental frequency component of the repetition rate 
of the disturbing pulse that is actually measured in practice. Thus, since the ratio of 
interaction of the trailing edge to the leading edge of the wanted pulse can be as great as 
100 for a typical wanted pulse width, large error can be incurred if a delta pulse is 
assumed for the wanted pulse. As in Fig. 1, the dashed line in Fig. 2 represents the delta 
pulse concept, while the solid line represents true interaction. 

If the finite width of the wanted pulse is accounted for in deriving the interaction 
equations as done by Pinkerton (1966), where both the wanted and disturbing pulses are 
assumed to be rectangular, the result is 

k
w
k
D
x
D  v 
	D  

T 	
X„, +j D p 

) • E 
1 

. 	 — vw 	n • W,D
(h) 

 ave = 3 fl( Jr 
01,2N 

h 
exp(-2kp jr  xi)  dh)dh 	for n = 1, 2, 3, 4 

The E
n 

term in the above equation depends on the limits of integration, which are 

shown geometrically in Fig. 3 in terms of h i  introduced earlier, and on the relative widths 

of the wanted and disturbing pulses. In practice, the wanted pulse width is generally 
narrower than the disturbing pulse width, as shown in the figure, and the E

n 
for this case 

are given below. 

1 	 2Gy 
El - 	[1-exp(-Gv T

D
)] • [1-exp(-G\n w)] • exp[ - — (h! -h)] 

c 
(GV) 2  T

w 

for 0<h<h! 
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1 	i.2 	1 
E2  - 	(h-h G y T

w 	
l ) 	uu [1  

-exp(-G)TD ) 

exp[-Gy(Tw+T D)] -exp(-GyTw) 

2Gy 
— (h! -h) 
c 

for h! <h<h
i2 1 

for h. <h<h. 
12 	1 

for h.<h<h? 
1 	1 

where T
w 

wanted pulse width. 

The effect that the finite wanted pulse width has on the interaction coefficients can 
best be described by referring to Fig. 4, which shows the amplitude interaction height 
profile for several different values of the wanted pulse width, generated based on equation 
(2). 

It is evident from this figure that large errors can be incurred if the wanted pulse 
width is too large for the valid usage of the delta pulse width approximation, represented by 
equation (1). 

Fig. 5 shows an example of the error incurred in the synthesis of electron density 
when the delta wanted pulse width theory is used while the data is generated from the 
interaction equations for a finite wanted pulse width. The assumed electron density used to 
generate the data is given by the straight line in the figure, while the various points 
represent the electron density synthesized from the data generated for the height equivalent 
of the wanted pulse widths of 1, 5, and 10 km. This figure, as does Fig. 4, clearly shows 
that large error could result if the effect of the finite wanted pulse width is neglected. 

The points representing the electron density synthesis of the five-kilometer wanted 
pulse width data and those representing the ten-kilometer wanted pulse width data are not 
extended above the heights of 60 and 55 km. respectively, since interaction is an integral 
effect, and if the first few synthesized points are not accurate, the rest of the points 

cannot be expected to be accurate. 

3. Spectrum Analysis of Radio Wave Interaction 

It has been shown that it is important to account for the finite width of the wanted 
pulse in radio wave interaction experiments. Unfortunately, equations 2 and 3 are complex 
and represent only the average value of the interaction coefficient over the width of the 
wanted pulse. Therefore, these equations are not only cumbersome to use but there will still 
be some error, since the exact form of interaction profile cannot be determined uniquely from 
the average values. It was because of this problem that the idea of a frequency spectrum 
analysis of radio wave interaction was looked into. That is, by measuring not only the 
amplitude and phase of the fundamental frequency component of the repetition rate of the 
disturbing pulses, as is done in the present experiment, but also those of some of the higher 
harmonics, the exact wave form of the interaction pulses shown in Fig. 2 can be found uniquely. 
Furthermore, if the wanted pulse width is made wide enough to cover the whole region of 

( 3 ) 
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interest, the exact form of interaction profile of the delta wanted pulse for that region 
can be found from the simultaneous measurement of the amplitude and phase of the fundamental 
frequency component of the repetition rate of the disturbing pulse and those of its harmonics. 
Such a wanted pulse width will hereafter be referred to as a wide wanted pulse width. 

Fig. 6 shows the amplitude interaction profile with a very wide wanted pulse width 

extendingfromh.toW!,as opposed to the narrow wanted pulse width of 5 km. shown in Fig. 1. 

Fig. 7 shows the repetition of the amplitude interaction of the wide wanted pulse width as a 
function of time, where TD  is the period of recurrence of the disturbing pulse. The radio 

wave interaction spectrum analysis is, in essence, the determination of Fourier coefficients, 
in terms of amplitude and phase, of the periodic wave form shown in Fig. 7, by applying 
Fourier analysis. On the other hand, if the coefficients are known, the wave form of the 
periodic function, which is none other than the interaction profile, can be synthesized. 

Fig. 8 shows the result of a Fourier synthesis carried out by assuming that the 
Fourier coefficients are known up to the 600th term. The characteristics of a Fourier 
synthesis with a finite number of terms that are clearly visible in this figure occur at the 
uppermost height of the profile and at the portion below the negative peak. The deviation 
of the synthesized profile from the true profile at the upper end exists because a Fourier 
synthesis, at a point of discontinuity, results in a mid-value there. Since the point on 
one side of the discontinuity in Fig. 8 is zero, if the end point of the synthesis is doubled, 
the profile can be exactly reproduced at the upper end. The deviation of the synthesized 
profile from the true profile below the negative peak appears as a minute oscillation. This 
oscillation is actually present along the entire profile, but appears only below the negative 
peak because the magnitude of the profile there is comparable to that of the oscillation. 
This oscillation will always appear if a finite number of harmonics are used in the synthesis, 
but will be smaller in magnitude if a larger number of harmonics is used. It should be 
mentioned that although the above illustration was made with the amplitude interaction 
profile, the same concept can be applied equally well to the phase interaction profile. 

The accuracy of synthesis exhibited in Fig. 8 is remarkable. However, in order for 

the frequency spectrum concept to be experimentally feasible, it is desirable to keep the 

number of higher harmonic components to be measured as small as possible. There are two 
reasons for this: firstly, it is simply not practical to measure both the amplitude and 

phase of 600 harmonic components simultaneously; and secondly, the harmonic components of 
the order of 600 are too small to measure. 

The reason for requiring as many as 600 harmonics is that the convergence of the 
Fourier coefficients depends mainly on the factor T

w
/T

D
. The smaller the factor T

w
/T

D' 
the 

larger the number of necessary harmonics becomes. Unfortunately, there is a limit as to how 
large this factor can be made. That is, TD  cannot be made so small that the disturbed 

medium does not have time to relax between disturbing pulses. 

Figs.9 and 10 show the amplitude and phase, respectively, of the first few harmonic 
components of the interaction profile shown in Fig. 8 plotted against the order of harmonic 
components. It is interesting to note in Fig. 10 that the phase points of the harmonic 
components fall nearly on a straight line if they are added to the proper multiple of 2n. 
For example, if the value of the phase of the fourth harmonic is added to 2n it falls on the 

dashed line as shown; if the value of phase of the ninth harmonic is added to 4w, it, too, 

falls on the dashed line, etc. Such linear property of phase distribution enables the 
determination of phase of higher harmonic components by extrapolation without actually 
measuring. 

In regard to the amplitude distribution shown in Fig. 9, it was mentioned previously 
in the introduction that it is possible that the lower end of the interaction profile can 

be obtained from the frequency spectrum technique. Actually, amplitude of higher harmonic 
components of the amplitude distribution is no more measurable than the actual interaction 
is below about 60 kilometers. However, since the amplitude distribution is a smooth profile 

and becomes nearly linear at the higher harmonics, as can be seen from Fig. 9, it is 
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possible to obtain these unmeasurable higher harmonics components by an extrapolation from 
the measurable higher harmonic end of the distribution. Fig. 11 shows a Fourier synthesis 
of the same amplitude interaction height profile as is shown in Fig.8,but done with only 
300 harmonic components to show the increased error that occurs in the negative portion of 
the synthesized profile. If these first 300 terms are extrapolated to obtain the next 300 
terms, the synthesized amplitude interaction height profile is much more accurate, as shown 
in Fig. 12. In this figure, the phase harmonic components were extrapolated linearly as 
described above, and the amplitude harmonic components were extrapolated exponentially from 
the slope of the end of the given part of the amplitude distribution. In either case, the 
solid line represents the synthesized profile, whereas the dashed line represents the 
original profile. Comparison of the two figures clearly indicates that although all 600 
terms are desired in synthesizing accurate profiles, there is no need to measure all of them, 
in view of the possible extrapolation. Further tests indicated that even when the number of 
coefficients to be measured is reduced to 200, with the remainder of 400 terms extrapolated, 
the synthesized result is still acceptable although it is not as accurate as that shown in 
Fig. 12. 

It should be mentioned that the distributions shown in Figs. 9 and 10 were obtained 
assuming that the peak power of the disturbing transmitter was 25 kw. In view of the new 
high power facilities to be installed at the Ionosphere Research Laboratory in the near 

future, the magnitude of the interaction effect will increase over 100 times, making the 
first 300 terms of the distributions well within the measuring capability of the equipment, 
thus making the application of spectrum analysis technique quite possible. 

4. Conclusions 

The spectrum analysis of radio wave interaction is found to be theoretically feasible, 
and some of its advantages over the conventional measurements made in time domain are 

recapitulated below. The method enables an exact interaction height profile to be obtained; 
it allows the data at the lower end of the profile to be reasonably extrapolated even though 
it is  flot  measurable; it enables the interaction profile of the whole D region to be 

measured simultaneously and thus eliminates errors that could occur due to changes in the 

ionosphere over a long period of time; and, it allows the valid usage of the delta wanted 
pulse width approximations in the synthesis of both density and collision frequency. 

REFERENCES 

Pinkerton, T.D. "The Effect of the Finite Wanted Pulse Width on the Radio Wave Interaction 

Experiments". Ionosphere Research Laboratory Scientific Report No. 274, Ionosphere Research 

Laboratory, Pennsylvania State University. June 15, 1966. 

Weisbrod, S., Ferraro, A.J. and H.S. Lee. "Investigation of Phase Interaction as a Means of 

Studying the Lower Ionosphere". J. Geophys.  Reg., 69, 2337-2348. 1964. 

379 



Fig. 3. Path geometry with finite wanted and 

finite disturbing pulse widths. 
100,— 

90 

80 

1 
70 

Fig. 4. Comparison between delta 

and finite wanted pulse width 

interaction coefficients. 

50 

40 	  — -le° 	 10
e 	

10 

AMPLITUDE INTERACTION COEFFICIENT 

60 - ZERO 

- I KM 

901— 

801— h 

01— 

H
E

IG
H

T
-

km
  

601— 

Fig. 1. Interaction coefficient vs 

T„ I 	height for finite wanted pulse 

width. 

• / 

10-• 

380 	 H.S. LEE AND T.D. PINKERTON 

100z- 

501— 

Fig. 2. Effect of interaction as a 

function of time. 
40 

—10" 	0 
INTERACTION COEFFICIENT 



o  75 

70 

65 

Ice 

45 

40'7 
10 

H
E

IG
H
T

-
 km

  

60 

55 

50 

O I KM 

• 5 

• 10KM 

H
E

I G
H

T
-k

m
.  

80 

o 
" 

601- 

501- 

40 	  

-10-` 
AMPLITUDE INTERACTION COEFFICIENT 

H 

--- TRUE PROFILE 

--- SYNTHESIZED PROFILE 
50 

O  10 io'' 

AMPLITUDE INTERACTION COEFFICIENT 

RADIO WAVE INTERACTION SPECTRUM ANALYSIS 381 
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RADIO WAVE INTERACTION SPECTRUM ANALYSIS 

Discussion on Paper 3.3.4 presented by H.S. Lee 

Georges: Your spectrum analysis technique would appear to apply equally well to perturbations of a CW 
wanted wave. Would there be any advantage to using this mode of operation, assuming the interference 
problem could be overcome? 

Lee: What we are trying to do is to determine the transferred modulation more accurately. We want to 

know if the measured  TA  value is given by the analytical expressions we have employed. 

Georges: Why do some workers refer to the amplitude interaction at low heights as being negative, when 
AA (the amplitude change relative to undisturbed conditions) is positive here? 

Lee: I noticed that the signs in your profile are the opposite to ours. You have the lower modulations 
positive when we have them negative. I think there may be a slight difference in the definitions. 

Georges: The ultimate definition comes from AA  , doesn't it? 
A 

Lee: I think so, but following that definition we did come up with the negative sign. 

Elkins: On general grounds, it seems to me that if you throw away some of the components of the Fourier 

spectrum you are throwing away some of the resolution. 

Lee: I don't think that I made it clear. I was implying that for large order harmonic components, the 

amplitudes and phases of the harmonic components vary almost linearly with the order of the harmonic 

component, so that you can interpolate or extrapolate the relation. 

Elkins: Isn't the electron density profile dependent on the relation between the component amplitudes 

and the order of the harmonic components? 

Lee: I don't want to comment on that at this time, but it is an interesting point. In the course of this 

study we noticed that the phase of the harmonics varied with the order of the harmonic component, and 

that a plot of phase of the component against the order of the harmonic components was sensitive to the 

chosen electron density profile. This could be due to the particular combinations of electron density and 

collision frequency profiles we used. 
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