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PREFACE 

The lower ionosphere, consisting of the D region and part of the E region below about 120 km. in height, is 
perhaps the most imperfectly understood part of the ionosphere at the present time. This is partly because of obser-
vational limitations and partly because of difficulties in interpreting the observational data that have been obtained. 
Under normal conditions the electron number densities are so low that low frequencies are needed for reflection in 
this height range. Despite an abundance of experimental data, few results have, until recently, emerged from these 
studies. Under abnormal conditions (SID, PCA, and auroral disturbances) the attenuation of radio waves propagating 
within the region can become so great that radio reflections, other than from the base of the ionosphere, are not 
obtained. The dynamic range of variation is large: under normal conditions the electron density and collision fre-
quency values change by up to five orders of magnitude in the height range 30 to 120 km.; and under disturbance 
conditions electron density increases by several orders of magnitude can occur at low heights. 

Thus, while ground-based studies of the lower ionosphere are both scarce and difficult to interpret, the 
situation is not much improved in the case of experiments conducted "in situ". The relative high gas densities 
make environmental measurements with sounding rockets difficult, and most experiments have been designed to pro-
vide information about the ionosphere at heights above about 90 km. A few results have been obtained for the normal 
D region, but in general these are less reliable than those obtained at times when radio wave absorption was great. 

The magnitude of the electron density and its variation with height in the lower ionosphere is roughly known, 
at least at middle latitudes, but superimposed on a general increase with height are important structural features, the 
dynamic changes of which cannot be studied by means of rockets. For example it is becoming increasingly evident 
that meteorology plays an important part in the variability of the undisturbed D region. There is therefore a need for 
a reliable means of studying the lower ionosphere by ground-based experiments capable of synoptic application. In 
recent years, several new techniques have been developed for studying the lower ionosphere, e.g., partial reflections 
and pulse cross modulation, and new progress is being made in the numerical interpretation of low frequency propaga-
tion data. Since an increasing number of research laboratories and organizations are exploiting one or more of these 
techniques, it is important at this time to evaluate the reliability of the data, so that the best experiments can be 
undertaken in a synoptic application. It is important at this epoch of the solar cycle to increase the latitude coverage 
of D-region observations before solar activity increases. 

With this aim in mind, a working conference was planned to bring together specialists concerned with the 
various ground-based experiments. The various experimental techniques were reviewed, emphasizing the state of the 
art and the problems to be resolved, and new and stimulating results  flot  yet appearing in the literature were presented. 
When soliciting papers for the conference, it was made clear that a Conference Proceedings would be published, and 
that an edited discussion following each paper would be included. Even so, it was our intention to lceep the atmosphere 
of the conference as informal as possible so as to promote discussion (or debate), even to the extent of intentionally 
forcing an argument. This procedure sometimes worked so well, it later proved difficult to obtain final manuscripts 
from some of the speakers, and the task of preparing an edited version of the discussions was a difficult one. 

Unfortunately, the three main experiments (partial reflections, pulse cross modulation, and LF propagation) 
have little in common, apart from the fact that they are concerned with the reflection and propagation of radio waves 
in the ionosphere, and workers in the three fields do not necessarily have a good understanding of all the experiments 
or, for that matter, of the D region. 

The purpose of Session 1 was therefore to give a general background of D-region properties, insofar as they 
are currently known, and to show the difficulties that are encountered because of limited knowledge concerning the 
existence of minor constituents and the uncertainties of dominant production and loss rates. The majority of the 
work in Session 1 is a summary of previously published work, of which a knowledge is necessary if the merits (and 
defects) of the partial reflection, wave interaction, and LF propagation experiments, which are discussed in the main 
sessions of the conference, are to be appreciated. 

The partial reflection and the pulse cross modulation experiments and observational results obtained by 
these techniques, and the long wave propagation interpretive results, are the subjects of Sessions 2, 3, and 4 
respectively. Other experiments, e.g., ionosondes and radio wave absorption, and observational results obtained from 
an analysis of these data, are the subjects of Sessions 5 and 6. 

The concluding discussion is intended to compare the various data, to update the present knowledge sum-
maries given in Session 1 in the light of the new observational results presented at this conference, and to define 
the areas where new observational data or new interpretations are needed. 

In setting up this conference, we were guided by the concept that its prime purpose should be the dissemina-
tion of viewpoints, technical information, and scientific results among a relatively small number of active researchers, 
following a pre-arranged program of subject material. Accordingly, the meeting was not open to all who might have 
desired to attend. We hope that this record will be of some value to them, and that it will serve as a basic text to 
be used by future investigators of the lower ionosphere. 

John S. Belrose 
Conference Chairman 
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SECTION 4 

REFLECTION OF LONG RADIO WAVES 

4.1.1 	SOME COMMENTS ON THE DETERMINATION OF D-REGION ELECTRON DENSITY 
DISTRIBUTIONS FROM THE REFLECTION OF LONG RADIO WAVES 

by 

J.S. Belrose and B. Segal 

Radio Physics Laboratory 

Defence Research Telecommunications Establishment 

Ottawa, Ontario, Canada 

Presented by B. Segal 

1. Introduction 

Large amounts of data pertaining to the propagation of long and very-long radio waves for a multitude 
of paths have been accumulated over the past two decades. Despite the fact that these waves are reflected 
near the base of the ionosphere and therefore contain information about the electron number densities and 
collision frequencies in this region, few quantitative results have thue far emerged from these data. Experi-
mentally, difficulties arise because of the long wavelengths involved. The ground-wave for these frequencies 
propagates easily to great distances, so that measurements of the sky-reflected signals are often contaminated 
by unwanted components. Theoretically, also, the long wavelengths result in difficulties. At 30 kHz., the free-
space wavelength is 10 km. Over such intervals, the lower portions of the ionosphere may drastically alter 
their properties. Hence, it is essential that a full-wave theory be used to study the propagation and reflection 
of low-frequency radio waves. Until the widespread introduction of high-speed digital computers, full-wave 
calculations were Impractical except for limited cases. Recently, progress has been made in overcoming 
these limitations, and a number of programs exist for the solution of the differential equations that govern 
the propagation and reflection of long radio waves, such as those of Krasnushkin (1961), Johler and Harper 
(1962), Pitteway (1965) and others. The two methods most widely used in the study of long-wave propagation 
have been those of Pitteway and Yohler. 

2. Numerical Methods 

The Pitteway program is based on the method described by Budden (1955) and considers two linearly 
independent solutions of the wave equation. Horizontally stratified electron density and collision frequency 
profiles are assumed and the wave integration is started at high heights subject to the boundary condition that 
all the energy in the wave must be upgoing. The solutions are then followed downward through the ionosphere 
until free space is encountered. Here the solutions are identified with the upgoing and downcoming components, 
and the reflection coefficients and polarization are obtained. Since the solutions of the wave equation are 
orthogonal, suitable linear combinations of these solutions may be formed to allow for any desired incident 
polarization. 

Gossard (1964) has used a similar technique based on the method of Barron and Budden (1959), to 
compare the polarization of sky-reflected signals in the VLF band steeply incident on the ionosphere with 
predictions based on a number of different electron density models for the D region. Since Gossard did not 
calculate the ionospheric reflection coefficients either as functions of frequency or angle of incidence, the 
results are of limited value to other workers concerned with different VLF circuits. 

moue and Horowitz (1966) have recently reported on a new numerical technique for solving the wave 
equation in a horizontally stratified, inhomogeneous, anisotropie ionosphere. In this technique, four solutions 
are obtained for the equations within the ionosphere, giving a complete description of both the upgoing and 
downcoming waves. 

The method of Johler and Harper (1962) assumes a field incident on the base of the ionosphere. As in 
the previous cases, arbitrary vertical profiles of electron density and collision frequency are assumed. The 
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program, however, proceeds differently. In Johler's method, the ionosphere is divided into a large number of 
thin, homogeneous slabs; the incident wave proceeds upward through the ionosphere and the transmission and 
reflection coefficients are evaluated at each interface, due regard being taken of the partial reflection at all 
other interfaces. Alter  traversing the entire ionosphere, downgoing fields are integrated and the four reflec-
tion coefficients are computed. The number of uniform slabs is automatically increased until a stationary 
solution is obtained. A copy of this program has been borrowed from the National Bureau of Standards and is 
being used at DRTE to compare the results of long-wave propagation with results obtained by other experimenters. 
Some of the results thus far obtained will be discussed later. 

Quite a different technique has been outlined by Krasnushkin (1961), who assumes that the collision 
frequency profile as a function of height, and the variation of the reflection and conversion coefficients as 
functions of angle of incidence, are known. It is claimed that the electron density profile can be determined 
uniquely from this data, and accuracies of about ± 1 km. in height or about ± 25 per cent in electron density 
are indicated. Computational details are few; however, using the reflection coefficients of Bracewell, Budden 
et al. (1951), some interesting N(h) profiles were published by Krasnushkin and Kolesnikov (1962). Some of 
these profiles will be discussed shortly. 

3. Collision Frequencies 

Unfortunately, most of the full-wave methods of studying propagation in the ionosphere make use of 
Appleton-Hartree theory, which treats the collision frequency as a real constant. The work of Molmud (1959), 
Sen and Wyller (1960) and others (Shkarofsky 1960, Budden 1965) leads to the use of an 'effective' collision 
frequency in the Appleton-Hartree equation, which usually varies from 3/2 v m  at low heights where 

wH « v m, to 5/2v m at higher heights where re >>  y  . Budden (1965) has considered long-wave propaga- 

tion of 16 and 200 kHz, waves at steep incidence and has found that the use of generalized theory gives results 
in agreement with Appleton-Hartree theory if v eff  = 5/2v m  is used. Significant differences in the wave 

polarization, however, occurred at low heights. Deeks (1966) has indicated that the differences between the 
reflection coefficients calculated by generalized theory and Appleton-Hartree theory are small at steep inci-
dence in middle latitudes, the generalized theory predicting slightly less absorption at all heights. Budden (1965) 
has suggested that significant errors might be involved in the propagation of very-low-frequency waves at 
grazing incidence, or near the magnetic equator. 

Deeks (1965) and the authors have both started with the asymptotic approximations v eff  = 3/2v m  and 

5/2v m' and have varied v eff smoothly from one asymptote to the other. There is no good justification for this; 

in fact, work done by Burke (1961) at DRTE and by Seliga (1965) have indicated that such approximations are 
not valid since the collision frequency enters differently into the real and imaginary parts of the Appleton-
Hartree equations, and different curves should be used for each. Futhermore, a slightly different collision 
frequency relation should be used for each different wave frequency. 

Fig. 1 shows the collision frequency profiles used in this work. The two asymptotic curves v eff=3/2v m  

and v eff 5/2v m are shown as well as the transition curves, which were used for the bulk of the work to be 

discussed. The profile used by Deeks (1965) and May (1965) for their winter and equinox calculations resembled 
the curve v eff = 3/2v 	while for their summer calculations they used a profile close to the 5/2v m curve. 

Krasnushkin and Kolesnikov (1962) used "effective" collision frequencies that were close to the 5/2v m  curve. 

4. Experimental Measurements of Reflection Coefficients 

Lcrw-frequency reflection coefficients experimentally determined by Belrose (1963) are shown in Fig. 2. 
Data for different seasons and for different times of day for quiet sun years are presented. Note that the data 
are plotted with frequency times the cosine of the angle of incidence as abscissa. The use of an "effective" 
frequency in this manner has been suggested by Allcock (1955) as a method of comparing steep and oblique 
incidence data for different frequencies. In summer there is a sharp drop in the reflection coefficient observed 
in the 20 to 35 kHz. range. The steep incidence observations of Bracewell et al. (1953) made in sunspot 
maximum years, more clearly illustrate that in summer there is a sharp change in the field in the 30 to 35  kHz.  
frequency range, which is more restricted in frequency than the oblique incidence sunspot minimum results 
(for "effective" frequency) of Belrose (1963) would suggest. Unfortunately, no steep incidence data for these 
frequencies were available in sunspot minimum years. Data points labelled by letters in Fig. 2 are steep 
incidence measurements of conversion coefficient (which approximately equal the reflection coefficient in this 



D-REGION ELECTRON DENSITY DISTRIBUTIONS 	 387 

distance range) and the data points labelled by numerals are oblique incidence measurements of reflection 
coefficient. If the points in this frequency band could be ignored, one might draw a totally different curve 
through the remaining points— more in keeping with those for other seasons. Deeks adopted the dashed line 
as being representative of the average summer ionosphere during periods of minimum solar activity. For 
winter and equinox he chose values that agree closely with the curves shown in the figure. Using these 
relations, he sought and ultimately arrived at N(h) profiles that gave these variations when the frequency was 
varied between 16 and 70 kHz , for steep incidence. 

5. The Deeks and Krasnushkin Profiles 

Some of the results obtained by Deeks using Pitteway's program, and by Krasnushkin and Kolesnikov, 
are shown in Fig. 3. Curves 5, 6 and 7 are Deeks' winter, equinox, and summer profiles, while curves 2 and 
3 are Krasnushkin's winter and summer profiles. Notice that Deeks was compelled to have a well-defined 
minimum between the C and D layers for all seasons, while Krasnushkin indicates only an inflection in the 
N(h) curves. Notice also in comparing the winter and summer curves that Krasnushkin found virtually the 
same N(h) profile below 65 or 70 km., but an order of magnitude difference above 75 km. Deeks' curves 
are nearly the same above 75 km. for all seasons. In comparing these results it should be borne in mind 
that.they refer to different epochs of the solar cycle, the Deeks curves shown here being for SS minimum and 
the Krasnushkin curves for SS maximum. 

6. Some Calculations of Conversion Coefficient 

In Fig. 4, the Deeks summer N(h) curve is shown in greater detail. The peak in electron density 
that occurs between 60 and 65 km. is followed by a reduction to nearly half the density at 68 km. The profile 
then rises more or less smoothly to  10 '  electrons/c.c. at 100 km. In order to compare the National 
Bureau of Standards program with the Pitteway program, the conversion  coefficients 11  R  were computed 
using the Deeks summer profile with the NBS program. The results, for an angle of incidence of 30° , are 
indicated in Fig. 5 along with the data used by Deeks in deducing his N(h) profile. Note the excellent agreement 
between the two sets of data for frequencies up to 60 or 70 kHz. In view of the fact that the scaling of the 
Deeks profile was done from a poor copy of the original curve (local departures of 10 per cent might reasonably 
be expected), as well as the slightly different collision frequency profiles used, it is felt that the agreement 
obtained was good and this has provided confidence in the numerical results. Since this work was first re-
ported, a more detailed check was performed using a set of electron density and collision frequency profiles 
obtained from Dr. Pitteway. Agreement to within 1 per cent in the magnitudes and 2.5 per cent in the phases of 
the four reflection coefficients was obtained for a frequency of 16 kHz, and angle of incidence of 80° . 

Fig. 6 compares the Deeks summer profiles with two other summer profiles measured at Ottawa. It is 
seen that the two most significant differences between the "average" summer profile and the Deeks profile 
are that the Deeks curve is deficient in electron density in the 65 to 72 km. height range, and that beyond 
103  electrons/c.c. the 'average" curve is lower by some 2 or 3 km. than the Deeks profile. One would 
expect qualitatively that at very low frequencies the "average" profile would provide greater attenuation 
and thus reduced reflection coefficients, while at higher frequencies the effect of lowering the height of 
reflection would play a more significant role and that the total absorption would be reduced. These qualitative 
conclusions are borne out by the results shown in Fig. 7. 

The 26 Tune, Ottawa profile would be expected to show enhanced absorption at all frequencies in the 
10 to 100 kHz, range, compared with the "average" profile. The results shown in Fig. 7 again bear this out. 
The increase in conversion coefficient at frequencies greater than 40 kHz ,  compared with the Deeks profile 
is again due to the fact that the enhanced ionization results in a lowering of the reflection height and a re-
duction in the total absorption. 

The outstanding feature of the 26  lune profile lies in the behavior of the conversion coefficient in the 
vicinity of 30 kHz. In Fig. 7 the value of 11R for 30 kHz, is seen to be precisely a factor of 10 below an 
otherwise smooth curve. The possibility of an interference effect acting is suggested by the fact that for this 
profile the classical "ray theory" reflection height for a 30-kHz, wave occurs exactly one free-space wave-
length above the C-region peak in electron density near 70 km. This sharp reduction in conversion coefficient 
near 30 kHz. is probably related to the previously mentioned experimental observation of Belrose that 
conversion coefficients in summer are significantly less, in the 30 to 35 kHz , range, than would be expected 
from observations at other seasons. 

In order to investigate the interference hypothesis more fully, conversion coefficients for the 28  lune  
profile were computed for a number of closely spaced frequencies from 20 to 50 kHz. Fig. 8 shows clearly 
the positive nature of this interference. Ihree complete oscillations are observed above 30 kHz , and the 
pattern would certainly continue to higher frequencies if more points had been calculated. A similar but less 
dramatic oscillation has been observed by Deeks (1965) commencing at about 40 kHz. This profile, as with 
the 26  lune profile under consideration, showed a well-developed C-layer peak in electron density with a 
sharp "ledge" some 10 km. above the peak. 
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Various modifications of the "average" summer profile are indicated in Fig. 9. In modification 'A', 
the gradient of electron density has been reduced above 90 km. The effect of this change (see Fig. 10) is small 
indeed and is just noticeable at 80 and 100 kHz., in agreement with the fact that the modification .commences 
at the level where ray theory predicts 80-kHz. reflection. The result is what one would expect from the slight 
increase in reflection height. The change in gradient does not appear to be important. Modification 'B' is more 
extensive, starting at about 400 electrons/c.c. One would thus expect an increase in the conversion coefficients 
for all frequencies greater than about 20 kHz. This is what is observed. The slight increase at 10 kHz. was 
unexpected, but the amount is small and is due to penetration of the wave beyond the height where X = 1 + Y. 
Change C' in the profile should reduce the attenuation for waves of all frequencies that penetrate this region, 
and in agreement with previous observations this is observed. 

The increase in ionization between 55 and 63 km. indicated as modification 'D' did not produce a signi-
ficant change in reflection coefficient, even for 10-kHz. waves which are reflected just a short distance above. 
Another modification, not shown here, in which the electron density gradient at the base of the profile was 
markedly reduced, affected the entire curve only slightly. 

The influence of ionization in the 60 to 75 km. height range, as exemplified by modification 'C' is 
carried one step further in Fig. 11, where the summer profile 'bulge" in electron density has gone through a 
linear variation to a minimum in the "average" slightly disturbed winter profile. The remaining portions of 
the profiles are similar. Note that the reflection coefficients have again been increased at all frequencies. 
The dashed line in Fig. 12 is the winter observation of Belrose (1963). From the observations made in the 
course of this paper, if one sought a better agreement between the winter N(h) profile and the observational 
results of Belrose, the entire winter profile would be raised by about 2 or 3 km., with the upper portion of 
the profile raised an additional 1 or 2 km. If this were done, then one would in fact arrive at precisely that 
profile deduced by Deeks (1965) from this observational data. 

Until this point, we have considered the effects of various electron density profiles on the ionospheric 
reflection of low-frequency waves. Fig. 13 shows the results obtained when the reflection coefficients were 
calculated using the "average"  summer profile and the three different collision frequency curves shown in 
Fig. I.  All previous results have been obtained using the transition curve going from v eff  = 3/2v m  to 

5/2v m  with increasing height. The results obtained with the two asymptotic limits v eff  = 3/2 v m  and v eff  = 

5/2v m  were somewhat unexpected. The increased reflection coefficients computed with the 3/2v m  curve are 

a direct consequence of the reduced attenuation at all heights; however, the results obtained with the profile 
that varied from 3/2v m to 5/2v are close to those for the v

eff 
= 5/2v m curve. This fact, and the fact that 

the results lie entirely outside the bounds formed by the two asymptotic limits, must be connected in some way 
with the gradient of collision frequency with height near the reflection level. 

7. Discussion of Results 

A computer program, developed at the National Bureau of Standards, has been employed successfully 
at DRTE to compute the ionospheric reflection coefficients for long radio waves using various electron density 
profiles including a number measured at Ottawa by the partial reflection technique. The results of this pro-
gram, for both steep and oblique incidence, have been compared with those predicted by a different method and 
were found to be in good agreement. 

Variations in reflection coefficient as a function of frequency, in general, agreed qualitatively with 
what one would expect from the electron density profile. The sensitivity of the results to profile changes 
suggests that the experimental measurement of steep incidence conversion coefficients at a number of fre-
quencies might provide a useful technique for corroborating N(h) profiles deduced by other experimental 
methods, particularly in the height range above 65 km. This might help settle an important question in the 
partial reflection experiment, namely, whether the reflection mechanism is due to fluctuations in the amblent 

 electron density or in the collision frequency (Belrose et al.). 

The electron density profile for a particular summer day, measured at Ottawa, was found to predict 
a sharply reduced ionospheric return at 30 kHz., with an oscillatory behavior at higher frequencies in a 
manner suggesting the destructive interference of two or more reflected components. A similar observation 
made by Deeks suggests that this may be a more or less regular feature of N(h) profiles that possess a deep 
minimum between the C and D layers. This behavior may have some bearing on the experimental observations 
of Belrose and Krasnushkin that reflection coefficients in summer in the 30 to 40 kHz. range are less than 
one would expect from observations at other frequencies or at different times of year. It also points out 
clearly the serious errors that may be incurred by the use of reflection coefficient data interpolated from ob-
servations at a few widely spaced frequencies. 
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There is evidence to suggest that ionospheric reflection coefficients calculated using the Appleton-
Hartree equations with a value of v eff  = 5/2v el  agree with calculations using the generalized theory (Budden). 

Other work (Deeks) suggests that a profile which varies from 3/2 to 5/2v m  should be used. For at least one 

N(h) profile — an average summer curve for Ottawa _ similar results were obtained using both these approxi-
mations. The results for v

eff 
= 3/2v 

m 
differed from these by a significant amount suggesting that thP gradient 

of collision frequency with height is an important parameter in the reflection process. 
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frequency assumed by Deeks to represent summer condi-

tions for quiet sun years. The crosses represent the 

points re-calculated by Deeks — the open circles  the 

points computed as described in the text. 
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Fig. 8. The conversion coefficient as a function of 

frequency for the Ottawa, 26 June 1965 profile of Fig. 6. 

The  conversion coefficients have been calculated for 

more closely-spaced frequencies in the range 20 to 50 

kHz. and indicate more clearly the nature of the inter-

ference commencing at about 30 kHz. 
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measured at Ottawa having enhanced and diminished 

electron density respectively in the 60 to 75 km. height 

range, relative to modification 'C' of the "average" 
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Fig. 12. Conversion coefficients as functions of fre-

quency for the electron density profiles of Fig. 11 and an 

angle of incidence of 20°. The dashed curve is the winter 

curve of Belrose. 
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Discussion on Paper 4.1.1 presented by B. Segal 

Bibi:  Did I understand correctly that the effect of increasing the electron density below 85 km. has the 

inverse effect of an increase above 85 km. in the frequency dependence of the reflection coefficient? 

Segal: Yes, this was so for the profiles discussed here. The nature of the profiles was such that at 

most of the frequencies considered the waves were reflected from the rapidly increasing portion above 

about 80 km.; thus, increasing the density at low heights increased the wave absorption. Above this 

height, increasing the electron density served to lower the reflection height and thus reduce the integrated 

attenuation. A similar behavior was noted by Piggott et al. (1965) for 16 kHz. waves with the "crossover" 

occurring at 70 km. 

Bibi:  Is it actually the changes in electron density, or the gradient of electron density, that produced 
these effects? It would be helpful if you could obtain an approximate formula relating how the density 

and the changes in gradient get into the picture. 

Segal: It would indeed be helpful, but I doubt that such a formula could be much simpler than the actual 

full-wave equations for computing the reflection coefficients themselves. 

Belrose: The astonishing thing is that small changes in profiles make a marked difference in the slope of 

the curvee for conversion coefficient. The major difference between the Deeks sununer profile and the 
"average" summer profile is in the 60- to 70-km. range, and yet it produced a marked difference. With 
these two curves ("average" summer profile and June 26 profile, Fig. 6) we don't get as much absorption 

as Deeks at the higher frequencies. 

Sales: For the higher frequencies you have increased the gradient at the high levels — possibly by a fair 

amount — and this may play a more important role than filling the "hole" in the 60- to 70-km. range. It 

would be nice to play with artificial models and test such things quantitatively when making the changes — 

one change independent of the other. In this figure you have two changes, and so you cannot say which 
is more important. 

Segal: Related work that we have done has led us to believe that the actual gradient at high heights is 

not significant. 

Bibi:  Would it be an idea to have as parameters the electron density and the gradient of electron density? 

Segal: It is not possible to alter the slope of the profile without simultaneously changing the electron 

densities. 

Volland: I think Dr. Bibl's question can be answered if you calculate the reflection coefficients in such 

a fonn that you build up the layer front top to bottom and calculate the reflection coefficients step by step. 

Then plot reflection coefficients against height to see where the largest change occurs; then you can 

decide whether this comes from a gradient or from something else. 

Belrose: The only way in which you can obtain answers that look, for example, like the Deeks answers is 
to use the Deeks profile. There appears to be something unique about each profile. 

Waynick: You have mentioned that unique profiles could be obtained. It struck me that perhaps some 
people have either forgotten or not heard of the beautiful piece of work by Kay several years ago (Kay 
1959), in which he shows that to obtain a unique profile from data such as these, one must obtain the 

reflection coefficient and the height of reflection as a function of frequency from zero to infinity, as you 
might expect. But an additional fact from this report is that you could get estimates of the accuracy and 
uniqueness of your profiles. I believe this is useful. 

Piggott, W.R., Pitteway, M.L.V. and E.V. Thrane. The Numerical Calculation of Wave-Fields, Reflezion 

Coefficients and Polarizations for Long Radio Waves in the Lower Ionosphere, Part 11. Phil. Trans. Roy. 

Soc. A257, pp. 243 — 271, 1965. 

Kay, I. Remarks Concerning the Determination of Electron Distribution in the Ionosphere by Means of 

Radio Soundings. Research Report EM-149, Inst. Math. Sci., New York Univ., 1959. 
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4.1.2 	THEORY OF PROPAGATION OF LOW FREQUENCY TERRESTRIAL RADIO WAVES- 
MATHEMATICAL TECHNIQUES FOR THE INTERPRETATION OF 

D-REGION PROPAGATION STUDIES 

by 

J.R. Johler 

Institute for Telecommunication Sciences and Aeronomy, Environmental 

Science Services Administration, Boulder, Colorado, U.S.A.* 

Abstract 

The various forms of the solution of Maxwell's equations 
for propagation of low frequencies in the waveguide between a 
spherical earth and a concentric ionosphere are given. A 
tutorial discussion gives Various solutions to acquaint experi-
menters with the practical techniques available. A feature of 
these solutions is the accommodation of the effect of variation 
with height of the electrical properties of the upper boundary 
(ionosphere). Forms of the waveguide solution include the 
zonal harmonics series for total field, mode sum, and geometric 
(wavehop) series. Connections between various forms are shown. 
The discussion is enhanced by sample calculations of the 
geometric series type solution for normal day and night. 

1. Introduction 

Imagine the terrestrial waveguide for low frequency radio wave propagation between the 
ionosphere and the ground as a finitely conducting sphere and a concentric reflecting shell. 
This model is mathematically tractable for wave propagation, since solutions of Maxwell's 

equations, e, volts/meter, and n, amperes/meter, can be found for an electrical point source 
in the waveguide. The boundary conditions are of course imposed at the boundaries of the 
waveguide. In fact, further simplification of this model to a two-dimensional circular 
cross section, a < r < g, (Fig. 1) where r is the radial distance from the center of the 
terrestrial sphere and a is the radius at the surface of the ground, is a suitable model for 
a variety of practical applications. At low frequencies a comparatively definite surface 
(or in two dimensions a line), g a + h, can usually be regarded as the upper boundary of 

, the waveguide. This boundary is located in the D region of the ionosphere in the real world. 
Mathematically, however, the reflection process at or near this boundary is complicated by 
the physical fact that the reflector is a magneto-plasma into which waves penetrate a 
considerable distance before reflecting. This latter phenomenon requires the introduction 
of mathematical techniques for treating profiles of electron density, collision frequency, 
and possibly ion densities. 

* Formerly the Central Radio Propagation Laboratory of the National Bureau of Standards, 
Boulder, Colorado, CRPL was transferred to ESSA in October, 1965. 
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Further consideration of the reflection process at the ionosphere, r = g = a + h, 
(Fig. 1), (Johler and Berry 1964, and Budden 1961) leads to a characterization of the 
reflection process as a matrix, T, 

em  
T  = [ T

ee 	
T 

T
me mm 

where T
ee 

is the Fresnel type reflection coefficient (which can be corrected for sphericity) 

described by Johler and Harper (1962) for TM (transverse magnetic) mode of propagation in the 
waveguide (the ratio of vertical electric reflected to vertical electric incident fields). 
Here, T

em 
is the abnormal component (the ratio of vertical magnetic reflected to vertical 

electric incident fields) giving rise to the TE propagation modes in the waveguide. Similarly, 
T refers to the TE-mode and T is the corresponding abnormal component. Thus, notwith-
mm 	 me  
standing a pure TM-mode waveguide excitation (vertical electric dipole), the TE-mode exists 
as a consequence of the anisotropic boundary, r = g. Under such conditions the ground 
reflection process at r = a, is represented by the matrix, 

R
e 	

0 

R = 1 	• 	 (1.2) 0  
R ] m 

Here R
e 

and Rm are spherical reflection coefficients, while p is a spherical wave propagation 

factor. 

(1.1) 

2. The Wave Propagation Formulas 

Define 

Stegen 1964) 

P(z) to be a Legendre function (for mathematical details see Abramowitz and 

. Also, let the spherical wave functions ç n (1 ' 2) , tpn (z) be determined by 

ç (1,2)( z ) 	H  (1 ) 2) (z).  

q,n(z) Jn.oz) 

where Jn+11(z)  and H
(1 '1/2

2) (z) are Bessel and Hankel functions, respectively, or order n + 
n+ 

and argument z and  H(1P2) may be of the first or second kind (Watson 1958). The classical 

zonal harmonic series solution of the propagated field in the terrestrial waveguide model 
for the particular case of the vertical electric field, E,, on the surface r = a placed a 
distance d = a6 (the length of the geodetic) from the vertical electric dipole point source 
of moment lot, ampere-meters is (Johler and Berry 1964) 

(2) 	(1) 	
11 + pn

Tn 1 

r 	2 4 8r 	L 	
r(l) ç 	ç 	(1 + R 	) 

kla 	n=0 	1 a 1 a 	e,n 1/ - o,R. ,T„,1 

where F(n) = n(n+1)(2n+1) Pn (cos 6), 1(1 = L'Lni, for a frequency f = w/2r, where c is the 

speed of light, ni = 1.0001 to 1.0003 for air or ni = 1 in a vacuum, and up = 4r(10 -7 ) iS 

the permeability. The abbreviation, ç (1,2) = 
(1 )2)

(kia) has been employed. The unit matrix, 
1 a 

/, is here defined 

n e, n n 
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and 

1  = [ 	1 0 1 
0 	1 

[ R
e 

R . 	

0 1 

e 	, 
0 	-1 

[ 1 	0 

P = p 
0 - 	RI] ' 

(1) 	(2) 
- 

 - 	(2) 	(1) 	• 
a 	g 

Finally, it is noted that the relation, 

t(z) = 1/2 [ ç n ( 1 )(z) 	,(, 2) (z ) ], 

has been introduced. 

The series (2.3) is slowly convergent but nonetheless useful at frequencies below 
approximately 10 kc/s. Each mode n is a solution of Maxwell's equations for the terrestrial 
waveguide, as is the sum. Watson (1918, 1919) proposed a representation of the zonal 
harmonic series as a contour integral, which can be written after introduction of the modern 
reflection coefficient matrices (2.4),(2.5), and(2.6) 

I/ + p IT v-r v-z__  dv, 	(2.9) g o c  r  F(v-)  c (2) (kla) c (1) 
(kia) 

T 	I 
E - v-i 	

C (ka)Ç
(1) 

 - P 	it v-i 
r 	8rT J c  COS VT 

V- e, V- 

where 

F(v-i) 2v(v2 - 1 ) P 	(- cos e). 4 

Stretching the contour, C, in a semicircle on the infinity of the right half of the 
complex v-plane, it can be concluded that the field can be represented as a series of 
residues or waveguide modes, s = 0, 1, 2, 3..., 

(2.10) 

E 	
ALE lir-2T1 	 c( 2) (ki  a) c(1) (ki a ) r = [

, 

dirr " 	 cos v, rr vet 	Vet i = 0 

1.1 + p 	T 	 v,- v4  

{ 	 11 pv-ee, 	Tv-i 	= 

(2.11) 



402 	 J.R. JOHLER 

It is, of course, now necessary to locate the poles, v = vs , in the complex v-plane with the 
well-known mode equation, 

I/ - pv-e 
v- 

T
\)- 
	= 0. (v =v,) 	 (2.12) 

This solution (2.11)and (2.12) is the basic waveguide mode solution, and has been found to 
be especially useful at VLF and ELF. For details, see Wait's (1962) treatise. Johler and 
Berry (1964) have presented some computation techniques for the anisotropic case especially 
oriented toward use of electronic computers. 

Another approach to the problem (Johler 1964, 1966, Berry 1964), utilizes the expansion 
of the determinant ratio in (2.8) in a geometric series, 

j-1 
- 1 1  + (1 +B.,.) 	(P I,R e , nrn) Pn rni• 

1 1 - p nR„ fl TD  I 	3 = 1 

This leads to the zonal harmonic-geometric series solution, 

OD 

Er = Er, 0 + 	E r, 3 ,  
3=1 

11 + p n Tn 1 
(2.13) 

(2.14) 

where, j = 0 is the ground wave. j = 1, 2, 3 ... are the ionosphere waves, reflecting to 
and fro between the ionosphere and the ground. 

CO 

Poc 	 (2) 

	

 
° 	

(i) 

	

F(n) Ci . 	. (1 + 1%)• 

	

E r, 	8rr k2 a *  a =0  

OD 

"10 C 	 V 	(2) (I) 
E„ — 	 L }In) 	Ci.( 1  + R.)3, pJC e  

8rr k1 a 4  
= 0 

where 

(2.15) 

(2.16) 

I (ParnR., d j 	PIIT2 = P $  [ Cj x
3

1 .  y e  z e  

Then it can be readily shown that (Johler 1961) 

= T o •  

Ca = R. T ,  + R. T„ T.. 

Ca = 2 R.R. T e . T.. T.. + 	T3.. + R2.. T.. T.. T.. • 

(2.17) 

(2.18) 
• • • 
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The geometric series representation permits the introduction of local reflection 
coefficients. This is depicted in Fig. 1 with the aid of rays j = 1, 2, 3. It should be 
noted that (2.15) and(2.16) are not geometric-optical rays but rather a wave solution. In 
the geometric optical ray limit (Johler 1964), these rays represent an approximate solution 
valid at short distances. A study of these rays leads to the interesting conclusion that 
the local reflection points at the ionosphere can be considered. Thus the first ionospheric 
wave, j = 1, has a reflection (see Fig. 1) in the region of the point (1,1) located in the 
middle of the propagation path. The reflection coefficient matrix T(1,1) is ascribed to this 
reflection region. The third ionospheric wave, j = 3, also shares this reflection region 
in addition to the regions T(3,1), T(3,3). The second ionospheric reflection would employ 
reflection matrices T(2,1), T(2 1 2). It is therefore possible within limits not well defined 
as yet to introduce different electrical properties of the ionosphere along the propagation 
path. Thus, a different profile of electron density can be ascribed to each point (1,1), 
(2,1),(2,2)", Furthermore, the reflection height can be altered along the path as 
p(1,1), p(2,1), .. where g = a + h, h is determined from the profile and p is given by (2.7). 
The harmonic series (2.16) is useful in demonstrating the local nature of the reflection, 
since the angle of incidence on the ionosphere for each spherical wave, n, can be ascertained 
from, 

(2) 

cos (p i  = Re (i _L_&_) 
(2) 

çi 

Nin(n+1)  (p i  sin 	s. 
kig 

(2.19) 

For (p. — 0, or vertical incidence, or n small, the contribution of the terms of the harmonic 
serid is small relative to the total field. As sin cp i  approaches unity, the field is 

determined. Thereafter, the series converges rapidly. Therefore, at great distance 
(d = a8, d > 500 km.) with a small range of values near n —kig the field is primarily 

determined (Johler 1966). 

Finally, (2.15) and (2.16) can be written as a contour integral, 

i 
* 	

moc r F(v4) 
 C

(a ) 
(kl.  a) C ) (k1  a)(1 +R„ ) dv . 	a 4  8rr 	J c  cos  vii v-* 

(2.20) 

i  1C  r Fly+  À C l dv E r  = 1757 	c  cos  vit 	(k1 a) Cv% (k1 a) (1 +R.)2 

where R, = 

C 3  =  

(2.21) 
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This approach and formula was originally proposed by Wait (1961) as a rigorous geometric 
optics. Berry (1964) and Berry and Chrisman (1965) have developed computation techniques 
for this formula, and field calculations are facilitated by a computer program that has 
received comparatively wide usage. The integrals in (2.20) and (2.21) are evaluated by 
numerical integration, summation of a residue series, and by the saddle-point approximation. 
The direct method for evaluating (2.20) and (2.21) consists of using Gaussian quadrature on 
the contour integral. The integration is usually performed along the real axis from y 	kla 

to y › kig and into the complex v -plane from v = kla to some value Re y 4  kla such that 

convergence is obtained. The slope of the straight line contour in the complex v-plane can 
be increased to speed up convergence, but care must be taken to avoid crossing the non-
analytic points with the contour (Berry 1964). The solutions (2.20), (2.21) and (2.15), 

(2.16) are exact and indeed yield identical answers. 

At a distance of approximately 2000 km. or less, the classical geometric-optics with 
diffractive corrections is a useful technique, and in fact exhibits considerable computation 
advantages for the experimentalist, because computations are comparatively simple. In this 
form (Johler 1961, 1962, 1964), (2.16) becomes, 

• 
E, 	C D

.1 
exp (iwt t ) sin2  T j (l+Re )2  p J.,. r 	 J 

where, 

C = iw(10 -7 ) I o  4,/d, 

D 3  = 2j [(a+h) cos cp1,  - a cos T 3 ],  
0 cos 11)1, 3  = [a(1 -  cos-)  +h] 

8  
Cos T 3  = [a(cos 	I) +h cos -à-J] 6 3  

e = [2a (a+ h)(1 - cos rs) + h2  ] , 

p• • • • {i 	Lia  [(..2j sin -29J)/sin 	, 

X 

 

(2.22) 

3 

{[ai  - cos —7) + h] /[(a +h) cos —r - a.]} Aji 2j 	 2j 

where 1£ -1, j > 1, or 

A — [

— z 3  H
(2) (z ) exp (-i [5n/12 -  z 3 ]), 2  

and 

z $  = k1 a cos3  T 3 /3 sin2  T ,  

and,t!=n0)./c. Here, cp. . and T. are angles of incidence on the ionosphere and ground, 
1,3 

respectively, of the ionospheric ray of order j. 



Or 

if 

(3.1) 

(3.2) 

(3.3) 

(3.4) 

cos T 	 _(-1- s in Tj ) 
k 	k2 1 

k2 	ki 	2 
CO ST 	- 	Sin  T 3 )  

ki 	k2  
(3.6) 
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3. Reflection Coefficients for the Ground 

The ground reflection coefficient for the TM-wave is, 

(1) 	(1) 
Cz  

(1) k2  (1) 
Ci a 

 
C2 1L  

(2 ) ' 	(1) I  
C2a  

c 2) 
 + 

k2 	(1) 
C2a 

a 
k 

cos T - --1- 1 - ( —j-"k  sin T ) 
J 	k2 	k2 	3 

k 
cos T 1- —11 i - (--1-k  sin T

3
)2  

3 	k2 	ko  

ain T 3 
	k a 	• 

In (3.1), 

(1,0' 	d 	(1 a) 
(z) = 	(z)' 

Here (3.2) is the well-known Fresnel approximation valid only at short distances from the 
source. The coefficient of reflection for TE waves is, 

(1)' 	(1) 1 

 LAL- k2 

,(1) 	k1 r (1) 
y l . 	'02* - 	(2%  , 

(0/ 

(2) r (1) 
CIAL 	 b2s 

(3.5) 

Also, 

In (2.9), (2.11), (2.12), (2.20), and (2.21), n is a complex number, n = v - 1/2. In all 
, formulas except the geometric-optical formula (2.22) at short distances the spherical ground 

reflection coefficients (3.1) and (3.5) are preferable if not necessary for precise 
calculations. 

4. Concept of Continuous Stratification of an Electron Density Profile 

The detailed description of the ionosphere boundary r = g = a + h, (Fig. 1) requires 
the introduction of the notion of a profile of electron density. Thus, instead of a sharp 
boundary, consisting of a single slab of plasma emplaced at an altitude h, a variation in 



(4.1) 

(4.2) 
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electron (and possibly ion) density is taken into account in the general analysis. Since 
the ionosphere is anisotroPic, the use of spherical geometry leads to intractable equations 
with conventional techniques. However, plane wave, plane ionosphere solutions are found 
which are exact and can indeed take account of a profile of electron density, ion density, 
and collision frequency. In fact, a variation of the magnetic field with altitude can also 
be introduced. 

The reflection coefficients (1.1) can be derived under these conditions in an exact 
manner. Byproducts of this analysis are the transmission through the ionosphere and the 
effective reflection height of the waveguide. The method for introducing plane reflection 
coefficients into the waveguide propagation is built into the propagation formulas discussed 
in section 2 (Johler and Berry 1964). The reflection coefficient calculation from profiles 
has been discussed at length in the literature (Johler and Walters 1960 , Johler and Harper 
1962, 1963, Johler 1961, 1962, 1963, and Price 1964). These references in essence describe 
the continuous stratification method. Wait and Walters (1963) have also derived reflection 
coefficients for the waveguide boundary. Finally, another interesting approach to this 
problem which employs numerical integration of the differential equations has been described 
by Budden (1955), Barron (1961), and Pitteway (1965). Swift (1962) discusses the transition 
from a stratified ionosphere profile to a continuous profile using the quasi-longitudinal 
approximation. 

Price (1964) presents techniques for solving the general matrix equation for the 
stratified model originally presented by Johler and Harper (1962). Johler and Berry (1962, 
1965) have introduced a hydrodynamic equation for a four-species gas mixture, positive ions, 
negative ions, electrons, and neutrals with the corresponding 12 collision frequencies. 
This type of analysis is important in the nuclear environment. Thus, the presence of nuclear 
debris in the ionosphere produces a large number density of ions relative to electrons in 
the D region and in the atmosphere, such that an electron gas (with neutral collisions) is 
no longer an adequate model to describe low frequency propagation. This method also has 
been introduced into the continuously stratified method, using a profile for each species 
number density. It was also necessary to introduce the corresponding profiles of collision 
frequency. 

Consider a right-handed local co-ordinate system x, y, z at each point (1,1), (2,1), 
(2,2)..., in Fig. 1, oriented such that the co-ordinate z points in the direction of 
increasing altitude, h. Thus, a profile N(h) of electron density is also a profile N(z), 
and a collision frequency v(h) is also a collision frequency v(z). 

Fig. 2 illustrates a theoretical daytime electrification profile for the D region of 
the ionosphere and the atmosphere used by Johler and Berry (1965). Electron density, N

e
, 

positive ion density,  N, and negative ion density, N_, are illustrated as a function of 

altitude, h, above the ground. As a consequence of the high collision frequency in the 
denser atmosphere, the electrification below 40 km. in this model is insignificant to the 
low frequency propagation problem. At frequencies above approximately 1 kc/s. the electrons 
only are important. The model can then be regarded as an electron gas with neutral 
collisions. This assumption is not necessarily true, however, for the disturbed or nuclear 
environment. Nevertheless, in this normal profile, the curve, Ne , is of prime interest. 

Maxwell's equations, for IT  = iw, 

• e mewe . 

• H - coiwe = -  NeV 

and the hydrodynamic for an electron gas, 

• 4  m
e
iwV + mvV +1 0e(V x H) + ee = 0 



• a12 	a13 

a21 	a22 	a23 

a31 	a32 	a33 

= 0. 	 (4.5) 

"-E
x
- 

Y 

E
z 
- 

(4.6) 

(4.7) 

and, 

if = o  - e 

o - + 

o + e 

- + e 

e  

o 

(4.11) 
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are satisfied by the plane wave 

E = A exp (iwt - i 	riD) 	 (4.3) 

where 

= x sin (p i  sin (p a  + y sin (p i  cos (P a  + zç. 	(4.4) 

In the ionosphere, (pi  is the angle of incidence of the plane wave and (pa  is the direction of 

propagation relative to magnetic north. e is the earth's static magnetic field vector 
oriented in the y-z plane with a dip angle I measured from the horizontal. Equations (4.1), 

(4.2), and (4.3) can be written 

If the field e exists, it can be concluded that the determinant of (4.5) vanishes, or, 

a4t 4 	a30 	a2 2 	alt 	al)  . 0  

and, 

n 2 = 	+ sin2  

In the case of a gas mixture Ni  = Ni (h), i = e, +, 	o corresponding to electrons, positive 

ions, negative ions, and neutrals, respectively, it is possible to find an analogous solution 
of Maxwell's equations and the hydrodynamic equations by writing instead of (4.1), (4.2), 

• X  e p oiwe . 0 

• X  e - £ Q iw =  E q.N.e. 
i  111 

P0(14 	* 	 m. 
iwV. + 	E + 	(V. x i )  + 	ce. _ e.), 	(4.9) 

1 	m. 	m. 	1 	. m. + m. 	1 	3 

	

1 	1 	1 1 

where 

(4.8) 

and 

qi  = r-el if 	1=  

(4.10) 
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In this case also, it can be concluded that the quartic (4.6) is to be solved for c =  
o,e 

corresponding to four roots: ordinary (o) and extraordinary (3), upgoing (i) and down-
going (r) wave components in the ionosphere (Johler and Berry 1965). 

Considering again the detailed structure of a typical daytime-noon ionosphere model, 
which is illustrated in Fig. 2 as an electron-ion number density profile N(h), it can be 
noted that the solution of the quartic (4.6) can be accomplished for each altitude on this 
curve. Collision frequency-altitude profiles previously published (Johler 1962) must also 
be considered. These vertical structures can be represented by plasma consisting of a 
flexible stack of slabs as illustrated in Fig. 3, of arbitrary thickness (except for the 
topmost slab of thickness z = =). Both the number of such slabs, p, and the thickness are 

quite flexible, since the notion of continuous stratification means that the measured 
electron density-altitude and collision frequency-altitude (N(z) and v(z), respectively) 
profiles can be approximated to any desired accuracy by decreasing zn  and increasing p 

simultaneously until a stable reflection process is obtained. 

A constant electron density, collision frequency, and static magnetic field with 
respect to altitude, z, are, of course, assumed within each slab, and associated with each 
such slab the set of four roots,  ç ,  is identified. Two of the roots will exhibit a negative 
imaginary part (Im  ç  negative), corresponding to an upgoing propagation component (+ z 
direction, Fig. 3). Also, two of these roots will exhibit a positive imaginary part 
(Im c positive), corresponding to a downgoing propagation component (- z direction). Except 
for the topmost slab, it is necessary to consider both upgoing and downgoing components in 
this analysis. 

It is necessary to equate the tangential 'e and ei fields at each boundary (top and 
bottom of each slab), whereupon it can be concluded that a 4px4p matrix equation defines the 
propagation: 

'1.1"I.: 	'1,4 'a.  3  • I, le 

"1, a "a, a "a, 3b1  •b1s "a, 

'I,  '1,2%3'1,4 '1,3'1.6 

di. 1 a, a *a. 3 d1, 4 al, 3 '11.4 

"2, 3 "1, 4 "I,  S'a.  a  Z. 7 '2, '2, '2, 10 

b2. 3 1/44 ba,  o "a,  a b2. 7 b2.11 b0. 	10 

'2. 3 *a,  a *a. s 'a. a '2,7 'a, 	̀0. to 

'It 31/44 da. s "a, e z.l 	s 	da, 10 

"3.2 '3.0 3.1 "3,10 '3,11 "3,12 '3,13 '3,14 

b3.7 b3,  b3,1 b3. 10 b3,  11b3,  12 b3, 13 b3, 14 

'3.7 '3,  I '3.1 '3,10 '3,11 '3,12 '3,13  '3.14  

43,7 as  43.4 10 43.11 43, 12 43,13 43,14 

"P. 4p-S 

bp, 4/-3 

'14 41. 5  

41. 5  

(4.12) 

where the elements 	can be deduced as a consequence of these boundary conditions, 
provided the reflection coefficients, T, and the transmission coefficients, U, are defined, 
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where, in Fig. 3, n = 1, 2, 3-.., p - 1, p. 

(4.13) 

The distinction between the four propagation components, upgoing (i) and downgoing (r), 
ordinary (o) and extraordinary (e), becomes obscure when the ionosphere is considered to be 
nonuniform in the vertical z-direction. This is a consequence of the coupling at each 
boundary. Thus, the boundary conditions at each slab are introduced as an expression for 

the continuity of the tangential e and H- fields and possibly the normal el at each boundary 
of the model plasmas. This is accomplished by equating the field immediately above and 
immediately below each boundary, which, after considerable ado, results in the complex 
matrix equation. 

The matrix equation (4.12) can be subjected to a recursive reduction l . Instead of 
solving (4.12) directly, divide it into 4 x 4 block submatrices and 4 Y 2 vectors: 

r All 	Al2 
A21 	A22 	A23 

A32 	A33 A34 • 

• • 

A 	A 	A p-1,p-z 	p-I,p-1 p-1,p 

0 	A 	A 
P,P-1 	PP 

Consider the rows as separate equations and solve the last one for U: 

U = A
-1 
 A U 

P 	PP P'P -1  P-1. 

Substitute this value into the next-to-last equation, such that it contains only two 
unknowns, and solve for U • Let B

p = App
, and let 

p- 1 

-1 
Bk = Akk Ak ,k+1 Bk+1,k . 	(1 s k < p) 

(4.15) 

(4.16) 

Then B1U1 = K or U1 = 131 -1 K. 	 (4.17) 

1  This reduction was employed in a computer program for (4.12) developed by Berry (1965). 
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The first two rows of U1 are the reflection coefficients. The transmission coefficients are 

then found from 

-1 
U
k 

= - Bk Ak,k-1 uk-1 (4.18) 

The process described is equivalent to applying the appropriate boundary conditions 
consecutively to each boundary, as was accomplished by Price (1964) for anisotropic layers. 

The electron density profile is defined by stating the height at which z 	0, and 
giving the electron density (in electrons/c.c.) at a number of heights. The density between 
these heights is found by linear interpolation. The collision frequency used is (Johler and 
Berry 1965) 

v(h) =  1.6(1011)  Mil 

Po 

where P(h) is the pressure at height h as given by the standard model atmosphere (U.S. 
Standard Atmosphere, 1962) and Po  is the pressure at sea level. 

5. Discussion Concerning Some Theoretical Low Frequency Field 
Calculations Based on the Normal Environment 

(4.19) 

Figs. 5, 6, 7, 8, and 9 illustrate field calculations (amplitude as a function of 
distance) at frequencies of 10, 20, 50, 100, and 200 kc/s. The ionosphere was modeled with 
the electron density profile, Ne (h) illustrated in Fig. 2. Each calculation was accomplished 

by considering the model to be an electron plasma with neutral collisions. Thus, in the 
normal environment the ions N+ and N_ can be neglected at frequencies above 1 kc/s. If, 

however, the ion density reached 10 5  at altitudes above 20 km., for example, it would be 
necessary to include the effect of ions in the calculation. Such an enhancement can be 
found in the disturbed environment and the nuclear environment. 

The effective height of the upper boundary of the waveguide can be estimated from the 
transmission coefficient curve depicted in Fig. 4. Note that (f) e  is the angle between the 

vertical plane containing the earth's magnetic field vector and the direction of propagation 
of the incident plane wave, and that (p i  is the angle of incidence on the ionosphere. Let 

E 
Y 
 be the normal component of the incident electric field in the plane of incidence 
si 

(vertical polarization) and let E 
	
be the component perpendicular to the plane of incidence 

(horizontal polarization). Let E 	and E 	be the corresponding upgoing waves inside the y,u 	x,u 
ionosphere and Ey,d 

and E
x,d 

be the downgoing waves. Then the ratios 

E" 	E" x u 	 „ 
---2— and--n-t-1  describe the propagation of waves into the ionosphere. Here x and S; are E" 	E" 
x,i 	x,i 
transformed co-ordinates given by Johler and Harper (1962). In this formulation the trans-
mission coefficient U

e
, for vertical polarized waves, is given by the quantity 

U _ _Zta 
e 	E" 

y,i 

or, (Johler and Berry 1965), 

E- 
u 	—Y-Al cos cp i  cos cp

a
. 

e 	E- . 
y,i 
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The latter of these equations becomes precisely an equality only in an isotropic plasma, but 
in an anisotropic plasma there are small additional terms caused by the anisotropy. The 
transmission coefficient U

m
, for the horizontally polarized incident wave, can be written 

u _ _La 
m 	E- . 

X.1 

E- 
U —jell' 	sin m 	E- . 	'a 

x,1 

Thus, the transmission of the vertical electric polarization of the ways  into the 
ionosphere can be conveniently studied when (p a  = 0, 180°, while (p a  = 270°, 90 is simplest 

for the horizontal electric polarization. Fig. 4, for 100 kc/s. shows Pe ! and 	for 

both upgoing and downgoing waves as a function of distance, z, into the ionosphere. The 
profile illustrated in Fig. 2 is the assumed model for the electron density variation with 
altitude. It is further assumed that the propagation is into the west ((p a  is 2700), and 

that the angle of incidence of the wave on the ionosphere, 	is 82°  (grazing incidence). 

The magnetic dip, I, is 600 . Fig. 4 shows that IU 	1 just inside the ionosphere, v•41, 
m,u 

where z = 0 corresponds to h = 40 km. in Fig. 2. Here, virtually no energy has as yet 
reflected. This situation continues with only a slight decrease in IU 	J  until the wave m,u 
penetrates approximately 25 km. into the ionosphere. There is then a sharp decrease in the 
next few kilometers. This sharp decrease in the field indicates a decrease in the upgoing 
energy. Hence, as far as the reflection coefficient is concerned, the greatest contribution 
occurs before the upgoing wave has diminished to negligible amplitude. At this point the 

transmission coefficient, luI,  has decreased slightly from unity. A few kilometers e,m 
beyond this point, IU 	I diminished rapidly. It is apparent, in Fig. 4, that the effective e,m 
height of reflection lies between approximately z 20 and z— 30 km. and depends on the 

precise ratio 1111 used to define such a point. The uncertainty of resolution of the point 

follows, of course, since some energy, however small, is reflected at all heights, z. It 
can be concluded, therefore, that the approximate value for the waveguide height, h.-,  65 km. 
This value was employed to calculate Figs. 5, 6, 7, and 8 since only a weak frequency 
dependence of the reflection height exists. 

The propagation curves for normal day profile in Fig. 2 at a frequency of 10 kc/s. are 
illustrated in Fig. 5. The complete field E together with the geometrical components 

j = 0, 1, 2, 3, 4, and 5 are shown. The field E is identical to results obtained with the 

zonal harmonics formula (2.4) or the mode solution (2.12). The decomposition of E into the 

ternis of the geometric series, however, appeals to the geometric intuition such as is 
depicted in Fig. 1. Figs. 6, 7, 8, and 9 illustrate the propagation at frequencies of 20, 
50, 100, and 200 kc/s., respectively. 

Another typical daytime noon model ionosphere, appropriate to temperate latitudes 
according to Knapp (1965), is illustrated in Fig. 10. The typical nighttime curve is given 
in Fig. 12. These curves can be compared with Belrose (1964) and Barrington and Thrane 
(1964), for example. Whereas the theoretical curves given in these figures are much smoother 
than the experimentally derived curves, the agreement is quite satisfactory. The correspond-
ing field calculations are presented in Figs. 11 and 13. Apparently, the Knapp (1965) model 
gives considerably less attenuation with distance at 100 kc/s. when compared with the Johler 
and Berry (1965) model field calculations of Fig. 8. The field calculation for nighttime 
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conditions illustrated in Fig. 13 demonstrates the fact that a large number of terms in the 
geometric series are required to obtain E. Since the terms j = 0, 1, 2, 3, 4, 5 were 

considered to be an insufficient number to obtain E, the latter curves were not included. 

It is also of interest to note that the reflection height is 100 km. 

It is of interest to note that the first ionospheric wave, j = 1, is the dominant 
propagation component at 10 kc/s. to a distance of approximately 3000 km. in the normal day 
example, Fig. 5. Of course, at distances less than 1000 km., the ground wave, j = 0, becomes 
an important component of the total field. This is also true of 20 kc/s., Fig. 6, 50 kc/s., 
Fig. 7, 100 kc/s., Fig. 8, and 200 kc/s. In fact, at 200 kc/s., the first ionospheric wave 
is the dominant wave to a distance of 4000 km. At this frequency, however, Fig. 9, the 
ionospheric wave to ground wave ratio is considerably less, since the ionospheric reflection 
coefficient, T, decreases rapidly in value as frequency is increased. 

The ionospheric waves exhibit a pseudo-Brewster angle in the reflection coefficients 
of the ionosphere and the ground. This phenomenon occurs when the angle of incidence on 
the medium reaches a certain critical value that can be translated into a critical distance 
from the transmitter (see Johler (1963) for a discussion of the ionospheric reflection co- 
efficient as a function of angle of incidence). For the normal day model the pseudo-Brewster 
angle for the ionosphere occurs at a distance less than 100 km. for j = 1, j = 2 at f = 100 
kc/s., Fig. 8, for example. In this region the angle of incidence on the ionosphere has 
not, as yet, reached grazing incidence. A similar phenomenon occurs in the second and 
higher order terms, j = 2, 3, 4, S... when the waves approach grazing incidence on the 
ground (3000 km. for j = 2). Beyond this point the field recovers and approaches a ground 
wave type diffraction curve. 

6. Conclusions 

Research that uses low frequencies to study the D region of the ionosphere with 
ground-based techniques can use a theory of propagation based on Maxwell's equations to 
considerable advantage. Thus, based on measurements of profile of electron and ion density 
along the propagation path, the propagated field can be predicted. In the absence of such 
measurements, theoretical profiles can be introduced into the analysis. An interesting 
possibility of this analysis is the introduction of different profiles at various points 
along the propagation path and different reflection heights for each such profile. This, 
in essence, permits the introduction of an inhomogeneous, anisotropic model ionosphere by 
reference to the geometric-optics. Thus, the mathematics at the present state of the art 
appears to be approximating nature more precisely as a consequence of recently developed, 
computer oriented techniques. 

This paper was written as part of the work performed under Defense Atomic Support Agency 
interagency cost reimbursement orders 807-64, 804-65. 
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Fig. I. Illustrating geometric-optical 

rays between the ionosphere and the 

ground with corresponding regions of 

reflection for each ray (j, k). j =order 

of term of the geometric series, 

j =1, 2, 3.. and k is  the  order of the 

re lection region. 

30 

0 1_ 

Fig. 2. Theoretical profiles of electron 

and ion densities, illustrating state of 

electrification of the ionosphere and 

atmosphere. b> 40 km. after Jobler and 

Berry (1965), b <40 km. after Cole and 

Pierce (1965). 
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effective reflection height z —25 km. or 
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1 ' 
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Fig. 5. Illustrating the amplitude of the 

normal daytime field variation with 

distance for the complete field, 1, and 

the various geometric series components, 

j =0, I, 2, 3... ,  at a frequency of 10 kc/s. 

Magnetic dip I = 60 °, magnetic azimuth 

‘b. = 270 °, magnetic intensity in =40 

amp./m. 

3 

DISTANCE,  km 

Fig. 6. Illustrating the amplitude of the 

normal daytime field variation witb 

distance for the complete field, 1, and 

the various geometric series components, 

j =0, 1, 2, 3..., at a frequency of 20 kc/s. 

Magnetic dip I = 60°, magnetic azimuth 

O a  =270°, magnetic intensity In -= 40 

amp./ m. 
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Fig. 7. Illustrating the amplitude of tbe 

normal daytime field variation with 

distance for the complete 	and the 

various geometric series components, 

= 0, 1, 2, 3..., at a frequency of 50 kc/s. 

Magnetic dip 1 = 60 °, magnetic azimuth 

= 270°, magnetic intensity  1H  =40 

amp./m. 

DISTANCE, km 

Fig. 8. Illustrating the amplitude of the 

normal daytime field variation with 

distance for the complete 	and tbe 

various geometric series components, 

j = 0, 1, 2, 3..., at a frequency of 100 kc/s. 
Magnetic dip, 1 = 60°, magnetic azimuth, 

Oa  =270°, magnetic intensity,  IHI =40 

amp./m. 



10- 6  

NORMAL DAY 
200 1,117 

h 65 km 

TYPICAL LAND 
• 0.005 mhos/rn 
• 15 

1 0 1 lamp - rn 10-8  

10-9  
s 

10-7  

cr 

Lui— 	10-0 

 2 

F- 

> 

UJ

—  
0 

o- 	10- ' 3  

10- ' 4  

icr ,5  

10,6  
j 

A 
/ 

/ 
I 	d 	I 	II 	I 	 j 	 I 	1  

\\ 

.\  
6000 — 7000 

0
0  1000 2000 3000 4000 5000 

120 

100 - 
w 

z 
1— 80 

102 	 103 I0 	 105 
106 

NUMBER DENSITY, Ne,i, crti3  

PROPAGATION OF LOW FREQUENCY RADIO WAVES 419 

DISTANCE. km  

Fig. 9. Illustrating the amplitude of the 
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Fig. 10. Normal day ionospbere D-region electri-

fication profile, illustrating electron, positive ion, 

and negative ion nuclear densities between ap-

proximately 40 and 100 km. (after Knapp 1965). 
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Fig. 13. Theoretical low frequency propagation 

curves (amplitude of the vertical electric field as 

a function of distance from an electrical point 

source) for the terrestrial wave  guide,  employing 

normal nighttime ionosphere model. Magnetic dip 

1 = 600, magnetic azimuth yh a  = 270°, magnetic 

intensity  iii  = 40 amp./m. 
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Discussion on Paper 4.1.2 presented by J.R. Johler 

Volland: Do you use an isotropic ionosphere? 

Jobler: No, I have used an anisotropic ionosphere; the magnetic azimuth was 270 0, the dip angle was 60 0, 
and the magnetic field was 40 amp./m. or one-half a gauss. 

Volland: You did not use a dipole field. What sort of magnetic field was used? 

Jobler: The magnetic field was constant over the path. We can vary it, but for this exercise I kept it 
constant over the path. 

Volland: What is the highest frequency at which you can use your calculations? 

Johler: At the present time we stop at around 400 kc.; however, we are exploring the possibility of running 
it up to a megacycle. At 400 kc. the attenuation with distance becomes steep. 

Gossard: How much computer time does it take to run a complete ray trace problem of the sort that you 
showed here, and on what computer? 

fabler: Can Dr. Segal tell us how long the reflection coefficient part of the program takes? 

Segal: Depending on the machine, anywhere from VA to 5 minutes. 

Johler: That is the longest part, the rest is fast. With our IBM 7090 or our CDC 3600 I think we could 
calculate a hundred distances in about 2 minutes. The main problem at the moment is keeping track of all 
the calculations. 

Gossard: We have essentially the saine problem with the program but from a modal standpoint. Instead of 
solving the ray tracing problem we solve the modal problem, and our times for the first four modes of output 

are about the same as yours for the ray tracing. 

fabler: This is not a ray tracing program. 

Gossard: Yes, alright, you do it by hops. It is not a modal solution. You have to get more and more hops. 
It gives the same answer if you use enough terms. 

Johler: What it does is decompose the mode solution into geometrically meaningful components. It gives 

exactly the same answer under the same conditions. 

Belrose: Have you done any calculations at steep incidence? 

Johler: We normally do the calculations in to about 400 km. We could run those curves right in; however, 

we do not have much interest in that. 

Belrose: In the program you have developed, it is not possible to tell from the calculated reflection 
coefficient whether the reflection has been total or partial. In the case of steep incidence, the electron 
density profile must obviously extend to values greater than the X 1 + Y reflection condition. How many 
times greater? 

Johler: I think if you get the electron densities too low the program might blow up. 
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4.1.3 	 NUMERICAL EXPERIMENTS SIMULATING LOW FREQUENCY 
AND VLF PROPAGATION IN THE LOWER IONOSPHERE 

by 

M.L.V. Pitteway 

Cripps Computing Centre, University of Nottingham, Nottingham, England 

1. Introduction 

Recent advances in the speed and availability of digital computers have led to the 
development of various numerical methods for the solution of the differential wave equations 
governing the propagation of radio waves in a plane-stratified ionosphere. These computer 
programs are particularly important in studies of the lower height ranges of the ionosphere, 
as the reflection properties of low frequency and very low frequency radio waves are 
sensitive to the small electron densities involved. Experimental studies of these reflection 
properties are not expensive, but the results cannot be interpreted by conventional ray 
theory. Some of the numerical techniques available are described briefly in Section 3, but 
the main purpose of this paper is to consider how modern computing methods could be employed 
to increase their availability and accelerate their development. 

Many radio physicists have been involved at some time in the writing of full wave 
computer programs. This programming involves a preliminary investigation of ionospheric 
constitutive relations leading to some kind of differential wave equation, together with 
the acquisition or development of a suitable numerical technique for their solution by 
digital computer. Then follows a phase of program development and debugging, with the 
intended objective of providing a research tool for making theoretical studies of low 
frequency and very low frequency propagations. The tool consists of a computer program to 
read in data —prepared in the form of punched paper tape or punched cards — describing 
electron density and collision frequency models as tabular functions of height, together 
with specifications of the frequency, gyrofrequency, angle of incidence, azimuth, dip, and 
other information required before the computation can commence. At the end of a series of 
calculations, adjustments can be made to the tables of electron density and collision 
frequency, to study the effect of different height ranges of the ionosphere, or perhaps to 
obtain a better match between computed and observed results. A large part of the computer 
programming effort will be directed towards the efficient arrangement of this type of work 
for example, the program must be designed to proceed with calculations for a number of 

' different angles of frequencies without the need to specify the electron density and col-
lision frequency tables each time. 

Even when great care is taken with the program, however, it remains a laborious 
business to prepare the tables of electron densities, and the research 'tool' can easily 
require several full-time key punch operators to act as a buffer between the user and the 
machine, though the actual computations may run to only a few seconds daily. Modern com-
puting facilities include light-pen display units that can eliminate this human buffering 
activity, and allow direct communication between the computer and users not interested in 
the detailed programming or numerical techniques. 
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2. Summary of Computer Methods 

The object of the numerical study is to make calculations determining a quantity such 
as a reflection coefficient for a plane radio wave of fixed frequency incident onto a plane-
stratified ionosphere. The use of a fixed frequency is not a serious limitation. If the 
computations can be made at one frequency, they can be made at other frequencies, and 
different frequencies can be synthesized to determine virtual heights and other quantities 
relating to finite pulse wave forms. Similarly, if calculations can be made with plane waves 
at different angles of incidence, it is possible — in principle —to synthesize a cylindrical 
or spherical incident wave. The use of a plane-stratified model ionosphere in which the 
electron density and collision frequency are supposed to vary in the vertical (height) 
direction only is a more serious limitation. Correction factors can be applied to allow for 
earth curvature (e.g. Wait 1962), but little progress has been made in the case when the 
electron densities or collision frequencies show considerable fluctuations in the horizontal 
directions. 

The differential equations to be solved are determined from Maxwell's equations, 
together with the constitutive relations for the ionosphere. Most early work uses the 
Appleton-Hartree constitutive relations based on the equation of motion of an electron with 
a simple collisional damping  terni (Banerjea 1947, Clemmow and Heading 1964), but recent 
developments have led to the adoption of more elaborate forms (Sen and Wyller 1960). Clearly, 
a rational computer program should allow for the easy interchange of different types of 
constitutive relations, so that new forms may be tried in a computer environment without the 
need for extensive reprogramming. 

The differential wave equations thus derived involve electric and magnetic wave fields 
as the dependent variables. When the analysis is applied for a plane incident wave and a 
plane-stratified ionosphere, time and horizontal space variation factors may be omitted, 
leaving height as the only independent variable. A convenient form for computer inte-
gration uses a set of four linear first-order differential wave equations. For a homogeneous 
medium, these equations have four solutions corresponding to up-going and down-going 
ordinary and extraordinary waves. It is convenient to use four wave field components that 
are continuous at discontinuities of electron density or collision frequency in the vertical 
direction, as this will allow the computer program to deal with sharp boundary layer 
problems; in this form, the differential equations will involve no height derivatives of the 
electron density, collision frequency, or other parameters. 

These wave equations contain a great deal of information, some of which is redundant 

when calculating the conventional reflection coefficients 1R1, pli, IR1, and 11R11; with 

the limited storage capacity of early machines it proved convenient to transform these to 
work with derived reflection coefficient or admittance variables (Budden 1955, Barron and 
Budden 1959). The computer integrations take no longer with these equations; using the 
simple fourth-order numerical techniques available in most computer program libraries, they 
require twice as many steps, but only involve half as many equations. From a physical 
standpoint, however, there is one advantage in using the wave field equations to calculate 
reflection coefficients: 

Sometimes the computer integrations yield unexpected answers — for example, a 
reflection coefficient may prove much smaller than expected. If the wave fields are availa-
ble, it is easy to examine the detailed wave structure inside the model ionosphere to see 
where reflection or partial reflection is taking place, where there is coupling, where 
there is absorption and so on. With the derived reflection coefficient methods,the quantities 
formed during the integration may be interpreted as the reflection properties of an 
ionosphere sharply bounded with free space below; such a reflection cannot easily be 
interpreted in physical terms — for example, a large reflection coefficient of this type 
will be meaningless if there is a heavy absorption in the lower part of the ionosphere. 

The Slough full-wave program developed for Pegasus — an early computer with magnetic 
drum storage — was based on the wave field equations (Pitteway 1965) partly because if the 
wave fields are available they may be used as raw material for a simple analytic formulation 
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of scattering by weak horizontal variations of the electron density and collision frequency 
(Pitteway 1958) and partly because rocket experiments were available actually to measure the 
wave fields themselves (Hall and Fooks 1965). It has been used to make theoretical studies 
of the following quantities (Piggott, Pitteway and Thrane 1965, Deeks 1965, May 1965, 
Pitteway and Jespersen 1965): 

1. Conventional reflection coefficients and associated phases. 

2. Various measures of the "apparent height of reflection": 

(i) triangulation height (as the angle is varied); 
(ii)virtual height (as the frequency is varied); 
(iii)phase height (which is multi-valued in that it involves an arbitrary number of 

wave lengths). 

3. Hollingworth patterns. 

4. Polarizations required for maximum and minimum transmission. 

5. Transmission coefficients. 

6. Wave fields as functions of height. 

7. Transmission coefficients for down-going whistler waves. 

8. Internal reflection coefficients for down-going whistlers incident onto the lower 
ionosphere from above. 

9. The "limiting" polarizations with which transmitted down-going whistlers emerge into free 
space below the ionosphere. 

The Slough program used a standard process of numerical analysis to fit fourth-order 
polynomials to the wave fields. This introduces a serious limitation, in that it proves 
necessary to take approximately 25 steps for each wave length structure in the vertical 
direction. Each step takes approximately five seconds on Pegasus, so to integrate through 
50 km. for f cos I (frequency x cosine of angle of incidence) equals 350 kc/s. takes about 
two hours (equivalent to approximately 40 seconds on Atlas). For this reason, the inte-
grations are limited to low frequencies and very low frequencies by the availability of 
computer time, though a few integrations have  been made just over the gyrofrequency (the 

i lower height of reflection shortens the ntegration somewhat). Some typical integration 
times are given below: 

f cos I 

<10 kc/s. 
30 kc/s. 

100 kc/s . 
300 kc/s. 

1 Mc/s. 

Pegasus integration 

3 minutes 
10 minutes 
30 minutes 

100 minutes 
5 hours 

Atlas integration 

1 second 
3 seconds 

10 seconds 
30 seconds 

100 seconds 

Note that these are the times taken for a single integration. Some problems may require 
several integrations to give just one result. For example, to compute the propagation 
characteristics of a mode in the earth-ionosphere wave guide, the boundary conditions are 
of the 'two-point' type in which the angle of incidence (usually complex) has to be 

' carefully chosen to match the ground characteristics at the bottom of the wave guide 
(Barron 1959). 

Alternative numerical techniques for the solution of differential equations of this 
type have been developed by dividing the ionosphere into a series of homogeneous slabs 
(Johler 1963); the technique can be applied to both the reflection coefficient and wave 
field form of differential equations, and can be extended to take account of slow variations 
across the slabs (Inoue and Horowitz 1966). Far more work is involved in making the 
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computations for one slab or step, but it leads to the exciting possibility that it should 
no longer be necessary to work with steps smaller than the wave length. If it proves possi-
ble for these methods to match the speed of the conventional techniques at 100 kc/s. or 
even 300 kc/s., it should be possible to extend the full-wave solutions to high frequencies 
and very high frequencies to match absorption calculations, true height, and other analyses 
studied at present using ray tracing techniques, so that the one computer program could be 
used quite generally in propagation studies of this type. 

3. The Importance of Numerical Experiments 

Before designing a new computer system of the type described in the next section, it 
is useful to consider the achievements and limitations of previous programs written with the 
ultimate objective of providing a research tool to make computer methods available for a 
number of users, not just the originator of the program. In the case of the Slough long-
wave program, the original intention was for users to be able to make calculations for 
given models, to see whether the models --perhaps obtained from cross modulation or partial 
reflection experiments — are compatible with experimental observations of long-wave 
reflection properties. It was also intended to be able to make adjustments to the models to 
improve the match with experimental results. 

With the conventional computing system, the models have to be fed to the computer in 
the form of punched cards or punched paper tape, as a series of tabular values. This 
imposes a serious limitation on the work, as each adjustment to the models means the pre-
paration of a new set of tapes — a laborious and error-prone task. Some attempts have been 
made to reverse the process, so as to deduce profiles from the experimental observations 
direct (Krasnushkin 1962). However, it may well be that errors in a range of different 
experimental results may produce incompatibility, in which case a profile must be chosen 
by an experienced radio physicist who knows which experimental features are reliable and 
must be matched, and which features are less reliable. It then becomes a matter of finding 
a model to match a particular pattern of experimental results, rather than all the detailed 
values; it is nnt easy to program a computer to recognize the significance of patterns in 
this way, so the experimentalist becomes an important part of the computational process. 

Further, the use of computer programs often has a quite separate impact than that 
originally intended. Computing with the Slough program, for example, led to the discovery 
of a new full-wave reciprocity relation (Pitteway and Jespersen 1965). This is the second 
reciprocity relation of this type discovered through numerical calculation with a computer 
(Budden 1954, Barron and Budden 1959). In many other cases, analytic results have been 
established as a result of experiments with a computer — for example, the analytic 
formulation of weak scattering (Pitteway 1958) was initially discovered through the avail-
ability of a computer program. 

At first, it might be considered that to find simple analytic answers after investing 
valuable computer time in a problem might mean that computer resources have been wasted. 
But like more conventional experiments, it is now becoming recognized that numerical 
computations often lead to results that were not the original investigation motive. An 
analogy can be drawn with training the pilot of a new aircraft with a mock-up cockpit, wired 
through an analog or digital computer, so that he can manipulate the controls and get the 
feel of the machine. Similarly, a mathematician may be faced with complicated sets of 
equations, and may make little progress until he is provided with computing facilities. A 
few numerical results may reveal a pattern — a curve looking like a Bessel function, 
perhaps — which he will recognize, and then he can approach the original equations with an 
empirical result to be established. 

In the Slough program case, two graphs 
of angles — appeared as mirror images of one 
details revealed correspondence to all eight 
reciprocity relation. A less accurate match 
ray theory, for example.  

—transmission coefficients plotted as functions 
another. A comparison of the computer output 
figures of accuracy, suggesting the full-wave 
would have suggested an approximate relation — 
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Experience suggests that this kind of computer discovery may become increasingly 
important as numeric work develops, and clearly an efficient system should be designed with 
this in mind. Progress with punched card or paper tape input is slow and tedious. Many 
key punch operators and clerks would be required to keep track of the large quantities of 
input and computer output generated, with the result that originators of programs are often 
extremely reluctant to organize computer runs for potential customers of a rationalized 
long-wave computing service. The purpose of this section —indeed the main object of the 
paper — is to describe how an efficient long-wave computing service for experimental radio 
physicists could be set up using the facilities available with modern equipment. The 
programming itself would involve development rather than original research, but could then 
be used as a test bed for numerical analysts wishing to try new techniques to speed high 
frequency integrations, and for theoreticians to try new types of constitutive equations in 
a long-wave computing environment, as well as experimentalists wishing to study the possible 
significance of a new set of observations. 

Certain requirements of the new computing system are almost obvious: 

(i)the computer must be fast, i.e. capable of performing arithmetic operations 
and accessing store at micro-second or even nano-second speeds (Pegasus takes 
milliseconds); 

(ii)it must have a floating point unit (Pegasus is all fixed point, and to use a 
floating point through software is prohibitively slow); 

(iii)it must have adequate core store — i.e. several thousand words. Pegasus has 
less than 100 words; using a drum for random access is prohibitively slow, and 
optimizing drum access wastes programming time; 

(iv)it should have a high level language with built-in complex arithmetic facilities, 
e.g. Fortran IV, Atlas Autocode, or PL/1. It is tedious to write out all the 
complex arithmetic statements in real and imaginary parts, and it is inconvenient 
to alter the program for special tests; 

(v)graphical output is essential. No human can assimilate large quantities of 
computer output in numeric form, and graph plotting by hand is too slow. 

In addition, the computer should have a cathode-ray-tube display unit so that 
computed curves can be examined without printing, a light-pen display unit so that hand-
sketched curves can be input direct, and a keyboard for conversation with the user. The 
program should be prepared in a versatile form, so that, for example, wave fields can be 
displayed only when required by the user; and its construction should be modular, so that, 
for example, a module describing the Appleton-Hartree constitutive relations may be 
replaced without editing other parts of the program. 

The parts of a computer forming such a system are shown in the figure. The computer 
itself will, of course, be used for many jobs, and will probably be time-shared with other 
tasks except when making the actual computations required. 
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The user will initiate the program by typing his name and identification at the on-line 
keyboard, and calling down a long-wave control program from the computer's file. He will 
then type answers to simple questions describing the calculation he wishes to have performed. 
A typical conversation might include exchanges like this: 

Computer 

"What do you want?" 

"u (h)?" 

"N (h)?" 

User 

"Hollingworth" 

"Standard atmosphere" 
(this will be stored in the file 
with other models) 

"Pen" 

(At this point, the computer would display suitably marked axes, and the user would sketch 
in a curve using the light pen.) 

"Gyro?" "Ottawa" 
(since the Ottawa angle of dip 
would be stored in file along 
with the gyrofrequency, the 
system need not ask for this) 

"Frequency?" 	"16 k/c." 

"Azimuth?" 	etc. 

Then a few seconds pause while the computer calculates and displays a Hollingworth pattern 
on the cathode display. Perhaps the user has a Hollingworth pattern from an experiment? 
This will have been processed by the computer at an earlier time, and a record may be kept 
on file — in which case the user will instruct the machine to display this too —perhaps in 
a different color. Then, with the light pen, pare away the N(h) curve till satisfied with 
the match. Perhaps the user will then instruct the machine to display „R N  as a function 

of frequency or angle of incidence —this may involve further alterations to the profile. 
When he is finally satisfied, he will type a directive to the computer to produce graphical 
output for permanent record or publication. 
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The file could also he used to maintain a list of users, e.g. for costing purposes. 

One of the users may have developed a new set of constitutive relations. To avoid un-

necessary delays waiting for conventional communication -publication, conferences, and the 

like -he can ask the computer to print a mailing list of all recent users of the system. 

5. Summary 

The present rate of progress of radio physicists matching experimental observations 

could be accelerated by the preparation of an extended computer system. The programming 

costs would be high, but not as high as each user having to write his own set of computer 

programs for long wave studies. The value of the system would'be greatly enhanced if 

efficient numerical methods could be developed to handle higher frequencies than the 

present limit, which is values of f cos I up to not much more than the gyrofrequency. 
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Discussion on Paper 4.1.3 presented by M.L.V. Pitteway 

Wright: If I had offered a paper at this conference on a modern ionospheric sounder I would have gone over 

much of what Dr. Pitteway has said here, but almost in reverse. It seems to me that for the experimental 
radio physicist the ultimate, according to today's view, is a system for making measurements on the 
ionosphere in real time, associated with a computer. One might add an ionospheric sounder or ionospheric 

radio equipment on line with this system, and we are involved now in a program that is doing what you 
might say is the reverse of this. We are going to put much of this type of system on line with an iono-

spheric sounder. The objectiyes are much the same; the thing I wanted to point out is that having programs 

that can perform wave solutions, trace rays, calculate electron density profiles, analyze to determine the 

movements of the ionosphere from some of the radio echo data, or match these various lines of information 
together in a continuity equation for the electrons that are up there, is an invaluable system for one who 
wishes to make measurements of the ionospheric medium. I feel that until we have it we won' t make a 
great deal of progress. 
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4.1.4 	 NUMERICAL SOLUTION OF FULL WAVE EQUATION 

by 

Y. Inoue — University of Pittsburgh, Pa. 
S. Horowitz — AFCRL, Bedford, Mass. 

Presented by S. Horowitz 

The equations governing the propagation of electromagnetic waves in a horizontally 
stratified gyrotropic medium can be written in compact matrix form as: 

de 	. 	+ 
— = iTe dz 

where T is the 4x4 propagation coefficient matrix which is a function of the dielectric tensor 
and inEident direction cosines, t is a column vector of horizontal wave field components 
(E, E, H, H), and z is the scaled height. xyxy 

In a homogeneous layer, T is constant and has four characteristic roots or eigenvalues, 
denoted as q,q,q,q, (BoUer q's) which represent the four magnetoionic modes. Two 

1 	2 	3 	4 

modes will be upgoing waves and two modes will be downgoing waves, each with its characteristic 
state of polarization. The characteristic waves are arranged as follows during a downward 
integration (ground-based signals): 

I [pi ] >I [q ] >I [(I  1>1  [4 ] 	(2) 
ml 	M2 M3 M4 

For upward integration, (satellite or whistler transmissions) the order is reversed. For fre-
quencies below the gyrofrequency the order of (2) represents upgoing fast wave (uf), upgoing 
slow wave (us), downgoing slow wave (ds) and downgoing fast wave (df) respectively. 

The solution to (1) for the homogeneous case can be written as 

e(z) = Exp {i T (z-z0 ) } • e (z0) 	 (3) 

where e (z 
0)S • b = sum of linear combination of 4 characteristic waves 

S = eigenvector of T 

e = boundary conditions 
from which it can be directly shown that 

(1) 

4 

e(z) S 	x p {iq_e (z-z0)} • be 	(4) 

The total wave is therefore represented by the linear superposition of the four characteristic 
waves. 

If T is not constant, the four modes become coupled and transitions between polariza-
tion stat;s and partial reflections occur. The derivation of the total 4 is shown in Fig.1, 
a and b.  Bach  independent solution will have contributions from all four magnetoionic charac-
teristic waves due to the coupling. 



W(zn) = (5) 
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To treat this case the singularities or critical coupling regions are located and re.. 
moved by a binary search technique based on Clemmow and Headings transformation matrix, the 
determinant of which is regionally invariant from one singularity to another  (moue and 
Horowitz, 1966a). 

There are two remaining problems before the integration can be completed  (moue and 
Horowitz, 1966b) 

1. Degradation of linear independence of solutions. 

2. Dividing the inhomogeneous layer into thin homogeneous slabs. 

Linear independent solutions have a dissimilarity that manifests itself in different 
rates of amplitudes and phase variations, wave polarizations, and intrinsic waves impedances. 
Since T and T

o 
are not equal in an inhomogeneous medium, the eigenvectors S z 

and S
zo 

are 

not equal and S • S 	is not equal to unity. This will result in degradation of linear 
1 	zo 

independence between solutions unless special care is exercised. The physical reason for this 
is that in an inhomogeneous medium, partial reflection as well as magnetoionic mode coupling 
appear everywhere, so that the wave field at a height is the resultant contribution of various 
waves arriving from the entire region. The starting conditions for the last equation in Fig. 
lb must therefore be continuously reset. 

This can be shown mathematically as follows: The solutions of the integral matrix is 

— 
•••• S• 6 • S 1 . S• 6.•  S.W(z0) 
222 	1 	1 	1 

consider 2x2 T matrix so that 

W(z
1 
 ) = S• A- S 

1
•W(z 0), 

 1 	1 	1 

and let 
R = S 1 •W(z

o
), 

1 	1 

The two solutions for the 0-th slab are then 

W(z)=S•R 	+S•R, 
*1 	0 	1 *1 1 11 	1  • 2 1 21 

W(z)=S•R 	+S•R, 
1 . 1 1 12 	1  • 2 1 22 

The first column to the right of the equal sign represents the first characteristic 
wave in the 1st slab, and the second column represents the second characteristic wave. The R 
matrix elements indicate the magnitudes of the composite characteristic waves included in 
each special solution. Then: 

W(z ) = 
1 	S 	S 	' (: 0 , à :) 	(: R 

, 

R 	
(10) 

, 	• 	
1 11 	1 12 ;) 

(: S 
1 11 	1 12 

S 
1 111 

A 	0 	R 	R 

1 21 	1 22 	1 22 	

• 

1 21 	1 22 

S •A•R+S•à• R 	S •à•R+S• 6 • R 

= 	
1 11 1 11 1 11 1 12 1 22 1 21 	1 11 1 11 1 12 1 12 1 22 1 22 

	

» 	 (11) 

1st trial solution 

2nd trial solution 

(6) 

(7) 

(8) 

(9) 

S • 6 • R + S • à • R 	S • à • R + S • à • R 
1 21 1 11 1 11 1 22 1 22 1 21 	1 21 1 11 1 12 1 22 1 22 1 22 
S •6 •R +S •à •R 	S •à •R +S •à •R 
1 21 1 11 1 11 1 22 1 22 1 21 	1 21 1 11 1 12 1 22 1 22 1 22 

1 	1 

I 	1 	1 
Increase Decrease 	Increase 	Decrease 



(12) 

(13) 

(14) 

(15) 

(16) 
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Always 1à 	1>1, là 	1<1 
11 	22 

After repeated multiplication of S-AS-1 , W(z) will lose independence. To avoid this 

degradation, let 

0 
(1 11 

S .1q(z 0)= 
1 	12- 

1 21' 1 22 

then 

S•A•R 	+S•A•R 
w(z  )= 	1 11 1 11 1 11 	1 12 1 22 1 21 ,  1 12 1 22 1 22 

1 
S •A•R 	+S•A•R 	S • à • R 

S • A • R :) 

	

1 21 1 11 1 11 	1 22 1 22 1 21 	1 22 1 22 1 22 

Increase 	Decrease 
This linear independence between two solutions is maintained by making: 

o 
1 21 	1 22 

1 11 1 12) 

R 

	

, R 

	
--0- (: R 1 11 

1 21 1 22 ) 

	

R 	R' 
, 

, . 0 \ 
R 	R 	

.— 
 

This is accomplished by a linear combination of R•1 and R•2: 

1 12  
R 

R 
1 

The new starting solution is then 

R 	0'  
1 11

,  
W(Z

o
P = S •

(: 
1 

 R 	R' 
1 21 	1 22 

» 	R 
1 12 

= W (Z )1 W (Z° ) — —ii-- W e 

 ( 

el 	0 	. 2  
1 11 	

.1lZ ) 0 

Linear Combination 

This is possible since the original differential equations are linear and any linear 
combination of solutions is also a solution. The integration procedure is outlined in Fig.2. 
The integration is continued until free space is reached where solutions are combined for 
polarization matching. 

The wave fields are reconstructed by proceeding back through the stored solution values 
and undoing the linear combinations and applying polarization adjustments. 

A pictorial representation of the swamping effects of the intermittent adjustment and 
backward correction of solutions is shown in Fig. 3. 

The inhomogeneous medium is horizontally stratified into homogeneous slabs. T is assumed 
to be linearly varying within each slab instead of the traditional assumption of c;nstant T. 
This results in a series matricant solution (Inoue and Horowitz, 1966b) outlined in Figs. = 
4a and 4b which converges rapidly. 

Fig. 5 illustrates the final solution for the integral matrix and a comparison between 
the homogeneous and linearly varying slabs. The large step size possible with this method will 
allow one to extend full wave solutions into the higher frequencies. 

---- • R =R' 	= 

96414-5 
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The above method has been programmed for computer calculation and one numerical 
solution will now be illustrated. The model chosen is an exponential electron density pro-
file approaching daytime conditions and shown in Fig. 6. The X, Y, Z are Appleton-Hartree 
parameters of normalized electron density, gyrofrequency and collision frequency respectively 

for an operating frequency of 100 kc. Vertical incidence is assumed. The geomagnetic field 
is 0.569 gauss at a dip angle of —73 °  

The real and imaginary parts of the Booker q are illustrated in the lower part of 

Fig. 6. The anisotropy becomes significant above 70 km. The imaginary part of q indicates 

that before the wave is separated into two modes, the attenuation is considerable and there-

fore large reflected signals are not anticipated. The large change in the real part of q 
occurs at X = 1 + Y, where the fast wave is reflected. 

Fig. 7 illustrates the four major coupling coefficients for this model and incident 
conditions. When Z becomes greater than Y, the anistropy of the medium disappears. Linearly 
polarized waves are assumed in the quasi-isotropic region and magnetoionic characteristic 
waves are used in the anistropic region. The transition occurs at about 63 km. In the quasi-
isotropic region there is weak coupling. Its effect on reflections will be small. No pe-
culiar effect occurs at the X = 1 level because of the high collision frequency. 

In the region above 65 km., the reflection type coupling consistently predominates, 
that is uf converted to df and us converted to ds. A small peak of the reflection type 
coupling in the fast mode appears at 79 km., where X = 1 + Y. The partial reflections of us 
waves continues to increase with height. Above 100 km., the electron density has been as-
sumed constant and the small coupling is attributed to the varying collisional frequency. 

Coupling echoes from the upper region can not be observed on the ground because of the 
high attenuation. Main reflections will come from below the strong coupling region. The 
total reflected energy will be less than —60 db, the reflection height around 78 km. 

Fig. 8 shows the equivalent magnetoionic modes at each height plotted on a log scale. 
Notice the large decrease in the uf wave as it enters into the evanescent region above 
X = 1 + Y height. The us wave has been reduced by 80 db at 120 km., so we will not expect 
much of a whistler mode for this daytime model. The incident wave is transverse magnetic. 
Coupling due to the inhomogeneous medium generates the TEU wave. 

The wave polarization of the independent modes is presented in Fig. 9. The phase 
memory integral has been extracted so that the changes in shape are due to the inhomogeneous 
medium. The solid line with left-hand polarization represents the uf wave, the broken line 
represents the us wave and is the whistler mode. Since vertical propagation is assumed, no 
change in polarization direction is expected. 

The computed wave field profiles are illustrated in Fig. 10. The oscillations between 
70 and 80 km. are due to the interference between uf and us waves. The remaining structure 
is somewhat smooth due to collisional damping. Magnetic field rocket measurements, in addition 
to requiring a low impedance antenna, also have the advantage of smaller dynamic range. 

The calculated ground reflection coefficients are: 
4 

R I = (-6.138 + j2.712) x 10'—  
11 	I 	_A 
R 	= (-1.693 + j7.535) x 10 

II 	1 

Similar calculations have been made for several other models, to help develop an intui-
tive feeling of the effects on the wave fields of a changing electron density profile. 
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Integration Procedure to Preserve Good Independence 
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Discussion on Paper 4.1.4 presented by S. Horowitz 

Waynick: One possible suggestion that might be of interest to Mr. Horowitz concerns the last slide, in 

which he showed the coupling level around about 65 km. Years ago we claimed to have observed this 

separately as an echo..If I remember correctly it came out about 90 km. for nighttime models. 

Belrose: I believe that was for 150 kc/s, Dr. Waynick. 

Ross: You mentioned partial reflections; are they the same type of partial reflections which we are deal-

ing with in our experiment, or is there some other explanation? 

Horowitz: These echoes are due to the upgoing slow waves changing into downgoing waves, so I assume 

it is the same type ot echo that you observe in the partial reflection experiment. 

Sales: To answer that and maybe Dr. Waynick at the same time, this is coupling echoes back, and it is 

possible that if the model was not one of these simple exponential models that this thing could be peaked 
up at some height. These are always at high altitudes, they do grow quite large, and if the model was 

right (a more realistic model) there could be what Penn. State have called a coupling echo at higher alti-
tudes. But I think if you are depending on irregularities for scatter back they might not be exactly the 
same. 

Be'rose: As I recall the Penn. State University work, the coupling echo referred to occurs at the level 

where X equals 1 under critical conditions for the collision frequency. The collision frequency has to be 
a critical value at that level, and the coupling echo was observed at night because it is at night these 
conditions are found. If one plugs into the work representative daytime profiles, you will find that, if a 
coupling echo existed of the type seen at Penn. State U., it would occur at frequencies around 500 kcs. 
and would be well up near the base of the E region, so this is a different type of coupling. I don't know 
the exact difference between the two. 

Wright: I would like to mention that the coupling which occurs under the conditions of critical coupling 
(critical collision frequency at X =1) that Dr. Belrose described, can be found up inside the E region at 
sufficiently high magnetic dip angles where the critical collision frequency gets down to 10 4  or perhaps 

a little less. This is observed at high latitudes and produces an echo which is separated by group delay 
effects. 

Bibi:  Do you have any estimate of how much oblique incidence would change the amount of coupling? 
Because, as you said, at vertical incidence and presuming a constant magnetic field, you minimize the 
coupling between the fast and slow modes; but if you go to oblique incidence obviously it cannot be true„ 
because the characteristic polarization changes rapidly. 

Horowitz: I tried oblique angles but not on this profile. I tried it on some other profile, and I do get larger 
coupling coefficients. 

96414-6 
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4.2.1 	D-REGION ELECTRON DENSITY DISTRIBUTIONS DEDUCED FROM THE REFLECTION 
OF LOW AND VLF RADIO WAVES 

by 

B.R. May 

Radio and Space Research Station, Slough, England 

Abstract 

This paper gives results obtained at the Radio and Space Research 
Station, Slough, of the determination of the height distribution of electron 
density in the D region from observations of the reflection of low and very 
low frequency radio waves. The electron distributions shown were obtained 
using a "trial and error" process, in which a search was made for distribu-
tions of which the calculated reflection properties were in agreement with 
observations. The reflection properties of the distributions were calculated 
using the "full-wave integration" technique. The D-region electron density 
distribution, and the way in which it varies during the day, the year, the 
sunspot cycle, and during an eclipse and a "sudden ionospheric disturbance", 
is shown. 

1. Introduction 

The purpose of this paper is to describe studies made at the Radio and Space Research 
Station concerning the deduction of D-region electron density distributions from reflected 
low and very low frequency radio waves. These studies have resulted in a determination of 
the height variation of electron density in the D region and the way in which it varies 
during the day, the year, the sunspot cycle, and during a solar eclipse (Deeks 1965a) and a 
"sudden ionospheric disturbance" (May 1965) —Figs. 2 to 8. 

The data used are ground-based observations of the strength and phase of waves re-
flected by the ionosphere at distances up to about 1000 km. and at frequencies ranging from 
16 to 200 kc/s. The observations were mainly made at Cambridge during the years 1948 and 
1949 (sunspot maximum) and 1953 and 1954 (sunspot minimum). At 16 kc/s. it was found that 
there were only slight variations from day to day in the characteristics of the reflected 
wave, but that there was a considerable variation at 70 kc/s. and higher frequencies. The 
electron distributions in Figs. 2 to 6 have been deduced from the "average" behavior of the 
reflected waves, but it is nevertheless believed that the major features in the deduced dis-
tributions are necessary to obtain agreement between the observed and calculated reflection 
properties. Actual records of phase and amplitude were used to deduce the electron density 
distributions shown in Figs. 7 and 8 during a "sudden ionospheric disturbance" that occurred 
on 7 October, 1948 (May 1965). 

It does not appear to be possible to deduce the electron density distributions directly 
from the observed data. A "trial and error" process is therefore used in which a search is 
made for an electron density distribution whose calculated reflection properties are in 
agreement with observations, these properties being calculated with the aid of a "full-wave" 
integration technique (Pitteway 1965). 

Before the reflection properties of an assumed electron density distribution can be 
calculated, the height variation distribution of collision frequency of electrons with air 
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molecules must be postulated. The precise way in which the collision frequency in the D 
region should be taken into account in the "full-wave" theory is complicated, but for the 
range of radio frequencies under consideration here an "effective" frequency veff  can be 

used without excessive error (Deeks 1965b). Independent measurements of the collision fre-
quency by rocket and radio techniques are in good agreement and also indicate that there is 
negligible day-to-day variation. The height distribution of v eff  used in most of this work 

is shown in Fig. 1. However, Piggott and Thrane (1965) have shown that during the summer 
the D-region collision frequency is increased by 60 per cent, and this was taken into account 
when the appropriate electron density distribution was deduced. 

2. The "Full-wave" Integration Technique 

This section is devoted to a brief description of the "full-wave" integration tech-
nique. It has previously been described in detail by Pitteway (1965). 

a) The Integration Procedure 

The electric and magnetic wavefields that exist in the D region, with an assumed height 
distribution of electron density N and collision frequency v for plane waves, can be found 
by integrating on a computer a set of 4 first-order linear differential equations. The in-
tegration can be carried out for waves at any angle of incidence and azimuth with respect 
to the magnetic field. Well above the main reflection level at which X 1. Y, the upgoing 
ordinary and extraordinary waves are chosen as initial solutions for the integration, which 
is then continued downwards to a level where N is effectively zero. The extraordinary or 
"evanescent" wave increases rapidly in amplitude with decreasing height and is usually the 
dominant solution, while the ordinary or "travelling" wave increases only slowly in amplitude 
and gives rise to the "whistler" wave high above the ionosphere. In the literature, the former 
solution has been called the non-penetrating mode (n) and the latter the penetrating mode (p). 
At the bottom of the ionosphere each solution is split into up- and downgoing waves, from 
which can be calculated the reflection coefficients R and R their polarizations, and 

n P' 
the phase difference bétween chosen components of the up- and downgoing waves. The two modes 

can also be combined to give the conventional reflection and conversion coefficients 11 R 1  

and 1 R1 (defined in Section 3 (a)) and the associated phase differences 	
0 	and 11 01  be- 

	

ll 	H 
tween the up- and downgoing waves at any chosen height h (see Section 3 (b)). 

b) Collision Frequencies 

In the D region the energy of the incident wave is dissipated mainly by collisions of 
the electrons with the air molecules. The simple "full-wave" integration procedure is based 
on the Appleton-Hartree theory, which assumes that the collision frequency of electrons is 
independent of their velocity. However, laboratory experiments have shown that the collision 
frequency for mono-energetic electrons is proportional to the electron velocity. This obser-
vation implies that the actual collision frequency to be inserted in the Appleton-Hartree 
formulae is a complicated function of vm  and the radio frequency employed. Sen and Wyller 

(1960) have shown, though, that an effective collision frequency veff  which is often simply 

related to vm (Fig. 1) can be used for a certain range of radio 
frequencies, and Deeks (1956b) 

has demonstrated that the use of an "effective" collision frequency gives calculated values 
of reflection parameters in acceptable agreement with those obtained using the more vigorous 
"generalized" treatment. 

All of the electron density distributions in this paper have been deduced using the 
"non-generalized" full-wave theory with the height distribution of veff  shown in Fig. 1, 

with the exception of the summer distribution in Fig. 3 for which the collision frequencies 
were increased by 60 per cent (Piggott and Thrane 1965). 

96414-6b 
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3. The Experimental Data 

This section is devoted to an outline of the experimental data from which the electron 
density distributions in Figs. 2 to 8 were deduced, using full-wave techniques. (Deeks 1965a, 
May 1965). 

a) Reflection Coefficients and Phases of Reflected Waves 

An 1.f. or v.l.f. radio wave incident upon the ionosphere from a commercial transmitter 
aerial is usually linearly polarized with the electric vector in the plane of incidence. The 
resultant downcoming wave is, in general, elliptically polarized, and two parameters (the 
reflection coefficient H R

II 
and the conversion coefficient II R1)  are used to measure its 

strength. These coefficients relate the amplitude of the electric field in the upgoing wave 
to that in the downgoing wave, and the subscripts 	and refer to components parallel and 

perpendicular to the plane of incidence. Thus  1 R1  represents the ratio of the perpendicular 

(sometimes called abnormal) electric field in the reflected wave to the parallel (normal) 
electric field in the incident wave. 

The two components have associated phases, and the phase difference between 0.R 11  and 

R• 1 
along with their magnitudes determine the polarization of the downcoming wave. Experi- 

mental determinations of the polarization can be precise, but in general are not; if 0.5 < 
R

• 11 
< 2, and the phase difference between the component is greater than 600 , the wave is 

considered to be circularly polarized or to be linearly polarized if the phase difference 
is less than 30° . If I R / R < 0.5 or > 2, the 

wave is considered to be linearly polarized 
I 	it 

irrespective of the phase difference between the components. At large distances from the 
transmitter the downcoming wave is nearly linearly polarized with the electric vector in 
the plane of incidence, so that it is  R 1  that is usually measured. At shorter distances 

the wave is roughly circularly polarized, and although measurements have been made of both 

,11
R

11 
and 	R 	it is usually 11 12 1  only that is measured. -  

ti 

During the years 1948 and 1949 (sunspot maximum), numerous observations were made of 
the strength and phase of reflected waves in the frequency range 16 to 127 kc/s. at all times 
of the day and year, and over distances up to about 600 km. In particular, observations were 
made at Cambridge and Aberdeen on the 16 kc/s. waves from the G.B.R. Transmitter at Rugby, 
over distances of 90 and 535 km. respectively. These observations are summarized in a review 
•paper by Bracewell et al.(1951). During the sunspot minimum years 1953 and 1954, Belrose made 
a further series of measurements at Cambridge at frequencies in the range 16 to 245 kc/s. 
(Belrose 1956, 1957). 

These two groups of observations have been used to deduce the average D-region electron 
density distribution over southern England and the way in which it varies during the day, the 
year, the solar cycle, and during an eclipse (Deeks 1965a) and during a "typical" S.I.D. 
(May 1965). More detailed observations have also been used by May (1965) to determine the 
change in electron distributions during an S.I.D. on 7 October, 1948. 

At this point it is appropriate to mention that the "full-wave" integration technique, 
used to calculate the reflection properties of a postulated electron density distribution, 
deals with plane waves. Now the waves emitted by a transmitter are spherical and thus the 
total field measured at the receiver should be represented by a system of plane waves in-
cident from many directions — an "angular spectrum" of plane waves. However, it is not prac-
ticable to use this refinement when deducing electron distributions due to the large amount 

of computer time-involved. This effect can partly be taken into account, though, if a 
"stationary phase" concept is used to simulate the changes in phase and amplitude that would 
be observed at a fixed distance —see Section 3 (b). The field strength measurements may also 
be complicated by the presence of waves that have undergone more than one reflection from 
the ionosphere. From a consideration of the magnitudes of the reflection and conversion 
coefficients involved, it appears that in general the contribution to the total field from 
multiply reflected waves would be small compared with the contribution from the once-reflected 
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wave, and no account of the effect has been taken in this work. Changes in the height dis-
tribution of electrons over the distances involved and possible tilting of the ionosphere 
have also been ignored. 

b) Reflection Heights and Change of Phase 

In this section, consideration is given to the interpretation of the phase measure-
ments of 1.f. and v.l.f. waves and their relation to the results of the "full-wave" calcula-
tions. 

The wave incident upon the ionosphere is reflected from a range of heights, but never-
theless the phase of a particular field component in the downcoming wave can be regarded as 
the result of a reflection at a "fictitious" mirror-like surface. The apparent height of 
reflection and its variations, instead of the phase, are often quoted in the literature, since 
the parameter can be more easily visualized and often behaves in a regular manner that is 
related to the variations in the structure of the ionosphere. 

The full-wave theory employs infinite plane waves, and Piggott et al. (1965) have shown 
that the apparent height of reflection of such waves can be expressed in terms of the phase 
difference 0 between the up- and downgoing waves of any particular chosen component. This 
apparent height of reflection can be expressed in several ways. 

1) The upgoing and downgoing waves at an angle of incidence I are assumed to be plane 
infinite waves reflected by a horizontal surface over a plane earth. If 00  and eh  are the 

phase differences between the up- and downgoing waves at the ground and height h, respectively, 
then 

o 	4 n h cos  I 
. . . .

h 
= 0

o 
+ 

A 
where X is the wavelength of the waves. 

Piggott et al. have assumed that a n phase change takes place on reflection at a height 
h, and thus expression (1) can be written 

4 n h cos I 
. . . . 0

o 
= 2 IT (M + 1/2) 

where M is an integer. 

A value of O 	into (2) leads to a series of "phase heights h separated by a vertical 
1 

X 
distance 2  —sec. I. The most suitable values of h are selected with the help of other criteria. 

From equation (2) it can be seen that 

DOo 	4 IT h sin  I 
DI 

which can be used to define the "triangulation" height h by examining how 0o varies with 2 
I for a fixed frequency. 

DO 
Similarly afo 	4 IT h cos I  

is used to define a "virtual" height h , which depends on how 0o varies with the wave fre- 
3 

quency for a fixed value of I. 

In the work of Piggott et al. (1965) and Deeks p965a), the calculations were carried out 
mainly at two fixed angles of incidence of 30 0  and 75 , to represent steep and oblique inci-
dence propagation, and the reflection heights and phases were calculated using the above 
expressions. 

(1)  

(2) 

(3)  
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In reality, however, the observations are not made at fixed angles of incidence but 
at fixed distances, and a direct use of the above equations will not always result in the 
correct calculated phase at a fixed distance. It is necessary, in more precise determinations 
of electron distributions, to introduce the relationship between the angle of incidence, the 
triangulation height of reflection and the distance d over which the wave is propagated. 
This relationship, which embodies the "stationary phase" concept has been outlined by Piggott 
et al. (1965) and described in greater detail by Bain (1965). 

If the wave were reflected at a mirror-like surface at the triangulation height  h, 
2 

then 

d 
h = cot I 
2 	4  

Substituting this value of h into expression (3) gives 
2 

DO 0 	2 n d cos I  

A more useful form of this expression can now be obtained. For any height h it follows from 
expression (1) that 

DO
h 	

ao
o 	4 u h sin I  

DI - aI 	A 

and combining (4) and (5) gives 

(4) 

(5)  

DI u , = X 	sec. I • — 
2n  

aeh + 2 h tan I, (6) 

the required relation between d and I. 

This latter expression can be applied directly to the results of "full-wave" calcula-
tions (see Section 2) to find the angle of incidence appropriate to a given path distance, 
and hence the correct value of 6 , though its use involves more computation than the straight-
forward use of expressions 2 and°3. 

In the work by Deeks (1965a), which has resulted in the electron distributions in 
Figs. 2 to 5, the reflection heights were calculated from components of the non-penetrating 
mode since, in general, this mode is the dominant one (see Section 2(a)).This is true for 
steep incidence where, for a particular electron density distribution, calculated heights 
from the phase of the non-penetrating mode and the phases of 1 R1 or R

H 
 are in good 

agreement, but not so at oblique incidence where the penetrating mode becomes comparâble 
to the non-penetrating mode. 

When the electron density distributions for S.I.D. on 7 October, 1948 were deduced 
(Figs. 7 and 8), the calculated phases of II

R
1 

and 
1 R11 	

at fixed distances were used for 
1  

comparison with the observations. 

4. Results 

This section is devoted to a brief description of the more important features of the 

average electron density distributions in Figs. 2 to 6. 

Fig. 2 --the diurnal variation  of D-region electron density at March equinox, sunspot mini-
mum at middle latitudes. It can be seen that during the night the electron density shows a 
marked "ledge" at about 90 km. with very few electrons below this height. Before ground sun-
rise, however, the density in the 60 to 70 km. height range increases rapidly, due to the 
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ease of detachment of electrons from the negative ions which are thought to exist in this 
region, and thereafter remains almost unchanged during the rest of the day. At greater 
heights the electron density shows a more gradual dependence on solar-zenith angle, which 

would be expected from an ionization process. 

Fig. 3 — the seasonal variation.  In making the calculations appropriate to the summer noon 
electron distribution, Deeks used the collision frequencies in Fig. 1 increased by 60 per 
cent (Piggott and Thrane 1965). It can be seen that the electron densities above 70 km. vary 
in a regular way with the noon solar zenith angle for each season. The variation of the 
electron densities below 70 km. is unexplained. 

Fig. 4 —the solar-cycle variation.  Above about 70 km. it is noticeable that the electron 
density is directly associated with solar activity, which strengthens the belief that this 
part of the D region is mainly under solar control. However, below 70 km. the density behaves 
in the opposite manner, which is in agreement with the present-day theory that the ioniza-
tion in this region is produced by galactic cosmic radiation, whose intensity is observed 
to be greater at solar minimum than solar maximum. 

Fig. 5  —the solar eclipse.  The figures on the curve are the percentage obscuration of the 
sun's disc. Below 70 km. the electron density remains unchanged up to an 80 per cent 
obscuration of the sun's disc — this again indicates that a detachment process with a low 
energy threshold is important in this region. Above 70 km. the electron density again 
shows a more gradual dependence on the strength of the sun's radiation. 

Fig. 6 —the S.I.D. Calculations based on these electron distributions show a decrease in 
reflection height of about 6 km. at 16 kc/s. steep incidence —thus this S.I.D. would be 
caused by a flare of about class 1 to 2 (Bracewell and Straker 1949). The effect of the 
S.I.D. is to increase the electron density at a wide range of heights in the D region. 

5. The S.I.D. on 7 October, 1948 

The final section of this paper is devoted to the electron density distributions 
deduced for an S.I.D. that occurred on 7 October, 1948 (Figs. 7 and 8). These are discussed 
in greater detail since they result from a use of actual data rather than the "average" 
data used to deduce the electron distribution in Figs. 2 to 6 and because they indicate the 
frequencies and distance at which useful observations can be made, and also the accuracy 
with which the electron density can be determined from such observations. 

The data that were used to deduce these electron distributions are the variation of 
the apparent reflection height and II R I measured on 16 and 70 kc/s. 

waves propagated over 

in Figs. 9 and 10, re-
stated in the text of that 
the S.I.D. relative to h 

variation of h.  To avoid 
1 

a distance of 90 and 100 km. respectively —these data are shown 
produced from Bracewell et al. (1951). Although not specifically 
paper, the plot of change of h actually appears to be h during 

1 	1 
on an undisturbed day, since there is no indication of a diurnal 
confusion this will be referred to as àh . 

In the following table are given the times appropriate to the electron distributions 
in Figs. 7 and 8, deduced from the data in Figs. 9 and 10. The numbers in the table cor-
respond to the numbers on the curves in the figures. 
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Time 	Electron 
U.T. 	Distribution number 	

Comments 

15.40 	1 	Pre-disturbance 

15.55 	2 

15.57 	3 

25.59 	4 

Maximum phase 

16.05 	5 

16.10 	6 

16.16 	7 

16.35 	8 

17.00 	9 	Post-disturbance 

Figs. 9 and 10 also show the calculated variation of 
11
R
1 
and on 16 and 70 kc/s., at 

distances of 90 and 100 km. respectively, using the electron distributions tabulated above 
and the height distribution of effective collision frequency in Fig. 1. There is good 
agreement between the observed and calculated values of 

If
R
1 
and Ah , the greatest dif- 

i 
ferences being a factor 2 in 1 R1  and 2 km. in th,  both at 70 kc/s. 

1 

Fig. 11 shows the time-variation of electron density at heights of 65, 70, 75, and 
80 km. during this S.I.D. The dashed lines are the estimated variation of electron density 
that would have occurred in the absence of the S.I.D. It is noticeable that the variation of 

H 
R
1 

during the S.I.D. seem to be related to the variation of electron density at particular 

height ranges which depend on the frequency. Thus n Ri  at 16 kc/s. has a similar time-

variation to the electron density at 65 km., while 11 121  at 70 kc/s. shows a close relation 

to the variation of electron density at 75 or 80 km. 

A study of Figs. 7, 8, 9, and 10 indicates that a change of more than about 30 per 
cent in the electron density in the height range from about 60 to 85 km. would make the 
agreement between observed and calculated values of 1 R1  and reflection heights unacceptable. 

This is in good agreement with the value of 20 per cent quoted by Deeks (1965a) from a 
thorough study of the reflection properties of the noon, equinox, sunspot minimum electron 
density distribution. These conclusions indicate that simultaneous phase and amplitude 
measurements at steep incidence on frequencies in the neighbourhood of 16 and 70 kc/s. can 
be useful in deducing the electron density distributions at heights from about 60 to 85 km. 
In addition since the behavior of 1.f. and v.l.f. waves at oblique incidence is entirely 
different from that at steep incidence, simultaneous oblique incidence measurements of phase 
and amplitude at these two frequencies would undoubtedly provide useful supplementary 
information. 
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Fig. 3. Seasonal variations of elec-

tron densities at noon, sunspot 

minimum. (After Deeks, 1965a). 

Fig. 4. Sunspot cycle variation of 

electron density at noon, Marc!, 

equinox. (After Deeks, 1965a). 
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Discussion on Paper 4.2.1 presented by B.R. May 

Belrose: In your calculations for the normal collision frequency profile and an increased collision fre-

quency profile, you have done detailed calculations only for the change of phase height and not to des-

cribe the change of amplitude. Could you comment further on this? 

May: This SID had one peculiarity, that at the beginning there was a marked decrease in signal strength 

at 70 kc/s. and a small decrease in signal strength at 16 kc/s. For an ordinary flare you would associate 

this with a decrease in phase height; if anything the phase height in this case went up. At first sight it 

looked as though there was a small sub-flare at the beginning of the main one. It didn't behave like a 

normal flare, so what I did was to think of the simplest explanation of this phenomenon, which I hasten 

to add I have never seen in any other SID. I came to the conclusion that at the beginning of the SID the 

collision frequency had increased by a factor of about 2 to 21A at all heights, and this increase in collision 

frequency had died away within a matter of a few minutes; thereafter, for the rest of the SID there was no 

need to assume that there was an increase in collision frequency. However, this is only a sketchy result 
and is subject to considerable doubt, since it is not generally observed. In fact, this is the only time I 

have seen it on a record. 

Swider: I wondered about this nighttime profile in the figure. What is this little trickle of electrons below 

70 km. due to? 

May: I admit that the nighttime profile is suspect. Our knowledge of propagation during the nighttime is 

sketchy because, as we have seen, at 16 kc. and 70 kc. and higher frequencies the nighttime propagation 

is irregular — extremely irregular — so I think the concept of average behavior during the nighttime is 
pushing it a long way, and it would be dangerous to attach great importance to the nighttime profiles. The 
most you could say is that, from a consideration of the reflection heights of quite a wide range of fre-
quencies from 16 kc/s. upwards, and the fact that during the nighttime there isn't a great change of signal 
strength with frequency, there must be a marked ledge of ionization somewhere, about 90 km., but what is 
above that and what is below, I wouldn't like to say. 

Behose: Has Deeks' work been published yet? 

May: It should be published now in Phil. Trans. Roy. Soc. 

Bel rose:  I would like to comment that his nighttime profiles seem to be even more suspect if you look at 
sunspot minimum and sunspot maximum. 

May: Yes. They have some rather peculiar features. 

Sales: I think also suspect is the height range for daytime models above 80 km. where we know the 
variability of xray flux would play an important role. I thinic he also would be relatively incapable of 

making, from this kind of data, a reasonable guess at the daytime density at those heights. He can make 
some estimate of those densities at those heights at early times because of sunrise effects when these 
signals are up there, but during the daytime, when xray flux plays a dominant role in that region, I think 

the variability would be large and certainly I don't think necessarily represented by these average pictures. 

May: Yes, I entirely agree. I think that these profiles are useful as a starting point for having a look at 

what the D region looks like, but I don't think one would, in all fairness, base too much importance on them. 

They are important qualitatively rather than quantitatively, because they do indicate the way the D-region 

ionization must change. The absolute density is obviously suspect. 

Belrose: I think Mr. May made the point that these were average profiles. We have also made the point that 
it is difficult, with variable data, to know how to average the data. This is especially true in winter months. 
You can have a lump average of the data and you can get an electron density height profile by partial re-
flections, or by long-wave work, but can you find an individual day which in fact looks like the average? 
I think this is the problem. 

Gossard: I would like to remark that the bulge of approximately 100 electrons per cc. down around 
65 km. appears to give too much attenuation on long paths. One has to cut this back to about 30 electrons 
per cc. before the long path attenuation coefficients begin to agree with those. 
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May: What latitudes are you talking about? The latitude is a consideration. 

Gossard: I was speaking fairly generally for most VLF links. A specific path that we have considered is 

from NPM in Hawaii to San Diego. I seem to remember that one gets about 5 db attenuation per megameter 

from Deeks' profile, which is a little high for most VLF paths. 

Bibi:  I would like to show the striking similarity between the F — E layer development and the C — D 

layer development in the morning. I have a figure showing the historical development. (Fig. DI). 

Frei  burg  

Fig. Dl. Morning development in the 

sbape of ionospberic layers using 

A. Paul's correction in usual true 

height analysis. 

This was on a night that the ionization disappeared almost completely in the upper portion, and we see 

the development of what I call the F l  and E layers in the morning. Certainly the electron density is much 

higher than what you are talking about; however, the change in shape is the point that I want to bring out. 
We have the nighttime behavior here at 400 km., and in the morning we get this first impact at 0530 which 

could be a function of the zenith angle of solar ionization, and then we get this building up of the split 
b'etween what we call the E layer and the F 2  layer. This occurs tremendously fast between 0530 and 0600. 

Hayes: Dr. Gossard talked about the Hawaii — San Diego path and I  would like to remind us again about 

Dr. Crain's point concerning the great variability of the cosmic ray production. Betvieen a geomagnetic 
latitude of 20°  and 600  there is about a factor of ten in production and I think that at Hawaii this might 
cause an appreciable electron density in the C layer. 

Gossard My point was that this value was large for almost any path throughout the whole VLF frequency 
range at any latitude. 

Pfister: I would like to point out that the 100 electron per cc. bulge is the C layer and that its existence 
depends only on the 16 kc. data. 
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May: Yes, it strongly depends on that. 

Pfister: I wonder whether negative ions inight not play a role in the propagation? 

May: I do not think there would be any observable effect from ions at frequencies above about 2 kcis. 
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4.2.2 	 THE DETERMINATION OF THE REFLECTION CHARACTERISTICS 
OF THE LOWER IONOSPHERE USING VLF WAVES 

by 

H. Volland 

Astronomical Institutes, University of Bonn, Germany 

Abstract 

The first part reviews a method of full wave theory for the calcula-
tion of reflection and transmission matrices of plane waves in a horizontally 

stratified medium, using the scattering matrix and the matrizant solution. 
Calculations of the reflection coefficients show the influence of the upper 
part of the ionosphere on the reflection. 

The second part deals with methods to determine, by experiment, the 

propagation characteristics of the ionosphere using VLF waves. The behavior 

of the ionosphere is approximated by a reflection parameter a and a virtual 

height h. Plotting amplitude and phase of the propagation function versus a 
and h allows the determination of a and h from field strength measurements 
of CW transmitters. Statistical methods for the measurement of atmospherics 
are described, from which phase and amplitude of the propagation function, 
depending on frequency and distance, can be derived. 

1. Introduction 

Two groups of people are interested in the VLF propagation. Engineers dealing with 
communication systems want to know the influence of the propagation space on the propaga-
tion of the waves. They search for a function F (f,o,t) which gives the time-dependent 
magnitude and phase of the electric (or magnetic) field strength of a transmitter of fre-
quency f at a distance p from the receiver. The function F is a complicated one, which 
apart from the variables p, f and the time t depends on geographical co-ordinates of the 
transmitter and the receiver and some other parameters. Such function can be found by 
experiment. In fact, within the first decades of our century, research work of this kind 
has been done extensively (Austin 1915). 

Ionospheric research workers like to learn something about the D layer of the iono-

sphere from measurements of VLF propagation. They want to find relations between F and some 
parameters of the ionosphere like electron density Ne  and collision number y depending 

on height, time, and local situation. For this reason they have to calculate the behavior 

of VLF waves within an appropriate model of the atmospheric wave guide, and they must 
select that model which fits best with the experimental data. Necessarily, such model 

must be idealized to a great extent, and a number of assumptions have to be made. 
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2. Results of Model Calculations 

The simplest model of an atmospheric wave guide is a plane or curved wave guide with 
two homogeneous walls, the earth's surface with constant conductivity c e  and, at the height 

h, a sharply bounded homogeneous ionosphere of conductivity a i . A transmitter aerial will 

be replaced by a dipole which is situated within the wave guide. The radiation of the dipole 
within such wave guide can be described either by a ray optic or by a wave optic picture. 
The ray optic picture is the more customary one. The radiated energy propagates like rays 
which are considered as independent from each other. The rays are reflected at the walls, 
and the field strength at the receiver aerial is the sum of the interfering rays which have 
arrived on different ray paths. A thorough calculation of this problem shows that the re-
flection of the spherical waves at the sharply bounded ionosphere can be described by 
Fresnel's reflection coefficients, which is rigorously true only for plane waves. 

The next improvement of the model is to replace the homogeneous ionosphere by an 
inhomogeneous, horizontally stratified ionosphere. We again treat the rays independent from 
each other. We calculate the reflection behavior of the inhomogeneous ionosphere for plane 
waves, and then introduce the calculated reflection coefficients into the ray optic sum 
of the wave guide, which originally hold only for homogeneous walls. Here a new problem 
arises. The lower boundary of the inhomogeneous ionosphere is indetermined. We have to intro-
duce a virtual height h which can be calculated from the phase cp of the reflection coef-
ficient (Budden 1961). 

1 	a  

h = z 
2k a (cos 0) 

6 	0 
o  

(1) 

The reflection 

The virtual height h 
ling a straight path 
tion coefficient. 

coefficient of the ionosphere is related to an arbitrary height z I . 

is defined as that height where the ray would be reflected after travel-
at angle of incidence 0 0 . 	The inhomogeneous ionosphere with reflec- 

R =IRlexp (j0) 

behaves like a homogeneous one in the height h and with the reflection coefficient 

R=— I R I. 

The earth's magnetic field makes the ionosphere anisotropic. The reflection coefficient 
R must be replaced by a reflection matrix 

1
R
II 1

R
1 

R= 
1 R 

1 II 1
R
1 

where 
IIRII 

and 
 1

R
1 

are the reflection coefficients of TM and TE waves and 1
R and R 
 I 	I 

are conversion coefficents which convert TM waves into TE waves and vice versa. The reflec-
tion matrix (4) is a submatrix of the scattering matrix of the ionosphere (Volland 1962). 

s =(:R D :) 

D R 
—II 

(2) 

(3) 

(

II
R

I I I I R.') 
(4) 

(5)  



T
II = 

(51)) 

'+ 1 
T
v 

v 

 

= 1  

(z 1  = z 1  ; 

Z
II 

= Z
n

) 
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where R and EII are the reflection matrices below (I) and above (II) the ionospheric layer. 

D and D are the transmission matrices below and above. 

For the calculation of S, one starts from the Maxwell equations, which in the speci-

fic case of plane waves propà-iating through a horizontally stratified medium can be written 

in matrix form 

de 
-jk K(z) e. 

Here the matrix 

E
x 

H 
Y 

H
x 

-f 
Y 

contains the horizontal components of the electric and magnetic field strength. k is the 
wave number in vacuum. The matrix K contains the height-dependent parameters of the iono-
sphere, like electron density and collision  number. It also depends on the earth's magnetic 
field and on the angle of incidence 6. 

The solution of (5a) is the matrizant T
II . It connects the field strength components 

in the height z /  with the field strength components in the height z u  (Volland 1962): 

e (z ) 	T
II  - I 	- II 

Since TII obeys the product rule: 

(5a) 

the whole layer (z /  _ 
< z  < zII) can be divided into an arbitrary number of sublayers of 

thickness Az = z 	- z
v

. These sublayers must not be homogeneous. (5b) therefore does 
V v + 1 

not contain any approximation. But if one takes the sublayers as homogeneous ones, then the 
matrizant of a sublayer becomes particularly simple: 

(jk K Az 

T 	

)m E 	v v + 1   = exp (jkK Az v) 
m! 

M = 0 

and can be calculated very quickly with help of a large digital computer. Here the knowledge 

of the eigen values of K is not necessary, and T
V + 1 behaves normally even at points of -v 

critical coupling or at reflection points. Since in an actual calculation the whole layer 
is built up by repeatedly adding one sublayer to the others, one can always print out the 
intermediate results and therefore obtain the field strength components at any height z

v 
compared with the values at z /  (or zu ) if one starts the calculations at z /  (or z

II ). 



—1 
R = P P 

—3-1 
—1 

D = P 
—1 	—1 
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The transfer from the electric field strength components into the characteristic 
waves can be arranged in any height z

v 
with help of the transformation matrix  Q  which is 

defined by 

e = g c . 

Here 

: 

1 

2 \ 
C = 

(/:\ B  1 

B 
2 

(a \ 

is composed of the two upgoing waves A A and the two downgoing 
1 	2 

tion of the elements of g is a well-known algebraic problem. Now 
of the characteristic waves, the solutions of the Booker quartic. 
cribe the relations between the single field strength components 
among these the state of polarization. 

The connection between the four characteristic waves below 
given by 

waves B B . The calcula- 
1 	2 

Q  contains the eigen values 
The elements of g des- 
of the characteristic waves, 

and above the layer is 

ei 11 
(icI) ' 	=  Q L 211  11  ' (a  

12-II 

where we write for convenience 

((: 1 P2) —1 II 
P = 	= 21 1-1 211' 

P3 P4 

Because of the definition of the scattering matrix (S): 

— 
S 

b II 

a simple algebraic rearrangement gives the relations between P and S: 

-E1')

P  

a 

—1 
II = — P P D=P-PP 

—4  

If vacuum exists below the layer, then21  becomes 

(

os 0 I c  —cos 0 I\ 

QI=2, 
--) 
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Here I is a 2 x 2 unit matrix and 0 is the angle of incidence. Now o and p1 are the upgoing 

and downgoing components of the TM 	and the TE waves, and RI  is identical with (4). 

By an appropriate normalizing of the matrix g, the values 

1 	2 	1 	2 7  Ai  and 	Bi  

give quantitatively the effective energy transported by the single characteristic waves Ai  

or Bi (Volland 1966). So the matrices T, 	or S provide full information about the behavior 
of plane waves in the layer. They serve as building  stones for a composition of several 
layers, as can be seen in the following paragraphs. 

In doing a real calculation of S one is always forced to limit the thickness of the 
ionospheric layer and to make a rathe7 arbitrary assumption about the upper part of the 
layer. Usually one divides the whole layer into two parts. In the lower part (layer I in 
Fig. 1) the electron density Ne  and the collision number y are functions of height. The 

upper part (layer II) consists of a homogeneous layer with constant Ne  and v. Such a 

model gives correct reflection coefficients if the rather arbitrary upper part (layer II) 
has only a small influence on the reflection of the waves. This reaction can be described 
by the formula 

total 
= R + D R (I — R R )

-4 
D . 

— 	—I —  

Here R
I' 

EII' 2.1' and 12 are the submatrices of the scattering matrix S of the isolated 

layer I. R is the reflection matrix from below of the homogeneous layer II. The reaction 

of layer IT on Rtotal comes from 
the second term on the.right in (6). If the transmission 

matrices D and 211 of layer I are small enough (the elements of which must be smaller 

than about 0.1 in magnitude), then the energy of the upgoing waves will be absorbed within 
the layer I, and layer II has no influence on the wave propagation. 

For the results of calculations which now follow, a daytime model with an electron 
density profile and a collision number profile according to Fig. 1 has been used. The earth's 
magnetic field is vertical and of magnitude Ho  = 0.5 Oersted, which approximates the situa- 

tion in medium northern latitudes. 

Fig. 2 shows the magnitude of the reflection coefficient of TM waves versus cos e 
at different frequencies for the deytime model. The full linos havo been calculotod for 
layer 1 only and give the element 

IIR11 
of R • The circles give values of the element 	R 1  

ofof Rtotal' layer I and II together. It shows the influence of the upper part of the model, —  
which is rather small apart from steep incidence. In fact, at daytime the ionosphere above 
90 km. does not essentially influence the reflection of VLF waves. 

Fig. 3 shows the same for TE waves. We see that in the VLF region the magnitude of R 
can be approximated by a straight line up to about cos 0  =  0.5. Since the ordinate of the 
plot has a logarithmic scale, this straight line is equivalent to the analytic function 

IRI = exp (-2 a cos 0) 

where the empirical factor a depends on frequency, time, and earth's magnetic field. Now 
cos 0 < 0.5 means distances of more than 250 km. from the transmitter at daytime. If we 
take into account only the ionospheric 1. and 2. hop waves, we can use the approximation (7) 
for distances greater than 500 km. 

(6) 

(7) 
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Fig. 4 gives the conversion coefficients 
II
R
1 

of the daytime model. Fig. 4 together 

with Fig. 2 show that the ratio 1
IIRI/IIRII1 

 decreases with cos O. At large distances 

from the transmitter we, therefore, can neglect 
II
R
1 

as a second order value. 

Fig. 5 shows the phase of II R II  related to the lower boundary of the layer I at 

60 km. height. On account of (1), a straight line approximating the phase values means a 
constant virtual reflection height. This again holds up to about cos 0 = 0.5 within the 
VLF region. At steep incidence, however, the virtual height differs considerably from the 
values at oblique incidence. This is illustrated in Fig. 6, where h is drawn for the two 
limiting values cos 0 = 0 (dashed line) and cos 0 = 1 (full line) versus frequency. 

The nighttime model differs from the daytime model because the lower values of the 
collision number y give rise to rather large transmission coefficients. Now the 
influence of layer II cannot be neglected. But even here an approximate formula like (7) 
and a constant virtual height can be chosen for cos 6 < 0.5. 

3. The Determination of a and h 

We now assume that the reflection of VLF waves takes place at height h with the 
reflection coefficient 

R = -exp(--2 a cos 0) 

We consider TM waves only. Our aim is to find methods of determining a and h experi-
mentally. We start from the well-known formula of the field strength of a vertical dipole 
within the wave guide between earth and ionosphere, which we write (Volland 1966) 

E
z 

= F (a,h,a e
,f

v
,p) = I Fi exp (py) 

Eo  

Here E
z 

is the vertical component of the electric field strength and Eo 
is the free space 

field strength of the dipole. The function F can be calculated for all possible values of 
a,h,a , and p. The result of such calculations is shown in Fig. 7 and is valid for the pro-
pagation path Rugby-Berlin (p = 1000 km.) and the frequency f = 16 kc/s. 

For convenience the magnitude of F is presented by 

1,=-- 20 log IFi 	[d1;] 

In Fig. 7 curves of equal attenuation L (full lines) and curves of equal phase (dashed 
lines) are plotted in a (a,h)-diagram. This method of plotting is due to Frisius (1965). 
The dash-dotted line in Fig. 7 gives the daytime course of L and 11) deduced from hourly means 
of January 1962 measured in Berlin. Fig. 8 shows these values versus time of day. They differ 
from the values in Fig. 7 by additive constants: 

àL = L + L 

A4) =  d1  4-  4)0  

If measurements at one station only are available, it is impossible to determine uniquely 
the parameter a and h from LI, and Alt/. But looking at Figs. 7 and 8, one sees a deep minimum 
of field strength along the phase ty - 155 °  which separates the nighttime from the daytime 
conditions. The same valley is seen during sunrise in Fig. 8. Therefore, we know the 
absolute phase at the time of sunrise. If we do phase comparison with a highly stable fre- 

-40 
quency normal (àf/f<10. ), we are able to determine 11, o 

from this one point for all other 
times. 

(8) 

(9) 

(10)  

(11)  
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From other methods of measurements we know that at daytime the values h--70km. and 
a-, 2 hold. Thus we have a point of reference for the determination of L. If the receiver 

(and the transmitter) show no variation of amplification with time. Lo  is fixed for all 

times. Fig. 9 shows the variation of a and h during sunrise at January and June 1962 de-
duced from the (a,h)- plot in Fig. 7 and mean values of a and h for the day and night 
versus seasonal time. 

We are aware that during sunrise or sunset the model used here is far away from 
reality, since neither a constant virtual height nor a constant reflection coefficient 
exist over the whole propagation path. But for distances between SOO and 1000 km. only, 
the first hop wave is essential apart from the ground wave. Therefore the values of a and 
h deduced above are valid for the reflection point of the first hop wave. Certainly, dif-
fraction effects which we wholly neglect may falsify the results; a and h therefore should 
be considered only as effective values. 

L
o 

and I,
o can be obtained uniquely by measuring at least at two adjacent stations or 

at two adjacent frequencies. The latter has been done in Ottawa for the propagation path 
Cutler-Ottawa at the two frequencies 14.7 and 18.6 kc/s. (data kindly placed at my disposal 
by Dr. Belrose). Fig. 10 shows the (a,h)- plot of 14.7 kc/s. The dash-dotted line shows the 
results at sunrise. Since the virtual height at both frequencies must be nearly the same, 
L
o 

and 11,
o can be found rather well from the plots in Fig. 10 and from Fig. 11, which holds 

for 18.6 kc/s. The point L=00 in both plots should be noted where the sum of the interfering 
waves is exactly equal to zero. The 14.7 kc/s. field strength goes anticlockwise around 
this point. The phase and the level increase with time. At 18.6 kc/s. (Fig. 11) this point 
is circled clockwise. Now the phase decreases with time while the field strength goes through 
a deep minimum. 

Finally Fig. 12 shows a (a,h)-plot for a distance of 580 km. and for 16 kc/s. A 
normal winter day variation of the expected field strength is plotted as dash-dotted line 
in Fig. 12 which circles the point 	This means a phase loss of 360 0  each day. This 
phenomenon has consequences for a VLF navigation system using phase comparisons. A station 
situated at the distance near 600 km. would measure a daily apparent increase of distance 
of one wave length. 

4. The Use of Atmospherics as a Natural Transmitter 

A significant handicap of the method described in the last section is the fact that 
within the VLF region only a small number of transmitters exist, and that furthermore the 
location of the receiving stations cannot always be freely selected. To overcome this dif-
ficulty, one can record the electromagnetic impulses of lightning discharges which are 
called atmospherics. Each lightning discharge behaves like a broadband transmitter of VLF 
waves. But here some disadvantages arise. We do not know the location, the pulse series, and 
the impulse form of the discharges. The first disadvantage, the unknown location, can be 
overcome by a synchronized bearing of a single atmospheric from several widely spaced stations. 
Considering the difficulties of such a method, the information received is meager. Further-
more, each discharge is unique, differing considerably from the others. The single atmos-
pheric which can be located by direction finders usually is of great magnitude and cannot 
be considered as typical. 

The way out of these difficulties is to record the bearing of all atmospherics coming 
into the receiver. This leads to a statistical method. The equipment to realize these ideas 
consists of a direction finder and a heterodyne receiver for measuring the amplitude spectrum 
of the atmospherics (see Fig. 13). The aerial of the direction finder consists of two fixed 
'crossed loops and a rod antenna. The impulses produced in the loop aerials by an atmospheric 
stimulate two identical resonance amplifiers at 11 kc/s. The output voltage of one of the 
amplifiers becomes phase shifted by 90 0  and subtracted from the output voltage of the second 

96414-7 
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amplifier. The amplitude of the difference voltage is independent of the azimuth of the 
atmospheric. But its phase is proportional to the azimuth compared with the output voltage 
of the third amplifier, which is connected with the rod antenna. A phase measurement there-
fore yields a voltage which is proportional to the azimuth of the atmospheric. 

For measuring the distribution and the frequency dependence of the magnitude of the 
spectral amplitudes the impulses coming from the rod antenna are fed to a heterodyne re-
ceiver tunable between 5 and 50 kc/s. The output impulses are rectified. Their maximum is 
proportional to the magnitude of the spectral function of the atmospherics. By a twofold 
differentiation, a voltage can be derived from the output impulse which controls the bright-
ness of a X-Y oscillograph when the respective impulse has reached its maximum. If the 
impulse voltage is fed to the X-input, the azimuth voltage to the Y-input, and the bright-
ness control voltage to the Z-input of the oscillograph, each atmospheric produces a point 
on the screen which is uniquely related to its magnitude and azimuth. 

Fig. 14 shows a photograph of the screen exposed for five minutes at 10 kc/s. Five 
thunderstorms of different size and direction can be separated from the background noise 
consisting of atmospherics from distant thunderstorms. The azimuth of their centers can be 
determined to within about 5 0 •  Photographs taken simultaneously at 5 kc/s. and 40 kc/s. 
show the same thunderstorms but with differences in size on account of the different pro-
pagation conditions at the different frequencies. 

Now it can be shown that within a narrow-band amplifier of band-width  tif, the recti-
fied output impulse is proportional to the Fourier transform 1Ë (f)Lof the impulse with 
field strength E(t) at the receiving aerial. The spectral amplitude E (f) (or Fourier trans-
form) of the field strength of a discharge exceeding a threshold S of the receiver is 
(Volland 1964). 

(f)I _ Ig (f) F (f•P)I 	S 

g(f) is the radiation component of the spectral amplitude of the discharge on 1 km. distance 
from the discharge, F is the propagation function (9) and p is the distance. The number of 
atmospherics exceeding the threshold S is 

ASy
N (S,f,p) = no  f W (g,f) 	no  exp 

goS/A 

(12) 

(13) 

A= g IF' Af/ 

1 
(n1 + -- 1) 

A-. 	 ; 0.5 < m < 1. 

with 

W(g,f) is the probability distribution of the amplitude g, 

02 

go (f) =f W(g,f) dg 	 (14) 

o  



(19) 

(20) 

DO 
t
gr 

= 

Dt 	2 jer a 
ur 	(P) 

Dw 

Its derivative 
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is the mean of II  and no  is the total number of discharges during the recording time. V . 

A detailed analysis shows that the function W can be approximated by 

W = m 	g 	exp 	— (-)18..)1"  . 
go 	go 

Fig. 15 shows as an example N versus S counted from photographs like Fig. 14 at the 
three frequencies 5, 10 and 40 kc/s. of a thunderstorm located 1500 km. SSW from the re-
ceiving station in Berlin on 4 October, 1963; 1300 UT. The full lines are calculated from 
(13) using m = 0.5 (A = 2.66) and A as parameter. 

From Fig. 15 we obtain n
o 

and the value A . If the distance of the thunderstorm is 

known, for example by measurements at several stations, one can draw A versus p. This has 
been done in Fig. 16 for 65 thunderstorms and gives the magnitude of the propagation function 
F apart from the factor go . A theoretical interpretation of F using a, h and ae  as para- 

meters leads to the dashed curves in Fig. 16. The point of intersection of these curves with 
p = 1 km. gives the value go . The parameters of the wave guide which give the best fitting 

curves in Fig. 16 are 
(16) 

They are valid for daytime conditions in medium latitudes in the frequency range between 
5 and 50 kc/s. The range of distance of this method reaches from about 300 to 3000 km. in 
summer and to 4500 km. in winter. 

The measurement of the phase of the spectral amplitude of the atmospheric, in addi-
tion to the measurement of the magnitude, gives almost all possible information from the 
atmospherics. 

The phase of the spectral amplitude l(f) of the atmospheric is 

0 = y + — k(p —p
o
) 	(p

o 
= 1 km.) 

(f) is the phase of g related to 1 km. distance from the discharge. 
Y(p,f) is the phase of F (see 9). k = w/c is the wave number. 
Y and  •  are small values compared with kp. Y gives the departure of the phase velocity vph 

vph— 	ay 

The group time delay of the atmospheric is 

(15) 

h = 70 km. 

= 3.10—% hos/m. 
e 

 

a = 0.34 f-
-2/3 

(f in kc/s.) 

(17) 

of the waves from the velocity of light c: 

(18) 

does not more contain the large value kp. It is a measure of the dispersion of the impulse 
form during its way through the wave guide. 

96414-7i 
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Fig. 17 shows a circuit diagram of the equipment which measures the difference of 
group time delay Atgr. Three resonant circuits are 

tuned at three adjacent frequencies 

f
o
, f=f- Af and f=fo + Af. The 

frequency fo is multiplied, 
the two other frequencies are 

mixed within converters. The resultant phases are compared giving the phase difference 
(Heydt 1965) 

a 2 0 
à
2
0 = 20

o 
-

1 
- e

2 
= At 	Aw 	dw

2 

gr 
Dw

2 

which is proportional to the group time delay at the frequency fo . If only one mode chiefly 

transports the energy of the atmospheric, which is the case for 5 < f < 10 kc/s. and dis-
tances larger than SOO km., it follows from theory 

c 	à f  At
g 

- 	p + 	Aw 
u32 r  

16 h
2 

f
3 

Thus At gr 
is proportional to the distance p apart from the phase of the spectral amplitude. 

3
2
$ 

If the distance is known, 
a 2 e 

 can be derived. If otherwise — is known, the measurement 
Du)

2 
3w

2 

of Atgr 
leads directly to the distance of the source of the atmospherics. Fig. 18 shows the 

dependence of Atgr on azimuth in the manner described above. We see 
certain accumulations 

of points caused by the discharges of individual thunderstorms. We now are able to separate 
even thunderstorms which are situated within the radial direction from the receiver. 
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Fig. 1. Daytime model of the ionosphere. 
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Discussion on Paper 4.2.2 presented by H. Volland 

Ross: Can your parameter a be used in the low frequency region? You mentioned that it could be used 

up to 50 kc/s. and I wondered whether you can use either the value which you have derived here or a 

similar cosine function for the reflection coefficient up to say 100 kc/s. 

Volland: Perhaps you remember one of the first slides (Fig. 2) where I plotted the magnitude of R versus 

the cosine up to 300 kcis.,. and you saw that it is possible to find a straight line even for say 100 and 

300 kc/s. When I confine myself to 50 kc/s.,. that is only valid for the atmospheric recordings because the 

magnitude of F becomes very small at higher frequencies, and we are no longer able to make such measure-

ments as I showed you. 

Elkins: When you made the spectral analysis of the atmospherics, did you find it necessary to include 
the transfer function of the antenna and, if so, how did you find what it was? 

Volland: These values which you saw are valid at a point outside the antenna. You have to make some 

corrections which come from the amplifier and from the counter. 

Elkins: But the antenna has its own transfer function, its own phase and amplitude response, which should 
also be considered if the power varies with frequency of the wave field of the atmospherics. Is that what 
you are doing? 

Volland: I don't understand the question. We should speak later. 

Reinisch: The actual numerical values for h and a, in which area are they valid? Are they only valid in 
the area where you made the measurements, or are they average values which you think are valid for a 
large area? 

Volland: They are valid as a mean value for the atmospherics. They were recorded for three months. 

Reinisch: This mean value is valid for the area in Europe where you measured it, but h and a depend on 
the magnetic field. 

Volland: Yes. Really, a and h depend on geographical latitude, time, and direction against the magnetic 
field. 
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4.2.3 	SOME REMARKS ON IONIZATION CHANGES IN THE LOWER IONOSPHERE 
INFERRED FROM THE PROPAGATION OF LONG RADIO WAVES 

by 

J.S. Behose and D.B. Ross 

Radio Physics Laboratory, Defence Research Telecommunications Establishment 

Presented by D.B. Ross 

1. Introduction 

The Radio Physics Laboratory has undertaken a series of experiments for the purpose of studying the 
lower ionosphere at high latitudes by the propagation of long radio waves. While much work has been done in 
recent years on the theory of propagation of these long radio waves, and we can expect this theory to be ap-
plied to the propagation data in the near future, with the aim of explaining them in terms of reasonable models 
of the lower ionosphere (as in the case of propagation data at middle latitudes by Deeks 1966, see Section 
4.2.1), this has not yet been done. Meanwhile, the propagation studies have provided valuable information 
relating to a morphological description of disturbance phenomena (cf. Belrose and Ross 1962, Belrose 1965); 
as well as some information about regular diurnal changes on undisturbed days (Belrose and Ross 1966). In 
this paper we present some of the qualitative information, particularly the latitudinal and seasonal variations, 
that one can infer from the propagation data during undisturbed periods without the use of a sophisticated 
theory. 

2. The Transmission Paths 

The experimental observations with which we are concerned are field strength, and in some cases 
phase recordings, of CW transmissions at frequencies about 80 kHz. propagated to distances of about 2000 km. 
The various transmission paths that have been monitored regularly for the past few years are shown in 
Fig. 1, which also shows the location of the maximum of the radio wave auroral absorption zone. The mid-
points of the transmission paths are marked by open circles. As we shall see, the transmissions are 
dominated by a sky-wave reflected once from the ionosphere near path mid-point, and so lend themselves to 
fairly simple qualitative interpretation. It can be seen that we have recordings for propagation paths that lie 
south of, through, and north of the auroral absorption zone. 

One short-distance propagation path is indicated: Cutler to St. Stephen. In this experiment, a loop 
antenna oriented perpendicular to the transmission path is used to isolate the ground- and sky-waves, in a 
manner as described by Straker (1955), and the steep incidence reflection of very low frequency (14.7 and 
18.6 kHz.) waves are recorded. 

3. Low Frequency Propagation 

We shall consider first 80 kHz. propagation over the path Ottawa to Moosonee, about 745 km. distant, 
and Ottawa to Churchill, about 1911 km. distant, i.e., along approximately the same path. Fig. 2 shows the 
variation for the same day in July 1963 of both amplitude and phase of the wave field as measured by an in-
plane loop antenna (normal' component). The times for solar zenith angles at path mid-point of 102° , 98° , 94° , 
and 86° , as well as ground sunrise (SR) and sunset (SS) at 90 °  50', are shown by short vertical bars. Over 
both of these paths in summer the variations at dusk are essentially the reverse of those at dawn. The changes 
that occur during the dawn and dusk periods are quite similar for both transmission paths, differing mainly in 
magnitude. This similarity in form is evidence that both transmissions are essentially by once-reflected 
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sky-wave: that at Moosonee there is little remaining ground-wave and at Churchill little twice-reflected sky-
wave. This conclusion is supported by field-strength measurements made during two aircraft flights (see 
Fig. 1) along the same path (Belrose and others 1965), which gave a very low ground conductivity. The 
measurements are shown in Fig. 3, the two curves being separated by 20 db for clarity. The field begins to 
show sky-wave effects at about 450 km., and the ground-wave ceases to have effect at about 800 km., however, 
it should be borne in mind that these distances refer to the field received in the aircraft, where the ground-
wave is more strongly received to a greater range than in the case of ground-based receivers. 

Propagation effects that occurred during a solar eclipse are also shown in Fig. 2. The path of totality 
at 80-km. height for this solar eclipse, which occurred on 20 July, 1953, is shown in Fig. 1. The field 
strength over the Ottawa - Moosonee path increased, then decreased, and finally increased to a maximum 
about six minutes after totality. This variation and the accompanying increase of phase are similar to those 
that occur during a normal dusk up to x •L• 98 ° . The recovery from the eclipse was essentially the reverse of 
the onset, and so similar to the normal dawn. An auroral zone disturbance of limited extent was in progress 
at this time (Vogan 1964), which may explain the much poorer correspondence between eclipse and sunset 
effects over the longer Ottawa - Churchill path. These eclipse effects must be due to ionization changes in 
the lower ionosphere caused by the gradual disappearance and reappearance of radiation directly from the 
sun. It is interesting to note the similarity to the normal dusk and dawn variations, since the solar geometry 
In the two situations is quite different. In the case of the eclipse, all radiations from the sun are uniformly 
eclipsed; whereas during a normal sunset the solar radiation is changing in wave length as well as weakening, 
with the short ultraviolet radiations being first attenuated and finally the visible light is cut off by the solid 
earth shadow at about x ry_ 1 0 1° , 

We will consider next the dawn variations of the normal component of the field strength over the other 
low frequency transmission paths: Comfort Cove to Ottawa, 70.384 kHz., 1637 km.; Goose Bay to Ottawa, 
82.05 kHz., 1450 km.; Goose Bay to Churchill, 2157 km. and Thule to Churchill, 77.15 kHz., 2200 km. 
(see Fig. 1). There is quite a large day-to-day variation, which may be even greater than that shown in 
Fig. 4, especially in winter or at high latitudes. In spite of this, the average dawn variation may be obtained. 

Fig. 5 shows the results for equinox months for the Comfort Cove - Ottawa path, obtained by averag-
ing about 15 days. The vertical lines show the zenith distance of the sun at path mid-point. There is 
similarity in form between the two equinoxes and also from one year to the next. The curves in Fig. 6 are 
the results at solstice, which are little different from equinox for this mid-latitude path. The results for 
this path characteristically show a pronounced peak at a zenith distance of 100 ° , and smaller peaks at 
smaller x values, the principal one being at about 95 ° . These general conclusions are borne out by a 
similar analysis of the Goose Bay - Ottawa data, except in winter. This similarity in form is good additional 
evidence that the dawn features at middle latitudes are not due to interference between once- and twice-
reflected sky-waves, or to path length, but are caused by ionization changes closely linked to the zenith 
distance of the sun affecting the once-reflected sky-wave. The Goose Bay - Churchill path shows similar 
summer results. In winter the propagation is quite variable and the peaks at equinox occur when the zenith 
distance is 2 °  or 3 °  greater, suggesting perhaps that the reflecting region is higher at equinox in this 
latitude. 

The equinox results shown in Fig. 9 for the Thule - Churchill path, a transmission path that lies well 
above the auroral absorption zone, are not significantly different from the mid-latitude results. At solstice 
(Fig. 10) the variations are consistent with the ones we have seen for 1960 through 1963. The lack of 
variation in summer was expected and is due to the sun always being above the horizon at path mid-point, 
since the maximum zenith distance is about 88 1/2 ° . The years 1964 and 1965 are completely different. The 
propagation appears to have lost the close connection with solar zenith distance. This is made clear by the 
differences between these illustrations of diurnal variation for 1961 (Fig. 11) and 1965 (Fig. 12), which 
show that winter dawn occurs earlier and summer dawn later, and also that propagation is much poorer in 
1965 than in 1961. There is no obvious reason for the difference between 1963 and 1964, where the June 
decrease in 2800 MHz. solar flux was 17% and the December decrease 0%. On the other hand, the correspond-
ing changes between 1960 and 1961 were 32% for both months, so that greater differences in propagation 
might have been expected there. This striking change was not found at the lower latitudes, as may be seen 
by comparing the typical winter, spring, and summer field strength curves of Comfort Cove - Ottawa for 
1961 (Fig. 7) and 1965 (Fig. 8). In fact 1965 shows generally higher field strengths at night, in contrast with 
the higher latitude results. 

Good dawn/dusk symmetry was found on the Ottawa - Churchill and Ottawa - Moosonee paths in mid-
summer. We see (Fig. 7) that this is so for Comfort Cove - Ottawa, but it was rather asymmetrical in 
January and March 1961 and Thule - Churchill was very asymmetrical, particularly in March (Fig. 11) 
(Belrose and others 1964). There was better symmetry in 1965 (Figs. 8 and 12). This suggests that at 
dusk the ionization decayed more slowly at high than at medium latitudes, and at equinox than at solstice 
during the period 1960 - 1963, but that it decayed more rapidly in the period 1964 - 1965. 
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4. Very Low Frequency Propagation at Steep Incidence 

As we have seen, measurements of the normal component of the low frequency field at long distances 
show small field strength variations and little phase variation during the day. Measurements made with a 
perpendicular loop antenna of the abnormal component of the very low frequency field at short distances, such 
as the 60-km. Cutler - St. Stephen path (Fig. 1) where the waves penetrate the ionosphere more deeply, show 
more pronounced field strength variations, and a slow phase variation that reaches a maximum (minimum 
apparent reflection height) near midday. Straker (1955) found a small dawn/dusk asymmetry in phase of a 
16-kHz. field at 90 km. We have found marked irregularity in the daily variation of both field strength and 
phase of 14.7 kHz. over this path (Fig. 13), which was thought to be due to residual ground wave in the signal. 
However, a change of transmitter frequency to 18.6 kHz. (Fig. 14) almost eliminated the phase plateaus seen 
at 14.7 kHz. and reduced the daytime field strength variations. We now believe that the 14.7 kHz. phase 
plateaus in the morning and afternoon are a real feature of the daily variation at this frequency, and are the 
result of diurnal changes in the electron density structure in the lower ionosphere. 

5. Discussion 

The most noticeable feature in the LF propagation data discussed in this paper is the regular 
oscillatory changes that occur over dawn (and dusk). These changes have the same form for transmission 
paths at different distances and frequencies, and although the amplitudes of the variations are variable from 
day to day, and over the season, they are observed at all epochs of the solar cycle. 

At high latitudes, however, marked differences are found. In equinox months the changes are not 
unlike those observed at lower latitudes; but during solstice months in sunspot minimum years the field 
strength variations occur at times that are quite unexpected. In the period 1960 to 1963 the variations 
observed in winter are not unlike those at equinox or those observed at lower latitudes. The variations in 
summer are small, as might be expected since the D region is always sunlit. In the period 1964-65 the 
propagation appears to have changed markedly. The amplitude changes that occur at dawn begin earlier in 
winter, and occur later in summer than expected. While the marked difference in diurnal variation in 
summer in 1964 and 1965 compared with previous years was not anticipated, it is probably explainable by 
reasonable changes in D-region structure over the cycle. Certainly marked ionization changes would be 
expected, especially at high latitudes; i.e., the ionization densities in the C layer should be greater in 
quiet sun years, since the intensity of cosmic radiation is larger; whereas the ionization densities in the D 
layer (as well as the electron density gradieq) should be larger at the maximum epoch of the solar cycle, 
since "background" short wave length (2 - 10A) solar X-rays are larger by up to four orders of magnitude. 
The winter results for the period 1964-65 are, however, not interpretable in any simple way. The changes 
that occur before x 7.• 102 °  cannot be linked to solar radiations. 

The field strengths are clearly influenced by the epoch of the solar cycle in a most complex way. The 
Thule - Churchill field strengths are larger in sunspot maximum years during both day and night; whereas 
the reverse is true in winter for the Comfort Cove - Ottawa path. In summer the Comfort Cove - Ottawa 
field strengths are small by night and larger by day during sunspot maximum years. The diurnal change of 
field strength is markedly asymmetrical in equinox at sunspot maximum for the Thule - Churchill 
transmission. 

Low frequency waves (70 - 82 kHz.) obliquely reflected from the ionosphere show little variation in 
phase or amplitude during the day (x < 86 ° ). Very low frequency waves (14.7 and 18.6 kHz.) steeply reflected 
from the ionosphere penetrate the ionosphere more deeply and show pronounced phase and amplitude changes 
throughout the day. Marked "plateaus" in the phase observable more strongly at the lowest frequency (14.7 
kHz.), during the period 1 to 3 hours  alter  ground sunrise (and before ground sunset), are clearly related to 
structural changes in the D region. 

It is anticipated that some of the propagation features discussed in this paper will be quantitatively 
explained in terms of reasonable models of the lower ionosphere; but it will be some time before all details 
of the observed changes are quantitatively explained or understood. 
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Fig. 1. Map of transmission paths, flight paths, 

and path of solar eclipse of 20 July, 1963 (solid, 

dashed, and dot-dashed lines respectively). The 

location of the maximum of the radio wave auroral 

absorption zone is also indicated. 

Fig. 2. Diurnal variation in the phase and field 

strength of 80 kHz. from Ottawa to Moosonee and 

Churchill in summer, showing the effect of a 

solar eclipse. 
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Discussion on Paper 4.2.3 presented by D.B. Ross 

Volland: What is the distance between Cutler and St. Stephen? 

Ross: It is 60 km. 

Belrose: I don't think the point was made clear that this is what is called the abnormal loop experiment 

in which a loop aerial is rotated to suppress the ground-wave and one is always concerned whether the 

ground-wave was completely suppressed. The marked phase plateaus, which were observed at 14.7 kHz., 

could be interpreted as perhaps being a residual ground-wave which was not adequately suppressed. 

However, without touching the antenna system, the transmitter changed frequency to 18.6 kHz. and the 

phase plateaus practically disappeared, so we interpreted it as being a real propagation phenomenon. 
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4.2.4 	 D-REG1ON SOLAR ECLIPSE EFFECTS 

by 

G.S. Sales 

Air Force Cambridge Research Laboratory, L.G. Hanscom Field, Bedford, Mass. 

1. Introduction 

This is a description of the behavior of the lower ionosphere below 100 km. when 
disturbed by a total eclipse of the sun. Various production sources are considered and for 
each the effects of solar obscuration are calculated. The production variation is used as 
input for the rate equations for electrons, negative and positive ions. The time-dependent 
solutions of the pair of independent rate equations are obtained- on a digital computer, 
resulting in electron density profiles for the passage of the solar eclipse. These profiles 
are considered in the light of VLF and rocket data obtained during the 20 July, 1963 
eclipse, and parameters of the rate equation are varied so as to obtain profiles that are 
in agreement with radio data. 

This paper has two purposes: first, to give a clear picture of D-region behavior in 
order to understand which processes are important at the various altitude regimes in the 
lower ionosphere. Second, an attempt is made to deduce values of reaction rates that must 
exist in order to explain VLF and rocket probe data. 

2. Production Sources 

Four main production sources are considered over the altitude range 100 to 60 km. 
(Fig. 1 and Table 1). 

TABLE 1 

Source 	Region of Importance 

Ultraviolet 	> 95 km. 

Xrays 	85 to 95 km. 

Lyman a 	75 to 85 km. 

Cosmic rays 	< 75 km. 

Ultraviolet and Lyman a are considered to be completely obscured at totality, while 
xrays (2-8g) are only 85 per cent obscured due to coronal emission. Finally, cosmic rays 
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are unaffected by the solar eclipse. The function applied for obscuration was calculated 
for two equal discs as one covers the other. The parameter a in Fig. 2 is a function of the 
separation of the centers and is a linear function of time. 

TABLE 2 

Time 	Separation 	a 

00 min. 	L = 2R 	1 	First contact 
60 min. 	L = 0 	0 	Second contact 
61 min. 	L = 0 	0 	Third contact 

121 min. 	L = 2R 	1 	Fourth contact 

For the time between second and third contacts, arbitrarily set equal to one minute 
to simulate the eclipse of 20 July, 1963, the obscuration function is kept at zero (Table 2). 
At each altitude of the calculation, the production function Q is the sum of the four sources 
and is composed of a fixed part and a part that varies with time according to the obscuration 
function. 

A Lyman a flux of 3.3 ergs/sq.cm ./sec. was measured on 20 July, 1963 by Smith at 
Churchill, and this value is used in this calculation. Unfortunately, no hard xray flux was 
measured. In this work two different xray models were used. Cosmic ray flux and ultraviolet 
production were taken from Pierce. 

3. Rate Equations 

The equations used for this analysis are a simplified form using only electron, negative 
and positive ion densities with no reference to species. These equations are to be consider-
ed as a guide to which processes are important at various altitudes, and also to reasonable 
values of the rate coefficients. 

dN
e dt = Q(t)—arpeN+ + yN-  + p(t)N -  — $N

e 

dN- 
= —aiN

- 
N
+ 
— yN —p(t)N + BN 

e dt  

de=QM—ccipee—a.N." 
dt 	 1 

where 

Q = production rate/cc./sec. 

aD 
= dissociative recombination cc./sec. 

ai = 
ion-ion recombination cc./sec. 

y = detachment coefficient/sec. 

p = photodetachment coefficient/sec. 

= attachment coefficient/sec. 

These equations consider besides production, attachment, photo and other detachment 
process, dissociative and ion-ion recombination. The three equations are reduced to two by 
using the constraint + 

N= N
e 
 +N 
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All the coefficients are functions of altitude. However, only Q and p are also 
functions of time. 	Photodetachment follows the obscuration function exactly. 

The pair of equations is solved simultaneously on a digital computer with the temporal 
variation of the electron and ion densities as outputs. 

4. VLF Radio Sounding and Rocket Data 

During the eclipse of 20 July, 1963, an off-vertical VLF experiment was organized to 
monitor the CW high-power transmissions of NAA in Cutler, Me. on 14.7 kHz. The receiving 
station was located in Dorham, N.H., a distance of 315 km. away from the transmitter along 
a line nearly perpendicular to the path of the eclipse as it crossed Maine from NW to SE. 
The one-hop reflection was located at the 75 km. totality. The width of totality was some 
50 km. horizontally and extended ±25 km. vertically. The abnormal component of the skywave 
was monitored continuously day and night for approximately one week prior to this eclipse. 
Figs. 3 and 4 show the signal strength and phase height variations respectively. The solid 
curve indicates the mean variation with the vertical bars equal to two standard deviations. 
The eclipse was in the late afternoon in Maine and the mean signal strength is seen to 
gradually increase as sunset approaches. 

On the eclipse day (dotted curve), the signal strength is seen to behave normally 
through first contact and then show a systematic trend towards greater signal as the eclipse 
progresses. The signal continues to increase through totality and reaches a peak value 
some six minutes after totality. From this point on the signal decreases more rapidly than 
the rise (the gaps in the record are caused by the transmitter being turned off). The two 
important features are the time lag and the asymmetrical behavior after totality. 

The phase change (Fig. 4) shows a similar behavior with a six-minute lag and a total 
phase change corresponding to 6 km. of vertical motion. 

Fig. 5 shows the electron density profiles made at Churchill during the same eclipse 
by L.G. Smith (1965). Here on a plot of electron density vs. height are the results of 
four rocket flights launched at 2 min. before and 8 and 35 min. after totality. It must be 
remembered that these are launch times, to be corrected by approximately 2 min. for the 
flight time to the D region (all data are for ascent). The important features are gradual 
but complete decay of the lower D region, the smaller loss at 80 km. and above and the 
crossover of the -2 min. and +8 min. curves in the region of 80 and 90 km. 

Consider first the 90 km. crossover. This implies that at totality and at +10 min. 
(allowing 2 min. for rocket ascent) the electron density was found to be equal. This leads 
to a time constant of 5 min. at 90 km. As will be shown shortly, it is not permissible to 
carry out a similar calculation at 80 km. 

Before going on, it is important to consider what is meant by a time constant of the 
ionosphere. Consider the rate equation further simplified for altitudes 85 km. and above, 
where only production and dissociative recombination need be considered. 

dN
e 	Q — a N 

2 

dt 

For a step function Q, the time constant of the solution of this equation is 

t 
1 

21,a
D 

It can be shown empirically that this number represents the time lag observed during an 
eclipse only for time constants of 10 min. or less. It is important to recognize that this 
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time constant is not just a function of the recombination rate but also of the production at 
the height of interest, and therefore the time constant observed for any measurement will 
vary with place and time. 

5. Eclipse Calculations 

Two production models are considered using first the largest xray production (Fig. 1) 
with a dissociative recombination rate coefficient of 2 x 10 -7  cc./sec., while for the 
second model the intermediate xray production is used with a recombination rate coefficient 
of 2 x 10-6  cc./sec. In the first case, called Model Q, two detachment processes are 
considered. The first is collisional detachment, which decreases with altitude following 
the neutral density. The second is associative detachment, which increases with increasing 
altitude following the density of atomic oxygen. As will be shown shortly, one of the 
detachment mechanisms is to be preferred over the other on the basis of the eclipse data. 

First, consider the associative detachment model (solid curve, Fig. 6). Here we have 
the time variation of the electron density at various altitudes. Totality occurs between 
T = 60 and T = 61 min. At low altitude, near 60 km., the electron density changes by more 
than an order of magnitude and follows the obscuration curve closely. The important pro-
cesses are attachment and photodetachment. The low electron density at totality is caused 
by the small amount of associative detachment at this altitude, so that when photodetach-
ment is zero at totality, most electrons form negative ions. This same behavior, though to 
a lesser degree, is found at 70 and 75 km. (not shown). No time lag is observed since the 
time constants of attachment and detachment processes are extremely short, of the order of 
seconds or less. Complete symmetry is maintained and recovery is complete by fourth contact. 

Now consider the higher altitudes of this model, where the eclipse behavior is con-
trolled by production and dissociative recombination of electrons and positive ions. At 
100 km. where the production is highest, the time constant is of the order of 1 min., 
while at lower altitudes, where the production becomes smaller, the time constant increases. 
As the time constant becomes larger, the magnitude of the electron density change becomes 
smaller, decreasing from a factor of five at 100 km. to less than a factor of two at 85 km. 

If now the associative detachment is replaced by a collisional detachment model, the 

dotted curve is obtained. Differences are observed at both low and high altitudes. At 
low altitudes, where a weak detaching mechanism is replaced by a strong one, the photo- 
detachment becomes less effective, and the eclipse effect is reduced. At higher altitudes, 
the strong associative detachment has been replaced by a weak collisional detachment and 

the effects of photodetachment are more apparent at totality. Considering the large loss 

of electrons at low altitudes as observed by the rocket measurements and the lack of any 

double humping at high altitudes, as should occur in the VLF data if the collisional detach-
ment model were applicable, it is concluded that an associative detachment mechanism must 
dominate at high altitudes and that there must be little detachment at low altitudes except 
for photodetachment. 

Now consider the same data in another form. Here four time cuts are made at totality, 
T + 7, T + 20, and pre-eclipse, and electron density profiles are constructed for the 
associative detachment model (Fig. 7). The decay of electron density from first contact 
until second is rather uniform for all altitudes and is not shown. The recovery phase is 
the more interesting time. After totality the lower D region starts to recover promptly. 

At high altitudes, considering the short time constants, the recovery also begins quickly 

and is symmetrical. The interesting region is between 80 and 90 km. Here the electron 
density continues to decrease after totality and little recovery is apparent even at 

T + 20 min. Before leaving this model, consider the reflection height of the VLF signal as 
around 300 electrons/cc. and its variation during the eclipse. Starting near 65 km., the 
reflection height moves above 70 km. and then recovers symmetrically and with no time lag. 
Thus from this model both signal phase and amplitude would be expected to change symmetric-
ally and with no time lag. This is not in agreement with the VLF data. 
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A second model considered, called Model N, has a smaller xray flux, but, more 
important, a dissociative recombination of 2 x 10' 6  cc./sec. For this model only associ-
ative detachment was considered. The D-region behavior as seen in Fig. 8 is not signifi-
cantly different from the previous model and all the comments made for the previous model 
are applicable. Here the 80-km. curve is included, which was unfortunately omitted from 
Fig. 6, and the transitional behavior between attachment - detachment processes and 
production - recombination processes can be seen. Consider these curves, keeping in mind 
Smith's rocket measurements, where at 90 km. he deduces from the 5-minute lag a recombination 
rate of approximately 2 x 10' 6  cc./sec. However, he attempts to make a similar deduction 
at 80 km. It is easy to see how this can lead to incorrect results considering the 
asymmetrical behavior at 80 km. In fact, a rocket launched at +20 min. would probably see 
little change in electron density at 80 km. 

To compare this model with radio sounding data, the same four time cuts are made 
again (Fig. 9). The general behavior is the same as in Model Q. Following the reflection 
point for the VLF signal, it can be seen that the reflection height changes by some 6 or 
7 km. reaching its peak value some 7 min. after totality. The asymmetrical behavior may 
be qualitatively seen from the fact that after totality, while the reflection height comes 
down slowly, the lower D region reforms and produces higher absorption than at the 
equivalent time prior to totality. 
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Discussion on Paper 4.2.4 presented by G.S. Sales 

Belrose: My first comment concerns the apparent asymmetry in the experimental observations of the 
abnormal component at 14.7 kc/s. over the 300-km. path. We have not observed an asynunetry of this 
magnitude in our observations; there was a small asymmetry, because the peak of the effect is not reached 
for some six minutes after totality. But we cannot discuss the point further here, since our eclipse data 
are not plotted out on a large enough time scale. We will look at this point later. 

The second comment concerns Smith's Langmuir probe data measured at Churchill. We must bear 
in mind that this is not electron density data, and that it is meaningless to interpret the probe current in 

terms of electron densities below a height of something like 85 km. It seems that Smith's data is exactly 

the opposite to what one would expect. At least in my interpretation, the right sort of picture was suggest- 
ed by Mr. May; that is the C layer stays until the end and major changes are occurring in the D layer. 

This would be expected with normal diurnal variation. I gather Dr. Sales says that Smith's data suggests 
the complete disappearance of the C layer, and he seems to end with an interpretation which is at least 
self-consistent. 

Finally, you showed us the data during the eclipse. Can you show us the normal diurnal vari-

ation of the phase and amplitude of the 14.7 kc/s. abnormal component over the 300-km. path? 

Sales: I can't right now. I do have it, but not with me. It would be a good idea to include these average 
diurnal variations, for we do have them over a week. 

Let me say something about this disappearance of the C layer. I think that May's or Deeks' 

analysis is totally inconsistent with any physical processes in this lower ionosphere. He says something 

in his paper about there being a low energy threshold, which implies that almost anything can detach these 
particles — meaning sunlight can keep these things detached. There is no question that the sunlight is 

obscured according to the obscuration function and after 20 or 30 min. half the sunlight is gone. If what 

he says is true then I think that when half the sunlight is gone half the electrons essentially have to be 

gone, and after 40 min. when three-quarters of the sunlight is gone, three-quarters of the electrons have to 

be gone. On the other hand if the implication is that it is a collisional process that keeps them detached, 

then obscuring all the sun doesn't change it and they will never go. You cannot have both. I don't think 

there is any explanation for that data that is consistent with any processes in this lower ionosphere. I 

don't think that I have made it just to fit my data. I can either have it all stay and stay all the time, or I 

can have it disappear according to this fashion, and I am not sure that there is an intermediate case 

possible. 

Pfister: These two figures (Figs. DI and D2) were presented by Mr. T. Keneshea at the spring URSI 

meeting in 1965 as an example of his reaction rate program for 15 constituents. In the meantime, Mr. 

Keneshea has improved his computer program and only recently has rerun the Churchill eclipse with up-

dated values of the reaction rates, which resulted in an improved fit of the new curves with the rocket 

measurements. The main features of the curves are not changed. At 80 km. the time constant of re-

combination is responsible for a shift in the minimum electron density. At 70 km. the equilibrium between 

attachment and photodetachment determines the shape of the electron density curve. Interesting is the 

	

rise of O; 	the maximum of the eclipse at the expense of 0, 	reflects the assumption that 

	

3 	 2 
photodetachment is the only important removal process for 0 3— . 

Megill: This is about the altitude that you would expect excited molecules to start to become important. 

This is a significant detachment mechanism which is controlled by the ultraviolet light. Its lifetime 

would be of the order of 30 min. at these altitudes. 
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LaLonde: Did you say that at 85 km. the electron density profiles didn't change very much? 

Sales: Unless you have a very *good experiment you might not see any change in electron density for 
rockets flown from totality to plus 20 min. 

Aikin: There is a good deal of evidence in the literature that the positive ion density may exceed the 
electron density throughout the most of the D region. Did you try different negative ion to electron ratios 
at different altitudes, to see what this would give you? 

Sales: I don't play the game that way. I take the rate equations and put them in, compute an equilibrium 
value, and then vary the source function. 

Aikin: Did you try different rate coefficients? 

Sales: No, I did not. 

Aikin: Did you take into account any possible variation in neutral constituents, such as atomic oxygen? 

Sales: No, I did not. All I can say is I asked Keneshea if he thought atomic oxygen could vary during the 
eclipse, and he said that he didn't think so and I took it at that. I am sure that at the lower altitudes 
atomic oxygen will have changed. 

Belrose: What we need is better experimental electron density profiles during an eclipse. 
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4.2.5 	DETERMINATION OF A D-REGION NITRIC OXIDE DENSITY PROFILE 
BY VLF RADIO PROPAGATION 

by 

D.P. Hayes 

Lowell Technological Institute Research Foundation 

Lowell, Massachusetts 
and 

G.S. Sales 

Upper Atmosphere Physics Laboratory 

Air Force Cambridge Research Laboratories 

Bedford, Massachusetts 

Presented by D.P. Hayes 

1. Introduction 

Over the last several years a great deal of speculation has arisen in the literature 
over the density of nitric oxide in the D region. Fig. 1 shows models postulated by 
'different workers. In each of these models, nitric oxide is considered to be a constant pro-
portion of the atmosphere, i.e., a mixing model is assumed. Of special interest are Curves 
No. 3 and No. 4, which are taken from Nicolet's latest work (Nicolet 1965). The uncertainty 
of the nitric oxide profile at these heights is underscored by the fact that Nicolet cites 
no preference for either one. 

This paper will be concerned with a D-region nitric oxide density profile obtained by 
monitoring the skywave of a 19.8 kHz. CW transmitter at a distance of 190 km. The experi-
ment was conducted during June and early July 1962 at a geomagnetic latitude of 20 degrees. 
The experimental arrangement consisted of observing the abnormal skywave signal component 
by means of a loop antenna placed perpendicular to the plane of propagation. Fig. 2 shows 
nine sunrise and morning variations of the skywave phase lag with respect to ground wave. 
A small phase height change is initiated somewhat before ground sunrise, and the time and 
magnitude of this effect exhibit some variability. A repeatable change commences after ground 
sunrise at a solar zenith angle, x, of approximately 87 degrees. The apparent height change 
from ground sunrise to noon is approximately 600 deg., which is equivalent to an 18 km. 
vertical height change. 

An understanding of this VLF skywave phase variation must be based on chemical and 
ionic production and loss processes in the D region at sunrise. In the D region at least 
three different ionization processes (Cosmic rays, Lyman-a radiation, and xrays) must be 
considered. 

2. Cosmic Rays 

The fact that the experiment was carried out at a relatively low geomagnetic latitude 
of 20 deg. should be borne in mind, since the latitude dependence of cosmic-ray ionization 
is quite marked. D-region cosmic-ray ionization at 60 deg. geomagnetic latitude is more than 
a factor of 10 greater than that produced at 20 deg. This cosmic-ray latitude dependence 
is of special interest, since almost_all previous steep incidence VLF work has been conducted 
at relatively high geomagnetic latitudes. 

A cosmic-ray production model described by Pierce and Arnold (1963) for a geomagnetic 
latitude of 20 deg. has been utilized in this work. 
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3. Lyman a 

The importance of Lyman-a radiation in ionizing NO in the D region was originally 
discussed in 1945 by Nicolet and elaborated on in a later paper (Nicolet and Aikin 1960). 
The ionization rate of NO by Lyman a at a height h is given by 

Q = n(NO) aio  Q.  exp ( le  ao  n(02 ) dh 
2 

h 

where a' 
 NO 
is the ionization cross section of NO (2 x 10

-48 
sq. cm .); 00  is the 02  absorp- 

tion cross section for Lyman a (1.04 x 10 	sq. cm .) and Q. is the flux
2
of Lyman a incident 

on the atmosphere. Q.  may range anywhere from 3 to 6 ergs/sq. cm ./sec. and the former value 
will be utilized throughout this discussion. 

50 3 

00 

( 1 ) 

The optical depth is given by 

f 2 
h 

n(02 ) dh (2) 

and is set equal to [0
02 n(02 )H F], where H is the 

scale height and F is the optical depth 

factor. For solar zenith angles between 0 deg. and 60 deg., F equals sec x. Ely (1962) 
computed the optical depth factor as a function of solar zenith angle and height using the 
ARDC Model Atmosphere and numerically integrating (2). These values have been utilized in 
this paper. 

Fig. 3 exhibits the Lyman-a production rate as a function of altitude and solar 
zenith angle. Nitric oxide profile No. 1 appearing in Fig. 1 has been used for illustra-

tive purposes. The production for any other NO model may be obtained from these curves 
by simple multiplication by the appropriate factor. 

4. Xrays 

The D-region xray ionization rate in the 2 to 10 R energy range is given by 

Q = 5 x 10 7 f X ae  J X  d X 	X 
(3) 

Jx 	
(J

X 
 ) 60exp 

h 

where J
X 

equals the spectral irradiance while 5,  and ax  are the absorption and effective 

total ionization cross sections, respectively. The cross sections utilized are those of 
Ivanov-Kholodnyy (1965). 

This production mechanism is complicated by the fact that the solar flux is highly 
variable over the solar cycle. Fig. 4 displays three different xray spectra in the 2 to lo R 
range. Spectra No. 2 is representative of fairly quiet periods of solar activity —the 
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conditions that prevailed during the time of our experiment. Spectra No. 1 represents very 
quiet solar conditions, while Spectra No. 3 would apply for a moderately active sun. 

Fig. 5 compares the relative contribution of Lyman a, xrays and cosmic rays near ground 
sunrise. For illustrative purposes the Lyman-a production curves assume a constant nitric 
oxide mixing ratio up to an altitude of 90 km. The nitric oxide profiles illustrated are 
those of Nicolet and Aikin, Clyne and Thrush, and Barth, which are summarized by Aikin, Kane 
and Troim (1964). The xray curves correspond to the fluxes shown in Fig. 4. Except for the 
case of the smallest nitric oxide model (QL1), and under conditions of quiet sun, Lyman a 
dominates xray production at all altitudes below 90 km. at X = 85 ° . 

From this figure we conclude that between 90 and 70 km. under the assumed conditions 
the production of electrons is first controlled by nitric oxide ionization. Therefore, it is 
only necessary to consider Lyman a and cosmic rays in order to explain VLF sunrise effects 
under solar conditions appropriate to our experiment. 

Consider now the variation of electron density at a particular altitude as a function 
of time. The D region can be characterized by a set of rate equations for the electron and 
ionic components which take the following form: 

d N
e 

 d  - Q  -a Ne 	- N + yN-  + pN- 
t 

d N- 
dt 	

ai 	+ 0 Ne  - yN- -pN- 

a
D 

= dissociative recombination coefficient 

a. 	= ion-ion recombination coefficient 

attachment coefficient 

y = detachment coefficient (collisional 
and associative) 

p = photodetachment 

Q = electron-ion pair production rate 

At the various altitudes under consideration the Lyman-a ionization rate was calculated 
for solar zenith angles ranging between 94 deg. and 0 deg. and the preceding pair of simul-
taneous differential equations were numerically solved. 

The rate coefficients utilized in this work appear below in tabular form. 

TABLE 1. Reaction  Rate Coefficients as a Function of Altitude  

P Altitude 	ŒD 	
ai 	 Y 	 e 

(km.) cc./sec. 	cc./sec. 	per sec. 	per sec. 	per sec. 

70 	6 x 10
-7 

2 x 10
-7 

1.4 x 10
-2 

3.9 x 10
-4 

0.1 

75 	6 x 10
-7 2 x 10-7 2.4 x 10

-.2 8.8 x 10-2 	0.1 

-2 
80 	6 x 10

-.7 2 x 10-1 4.5 x 10 	1.9 x 10
-Q 0.1 

-3 85 	6 x 10
-q 

2 x 10
-q 

3.9 x 10
-4 

4.1 x 10 	0.1 

90 	6 x 10
-q 

2 x 10
-q 

9.5 x 10
-I. 
	1.9 x 10 - 0.1 
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The values used essentially conform with those published recently by Cole and Pierce 

(1965).Note that a dissociative recombination coefficient of 6 x 10
—q 

cc./sec. was used 
throughout the height range investigated. 

The time varying solution of the rate equations depends on the nitric oxide profile 
chosen. The NO profile was adjusted until the time variation of electron density was in 
satisfactory agreement with the VLF data appearing in Fig. 2. The reflection of the VLF wave 
is considered to take place from the X = 1 + Y level. At the geomagnetic latitude of the 
experiment, X = 1 + Y is approximately 250 electrons/cc. 

The nitric oxide profile obtained appears in Fig. 6. The most recent mixing models 

postulated by Nicolet (1965) also appear in the figures for purposes of comparison. It was 
found that neither of Nicolet's models considered separately could account for electron 
density variations in satisfactory agreement with VLF data. Nicolet's lower density model 

satisfactorily describes electron density variations at low altitudes but is unsatisfactory 
above 80 km.; while the other mixing model gave good agreement at the higher altitude but 
produced too much ionization near 70 km. By trial and error the starred nitric oxide model 
was obtained. 

Also appearing in the diagram is an ionic reaction model proposed by Nicolet to give 
satisfactory agreement with Barth's measured value of the total nitric oxide content. 

Using this new NO model yields the electron density profiles shown in Fig. 7 as a 
function of solar zenith angle. At x = 94 deg. the presence of the cosmic-ray C layer is 
apparent. As Lyman a penetrates into the D region at later times, the increase in electron 

density at lower heights is evident. Fig. 7 shows that the X = 1 + Y level is located in 
the vicinity of 90 km. before layer sunrise. A rapid decrease in phase height takes place 
until x = 75 deg.; the downward motion of the reflection level virtually ceases after 
X = 55 deg. 

Fig. 8 displays the measured phase height variation superimposed on the altitude and 
time variation of the X = 1 + Y level deduced from the NO profile described in this paper. 

5. Conclusions 

A nitric oxide density profile has been obtained by solving the ionization density 
rate equations and utilizing experimental VLF data. 

The work described in this paper is still of a preliminary nature. The effect of 
varying the reaction rate coefficients is being thoroughly investigated. The validity of 
using the X = 1 + Y condition to describe the main reflection level is currently being 
examined by numerical analysis of the full wave equations. 
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Discussion on Paper 4.2.5 presented by D. Hayes 

Belrose: Is this a different experiment to the one Sechrist is doing? 

Hayes: This is Sechrist's data. 

Gossard: There is one point that may be of interest concerning VLF measurements and the use of them 

to determine what happens during the sunrise period. We have noted that the results obtained over the 
sunrise period depend to an appreciable extent on the orientation of the short VLF path used. For some 
time we were operating a receiver that was west of our transmitter, and as near as we could tell both the 
phase and amplitude broke regularly right at ground sunrise. When we operated a receiving station at 
the same distance east of the transmitter we found that for the station to the east the amplitude trace 
began to sense the sunrise effects at a x angle corresponding to the earth tangent rays illuminating the 
E layer. However, the phase still was not affected until ground sunrise. Moler (1) is reporting on this at 
URSI next week. However, the point I want to make is that the results one can get for the short path VLF 
links may depend to a certain extent on the orientation of the path with respect to the magnetic field. 

Belrose: This would be mainly for detailed amplitude changes and would have negligible effect on the 
sort of comparison made here. 

Gossard: I am sure that is right. It permits us to get a tight figure on the number of electrons photodetached 
by the visible rays. 

Belrose: Dr. Gossard has a good installation and I would like him to consider making measurements at 
higher frequencies — say from 10 to 70 kc/s. 

Gossard: We are transmitting simultaneously at three frequencies; 13.2 kc/s., 23.2 kc/s. and 35.2 kc/s. 
We could just as easily bracket the range from 10 — 70 kc/s.; however, our experience has been that the 
behavior of the signals gets a little harder to analyze by a full wave solution when one gets up near 
70 kc/s. 

Swider: What recombination coefficient did you use? 

Hayes: We used a value of 6 x 10-7  throughout the height range. 

I.  Moler, W.F., Non-reciproc-al VLF wave propagation over short paths during sunrise, presented at the 1966 Spring USNC-URSI 
Meeting, 18 to 21 April, also appears as a contributed paper in these Proceedings. 



Bowhill assumes the D region to be represented by a two-dimensional Gaussian auto 

correlogram of the form p
o 	= exp P-((/2D 1 )

2
+(U2D2 )

2 
 ) 1
1  
 where D

1 
and D

2 
are the 

structure sizes of the diffracting screen in the x and y directions respectively. The 
correlograms for both phase and amplitude of the radio wave are likewise Gaussian far from 
the screen, but at intermediate distances they depart considerably from Gaussian and 
another definition of structure size is required. 	Bowhill suggests d 	d2 

defined as 
' 

d 1, d 2 = -{D
2p/(aZ,c) 	. For a Gaussian correlogram d 	d2 = D 	D2' 

For a non-Gaussian 

correlogram, d l , d 2  is the structure size of the Gaussian correlogram that would fit the 

actual correlogram at the origin. 
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4.2.6 	 THE STRUCTURE OF THE ATMOSPHERE NEAR 90 KM. 
FROM SHORT PATH VLF MEASUREMENTS 

by 

E. E. Gos sard 

U.S. Navy Electronics Laboratory, San Diego, California 

1. Introduction 

A short transmission path near Sentinel, Arizona has been used to study the nature of 
the ionization irregularities in the nighttime D region. The angle of incidence is 300  off 
vertical, and a triangle of receiving stations about 16 km. on a side was used to obtain 

direction, velocity, and size of irregularities. 

2. Correlograms of Phase and Amplitude 

An analytical technique due to Bowhill (1961) permits a great deal of information 
about D region irregularities to be extracted from a comparison of phase and amplitude 
statistics. Bowhill considers two specific kinds of reflecting screen — a phase screen and 
an amplitude screen. Irregularities in the phase screen modulate only phase and those in 
the amplitude screen modulate only amplitude. As a receiver is moved away from either 
screen, both phase and amplitude fluctuations are noted, but the relative statistics of 
phase and amplitude depend on the distance in wavelengths from the screen and the size of 
the irregularities. Thus much information about the reflecting screen can be obtained. 

Bowhill calculates (d/D) for an amplitude screen and a phase screen, and RMS /RMS 
amp 	phase 

as a function of dimensionless distance (a =  X  z/n D
2
cos  0)  from an isotropic screen. e o is 

the oblique angle of incidence. A comparison of the experimental and calculated values is 
shown in the following table: 



Amplitude 
Screen 

Phase 
Screen Measured 
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à 	d 	RMS 0 	d 	RMS 0 	d 	RMS 0  
RMS A 	RMS A 	RMS A 

Phase 	10.5 	13.4 	15.5 
13 kc 	2.5 	0.85 	1.17 	1.93 

Amp 	13.4 	10.5 	9.0 

Phase 	7.4 	8.6 	9.0 
23 kc 	3.2 	0.92 	1.08 	1.77 

Amp 	8.6 	7.4 	7.0 

The measured values of d are taken from Fig. 1 and divided by 2 to obtain  the  corre-
sponding size at the reflector. The distance from the screen z is likewise divided by 2 
(e.g. 45 km.) to account for the poirt source being at the ground rather than infinity. The 
solid curve is the median temporal auto correlogram fitted to the spatial data. 

It is seen that the measured quantities agree much more nearly with a phase screen 
than with an amplitude screen and that Bowhill's calculations somewhat underestimate the 
difference between the variance and structure size of the phase fluctuations and the 
amplitude fluctuations. A possible reason for this discrepancy may be seen when the power 
spectrum is considered. 

3. Power Spectra of Phase and Amplitude 

Bowhill's analysis leads to the following relation between phase spectra, Wp , and 
amplitude spectra,  W. He finds for a phase screen that 

2  
W = W cos i 

r 
n» {(C2  - Co)z + (C 1  - Co )zli and 

	

p 	o 

2 r 

	

Wa 	Wo  sin prnt {(C2  - Co)z + (C 1  - Co )z}], 

where W
o 

is the angular power spectrum at the screen, and where 

, 
C 1  = (1 - (So + v)

2 
- x

2 1 1/2 and C2 = {l - (So 
- v)

2 - x
2 / 1/2 • 

S
o 

is the sine of the oblique angle of incidence and v and x are the sines of the perturbed 

angle of incidence in and normal to the plane of incidence. 	Bowhill's expressions have 

here been modified to include oblique propagation. Therefore the spectrum at the screen 

can be found as W
o = W + W. The 

median spectra of 15 nights of data are shown in Fig. 2. 

It is pointed out that these are time spectra rather than spatial spectra and any conclusions 
to be drawn from them depend on the assumption of similarity between spatial and temporal 

correlograms. 

The spectra 
Gaussian, but are 
due to turbulence 

,underestimate the 
spectrum as would 
nearly that of an 
compressibility. 
5 to 6 min.  

show certain interesting features. First, they do not appear to be 
approximately linear on a log-log plot, as might be expected from spectra 
at the reflector. This may partially explain why Bowhill's calculations 
observed amplitude-phase differences. Secondly, instead of an f-5 / 3  
be expected from turbulence in an incompresible fluid, the slope is more 
f-7/ 3  spectrum as would be expected if the turbulence were dominated by 
Finally, the median spectra show a tendency to "bulge" at a period of 
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4. Cross Spectrum Analysis and Internal Waves 

Many individual power spectra show clear evidence of oscillations of fairly high q. 
Part of such a record is shown in Fig. 3, and its power spectrum (the average of the three 
receivers) is shown in the top frame of Fig. 4. Four lines are clearly evident in the 
power spectrum at periods of 23, 6.25, 3.85 and 2.49 min. Records from the three stations 
were subjected to cross spectrum analysis. 

Cross spectra consist of the spectrum of the "in phase" components in two records, 
called the co-spectrum, C(w), and the spectrum of the out-of-phase components, called the 
quadrature spectrum, Q(w). They are related by tan ut = Q(w)/C(w) where w is the fading 
frequency and T is the time lag of the component of frequency w. Thus the C

o 
and 

quadrature spectra shown in the lower frames of Fig. 4 permit the isolation of the various 
Fourier components in the records over the triangle, and their speed and direction of move-
ment can be obtained. 

Experience has shown that the flow is fairly consistent over a period of about 2 hours 
and the records are fairly time-stationary statistically. The records analyzed for waves 
are therefore 2 hours long. The long period flow patterns are extremely variable, and 
longer samples tend to smear the results. 

The spectral line at a period of 23 min. is undoubtedly due to internal gravity 
waves traveling toward the east-northeast (78.50) at a speed of 100 mps. The other lines 
are not compatible with wave theory and another explanation must be sought. 

5. Conclusions 

(1) The lower ionosphere causes a phase modulation rather than an amplitude 
modulation of VLF radio waves. 

(2)The scale size of the ionosphpric irregularities is about 12 km. at 13 kc. and 
8 km. at 23 kc. when referred to the e -1  point of the correlogram. 

(3) A Gaussian assumption for the correlogram of ionospheric irregularities may be 
significantly in error. 

(4) The angular power spectrum is approximately proportional to f -7/ 3  for both 13 kc. 
and 23 kc., suggesting a basically turbulent regime whose density fluctuations are dominat-
ed by adiabatic compressibility. 

(5) Evidence of internal waves is frequently observed, indicating typical phase 
velocities of 50 to 100 mps. 
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Discussion on Paper 4.2.6 presented by E.E. Gossard 

Georges: I would like to mention the results of some CW doppler soundings done at vertical incidence at 
3.3 and 4 Mc. by Dr. Davis of our laboratory. These were made several hours before sunset on 11 November, 
1965, and the interesting feature is that there is a slight phase lag between corresponding features on 4 
and 3 Mc., which indicates a vertical propagation of whatever disturbance is causing it — at least the 
vertical component of that velocity. If true reflection height is calculated for the two frequencies and 
time lag measured between the two — which is a minute — a vertical component of the velocity is obtained 
that is remarkably close to the sound velocity at that height. I have no information on any possible 

horizontal velocity components. 

Gossard: That does point up one big difference between his observations and ours. The velocity of 
propagation across our grid of stations was relatively slow, of the order of 100 mps., whereas if the 

vertical component of Dr. Georges' phenomenon has acoustic velocities the horizontal velocity would 
probably be tremendous, depending on how much the tilt of the phase front was. His would almost have 

to be Lamb waves if one is talking about a vertically propagated acoustic wave across the density 

gradient. I think that if that could be verified, he would have his tied down. 

Georges: It might be worth noting that some unusual infrasonics events were noted at the same time at 
Boulder. 
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4.2.7 	 NON-RECIPROCAL VLF WAVE PROPAGATION 
OVER SHORT PATHS DURING SUNRISE* 

bY 

W.F. Moler 

U.S. Navy Electronics Laboratory, San Diego, California 

Abstract 

VLF transmissions at 8.2, 13, 17, and at 23 kHz. from the US Navy 
Electronics Laboratory VLF transmitter at Sentinel, Arizona (32°N. lat.) 
were received at sites about 100 km. geomagnetically east and west of the 
transmitter. The data, recorded periodically over several years, show 
that the observed phase and amplitude changes are not only a function of 
the radio frequency but the non-reciprocal propagation effects resulting 
from the anistrophy of the ionosphere are also important. When the wave 
propagation is from east to west, the phase advance associated with day-
break is delayed until ground sunrise for 13, 17, and 23 kHz. trans- 
missions. At 8.2 kHz, and for propagation from west to east, the phase 
excursion begins when the solar zenith angle is 98° . For propagation in 
either direction the diurnal amplitude fade begins when the solar zenith 
angle is near 98° . The total diurnal phase-height change also shows a 
dependence on the direction of propagation. 

A dynamic model of electron density changes over sunrise must 
explain the various propagation features summarized in the conclusion of 
the paper. While a realistic model has not been developed, an artificial 
model has been assumed and sample full wave numerical calculations are 
made, which demonstrate that the apparent sunrise phase and amplitude 
onset times would depend on the polarization and direction of propagation 
of the received waves. 

In the early 1950s a group at the Cavendish Laboratory, Cambridge University, made 
extensive measurements of GBR 16 kHz. transmissions over short propagation paths. They 

-obtained a wide variety of information about the D region. Since then, many other investi-
gators have been using similar techniques in attempts to solve problems of D-region aeronomy. 

*Paper presented at the USNC-URSI/IEEE 1966 Spring Meeting 18-21 April. The data contain 
much information relative to the change of electron density with time over the sunrise 
period, and demonstrate that VLF phase changes over sunrise should not be interpreted as 
being entirely due to a change in reflection height, especially at the lowest frequencies. 
The paper is published in this Proceedings by the kind permission of the author. 
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Much effort has been expended in attempts to identify the dominant negative ion species 
important for electron attaching and detaching processes at D-region heights. The methods 

used are indirect and results are obtained by inference only. One technique is to observe 
the phase and amplitude of once-reflected VLF skywaves during the sunrise period at ionospher-
ic heights. It is assumed that, at the onset of photodetachment at and below the height of 
the ambient reflection level, the increase in electron density will produce a change of phase 
and/or amplitude of the received signal. If the time of this onset is obtained precisely, 
one may (by knowing the available photon energy at the detaching height) deduce the,threshold 
detaching energy and, by inference, the identity of the negative ion involved. In principle 
the experiment is straightforward, but in practice it is difficult to establish onset times 
and even more difficult for one researcher to obtain data that are in agreement with those 
of other researchers. 

The difficulty lies, not so much in a day-to-day or location-to-location variation of 
onset time with respect to solar angle, but in the inability to recognize the onset time 
from the records. The onset time may be obscured by the random phase and amplitude fluctu-
ations normally observed over short paths before ground sunrise. Until the randomness is 
removed by averaging over many observations, the onset time appears to be widely varying. 

A second difficulty, and one that will be discussed here, arises from the mechanics 
of wave propagation and reflection in an anisotropic medium. Data will be presented that 
shows that the behavior of the received signal during the sunrise period is not only 
frequency dependent, but depends on the wave polarization and the direction of propagation 
as well. 

The data were obtained by the NEL VLF ionospheric sounding system in Arizona. Fig. 1 
is a map of southwestern Arizona, which shows the transmitter location at Sentinel and the 
receiver sites at Castle Dome and Gu Komelik. Castle Dome is 107 km. magnetically west and 
Gu Komelik is 120 km. magnetically east of the transmitter. 

The transmitting system consists of a 30 kw. broadband power amplifier and a half-wave 
horizontal dipole antenna which is resonant at 14.4 kHz. Switches are opened to shorten the 
antenna for resonance at higher frequencies and loading coils added for lower frequencies or 
for fine tuning. Two identical orthogonal antennas are available but, for the data to 
follow, only the antenna in the local magnetic meridian was used. Such an antenna provides 
a deep null in the vertically polarized field normal to the antenna axis at its center. A 
rapidly attenuating horizontally polarized ground wave component exists broadside to the 
antenna which becomes negligibly small 3 to 4 wavelengths from the transmitter. The bulk 
of the radiated power is horizontally polarized and is a maximum in the vertical. 

Two phase and amplitude recording receivers were located at each site. One tracked 
the normal (horizontally polarized) component of the once reflected skywave and the other 
the abnormal (polarized in the plane of propagation) component of the skywave. 	In the 
illustrations the curves of phase and amplitude with time are identified by el for the 
normal component and 11211 for the abnormal component. Transmissions were monitored on 
8.2, 13, 17, and 23 kHz. periodically during 1961-62-63 and 1964. The curves presented in 
Figs. 2 to 9 are averages of records obtained during this period. The largest data sample 
was obtained at 13 kHz, and the smallest at 8.2 kHz. Also the bulk of the data were 
obtained during periods when the solar zenith angle x was greater than 800 . 

Fig. 2 shows the average apparent relative height and amplitude change of the normal 
component of the 23 kHz. transmissions as a function of x. Of interest is the slow phase 
advance beginning near x = 100 with an abrupt advance beginning at ground sunrise 

(X = 90°). The only evidence of non-reciprocal effects is the striking difference in 
amplitude for solar angles greater than 90° . 

Fig. 3 shows the average diurnal behavior of the abnormal component of the 23 kHz. 
-transmissions. Four significant features appear in the records: (1) a slight phase 
advance beginning near x = 100° ; (2) a rapid phase advance at x = 90° ; (3) a rapid 
decrease in signal amplitude beginning at x = 90° ; (4) a difference in the signal level 
and diurnal change of signal between the two directions of propagation. 



NON-RECIPROCAL VLF WAVE PROPAGATION OVER SHORT PATHS DURING SUNRISE 

Evidence of non-reciprocal propagation in the phase records appears in Fig. 4, the 
plots of the diurnal behavior of the normal component of the 17 kHz. transmissions. For 
W-E propagation the rapid phase advance began at x = 90 ° , whereas for E-W propagation a 
slow variation of phase began at x = 1000  and a rapid advance at x = 90 ° . There were not 
enough good quality data (because of instrument failures) to make a meaningful presentation 
of the W-E amplitude data. The E-W amplitude shows that the large amplitude fade begins 
for x = 98° . 

Fig. 5 shows the diurnal behavior of 17 kHz. abnormal propagation. Of interest is the 
phase advance beginning at x = 100°  for W-E propagation, with a change in slope at x = 99 °  
and x = 90° . For E-W propagation the maximum phase change begins at ground sunrise. The 
amplitude trace shows the non-reciprocal nature of the wave propagation during the sunrise 
period. 

The largest quantity of experimental data is represented in Figs. 6 and 7, which show 
the diurnal behavior of the normal and abnormal components of the 13 kHz. transmissions. 
The non-reciprocal propagation characteristics are clearly evident from the normal component 
records. For W-E propagation the diurnal phase and amplitude change begins abruptly at 
X = 98 , whereas the E-W traces show a slight backing of phase and decrease of amplitude at 
X = 1000 , with an abrupt phase advance at x = 90° . In addition the magnitude of the phase 
and amplitude changes is much greater for E-W propagation. For the abnormal component the 
major diurnal phase advance begins for x = 98 0 , and the major diurnal amplitude change 
occurs between x = 98 0  and x 900 . There is slight evidence for non-reciprocal propagation 
effects from the abnormal polarization records. 

Figs. 8 and 9 show the diurnal behavior of the normal and abnormal components of the 
8.2 kHz, transmission respectively. Of principal interestis the apparent diurnal onset 
time at x slightly greater than 100° . 

There were insufficient data to obtain the normal polarization record for W-E 
propagation at 8.2 kHz. so  that an evaluation of non-reciprocal effects was not obtained to 
date. 

From the rather confusing experimental data it is possible to abstract the propagation 
characteristics that a dynamic sunrise model of the ionosphere must be able to produce 
when tested in a computer. 

The test consists of calculating by numerical methods a full wave solution for wave 
propagation through and reflection from an arbitrary continuous anisotropic and lossy 
ionosphere. Models are tested in the computer until one is found that predicts reflection 
and conversion coefficients that agree with measurements. A dynamic model would consist 
of a set of models that vary with solar time. The characteristics that such a set must 
produce (for the propagation geometry shown in Fig. 1) are as follows: 

(1) At x near 100 0 , enough electrons must be placed below the pre-sunrise ambient 
reflection height to produce a phase advance on both polarizations at 8.2 kHz, and a slight 
increase in the conversion coefficient at 13 kHz. 

(2)At x = 980 , a decrease in both the reflection and conversion coefficients must 
begin for 23, 13, and 17 kHz. waves. The phase must begin an advance for 13 and 17 kHz. 
for W-E propagation and back for 13 kHz. E-W propagation. 

(3)At x = 900 , a rapid phase advance begins for E-W propagation at 13 and 17 kHz, and 
for both polarizations and directions of propagation at 23 kHz. In addition, the conversion 
coefficient of the 13 kHz, waves must show a minimum in the diurnal curve for both 
directions of propagation and a minimum of the reflection coefficient for W-E propagation. 

Although such a model has not yet been developed, it is of some interest to observe 
how anisotropy in the ionosphere may produce a strikingly different signal behavior during 
a sunrise period, depending on the wave polarization and the direction of propagation. The 
model selected for test (Fig. 10) is highly artificial but helps to illustrate a point. 
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Reflection and conversion coefficients are calculated for a sharply bounded ionosphere based 
at 92 km. and then repeatedly as a series of slabs containing 28 electrons per cc. are 
added sequentially below the main layer until the tenuous layer is at 66 km. Calculations 

are performed for both E-W and W-E propagation for the transmission link geometry and 
geomagnetic conditions operative during the Arizona measurements. The reflection coefficients 
for vertically polarized transmissions are shown in Fig. 11 for comparison. The results of 
the calculations are shown in Figs.11, 12, and 13. If it is assumed that the height of the 
layer is a function of the solar zenith angle, it is clear that the apparent sunrise phase 
and amplitude onset times would depend on the polarization and direction of propagation of 
the received waves. 
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SECTION 5 

IONOSPHERIC SOUNDING 

5.1  IONOSPHERIC SOUNDING OF THE E REGION 

by 

J.S. Belrose 

Radio Physics Laboratory 

Defence Research Telecommunications Establishment 

Ottawa, Ontario, Canada 

The swept frequency ionospheric pulse sounder is the instrument most widely used to 
probe the ionospheric layers. Accurate h'f soundings contain much information necessary for 
determining the electron number distribution, and both topside and bottomside ionospheric 
sounders have provided much information about the distribution of electrons in the F layer. 
Routine ionosonde data, however, have only limited application to studies of the distri-
bution of electrons in the E region due to observational limitation. The absence of reflec-

t'
ion traces below some minimum observed frequency, usually 1.5 to 2 MHz., leads to a 
starting" ambiguity in the h'f to N(h) analysis, caused by a lack of knowledge of the group 

retardation of the E-region echoes; and the imposed requirement that the electron density 

increase monotonically with height leads to a "valley" ambiguity, which limits the accuracy 
of determining real heights in the F layer. 

In principle these difficulties can be avoided if the extraordinary wave could be 
observed (Titheridge 1959), but it is normally missing for the E region because of high 
daytime absorption. To improve the height resolution and to detect reflections at lower fre-
quencies more sophisticated ionosondes have been developed and are now coming into use. A 
record made by such an ionosonde system installed at Ottawa (described briefly in the 

Appendix) is shown in Fig. 1. For comparison an ionogram made by the routine ionosonde 
operated at Ottawa for many years is also shown. Note the additional complexity evident in 
the ionogram made by the sophisticated ionosonde with a high-gain antenna. E-region reflec-
tion traces are observed down to 300 kHz., and at high frequencies both the ordinary (0) 

and (X) traces are clearly observable. The X trace, however, is complicated near the 
E-region penetration frequency due to sporadic E traces, and the presence of partial reflec-
tions from a scattering region near 100 km. The apparent E-layer penetration frequency is 

not observed very well for the first reflection trace, but is more clearly evident in the 
multiple reflection traces from the E region. Besides the normal 0 and X traces for the 
F layer, the F-layer Z reflection trace, between the first and second multiple reflection 
traces from the E-layer, can be observed. Little of this complexity is evident in the 

,ionogram made with the lower-powered ionosonde. 

The ionogram presented in Fig. 2 shows that E-region reflections are complicated by 
cusps on both the 0 and X traces near the penetration frequency, and by the presence of 
partial reflections from a scattering region near 100 km. 

High-resolution ionosondes indicate in addition that the E-layer echo is seldom a 
"clean" single return but is more often made up of two or more overlapping signals of 
comparable amplitude, returned from almost the same height. Such overlapping signals, which 
limit the accuracy of measurement of group height in the E-layer, are caused by small-scale 
variations in the otherwise horizontally stratified ionosphere. The main difficulty with 
E-region reflections, however, is due to sporadic E reflections, which can often obscure 
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the normal E-region reflection trace. An example of Es reflections from a scattering layer 
below the normal E-layer is shown in Fig. 3. This ionogram was made at Ottawa, at about 
0930 LST on 12 May, 1964. 

While sporadic E reflections are a frequent limitation to the measurement of the 
h' (f)  curve for the E layer, sporadic D reflections can also be troublesome, especially in 
winter months, although with high system gain and low operating frequencies the D-region 
echoes can also be observed in summer. Low echoes observed with ionosondes were first re-
ported by Dieminger (1955) and Gnanalingham and Weekes (1955). On some occasions sporadic 
D echoes, scattered from 80 to 85 km. heights, are observed together with normal E-layer 
reflections (see Fig. 4), but on other occasions the low-level echoes only are observed, 
or they are observed together with E-layer echoes only over a limited frequency range (see 
Fig. 5). This figure shows the transition from total reflection in the D layer, through 
partial reflection or scattering in the D layer accompanied by total reflection in the 
E layer, to the case where there is reflection only from the E layer (c.f. also the dis-
cussion by Watts and Brown (1954) who made sweep frequency ionograms with a LF ionosonde). 
The absence of group retardation is explained by the thinness of the D layer, in much the 
same way as reflections from the E layer in the presence of sporadic E, but an electron 
density height profile obtained by an independent experiment has not confirmed this sug-
gestion. When sporadic D echoes are particularly intense the absorption of high-frequency 
radio waves is markedly greater, to a point where a significant "winter anomaly" is re-
cognized (see Papers 1.7 and 6.5 for a further discussion of winter days of anomalous 
absorption). 

There are difficulties also with E-region ionograms made at night. Fig. 6 is an ex-
ample of a Boulder ionogram, showing the complexity of the reflection traces. It shows 
echoes from three distinct strata, with virtual heights of 90 to 100, 120 to 130, and 
220 to 230 km. respectively. Each stratum is seen twice by a splitting of the transmitted 
wave into 0 and X modes. The 90 km. stratum appears patchy and shows no substantial group 
retardation. The echo may result more from scattering than from reflection, in which case 
the interpretation of the penetration frequency is by no means direct. On the occasion 
illustrated, however, the observed penetration frequencies correspond to reflection at 
electron concentrations of about 3 x 103  electrons per cc., and this is representative also 
of direct probe results. More often the stratum at 90 km. is seen at still higher frequencies, 
and may extend into the normal ionosonde range as sporadic E. The origins of this stratum 
are not understood, but may include meteoric ionization with an enhancement due to wind 
shears. Reflections from this stratum are strongly influenced by magnetic activity, and 
so-called "breaking of the nocturnal E region" has been reported by Watts and Brown (1951) 
and Linguist (1953), when reflections at frequencies about 150 kHz, are not observed from 
the 90 to 100 km. heights but from 150 km. heights. 

That stratum at 120 to 130 km. has been interpreted (Belrose, 1963) as being the true 
nocturnal E layer, in that it shows continuity with the daytime layer (Watts and Brown, 
1954) and exhibits the same response to the influence of solar activity. Its penetration 
frequency decreases by about 200 kHz, during the nighttime hours, to a pre-dawn minimum 
of about 500 kHz., although the latter varies, by about 250 kHz. for a sunspot cycle 
(Hough,1961). The value of 730 kHz, found on the occasion illustrated here, corresponds to 
an electron concentration of 6.3 x 103  electrons per cc. Direct observations of the night-
time E layer (called by some workers an intermediate layer) are possible for only a small 
part of the time, because of blanketing by underlying stratum. It will be noted, however, 
that the X mode reflected from the F layer exhibits a cusp at foE, due to group retardation 
within the E layer (Watts, 1958), and this characteristic (marked A in the figure) can be 
employed to determine foE when blanketing occurs. On some occasions the cusp is missing, 
and the E layer peak is then believed to have merged with the tail of the overlying 
F layer. Thus, while E-region ionograms made by high-power high antenna gain ionosondes 
reveal much complexity not evident in ionograms made with routine ionospheric sounders, 
and in fact ionograms can be made when the routine ionosonde is "blacked out" due to in-
creased ionospheric absorption, their availability does not necessarily lead to a better 
determination of the E-region electron density distribution. The main limitation is the 
difficulty on many occasions of recognizing true magnetoionic reflections from scatter 
reflections due to thin layers (sporadic E), critical propagation condition, etc., in fact 
scatter-like reflections can obscure the main reflections from the regular E layer, and in 
measuring the height of the E-region reflection traces with sufficient accuracy. The dynamic 
variations in the E region have not been studied in sufficient detail. 
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Nevertheless, in spite of the various limitations discussed above, the ionosonde is 
still a principle tool for studying the ionosphere, including the E region. Considerable 
work is being done to improve the analysis techniques, as well as in improving the instru-
mentation. At this conference (see the paper by Paul (Paper 5.4)) we learned of the recent 
progress that is being made on the joint use of 0 and X reflection traces. While this type 
of analysis will undoubtedly lead to a better interpretation of the electron density profile 
between the E and F layers, this analysis will not, in the view of the author, avoid the 
"starting" aulbiguity, since the X reflection trace for the E region cannot be observed to 
a sufficiently low frequency. It cannot be observed at all on days when ionospheric absorp-
tion is too high. Since we at DRTE have gone about as far as is reasonable in improving the 
system gain for pulse sounders, other techniques must be considered if a significant addi-
tional improvement is to be made. A CW and digital sounding system were discussed at this 
conference (see Fenwick and Barry (Paper 5.2) and Bibi and Olson (Paper 5.3)). Other papers 
in the session are concerned with the results of a study of LF nighttime ionograms, with 
the valley between the F layer and thick Es (night E), and with sporadic E and wind structure 
of the E region. A paper by Elling (Paper 6.2) shows recent results of observation of D-region 
echoes employing a system of high dynamic range at Tsumeb. 

APPENDIX 

The DRTE Research Ionosonde at Ottawa 

A significant improvement can be realized by employing a better antenna system than 
that used at routine ionosonde stations. The upwards radiated field strength for the 
'standard' delta antenna varies markedly over the band, and falls off rapidly below 2 MHz., 
where, because of increased ionospheric absorption, good radiation efficiency is parti-
cularly desirable. Typically for a frequency range 1.3 to 20 MHz., the field strength 1 km. 
above the antenna would vary between 37 and 52 db above 1 mV/M (Bailey, 1951). In this 
frequency band there would be three frequencies at which the upwards radiation would be 
negligible compared with undesired radiation at other angles. A log periodic antenna 
(DuHamel and Ore, 1958), of the size and configuration described below, would have a con-
stant beam width and gain for the 1.3 to 20 MHz. band, and the field 1 km. above the 
antenna would be about 51 db above 1 mV/M. At the low frequency end of the band, the 
radiated power would be 25 times greater than that for a standard delta antenna. 

The ionosonde used at Ottawa is a Model 1005W, manufactured by Magnetic AB, Sweden, 
which sweeps in frequency from 0.25 to 20 MHz. The sounder pulse output power is 25 kw. 
minimum. The frequency range is covered in four bands, and the anodes of the rf amplifier 
and the transmitter mixer are tuned and tracked with the variable frequency oscillator that 
determines the transmitted and received frequency. A two-plane log periodic antenna is used 
for the frequency band 1.3 to 20 MHz. mounted on a 360-foot tower. Three folded dipoles 
having lengths of 1428, 823 and 476 ft., mounted one above the other on 90-foot wooden 
poles, are used for the frequency band 0.25 to 1.3 MHz. Each folded dipole is made up of 
two "conductors" spaced 50 ft. horizontally (30 ft. in the case of the shortest dipole); 
each conductor comprises four parallel wires equally spaced 3 ft. apart horizontally and 

jumped at least every 1/10 wave length. The receiver employs differentiation (various 
time constants are available), essentially a high-pass filter ahead of the video amplifier, 

which, together with AGC, aid echo detection in the high interference of the broadcast 
band; but this can be switched out if desired. The ionogram shown in Fig. 1 was made with 
a 100 psec. time constant in the differentiating circuitry. 

Various investigations are in progress or planned, employing the research ionosonde 
at DRTE, but no results are yet available. Dr. G.L. Nelms has developed a computer program 
that uses the electron density height profile measured by the partial reflection experiment 
as the starting point in computing the real height profile in the E region. Dieminger (1955) 
has shown that with a sensitive ionosonde equipment one can observe, on some days in winter, 
scatter-like echoes from the D region. The research ionosonde at Ottawa is being operated 
in conjunction with the partial reflection sounder to identify these days, and the purpose 
of the study is to investigate what structure differences are discernable in the D-region 
electron density distribution at these times. 
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Discussion on Paper 5.1 presented by J.S. Belrose 

Wright: In your Fig. 6, the low frequency ionogram, you referred to the lowest of the two reflection levels 
as the extraordinary. It is at least the non-ordinary component, but it is of course the 1 + Y reflection 
level. When this occurs above the gyro frequency we speak of it as the Z trace, so it seems to me that 
for clarity it is best to preserve this identification below the gyro frequency as well, recognizing that 

this thing which is continuous at the extraordinary does not exist down there. 

The problem of starting the analysis of ionograms with a sufficient correction for the underlying 
D-layer ionization is a difficult one, and if it is not dealt with then one gets profiles which at the bottom 
are some 4 or 5 km. too high. I want to illustrate that it is possible to make a correction for this on most 
good ionograms whether or not the extraorciinary is available. When the reflections from only one component 
are available, they will probably have virtual heights of around 106 km. Our analysis shows that it is 

essentially the electron density gradient near the reflection point which contributes most of the retardation 
seen on these echoes. It is therefore adequate to assume a constant gradient, project this back over a 
short range of electron density, and solve for this constant gradient and the starting height from several 
of the virtual heights. When we do this with an ionogram obtained at x = 75 ° , we obtain a profile (Fig. D-1) 

which comes nicely- on a model profile that Nicolet and Aikin calculated for x = 70° . Another calculation 
from an ionogram obtained at x = 30 °  is apparently not quite so successful and ..perhaps reflects either 
the fact that the ionosphere is different or that there is a shorter range of starting values available from 
the ionograms near midday. 

A similar type of comparison was made with rocket electron density profiles obtained from NASA's 
mobile launch expedition and a satisfactory agreement was obtained particularly for the lower part of 
the E region.  
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5.2 A HIGH RESOLUTION CW SOUNDER FOR USE AT VERTICAL INCIDENCE 

by 

R.B. Fenwick and G.H. Barry 

Radioscience Laboratory, Stanford University, 
Stanford, Ca I ifornia 

Presented by R.B. Fenwick 

Currently used ionosondes, providing sweep frequency measurements of ionospheric virtual height, 
often do not produce satisfactory results due to either inadequate average power capability or to interference 
from other spectrum users. While in principal these problems may be overcome by increasing the peak 
pulse power of the sounder, this solution is unattractive because powers are currently reaching impractical 
limits (Belrose, 1966). Increasing antenna directivity will improve the situation, but the maximum practical 
antenna size may be reached before adequate sensitivity is achieved. 

Frequency-modulation cw techniques have for some years appeared attractive for sounding 
(Gnanalingham, 1954), particularly from the viewpoint of decreasing transmitter peak powers while in-
creasing the transmitted energy per unit time. For identical average powers and transmitted bandwidths, 
assuming white gaussian noise and a stationary medium, pulse and fm sounding systems can provide equal 
sensitivity and time-delay resolution (Kay, 1959,Hymans and Lait, 1960). However, use of linear-sweep 
"chirp" (see Klauder et al. 1960) techniques can provide a number of significant advantages over pulse in 
ionospheric sounding. These include higher average power, virtual immunity to interference from fixed-
frequency stations, and flexible trade- offs between time delay resolution and data acquisition rate. 

The background noise afflicting a vertical-incidence sounder is usually — as a result of the high 
occupancy of the 0.1 to 10 MHz. range — neither white nor gaussian. This interference is difficult to reject 
using a pulse sounder, since receiver bandwidths of from 20 to 200 kHz, are necessary to obtain the desired 
time delay resolution. With a cw chirp system, however, the receiver bandwidth may be made arbitrarily 
small by slowing down the sweep rate; the only limit is imposed by doppler shifts or other changes in the 
ionosphere. Seen through a sufficiently narrow bandwidth, the radio spectrum is nearly unoccupied. Further, 
the receiver may be gated off when interference is encountered, usually with negligible loss of desired signal. 
The analogous process may, of course, be performed by inserting multiple notch filters in the frequency pass-
band of any sounder, but the rejection is notably simpler to implement in the time domain. 

Fig. 1 shows a frequency/time representation of pulse and chirp signals together with sounding 
echoes at fixed range. It is clear that e can be obtained from Af to an accuracy dependent on the linearity 
of the frequency sweep and the transmitted bandwidth. The present availability of direct frequency syn- 
thesizers has greatly improved the linearity of conveniently generated frequency sweeps (Barry and Fenwick, 
1965), making high resolution chirp ionospheric sounding practical. 

Though probably not the slowest practical rate, frequency sweeps of 25 kHz. /sec. have been 
employed at Stanford for vertical-incidence sounding. For this rate a receiver bandwidth of roughly 100 Hz. 
is appropriate. The upper sketch of Fig. 2 illustrates a typical interference spectrum with a pulse receiver 

bandwidth of, say, 100 kHz. superimposed. The identical frequency range must, of course, be covered by a 
chirp signal in order to realize the same (10 psec.) resolution..  The 100 Hz. chirp receiver passband, however, 
allows the sounder to utilize only the clear spectrum between interfering stations. 

The frequency sweep sounding signal must be generated by the use of a frequency synthesizer because 
the advantages of cw chirp sounding (improved signal-to-noise ratio and interference rejection) are realized 
most fully at slow sweep rates; and at a sweep rate of 25 kHz./sec., 10 psec. is equivalent to only 0.25 Hz. 
Aside from the frequency synthesizer and required spectrum analysis equipment, the chirp sounding equipment 
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is quite simple (Fig. 3). The sweep frequency, cw output from the synthesizer is amplified and radiated 
directly. The chirp receiver converts the echoes to fixed-frequency tones (whose frequencies are propor-
tional to the echo time delays) by mixing the received signals with a frequency sweep identical to that trans-
mitted (except translated by an amount equal to the receiver IF). The resulting signals are tape-recorded 
and later spectrum-analyzed to produce records of time delay vs frequency. Since the recorded signals 
represent a phase-continuous sweep across the entire spectrum, the tape can be analyzed using any desired 
filter bandwidth to provide the optimum trade-off (consistent with the dispersion of ionospherically reflected 
signals) between frequency resolution and time-delay resolution. With a pulse system, one is committed to 
a particular time resolution by the transmitted pulse length; cw frequency sweep recordings may, on the 
other hand, be processed to best display whatever dispersion is observed. For F-layer sounding, a resolu-
tion of 20 gsec. has been generally found to be a good compromise. However, oblique incidence records 
made in the MF range have shown 10 gsec. structure and this is probably not the ultimate. 

The upper record of Fig. 4 is an example of a chirp ionogram made with a radiated power of only 
20 mw. (the 1-volt output from the synthesizer applied directly into an antenna). A conventional 2 kw., 
50 gsec. pulse sounder record is shown below for comparison. The records were made within 15 min. of 
each other. 

No vertical-incidence sounding has yet been attempted on frequencies lower than 2 MHz.; however, 
oblique incidence sounding from 600 to 2000 kHz, has been performed over the 1900 km. path from Stanford, 
California, to Lubbock, Texas. 

These experiments have been described by Fenwick and Barry (1966). For these soundings, a sweep 
rate of 25 kHz./sec. was employed at radiated power levels ranging from 25 to 250 w. The reduced power 
occurred at lower frequencies due to the prborer efficiency of the vertical transmitting antenna. Two examples 
of the records taken during this experiment are shown in Fig. 5. The ionograms were taken near local 
midnight, midpath, on two evenings in June 1965 and exhibit a time-delay resolution of approximately 10 gsec. 
Despite the fact that the frequency range includes nearly the entire AM broadcast band and a broadcast 
station a few miles from the receiver, no interference is evident. 

The MF oblique-sounding results indicate that the chirp technique should malce possible highly 
satisfactory vertical-incidence sounding at medium wavelengths, while radiating at most a few watts of 
power. It should be possible to extend the frequency range down to 100 kHz. without requiring transmitter 
Power levels greater than the order of 100 w. 

Fig. 6 shows qualitatively the relation between required average power and sweep rate for a chirp 
sounder. For very slow rates, receiver bandwidths can be very small and interference is all but ignored; 
the sensitivity of the sounder is determined by atmospheric noise. At very fast rates, necessary receiver 
bandwidths become large. When the inter-station spacing, ,C.f, is small compared with the receiver band- 
width, the chirp sounder and pulse sounder interference vulnerabilities are equal. If ,C.f is, for example, 3 kHz., 
it is,,implied that interference-caused desensitizations would become serious at a sweep rate of approximately 

(44  9 MHz. /sec. 

Chirp sounding does create some equipment problems not inherently so difficult in pulse sounding; 

these difficulties may render cw sounding unattractive in some applications. Since in cw sounding all 
echoes are being received simultaneously, a receiver and spectrum analyzer dynamic range problem can 
exist. Over-all system dynamic range in the results reported here was about 30 to 35 db — limited by the 

spectrum analyzer. Means exist for improving this figure, of course, but they may not be overly attractive. 
Doppler shift ambiguities can be difficult to overcome in chirp sounding, and may rule out its use in such 
applications as incoherent scattering (Shearman, et al. 1963). However, doppler shifts have been successfully 

compensated when using a chirP system, e.g., in lunar radar studies (Howard et al. 1965). Finally, it is 

unquestionably more difficult to convert a chirp sounder receiver output to ionograms — especially to 

ionograms having a logarithmic frequency scale — than it is with a simple pulse sounder. In automated 
systems of the future, however, this feature will not be objectionable. On balance it is clear that there 

are applications in ionospheric sounding where the use of chirp cw waveforms will be most advantageous. 
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Discussion on Paper 5.2 presented by R.B. Fenwick 

Bibi:  What is the tape speed when you record at 25 kHz. per second? 

Fenwick: It should be 1 7/8 in. per sec. 

Boum e : What was the cost of your installation? 

Fenw ick :  It required $50,000 and six man-months to build the two terminals. 

Wright: Do you feel the word 'chirp' is best suited to describe your technique or would the cw radar term 

or FM be better? 

Fenwick: It is true that the word chirp does bring to mind pulse chirp as used in normal radar. The 

analogy  here to the chirp radar used in microwaves would be sweeping many times across the spectrum at 

a fast rate and adding the returns. We could do that, but would not get any of the advantages of inter-

ference rejection; in fact it would be like any other sounder. The point is well taken, chirp is easy. 

Wright: Are the ambiguities between ordinary and extraordinary or any other echoes which appear relatively 

close together intermixed in this method of measurement? Are they a problem in data analysis? 

Fenwick: As long as one did not have a doppler shift on it or something that the other one did not have, 

the frequency difference would just be proportional to the group time delay on it. 

Belrose: The fact that you have a dynamic range of only 30 to 35 db would limit the possibility of seeing 

the extraordinary trace, because the F-region echoes would certainly be well above this in amplitude. 

Fenwick: The dynamic range of 30 to 35 db is a function only of the particular spectrum analyzer that we 

own. There are ways in which you can get around this problem; a larger dynamic range is possible. 
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5.3 A DIGITAL 1ONOSONDE 

by 

K. Bibi  and K. Olson 

Lowell Technological Institute Research Foundation, Lowell, Massachusetts 

Presented by K. Olson 

1. Introduction 

For pulse observations in crowded radio bands, an ionosonde is needed which can see 
through this interference without creating a remarkable nuisance to other services. Increased 
resolution is important for a world-wide system, capable of synoptic use. Real-time data are 
required in a format acceptable for transmission to an evaluation center and for processing 
by a computer. 

Application of the precepts of communication theory, the technology of data processing, 
and the results of scientific investigations using pulse sounders, have resulted in the design 
of an improved ionosonde. 

2. Pulse Receiver 

A solid state receiver, designed for stable reception of pulses, permits nearly 
instantaneous recovery following transmission. Single-tuned amplifiers having gains of 10 to 
20 db per stage with an over-all bandwidth of 40 kHz. are used. Symmetrical overload charac-
teristics are designed into these stages. 

Phase decoding is provided by selecting one of two receiver outputs which are displaced 
by 1800 . These outputs are available simultaneously to permit the correct phase to be chosen 
for any range interval. Thus twice 2.5 msec. are necessary with differently delayed decoding 
sequences to cover a 750-km. height range. 

Most ionosondes mix a variable frequency, f l' with a gated fixed frequency, fo' 
to 

generate (f
1 
+ f

o
) as a transmitted frequency. Using f l  as the local oscillator of the 

receiver, (f 1  + fo) — f l  is generated in the receiver to produce an IF of fo . Since f l  is 

common to the transmitter and receiver, no phase contribution of f l  appears at the receiver 

IF provided that f l  is stable for an interval equal to the group delay. 

The gate that pulses the amplitude of the fixed frequency oscillator, f
o
, has a fixed 

phase with respect to fo ; thus phase-coherent integration becomes possible and phase height 

can be determined by measuring the phase change with frequency: 
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After decoding, the direct signal at the receiver IF output has the same stationary phase 
for all frequencies, i.e., each positive zero-crossing of the IF occurs at a point that is 
fixed with respect to the envelope at every frequency. 

2. In case of free space propagation, equal-step changes of frequency result in constant step 
changes of phase. Thus, in the ionograms the reflections trace a pattern determined by 
the reflection height. 

3. In the presence of the ionosphere, reflection height and phase speed (in the penetrated 
part of the layer) change simultaneously with increasing frequency. Modifications of the 
phase pattern by these ionospheric effects can be used for accurate determination of the 
electron density profile. 

3. Data Processing 

The intermediate frequency output of the receiver contains much information that is not 
used. Envelope detection allows recovery of group height, but all other information is 
modified or destroyed. 

Sampling the IF amplitude 3 times in 2 cycles of the last IF (50 kHz.) and integrating 
corresponding samples of 80 consecutive pulses provides 20 db improvement of signal-to-random 
noise ratio. 

Positive and negative amplitudes are integrated separately. After integration, corre-
sponding positive and negative samples are subtracted to determine the signal amplitude and 
the sign in that sampling interval. Three adjacent amplitude samples are added disregarding 
the sign, and the sign of the first sample is associated with the resulting number. This 

number represents pulse amplitude in one 6-km. height range. More accurate group delay is 
given by the ratio of the consecutive amplitude samples; phase information of the IF is 
revealed by the sign. 

Separate integration of the positive and negative amplitudes permits improvement of 

signal-to-coherent noise ratio, even when the coherent noise is larger than the desired 
Signal. 

Real-time processing of the information is provided digitally. Advantages of digital 
processing include: 

1. High speed, permitting real-time processing, 
2. Precision amplitude information, yielding resolution of 0.5 per cent of the total range, 
3. Digital data output, reducing translation and tape requirements. 

Although high speed is normally associated with high cost, we have been able to develop a 
system of memory organization that is fast, accurate, and inexpensive (Fig. 1). Basically, 
our invention resides in obtaining the average of a signal by comparing the instantaneous 
value with the average stored in the memory. Initially, the number stored in the memory is 

one-half of the range. Successive comparisons add or subtract an appropriate amount from 
the stored number, converging it rapidly to the average value of the desired signal. Since 
80 pulses are to be integrated, only one bit is added to or subtracted from the stored 
average on each comparison. The first 16 comparisons modify the average by ±16; the second 
16 by ±8; the third 16 by +4; the fourth 16 by ±2; and the last 16 by ±1. This technique is 
fast and permits integration of 80 pulses with 256 level resolution. Since positive and 

fiegative amplitudes are stored in separate memory words, almost twice the number of cores are 
required. The cost can be comparable to storing 8-bit numbers and signs because the digital-

to-analog converter needs only a single polarity. 

After averaging 80 pulses, before sampling at the next frequency, positive and negative 
amplitudes are compared to form average amplitude and sign of each 2-km. sample range. Three 
adjacent averages are added disregarding sign. The sign of each first sample and the result-
ant amplitude of three adjacent samples will be stored and put on magnetic tape during the 
next frequency sounding. Integration and readout of all height levels on a single frequency 
requires only 0.25 sec. 
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Using 25 kHz. frequency steps and a repetition rate of 400 Hz., a band of 1 MHz. is 
covered in 10 sec., thus the entire range from 0.5 to 18.5 MHz. requires only 180 sec. 

4. Digital, Tape 

We are now using 4 track recording to put data on magnetic tape in digital form. Each 
track carries one weighted bit of a BCD number; the IBM code is used which represents decimal 
zero as 8 + 2. Thus there is alwàys one bit laterally across the tape and no other synchro-
nizing is required. Each data point contains 4 bits along the length of the tape; three are 
decimal digits, one represents time code information and sign. 

Recording in this way simplifies translation to IBM computer tapes but allows data to 
be recorded on inexpensive %" tape. Additional electronics required to generate computer 
tape directly can be added whenever desired. 

5. Printed Ionogram 

The digital output of the ionosonde can be printed directly by a multi-pen recorder. 
Amplitude information for each frequency is presented by printing a number of dots which can 
be counted to determine the amplitude. A curve, drawn manually through the maximum amplitude 
of each frequency, presents an ionogram that can be read to 1 km. in height and 10 kHz. in 
frequency. 

When simulated using a typewriter, digital ionograms appear as shown in Fig. 2. 
Numerical values represent signal amplitudes. Echoes are distinguished by consistently high 
amplitudes. When phase is printed, using special symbols in additional columns, phase 
height can be read from these ionograms. - Fig. 3, an expanded region of Fig. 2, shows a 
phase height profile from 2 to 4 MHz. The key for reading phase height from the printed 
phase code is shown in Fig. 4 and explained in Appendix 1. 

6. Other Processing 

Subsidiary data processing can provide special characteristics as continuous functions 
of time. Examples would be fmin ftEs, h'E, h'F, foF2 and MUF3000F. These data can easily be 
transferred to remote locations by telephone or wireless communication links. 

APPENDIX 1 

Phase-height and Phase-path Measurements 

Phase-height and phase-path measurements are extremely useful in determining reflection 
heights and electron density profiles with the help of vertical and oblique ionograms. Phase 
heights follow the true reflection heights much closer than they follow group heights and 
have less discontinuity. The group height is always above the true height, whereas the 
phase height lies only a few kilometers below the true height. Thus, quick interpolation or 
unambiguous determination of the true height is possible if both phase and group height are 
measured simultaneously. 

The phases of consecutive frequencies form a periodic pattern which is dependent on 
frequency-stepping intervals and reflection height. Because of the ambiguity of phase 
measurements, the pattern is repeated in certain path-length intervals: for 25 kHz. 
frequency stepping, the repeatability is 12  km.; and for 10 kHz.the repeatability is 30 km.of 
path length. In vertical sounding this means an ambiguity in phase height of 6 or 15 km., 
respectively. At oblique incidence the height ambiguity is reduced. For a 2000-km. oblique 
path, equal patterns appear only in height intervals of 60 or 150 km. Therefore, the 
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representation of six different phase values becomes necessary. For vertical incidence the 
representation of three phases is adequate for a phase-height resolution of better than 
1 km. The sequence of the three phases and the phase-repetition rate determine the phase 
height as shown, for frequency-stepping of 10 kHz., in Fig. 4. The indicated period is the 
number of frequencies necessary to repeat the pattern. 

The direction of the phase sequence is cyclic in the height ranges from 90 to 97.5; 
105 to 112.5 km. and noncyclic in the height ranges from 97.5 to 105; 112.5 to 115 km., and 
so on. 
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A DIGITAL IONOSONDE 

Discussion on Paper 5.3 presented by K. Olson 

Bibi:  It is obvious that we took too much care in defining the direction of the phase height change. In 
reality the phase height can only increase with frequency, therefore it is much simpler than we have 

explained. 

Pitteway: Could you define what you mean by phase height? 

Olson: It is the number of cycles of the transmitted frequency that occur between the time that you transmit 

and the time that you receive the echo. 

Pitteway: If there are partial reflections present then there is a genuine theoretical ambiguity of the 

number of wavelengths. I thought it was fairly well known that you can take an ionosphere and move it 

cyclically, if you have partial reflections, in such a way that it just sort of 'moves continuously around a 

cycle, but looking at the phase from down below the phase will make you think, if you think of a single 

reflector, that it is permanently coming down at you. 

Bibi:  The problem is really that we are not used to the quantity phase height, because all sounders up till 

now have measured group height, but the same argument for phase height is true also for the group height. 

If you have partial reflectioris the group height will be changing as well as the phase height. 

Pitteway: It is not possible to make a model of the ionosphere with partial reflections going around a 

cycle that will make the group height or the triangulation height kid you and move systematically, you can 

only do this with the phase height. 

Bibi:  We should discuss this outside. 

545 



546 

5.4 GENERALIZATION OF ABEL'S SOLUTION FOR BOTH MAGNETOIONIC COMPONENTS 
IN THE REAL HEIGHT PROBLEM 

by 

A.K. Paul* 

ITSA,  ESSA I  Boulder, Colorado 

* Now at Max-Planck Institut fur Aeronomie, Lindau, Germany 

1. Introduction 

In recent years several methods have been developed using the virtual heights of 
reflection of ordinary and extraordinary components to calculate the electron density dis-
tribution in the ionosphere. Use of both components is essential in order to reduce un-
certainties caused by parts of the profile which cannot be directly observed, such as a 
valley between E and F regions or the lowest part of the ionosphere. There has been some 
discussion as to whether a unique electron density profile or only a limited correction can 
be derived from the joint use of both virtual height curves. Tn this paper an approach is 
developed which permits a systematic study of what can be learned by using both components. 

For comparison of ordinary and extraordinary components, it is convenient to introduce 
the symbol 4) for the plasma frequency at the reflection level of a radio signal of frequency 
f: 

(I) = 
if2 _ c f 

H ' 

ordinary component, 

extraordinary component. 

(1) 

We further define X = f 2 /4) 2 . For a given electron density distribution the virtual heights 

are defined by 

h(4)) 
h' 	(4)) = f p' 	dz , 	 (2) 
o,x 	o,x 

0 

where the double suffix indicates separate equations for ordinary and extraordinary rays. 

For an isotropic medium the integral equation (2) can be solved by Abel's method to 
give the height at which the plasma frequency f

N 
is equal to the particular value 4)

n
: 

	

, (Dn 	1 

	

h(4)n ) = 7  f 	, — — — — — — — — 	 ( 3 ) 
/ d, 2 _  • 2 	h' (4)) d 4). 

	

0 	'n 

This equation can be applied only if the electron density is a monotonic function of height. 



(5 ) 

50,x  (4), 
d4). _ h' o,x 

4'n S h' -S h' 
xxoo  

4n 2 
det) = f 

' min 

(1"n 

zi v  f 
(1) E 

SM -SM x x 	o o 

j.n  2_ 4,2 
( 9 ) d(1) dfN2  , 

clip. (10) 

GENERALIZATION OF ABEL'S SOLUTION 

In an anisotropic medium the  group refractive index for a fixed dip angle can be con-. 
sidered as a modification of 1/ /1 - X. 	The modification depends on X and Y and for each 
component may be defined by 

(X, Y) 
o,x 

We therefore expect to find solutions by modification of (3) in the forms 

4'n 

0 

The equations (5) are correct only for a monotonic profile. In this case we may also write 

.2 

h' 	(0) = h + f 
 ' » 	

where z' - 	 (6) o,x 	0 	o, 	
d z  

x 
0 	d fN

2 

Introducing (6) into (5) and inverting the order of integration yields: 

df
N
2

' 	(7) 

	

(1) n 	S 	
(1)  2 
n 	(I)n 	S S0 	 _ _ d x 	 o x 

	

= h f 	 _L 	cl, I
o,x 	0 j 	

-----1-- 	(1(1) + f z' f p 1  
0,X 	/ 	 

	

0 	
viA,  _ 

	

2,h2 	0 	fN 
 

y, y 

We see that I
o 

and I
x 

give the real height h(l)o ) if and only if 

m 
0,x  ep 

- x 	

s,/(

(:42X 2  del)  = 1  
fN 

for fixed cp
n 

and all f
N 

in o s fNn
. Condition (8) can be used to determine S

o and S.  

Examples of So  and Sx  are shown in Fig. 1. 

Equations (5) are applicable only to a monotonic profile. However, their formal 
application in the non-monotonic case, followed by subtraction of the resulting equation for 
the ordinary ray from that for the extraordinary, gives 
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„I
ox 	 (4) , /1 - X 

h()  

( 8 ) 

where z'  = Iz'21 + z' 3  and is the slope of the equivalent valley distribution for a pro- 
v 

file such as that in Fig. 2. Equation (9) provides a direct relation between the observed 
ordinary and extraordinary virtual heights and the equivalent electron density distribution 
in that part of the profile from which no reflections can be obtained. The inner integral 
on the right side, which we shall call K, is a function of (pn  and, through 0

o and u' x' also 
of f • 

N . 	(I)n 

K(fN  , 
f 

Sx 	
Mx 

-S  M 
00 

(I)n )  = J Ar77-7( 4n 2 -e 
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The question of what can be learned by the joint use of both components in N(h) calculations 
can now be answered by studying the function K(fN  ,

n
). Equation (10) can, in principle, 

be used to obtain the equivalent distribution in a valley between two layers. 

To obtain the distribution in the lower part of the ionosphere a similar formulation 
can be obtained. If (p i  is the lowest density observed in both components, we have 

(bn h' S- h' S 	4)n S - S 	1 	 s M _sm 
„ 	0 0  dct, - h0 f 
	x 	o  
	 d(1) + • 	

f 	x x 	o o  
	 dcb dfN 2 . (11) 

4n 2 _ 4,2 	4, 	4 2 _ 4,2 	0 	4n2_,p2 
1 	 n 

This equation can be used to study the starting problem. 

Examples of K(fN  , cpn ) for several dip angles and values of fH  are shown in Fig. 3. 

For fixed cp
n 

there is always some variation of K with fN , but the variation of K with cp
n 

for 

fixed fN 
is small. For the valley and starting problems it seems possible in principle to 

obtain z'
v 

or z', (where the indices v and u indicate equivalent valley distribution and 

equivalent underlying distribution, respectively) if the left-hand sides of (9) and (11) are 
precisely known. For practical applications the accuracy of h' is limited and in many cases 
the presence of horizontal gradients in the ionosphere does not provide ideal conditions for 
the joint use of ordinary and extraordinary virtual heights. Since the curves for fixed 
values of cpn  are almost linearly related to each other, the same would hold for the corre- 

sponding coefficients of an equation system resulting from a lamination method of solution 
of (9) or (11). The determinant of such a system would be small and therefore errors in h' 
would have very strong influence on the results. What seems to be possible for all latitudes 
and all frequencies is to obtain a first order correction for the valley or the underlying 
ionization. At some latitudes it may be possible to derive also second or higher order 
corrections, but surely not for dip angles around 39° , as can be seen from Fig. 3. Generally, 
the additional information which can be obtained by the joint use of the two components 
depends more on dip angle than on 	for a fixed dip angle. Nevertheless, the dependence 

on Y
E 

=
E 

is such that in all cases more may be inferred concerning unobserved ionization 
for small values of (1)

E
. 	Thus the nighttime valley problem should have more stable and 

accurate solutions, for a given measurement accuracy and magnetic dip angle, than the 
corresponding daytime problem. 
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GENERALIZATION OF ABEL'S SOLUTION 

Discussion on Paper 5.4 presented by A.K. Paul 

Bibi:  You have shown very nicely the dependence of this type of analysis on the dip angle. I have a short 
comment for those who are not absolutely sure what this dependence means. At equatorial stations, all 
virtual heights of the extraordinary component are greater than the virtual heights of the ordinary component. 

At temperate or northern stations this holds for the minimum virtual height, but at greater heights the extra-

ordinary component is below the ordinary. I think that this different behavior for the virtual height curves 

is the key for the possible simultaneous use of the ordinary and extraordinary components. Is this correct? 

Paul: Yes, that is right. 

Bibi:  Do you think that phase height measurements would be more useful than virtual height observations> 

Paul: I wrote a paper about half a year ago concerning the use of phase height measurements in the de-

termination of electron density distributions, which I think will be published in the April issue of Radio 

Science. It would be roo lengthy to discuss in detail, although I'm sur e.  you will find it answers your 

question. 

Wright: This difficulty near 39 0  magnetic dip is real. We have been attempting to correct for valley effects 

in ionograms obtained from all over the world, and we have methods which worked, or seemed to work, 

pretty well at most latitudes. Their spectacular failure at and near 390  dip angle showed the singularity 

introduced into the equations by the near proportionality of the ordinary and extraordinary mode retardations. 

My other comment is more complicated. Your work shows how much information can be obtained 

concerning this problem of the valley ambiguity. No assumptions were made here about the detailed shape 

of the electron distribution. On the other hand, solving the real and practical problem of obtaining profiles 
from ionograms requires  that some assumptions be made about some feature or other of the electron density 

distribution. For example, one might fit the underlying or the unobserved ionization by segments of constant 

electron density gradient or curvature or by polynominal expressions and it is difficult to separate the 

effects of making model assumptions, and the constraints they put on the problem, from the effects that 

are brought into the matter by these magnetoionic considerations alone. In other words, if you choose the 

parameters of this assumed model, and happen to be close to the correct solution, the use of ordinary and 

extraordinary virtual heights may enable you to realize a successful valley correction that contains a 
great number of parameters, even though in principle there is information for only one or two parameters. 

This explains why complicated models can be more successful than these considerations have shown. Of 

course if you make a bad assumption about the shape of the valley you will be even worse off. 

Paul: I would say again it depends on latitude, but in principle there is variation on the frequency scale, 

and if you had an ideal ionosphere (with ideal echoes and no lateral deviations caused by horizontal 

gradients and so on) there is some hope that we could get more details according to the Kernel function 

analysis. The reason that we are restricted, on the average, to one or maybe two parameters is that we 

know that we do not have ideal measurements or an ideal ionosphere. 
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5.5  MEAN VARIATIONS OF THE NIGHTTIME IONOSPHERIC E LAYER 

by 

N. Wakai * 

Abstract 

Low frequency ionograms (50 - 2000 kc/s.) obtained_ at Boulder are 
analyzed for July 1957, January 1958, June-July 1960, January-February 
1961, and August-September 1961. Comparison of the mean variations of 
the nighttime E layer with those found by Elling at Tsumeb and Hough at 
Boulder show generally good agreement except for the first few hours 
after sunset. 

The minimum E-layer critical frequency is reached near midnight in 
summer and about 0300 to 0400 in winter. At midnight the value of f

o
E 

for h'E below 100 km. shows a clear dependence on solar activity. The 
peak electron density follows the relation: N = 1.62 x 10 3  (1 + 0.0098 R) 
where R is the smoothed relative sunspot number. An expression for N as 
a function of R is also found for sunrise and sunset conditions. 

Good agreement is found with individual values of maximum electron 
density obtained from rocket experiments carried out at mid-latitudes at 
night. Some examples are given of the variation with latitude of the 
quiet and disturbed nighttime E layer. 

1. Introduction 

It is generally accepted that the nighttime ionospheric E layer varies irregularly 
with time and altitude, in contrast to the regular behavior of the daytime E layer as 
maintained by the radiation from the sun. However, a full understanding of the variation 
of the nighttime E layer has not been obtained because of insufficient data in the 
frequency range below 1 Mc/s. 

Mean variations of the nighttime E layer in middle latitudes are described in this 
paper principally as a function of local time and solar activity, in order to investigate 
the effect of the nighttime É layer on the absorption of MF and lower HF waves. Low 
frequency ionograms (SO - 2000 kc/s.) obtained at Sunset Field Station, Boulder, Colorado, 
are used for the analysis. 

Paper written while a Guest Worker at the Institute for Telecommunication Sciences and 

Aeronomy, Environmental Science Services Administration, Boulder, Colorado. 
Present address: Radio Research Laboratories, Kokubunji P.O. Koganei-shi Tokyo, Japan. 



MEAN VARIATIONS OF THE NIGHTTIME IONOSPHERIC E LAYER 

The ground-based observation of the nighttime E layer is limited to that made 
possible by a specially designed ionosonde having a frequency range extending down below 
1 Mc/s. Parkinson and Prior (1939 and 1940) published mean hourly values of f F throughout 

0 
the 24 hours at Watheroo (300 19'S, 115 °53'E) from July 1938 to July 1939, using an ionosonde 
with a frequency range extending down to 0.516 Mc/s. In Fig. 1 the nocturnal variation of 
f
o
E at Watheroo is shown for January, April, and July 1939. After a careful examination of 

those ionograms, however, VanZandt and Knecht (1964) point out that the measurements of 
penetration frequencies below 1.0 Mc/s. are not reliable, because the cusp which was 

routinely measured at Watheroo does not correspond to the actual penetration frequency but 
is apparently due to instrumentation. FIling (1961) reported nocturnal variations of the 
E region reflection at Tsumeb (19° 14'S, 17 °43'E) for August 1957, using an ionosonde with a 
frequency range of 0.35 to 5.6 Mc/s. Fig. 2 shows the variation of f o IL and fo E at Tsumeb 

with time after layer sunset. The symbol f
o
IL is used to denote the critical frequency of 

the intermediate layer (Watts and Brown, 1954), which is often observed at around 150 km. 
virtual height, and the symbol fo E corresponds to the critical frequency of the normal E 

layer near 100 km. The effective recombination coefficients for these two layers evaluated 
from the decay of critical frequencies, are also indicated in the figure. Hough (1966) 
also examined the nocturnal variation of f

o
E with local time at both Sterling, Virginia, 

(38
o
59'N, 77

o
20'W), for the sunspot minimum period and at Sunset Field Station (40

o
02'N, 

105 °28'W) near Boulder, Colorado, for the sunspot maximum period. He analyzed ionograms of 
the low frequency sounder (Blair et al., 1953) having a frequency range of 50 to 2000 kc/s., 
and found a clear dependence of fo E on solar activity as shown in Fig. 3, though no 

evidence could be obtained of a seasonal variation of fo
E. It should be noted that the 

f
o
E measured by Hough corresponds to the critical frequency of the intermediate layer, 

which tends to be associated with geomagnetic disturbance. 

Several direct rocket measurements of the electron distribution in the lower iono-

sphere have been made during nighttime including sunrise and sunset hours. These are 
listed in Table 1 and illustrated in Fig. 4. Since there is usually considerable differ-

ence between the N(h) profiles in the up-leg and down-leg of a flight, the averaged 

electron density between them is shown in Fig. 4. It is to be noted that all peaks of the 
E layer are seen between 100 and 110 km., while deep valleys in the profiles labelled (1), 
(2), (3), and (7) are observed around 120 km., with an electron density of about one order 
less than the lower E-layer peak. The only profile showing a clear appearance of the 

intermediate layer is profile (7) (Cartwright, 1964) which was obtained by observation of 

the doppler shift of VLF signals. The increase of electron density above 130 km. in 

profile (3) may correspond to the base of the intermediate layer. 

Using conventional ionograms, many workers have reported frequent occurrences of the 
intermediate layer associated with large geomagnetic disturbances (Haubert, 1959; Wakai 

and Sawada, 1964). 

2. Determination of f
o
E and h'E from Low Frequency Ionograms 

Sounding observations of the ionosphere by the low frequency sounder (50 - 2000 kc/s.) 
were made near Boulder, Colorado, from 1956 to 1961. Periods of data reduced for this 
analysis are 1 - 31 July, 1957, 1 - 31 January, 1958, 3 - 30 June, 1 - 31 July, 1960, and 
11 - 23 January, 8 - 14 February, 5 - 18 August, and 3 - 16 September 1961. Only midnight 

(0000 - 0100) ionograms were reduced for June - July 1960. 

Critical frequencies and minimum virtual heights of all thick stratifications with 
group retardation observed at a lower height than the F-layer echoes are scaled for both 
the ordinary and extraordinary components. Interference in the broadcast band and blanket- 
ing due to the sporadic E layer often make it difficult to accurately reduce the ionospheric 
parameters on low frequency ionograms. The extraordinary component, however, is helpful in 
the interpretation of observed echoes, because even when the ordinary component is not 
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discernible due to the severe interference of ME broadcasts, the cusp of penetration of the 
extraordinary trace is often observable, since it occurs below 500 kc/s. Furthermore, the 
additional retardation (Watts, 1958) on the extraordinary trace which is observed at a 
frequency near the peak plasma frequency of an underlying layer is also taken into account. 

It iS desirable that the frequency separat  ion  between the ordinary and extraordinary 
components be determined experimentally in order to extrapolate the critical frequency of 
the ordinary wave, f

o
, from the extraordinary-trace critical frequency, f

x
. Records in 

which clear group retardations arc observable on both traces from the E region were selected 
for July 1957, and January 1958. Scaled values for f

o 
and f

x 
are plotted in Fig. 5. The 

value of fH at the 100 km. level above Boulder is equal to 1.5 Mc/s. as calculated from the 

magnetic field intensity measured near Boulder, Colorado. The curve in Fig. 5 shows the 
relation 

	

f2 = f2 	f f  
O 	x 	x H' 

where fH 	1.5 Mc/s. 

It is seen that observed plots closely follow the curve. Thus, fo  is deduced from fx  in 

this manner when fx 
can be scaled but f

o 
is masked by severe interference. 

No parameters of the sporadic E echo are reduced in the present analysis. 

Fig. 6 shows two examples of low frequency ionograms. It is seen in Fig. 6 (a) that 
the group retardation is recorded on both the lower end of the F trace and higher end of 
the uppermost E trace which is stratified into three parts. In Fig. 6 (b), the sporadic E 
echo blankets a lower portion of the F trace so completely up to 1.33 Mc/s. that no 
information can be obtained on the nighttime E layer. 

3. Presentation of Results 

3.1 Mean Nocturnal Variation of E-region Echoes 

Several cusps with various minimum virtual heights are usually observed in the 
nighttime E-layer echoes on low frequency ionograms, in contrast to the consistency of 
virtual height of the E-layer echoes observed by conventional ionosondes during the daytime. 

First, the occurrence rate of nighttime E-region echoes is examined in virtual height 
ranges of 10 km. Fig. 7 shows the occurrence rate which is calculated for echoes observed 
during nighttime. Early morning and late evening echoes are included in each period 
except June - July 1960. It is seen in the figure that there are no marked differences 
among the general features of each period, about 50 to 65 per cent of observed echoes 
having a virtual height equal to or less than 100 km. 

Accordingly, the monthly median value of foE is found separately for both the 

predominant lower echoes with h'E (virtual height of the E layer) s 100 km. and the higher 
ones with h'E › 105 km. 

(a) July 1957 

Fig. 8 (a) shows a f- and h'-plot for the E reflection during the night of 2 - 3 July, 
1957. The critical frequencies of echoes with h'E 2 105 km. and h'E s 100 km. are plotted 
for the whole month in Figs. 8(b) and (c) respectively. Since the sporadic E layer is much 
more prevalent in summer than in winter, a smaller number of scaled foE's is available than 

for the following January 1958, due to blanketing by the sporadic E layer. Fig. 8 (d) 
shows monthly median curves for the plots in Figs. 8 (b) and (c), in addition to two curves 
of lowest critical frequency observed within the month, for echoes at 100 km. and echoes 
below 90 km., respectively. Discussions on the latter two curves will be given in another 
paper in connection with the maintenance of ionization in the nighttime E layer. 
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(b)January 1958 

A f- and h'-plot for E reflections on 20 - 21 January, 1958, is shown in Fig. 9 (a). 
Here the changing virtual height of echoes can be seen as well as a continuous decrease of 
critical frequency below 100 km. Illustrations in Figs. 9 (b), (c), and (d) correspond to 
the critical frequencies of E-region echoes above 105 km., below 100 km., and the median 
and lowest frequency curves, respectively. 

(c)January - February 1961 

Observations by the low frequency sounder were continued intermittently after the IGY. 
Since data on only 13 and 7 days in January and February, respectively, are available for 
analysis, the median values are obtained for the two months taken together. Fig. 10 (a) 
shows a f- and h'-plot on 14 - 15 January, 1961. A sudden occurrence of the intermediate 
layer after midnight can be seen from the h'-plot of the figure. In Figs. 10 (b), (c), 
and (d), are shown the critical frequencies of E-region echoes above 105 km., below 
100 km., and the median and lowest frequency curves, respectively. 

(d) August - September 1961 

Observations by the low frequency sounder were not made during the first half of the 
night after June 1961. Fig. 11 (a) shows a f- and h'-plot starting at 0020 hours on 8 August, 
1961. In Figs. 11 (b), (c), and (d), are shown the critical frequencies of E-region echoes 
above 105 km., below 100 km., and the median and lowest frequency curves, respectively. 
The observations ended after 16 September, 1961, due to damage to the antenna, which was 
a 3300-foot wire installed across a mountain canyon. 

Four nocturnal variations of the median critical frequency of E-region echoes below 
100 km. are illustrated in Fig. 12. 

As seen from the curves for January 1958 and January - February 1961, the electron 
density variation during the night in winter is characterized by the following: 

(1)The electron density initially decreases rgpidly until a transition to a more 
gradual decrease follows. This occurs at,105 to 108 in solar zenith angle, x, (80 to 
100 min. after ground sunset). 

(2)The gradual decrease lasts until the minimum is reached a few hours before 

sunrise, say, 3 to 4 a.m. Then a gradual increase takes place. 

(3)A sudden increase of the electron density in the morning occurs at x = 99 to 100 0 

 (50 to 55 min. before ground sunrise). 

Although these results are handicapped by the absence of data before midnight in 

August - September 1961, they indicate the following tendencies in summer. 

(1)The electron density decreases more rapidly i summer than in winter until the 

transition to a gradual decrease occurs at x = 97to  990 (40 - 50 min. after ground sunset). 

(2) The gradual decrease lasts until around midnight, when it is followed by a 

gradual increase of electron density. 

(3) The sudden increase in the morning takes place at x = 99
0 
 (50 min. before ground 

sunrise). 

(4)The features of the nocturnal variation are symmetrical with respect to midnight. 

The solar zenith angle of sudden increase in the morning is consistent between summer 
and winter, and also agrees well with the value given by Hough (1966). It is to be noted, 

however, that the transition from the rapid to gradual decrease in the evening takes place 
later in winter than in summer. 

Since the characteristics of E-region echoes having h'E 2 105 km. are probably more 
sensitive to magnetic activity than those below 100 km., further discussion on the nocturnal 
variation of higher echoes in the E region will be made in another paper concerning the 
disturbed variation of the nighttime E layer. 

555 
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A comparison between the mean nocturnal variation obtained in the present analysis 
and several individual values of the maximum electron density of the E region measured 
from rockets in mid-latitude nighttime is made in Fig. 12. Details regarding each of the 
rocket flights are listed in Table  I.  Almost all peak plasma frequencies measured by the 
rockets are within a reasonable allowance of the median curves for the corresponding solar 
activity, except (1) whose relatively high value is not easily understood. Since only (7) 
is obtained at midnight, 0030, 12 April, 1963 (RSSN = 29), it can be compared with the 
lower regression line in Fig. 13, which expresses the relation between the smoothed 
relative sunspot number and the midnight electron density in the E layer below 100 km. 
Good agreement is evident. 

3.2 Solar Activity Dependence of Midnight foE 

The value of f
o
E at midnight may be examined in order to investigate the dependence 

of the nighttime E layer on solar activity. This choice of parameter is made in view of 
the marked difference in nocturnal variation of f

o
E between summer and winter, and the 

occurrence of the electron density minimum at midnight in summer. In addition to the median 
foE for the four 

periods dealt with in the previous paragraph, fo E 
at midnight (0000 - 0100) 

in June and July 1960, is analyzed. 

Median f
o
E's at midnight are obtained for the following five categories of virtual 

height range and are listed in Table 2 with the smoothed relative sunspot number (RSSN): 
(1) The first column of median f

o
E in the table involves fo

E's with the lowest height 

(h'E < 100 km.), which are not only predominant and stable, but also less sensitive to 
magnetic activity than higher echoes. If a linear relation is assumed between the smoothed 
relative sunspot number, R, and the peak electron density, N in electrons/cc., the follow-
ing expression is obtained: 

[g(h'E 5 100)]
midnight 

= 1.62 x 10 3  El + 0.0098R]. 

This relation is plotted in Fig. 13 by a dotted  lime  with the median fo E's shown by open 
triangles. 

(2)The second column involves f
o
E's with h'E 5 135 km., representing the peak 

plasma frequency in the nighttime E region, excluding the intermediate layer. If a linear 
relation between R and N is assumed, the following expression is obtained: 

(h'E 5 135)] midnight = 2.21 x 10 3  [1 + 0.0062R]. 

The dashed line and open squares in Fig. 13 show the regression line and median fo
E's, 

respectively. 

(3) The third column involves fo
E's with a medium range of virtual height 

(105 km. s h'E < 135). It is to be noted that both winter f
oE's for January 1958, and 

January - February 1961, have lower values than summer foE's for July 1957, June - July 1960, 

and August - September 1961. 

(4) Lower f
o
E's in winter are also seen in the fourth column in which all higher 

echoes with h'E 	105 km. are contained. The sporadic E echoes, however, mask upper traces 
so frequently in summer that fewer observed echoes are available than in winter. Further-
more, it should not be overlooked that there is the possibility of much more inclusion of 
higher foE's in summer, resulting from the blanketing due to the sporadic E ionization. 



cos 
 

have never been determined 

[N (h ' E s 100)] cos x = 0 
= 1.40  X  10 4  [1 + 0.0077R] . 
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In these circumstances, there is some danger in concluding that a seasonal dependence of 
f
o
E exists at higher levels in the E region, although the median values show a remarkable 

difference in f
o
E between summer and winter. 

(5) The fifth column of median f
o
E in Table 2 involves fo E's with h'E .? 140 

km., 

corre'sponding to the so-called intermediate layer. Appearance of these echoes is usually 
accompanied by rather severe geomagnetic disturbances. The dependence on magnetic activity, 
as well as solar activity, should be taken into account in analyzing the variations of 
these echoes. 

Fitting of an approximate expression is not attempted for the values in the third, 
fourth, and fifth columns, because of the seasonal differences which reduce the reliability 
of a fitted relation. Median foE's at midnight in the first, third, and fifth columns in 

Table 2 are converted to peak electron density and plotted in the lower part of Fig. 14 
against smoothed relative sunspot number. 

3.3. Values of fo E at Sunrise 
and Sunset 

It has been found experimentally that the maximum electron density of the daytime E 
layer, NmaxE in electrons/cc., when the solar zenith angle x is less than about 750 , is 

expressed approximately as follows (VanZandt and Knecht, 1964; Davies, 1965): 

N
max

E (x, R).= 1.35  X  10 5  [(1 + 0.008R) 

The values of f
o
E, however, at sunrise and sunset (x 	9p0) 

experimentally, because they fall around the lower frequency limit of conventional 
ionosondes. The values of f

o
E at sunrise and sunset throughout the solar cycle are 

required in order to determine the mean nocturnal variation of the E layer for a given RSSN. 

Accordingly, foE at cos x = 0 was reduced in detail from the low frequency ionograms. 

It is obtained from interpolation between two observed foE's, one for a small positive 

cos x and the other for a small negative cos x, using a value of cos x computed on a 
day-to-day basis for Boulder. 

The data for January - February 1961, are not available for this purpose because no 
measurements were made during sunrise and sunset hours. Since the same situation was 
found in a part of June 1960, as well as in almost all of July 1960, all usable data for 
June, July, and August 1960, are combined as representative values for medium solar activity 
(RSSN = 112). 

The median f
o
E which is observed when cos x = 0 is summarized in Table 3 for various 

sunspot numbers. Although the analysis was made separately for sunrise and sunset hours, 
no significant difference could be found. Therefore, the relation described below is 
valid for both the sunrise and sunset hours. 

When it is assumed a priori that the square of the peak electron density is linearly 
related to the relative sunspot number, the following relation is obtained from a least 
squares fit of the median foE for h'E s 100 km. (Table 3): 

This assumption, implying the same dependence 
exhibits, is reasonable because the sun still 
the sunrise and sunset exist at ground level. 

on the sunspot number as the daytime E layer 
affects the E layer ionization even though 
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In the above equation, the coefficient of R is so close to 0.008 that the second least 
square fit could be made on the assumption that [N

Los x = 0 
is proportional to 

Ii  , 0.008R]. Thus, the following relation between R and N around 100 km. when cos x = 0 

is determined experimentally: 

EN (h'E s 100)] 	= 1.38 x 104 ri 
_cos x  = 

This equation is illustrated in a curve in the middle part of Fig. 14, together with the 

fo E values at three different height 
ranges as given in Table 3. Similarly, for the f

o
E with 

105 km. s h'E s 135 km., [N(105 s h'E s 135)] 	
x 	o 

= 2.00 x 10 4  [1 + 0.008R] 
cos 	=  

For the f
o
E with h'E 	140 km., 

[q(h'E 2 140)]
cos x 	0 	

2.49 x 10 4  [1 + 0.008R] . 

4. Discussion of Results and Conclusions 

4.1 Comparison with Other Studies 

It appears likely that the vertical soundings at Watheroo in 1938 and 1939 suffered 
much less interference from the MF broadcasting band than that encountered in recent years. 
Nevertheless, these measurements of the nighttime variation of foE shown in Fig. 1 are not 

reliable because of uncertainty in identifying penetration frequencies near the lower 
frequency end of the sounder (VanZandt and Knecht, 1964). Accordingly, no further discussion 
of the nocturnal variation of f

o
E at Watheroo will be given in this paper. 

In Fig. 15 the nocturnal variations of foE obtained here are compared with fo E and 

f
o
IL at Tsumeb on a time scale beginning at ground sunset (Elling, 1961). It is appropriate 

to compare foE (h'E › 105 km.) with fo IL at Tsumeb and to compare foE (h'E 5 100 km.) with 

f
o
E at Tsumeb, as is done here for the sunspot maximum period. There is some risk that f

o
E 

with h'E 	105 km. is not identical with f
o
IL, which was observed exclusively above 150 km. 

at Tsumeb. However, the comparisons show remarkably good agreement, with no difference 
exceeding 10 kc/s. throughout the night. The discrepancies of the fo IL points within about 

2 hours after sunset may be ascribed to the difference in classification just mentioned. 
The variation of fo

E at Boulder in July 1957 is too different in character to compare 

directly with values at Tsumeb obtained in local winter. 

The definition given in Hough (1966) indicates that values of foE shown in Fig. 3 

almost correspond to the higher foE (h'E › 105 km.) in this paper. Contrary to his con-

clusion that no appreciable difference is found between f oE in summer and in winter, the 

midnight foE of higher traces is lower in winter than in summer, as is seen in Table 2 or 

Fig. 14. For comparison with the sunspot maximum curve in Fig. 3, median foE for 

h'E › 105 km. was recalculated from present results for hours 2000 to 0500 and for July 1957 
and January 1958 combined. The resulting variation is shown as a dash-dot curve in Fig. 16. 

An estimate of the probable range of f oE for the sunspot minimum period is also shown in 

Fig. 16. 

Barghausen (1964) reports the variation of foE at night at Huancayo (12 °  03' S, 

75
0 
 20' W) for three months in 1964. The results are derived from extended range ionograms 

(250 kc/s. to 20 Mc/s.) made with support of the National Bureau of Standards as part of 
the IQSY program. The average f oF curve at Huancayo for May to July 1964 is shown as a 
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dotted line in Fig. 16, compared with Sterling observations in the preceding sunspot 
minimum period. Good agreement is seen between the two variations, in spite of the differ-
ence in latitude between the two sounding stations. 

From the above considerations it is concluded that no great difference exists in the 
nighttime E region ionization between middle and low latitudes. Values of foE obtained in 

this analysis are in good agreement with the results of Elling and Hough. 

4.2 Latitudinal Variation of the Quiet and Disturbed Nighttime E Layer 

The latitudinal variation of the nighttime E layer is a matter of major concern to 
those studying the maintenance of ionization in the layer. The term "nighttime E layer" is 
usually applied to a thick layer appearing at night in lower latitudes. The "night-E layer", 
on the other hand, is defined exclusively as a high latitude layer to be distinguished from 
the sporadic E layer (Wright, Knecht, and Davies, 1957). In the absence of the F-layer echo, 
however, it is difficult to determine whether an echo with the retardation cusp is reflected 
from the night-E or from the r-type sporadic E layer (Wright, Knecht, and Davies, 1957). It 
is not known whether the high-latitude night-E layer is essentially the same as the low-
latitude nighttime E layer with respect to latitudinal continuity in electron density, 
height, or mechanism of formation. 

The nighttime E layer associated with large geomagnetic disturbances in middle 
latitudes can be detected from conventional ionograms. Even when E-layer echoes are not 
observed, the group retardation of F-layer echoes, especially that of the extraordinary 
component, reveals the critical frequency of the underlying layer. Special attention is 
required to interpret cases of no echo available other than the extraordinary F trace, as 
the retardation cusp approaches the gyrofrequency. 

The three examples presented below may serve as a clue to the understanding of the 
behavior of the nighttime E layer throughout the whole range of latitudes. 

Two events are selected from the disturbances in April 1960. Penetration frequencies 
of the ordinary and/or extraordinary components of the nighttime E-layer echoes are shown 
in Figs. 17 and 18, plotted against geomagnetic latitude in either hemisphere. Fig. 17 is 
for 1 April (E Kp = 65+) and Fig. 18 is for 30 April, 1960 (E Kp = 57+). Since blackouts 
were recorded at almost all high latitude stations on 30 April, ionograms for 29 April 
(Kp = 410 ) were also reduced. 

The symbols used in Figs. 17 and 18 are listed in Table 4, which shows geographic 
and geomagnetic coordinates as well as magnetic dip and gyrofrequency for 100 km. above 
the ground. Most of the stations used are located between the 75 °W and 105°W meridians. 
The figures are intended to show the latitudinal variation at 0100 local time. Nevertheless, 
when critical frequencies at 0100 cannot be obtained due to blanketing by the sporadic E 
layer (A), blackout (B), or no observation (C), they are replaced by values recorded at 
0100 ± 1 hour. 

In both figures, a smooth increase in critical fEequency of the nighttime E layer 
is seen as the geomagnetic latitude increases up to 52 (Fort Monmouth). After an 
observational gap of about 5 °  in latitude, discontinuously high critical frequencies follow 
up to about 80 0 . Somewhat lower frequencies seem to be observed in the polar cap region 
above 80° . On the whole, critical frequencies on 1 April (E Kp = 65+) exceed those on 
30 April (E Kp = 57+). 

One example of the latitudinal variation of the quiet nighttime E layer at 0100 
local time on 20 April, 1960 (E Kp = 4-) is shown in the lower right corner of Fig. 17. 
No evidence of the nighttime E layer is found on 20 April at latitudes less than that of 
Fort Monmouth. This would be expected from the tendencies mentioned in the preceding 
paragraph. 
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It is seen in Fig. 17 that critical frequencies of the quiet nighttime E layer in 

high latitudes have a peak around 700 ; the critical frequency decreases gradually towards 
the pole and rather steeply towards lower latitudes. 

A complete explanation of the latitudinal variation of the nighttime E layer must 

await further experimental and theoretical work. However, the following qualitative 

explanation may be suggested. The latitudinal variation of the disturbed nighttime E layer 
resembles that of the electric current density of the SD field flowing in the ionosphere 

(Chapman and Bartels, 1940). If the sudden jump in electron density is taken as the 

transition from the nighttime E to the night-E layer, it seems to occur within the 52 to 57 °  
range of geomagnetic latitude. The latitude of the transition seems to vary with magnetic 

activity. Furthermore, the transition may correspond to the main trough in the F layer 
which was disclosed by the topside sounder Alouette (Muldrew, 1965). 

A further study of this subject will be published in the near future. 
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Table 1. Nighttime electron density measurements by rockets 

	

No. 	Date 	Time 	Launching Site (Position) 	Remarks 

	

1 	1960, 	Sept. 	26 	2025, 	135°  EMT 	Akita 	Fig. 	4(1), Aono et al., 	1961 

	

(39°44'N, 	140° 08'E) 	RSSN = 98 

	

2 	1961, Aug. 	17 	2206, 	75
0 
 WMT 	Wallops 	Is. 	Fig. 	4(2), 	Smith, 	1962 

(37.9°N, 	75.5°W) 	RSSN = 53 

	

3 	1961, Oct. 	27 	0435, 	75°  WMT 	Wallops 	Is. 	Fig. 	4(3), 	Smith, 	1962 

	

(37.9°N, 	75.5° W) 	RSSN = 51 

	

4 	1962, Nov. 	7 	0525, 	75°  WMT 	Wallops 	Is. 	Fig. 	4(4), 	Smith, 	1963 

	

(37.9
0

N, 	75.5° W) 	RSSN = 30 

	

5 	1962, Nov. 	30 	0557, 	75
0 
 WMT 	Wallops 	Is. 	Fig. 	4(5), 	Smith, 	1963 

	

(37.9
0

N, 	75.5° W) 	RSSN = 30 

	

6 	1962, 	Dec. 	5 	1700, 	75
0 
 WMT 	Wallops 	Is. 	Fig. 	4(6), 	Smith, 	1963 

(37.9°N, 	75.5° W) 	RSSN = 30 

	

7 	1963, Apr. 	12 	0030, 	75
0 
 WMT 	Wallops Is. 	Fig. 	4(7), Cartwright, 	1964 

	

(37.9 °N, 	75.5°W) 	RSSN = 29 

RSSN: Smoothed relative sunspot number for the month. 

Table 2. Median f
o
E at midnight (0000 - 0100) in five virtual height ranges 

Median f
o
E at midnight (00h  - 01-h ) in kc/s. 

Sunspot 	Period of 	- 	 Remarks 

Number 	Data Used 	h'Ee100 h'Ee135 	105sh'Ee135 h'Ek105 	h 1 Ek140 

	

191 	July 1-31, 1957 	600 	610 	780 	830 	950 

	

199 	Jan. 	1-31, 1958 	630 	640 	660 	700 	700 

	

112 	June 3-30, 1960 	 No 
530 	565 	800 	800 	800 

July 1-30, 1960 	 observation: 
5 - 10, 	14, 	15, 

	

78 	Jan. 	11-23, 	1961 
480 	510 	550 	570 	590 	19 - 21 June 

Feb. 	8-14, 	1961 	
4 - 16 July 

	

52 	Aug. 	5-18, 	1961 
440 	480 	670 	725 	750 

Sept. 	3-16, 	1961 

Table 3. Median value of f
o
E in various height ranges at cos x = 0 

Median f
o
E in Mc/s. at cos x = 0 

Period of 	 Remarks 
Sunspot Number 	Data Used 	h'Ee100 km. 	105sh'Es135 km. 	h'Ek140 km. 

	

191 	 July 1957 	 1.32 	 1.58 	 1.74 

	

199 	 Jan. 	1958 	 1.35 	 1.60 	 1.84 

	

112 	 June July 

	

1.25 	 1.52 	 1.69 
Aug. 1960 

	

52 	 Aug. and 

	

1.16 	 1.38 	 1.51 
Sept. 	1961 



Geographic 	Geomagnetic 
Lat. 	Long. 	Lat. 	Long. 

f h in Mc/s. 

at 100 km. 
height 

Station Dip 
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Table 4. List of stations used for analysis of latitudinal 
variation of the nighttime E layer 

TH Thule 	76
o
33'N 	68°50'W 	+88.1 0 	01.1 0 86

o  
1.49 

RB Resolute Bay 	74
o
41'N 	94

o
55'W 	+82.9

o 
289.3

o 
89

o  
1.54 

GH Godhavn 	69o16'N 	53
o
30'W 	+79.90 	32.6

o 
82

o  
1.54 

NR Narssarssuaq 	61°11'N 	45
o
25'W 	+71.2

o 	
37.6

o 77
o  

1.42 

CH Churchill 	58
o
46'N 	94°10'W 	+68.7

o 
322.7

o 
84

o  
1.60 

FB Fairbanks 	64
o
54'N 	147

o
48'W 	+64.00  256.00 77o  

	

.6 °  322.7° 	

1.50 

+59 WP Winnipeg 	49°54'N 	97
o
24'W 	 78

o 
1.60 

SJ St. Johns 	47
o
32'N 	52

o
47'W 	+58.4° 	21.4° 	72° 	1.41 

OT Ottawa 	45
o
24'N 	75

o
54'W 	+56.9o 351.3

o 75 0  
1.53 

FM Fort Monmouth 	40
o
15'N 	74

o
01'W 	+51.7°  353.9° 	71° 	1.51 

WA Washington 	38
o
44'N 	77

o
08'W 	+50.1 0  350.1 ° 	71° 	1.50 

BL Boulder 	40
o
02'N 	105

o
18'W 	+48.9°  316.4 ° 	68° 	1.50 

WS White Sands 	32
o
18'N 	106

o
30'W 	+41.0°  316.4 ° 	60° 	1.38 

CK Cape Kennedy 	28
o
29'N 	80

o
30'W 	+39.6°  346.4 ° 	61° 	1.35 

GB Grand Bahama 	26
o
40'N 	78

o
22'W 	+37.9°  349.3° 	60° 	1.30 

SS San Salvador 	24
o
06'N 	74

o
30'W 	+35.2°  354.8° 	57° 	1.28 

MX Mexico City 	19
o
20'N 	99

o
11'W 	+29.2°  327.2° 	46° 	1.19 

BG Bogota 	04
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Fig. D-1. Sequence of electron density profiles 
over Wallops Island on the morning of 15 July, 
1964, measured by rocket-borne Langmuir probes 
(after Smith 1965). 
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Fig. D-4. Electron density profile calculated at 1.T.S.A. Night 

profile calculated from ionogram shown in Fig. D-3 shows thick 

intermediate layer at 140 km. Full valley corrections have been 

applied to the F-region profile (although the valley distribution 

itself is speculative). The lower height of the intermediate layer 

is probably too low, since no valley correction was possible just 

above 100 km. 
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Discussion on Paper 5.5 presented by N. Wakai 

LaLonde: The comment was made that ionograms were the only ground-based measurements of the night-
time E layer, and of course that is not true. We have been doing this for some time at Puerto Rico and 
have actually determined electron densities at the peak of the E layer, without regard to the sporadic 
layers which are almost always there to some degree, of between 3000 and 4000 electrons/cc. There does 

not seem to be any seasonal variation to the thickness of the layer; it seems to change drastically every 
night. 

Swider: The slide that showed a sharp decrease of the nighttime E-region electron density at twilight 
supports this business about nitric oxide being ionized by Lyman a very well. What this corresponds to is 
the rapid attenuation of the Lyman a flux in the vicinity of 100 km. at twilight. Remember, the Lyman a 
flux is unattenuated at 100 km. until y equals 91 or 92 °; then it turns off in about 2 ° as the sun sinks to 
about 95 °  from where the flux cannot penetrate any more. Some nighttime level is then reached, and is 
sustained by the scattered radiation that comes from the scattering of Lyman a by the hydrogen corona of 

the earth. In a rough way, it would not be surprising if a minimum in electron density was observed around 

midnight when the scattered Lyman a flux would probably reach a minimum. The same effect can be seen 

in your results for the morning. This effect of Lyman a in the daytime E region is completely swamped out 

by the normal ultraviolet and x-ray radiation, but it seems to be an important effect at twilight. I would 

say it also explains this nighttime E region. Now, this may not be true, but it is highly compatible with 

the results shown and would explain some transient solar activity, because we detect some variation of 

the nitric oxide in the nighttime E region. Also, you expect some variation in the way the Lyman a is 

going to be scattered by the hydrogen of the earth's atmosphere. 

Belrose: The figure (D-1) presented in Paper 1.7 shows a great regularity in things that are happening. 

The peak at 120 km. on the x equals 107.9°  curve is still evident at a slightly lower height at x equals 

95.8 °  and  is still there, but much smoother and at a lower height again at x equals 84.6 °. 

The peak around 93 km. does not have this systematic variation as x decreases,  but  is oscillating 

back and forth and at the lowest angle of x has less electrons at this height than at the greater heights. 

It would be impossible to get complex variations like this from ionosonde data. I would like to ask 

Dr. LaLonde if the incoherent scatter radar can give detailed structures like this. 

LaLonde: This set of curves looks like our typical sunset profile when there is a sporadic layer. The 

sporadic layer variation with zenith angle shown here is about a factor of 3, and that is more than we 

generally see. The sporadic layers are generally stable for several hours and then fall into the nighttime 

E layer. We could see those peaks as sporadic layers on our ionosonde; but even in their absence on the 

ionosonde we can see peaks with the radar, but they are not so intense. In other words, they may not 

protrude from the background by a factor of 2. 

Wright: We have been studying some nighttime ionospheric observations made during a magnetic storm on 

18 April, 1965. Over a great part of the northern hemisphere and at a few places where we have sounders 

that can observe the nighttime E region, the enhancement was remarkable. The hypothesis of nitric oxide 

ionization by Lyman a is attractive. If that is the case here, and enhancement of the earth's 

hydrogen corona explains the increased Lyman a, we may find ourselves searching for connections between 

the lower ionosphere and the magnetosphere at the same time that we are looking for connections between 

the lower ionosphere and the upper troposphere. 

Pfister: The figure (D-2) presented by Dr. Swider in Paper 1.3 shows a curve 1 obtained by Ulwick and 

myself. This curve is a smooth result, and it does not show any of the fluctuations that are shown on 

curve 2. We have since reduced the results in more detail and any fluctuations are still much smaller 

than on curve 2. 
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Behose: What sort of structure are you able to resolve with this standing wave impedance probe? 

Pfister: We can resolve structures as fine as that shown on curve 2. 

The electron density at the peak of curve 1 is approximately 1000 per cc., so this is lower than 
any of the curves shown by Mr. Wakai. I have assumed that our curve was obtained on a rare occasion 
when we don't have any sporadic E on top of our nighttime E layer. This assumption is supported by 

chemical releases, made at the same time on that particular night, which did not show any wind shears. 
We can reasonably assume that this curve 1 is the nitric oxide contribution, and whatever is on top of this 
is something else. This is, of course, a sunspot minimum result. 

Bibi:  I think it is dangerous to attach fo E to the critical frequency of these thick stratifications with 

group retardation which are observed below the F-layer echoes. We could call it fo Es or fom for meteoric 

or anything like that; but if we call it fo E we commit ourselves, because we do not know yet if it is really 

the background E ionization. Following my definition, I would call those layers, if they appeared in the 

daytime on the higher frequency scale, abnormal E. 

Wright: This figure (D-3) is a typical ionogram for Point Arguello on 4 October, 1965. Notice the presence 

of two layers, the intermediate one which Mr. Wakai has spoken of, and a faint reflection from a lower 

layer that is mostly blanketed by sporadic E. 

The electron density profile (Figure D-4) for this ionogram, which is labelled 0035, shows the 

intermediate layer and a deep valley above it. It is obvious from this and the ionogram that this is a thick 

layer. The lower layer is not given accurately here, but we can get a bit of information that it is thick. 

When one performs calculations from a number of such instances and looks at the best fitting Chapman layer 

scale heights for these two layers, one finds them in close accord with the scale heights from a model 

ionosphere; namely, around 6 km. for the lower one and between 15 and 30 km. for the higher layer, depend-

ing on the height at which it is found. On these instances when the layer shows a thick layer character 

and it is not perturbed by sporadic E, the thick layers seega to be in reasonable accord with a production 

loss equilibrium that is going on. No amount of re-labelling of layers, to call them sporadic or not, is 

going to change the real situation. We have to take the ionosphere as we find it. 

I believe ground-based experiments have a great advantage, in that they are able to obtain a 

large volume of data on the time variation and on the wide variety of phenomena that occurs in the 

ionosphere. It is up to the people who are shooting rockets, to time their experiments to coincide with 

some of the key features seen by the ground-based experiments, so that we can pose the proper questions 

to be solved by the rocket experiments. 
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5.6 SOME REMARKS ON THE VALLEY BETWEEN THE F LAYER AND THICK E. 
(NIGHT E) DETERMINED FROM SIMULTANEOUS BOTTOMSIDE AND TOPSIDE IONOGRAMS 

by 

Doris H. Jelly 

Radio Physics Laboratory 

Defence Research Telecommunications Establishment 

Ottawa, Ontario, Canada 

In general, the ambiguities that limit the accuracy of electron density height profiles that are deter-
mined from bottomside ionograms, i.e. the "starting" and the "valley" ambiguities, do not affect the analysis 
of topside ionograms. There is no "starting" ambiguity, since reflection traces and plasma resonance "spikes" 
are observed at the height of the satellite; there is usually no "valley" ambiguity since normally there are no 
subsidiary layers above the F-layer maximum. 

On occasions, however, reflections from E s  are observed at frequencies above the F-layer 
penetration frequency. Both transparent and thick types of E s  are seen in topside ionograms. The observa-
tion of thick E s  (an auroral zone phenomenon often referred to as "night E" since it occurs during the night) 
in topside ionograms is interesting, since information can be obtained about whether there is a "valley"be-
tween the E s  and the F layer. On these occasions, the F layer is not usually observed by the bottomside 
sounder since the thick Es  is not transparent, and so reflection traces from the F layer are not obtained. 
The characteristics of night E have been described by King and by Maehlum who grouped night E with all 
other retardation-producing Es . 

In this brief communication, two examples are given, one which indicates a possible valley between 
the F layer and the underlying night E layer, and one which shows a continuous distribution with no distinc-
tion between E and F layers. The topside ionograms, taken from Alouette I passes near the auroral zone 
stations of Anchorage and College, Alaska, were selected on the basis of there being night E observed by 
the bottomside ionosondes at either of these stations. 

Fig. 1 (example 1) shows a topside ionogram and the corresponding ionogram from College. The 
bottomside ionogram, taken at 2030 local time, 11/2 min. prior to the satellite ionogram, shows a thick 
layer with fo  Es  :4.5 Mc/s. plus irregular E s  reflections at greater frequencies and heights possibly due 
to oblique reflections. Although the satellite was some 250 km. distant at closest approach, the night E 
layer lasted for several hours and extended to Anchorage, hence it seems reasonable to interpret the Es 
seen by the satellite as night E. From the topside, a well-defined cusp in the X trace at 3.2 Mc/s. marks 
the maximum of the F layer. 

There is no definite Es  critical frequency, but the appearance of ground reflections 100 km. below 
the reflections at 6.7 Mc/s. indicates that the fo  Es  is less than 6.7 Mc/s., and that the reflection is indeed 
from a sporadic E layer. By assuming that there was no electron density valley between the E and F layers, 
and that the fx  E s  was 5.7 Mc/s., the real-height profile shown in Fig. 3 was derived. The real-height 
reduction program (developed and supervised by G.E.K. Lockwood, RPL) calculates the profile of electron 
number density as a function of height from the X-wave reflection trace. The profile is plotted in Fig. 3 in 
terms of plasma frequency so that the profile can be related to the 0-wave frequencies on the ionogram. 

The presence of a definite cusp at 3.2 Mc/s. indicates that there may have been a valley. Assumption 
of a valley would not change the profile above 220 km., but would drop the portion of the profile that is below 
220 km. by an amount equal to the valley thickness and would change slightly the slope of the profile over 
the region between 2.4 and 5 Mc/s. Assumption of a valley would not change the fact that the profile is 
formed of at least two distinct distributions; one above 220 km. and one or more below 220 km. 
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Fig. 2 (example 2) shows a night E layer at Anchorage. The topside ionogram was recorded  1 1/2  min. 
after the bottomside and less than 50 km. to the north. Although there is little, if any, retardation at the 
highest frequency on the topside ionogram, it is close enough in frequency to f x  Es  on the bottomside ionogram 
to suggest that  the  highest frequency is the critical frequency. The most interesting feature of this ionogram 
is the almost complete absence of retardation to indicate an F maximum. At 3.7 Mc/s. there is a slight 
change in slope in the X trace, which is reflected in the real height profile shown in Fig. 3. However, the 
absence of a cusp indicates that it would be unreasonable to assume that any valley existed in the range over 
which the X-wave trace is visible. 

This interpretation may be consistently related to the sequence of ionograms which followed. In the 
first ionogram to the north of the one shown in Fig. 2, there is evidence of a cusp at 3.7 Mc/s. which is 
probably fx F. An extension of the trace to 4.2 Mc/s. is probably due to reflections from Es . In the next 
ionogram, fxF is quite definite at 3.8 Mc/s. with little evidence of Es . The next in the sequence shows that 
fx F has dropped to 2.5 Mc/s. and there is transparent E s  at higher frequencies. Thus from the sequence 
it would appear that the ionosphere changes over four ionograms from low electron density to higher densities, 
such that the whole region is filled in between the E and the F layer. 

A comparison of the two real height profiles shows the same main features as the ionograms; the first 
profile is formed of at least two distinct distributions, the second appears to be one continuous distribution. 
Making allowance for a possible valley in the first example would only increase the essential differences be-
tween the profiles. 

From the foregoing it is concluded that, at least on occasion, the E s  layer becomes thick enough 
to fill in the valley between the Es  and the F layer, so that one continuous  monotonie distribution 
exists between 1000 km. altitude and the peak of the Es  layer. On other occasions the presence of a 
well-defined cusp indicates that a valley may be present between the Es  and F layer. 

From the foregoing it is concluded that, at least on occasion, the E s  layer becomes thick enough 
to fill in the valley between the Es  layer becomes thick enough to fill in the valley between the E s  and the 
F layer, so that one continuous  monotonie distribution exists between 1000 km. altitude and the peak of the 
Es  layer. On other occasions the presence of a well-defined cusp indicates that a valley may be present 
between the Es  and F layer. 

The valley ambiguity poses a serious barrier to the study of Es  from the topside data. The type of E s  
can be determined frorii the topside data if there is no valley (example 2), in which case it can be concluded 
that thick E s  is present. If there is a valley, the type of Es  can be determined only if ground reflections are 
visible through the Es, in which case transparent E s  is present. Unfortunately, the majority of cases fall 
In neither of these categories. 
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Discussion on Paper 5.6 presented by D.H. Jelly 

Wright: I don't fully understand the kind of valley correction that has been made here. It isn't impossible 

that there could be a continuous distribution of electron density from the satellite down to the sporadic 

E layer. I have seen electron production curves from par ticle precipitation that look something like this, 

although they would imply somewhat thicker layers than what seems to have appeared from the topside. 

Aside from those two extremes, one might get an electron density distribution that looks like this with 
no valley correction, or perhaps an inadequate valley correction, and the layer height as flat as seen 

from the topside as from the bottom but with an improper starting height, namely, at the satellite. This 

will give a distribution that asymptotically approaches this flat height, which is somewhat the way these 

curves appear. This can be considered a valley from the sounder all the way to the sporadic E; so it 

seems that whether this profile actually represents the sporadic E or the improper starting height depends 

on the sophistication of your attempt to correct for a valley. 

Jelly: In the one distribution that showed no valley, no corrections were put in. It is only where there is 
a cusp — where the traces become vertical-that one would consider introducing a valley correction. At 
least on occasions there is one continuous distribution through the F layer from a maximum in the E layer. 

Wright: That is what I don't want to be convinced of until I know about the valley correction. 

Belrose: There is no valley correction. The point of the paper is emphasizing the need for valley 

corrections, when you can see that you need a valley correction on the basis of looking at the ionogram. 

Wright: There was a second thing that disturbed me about the ionogram, and it was that the virtual 
height curve seems to become asymptotic almost at the ground. Is that correct? What is the meaning of 
this 'zero' height? 

Jelly: It is arbitrary. 

Wright: But the satellite is known to be at 1000 km., so this is the real height of the ground. 

Nelms: The satellite can be up to 1060 or it can be less than 1000. You have to know about a particular 
pass. 

Petrie: I think there is evidence of a ground return — it's those few dots in the higher frequency end and 
to the right, of Fig. 2. From a sequence of records you can determine quite accurately the ground returns, 

and that horizontal portion that you referred to seems to be slightly above the ground returns. 

Wright: If one knew that this was the ground return, it would be impressive evidence, but, for example, 
one knows that some of these dots are not ground returns. 

Jelly: I don't have with me the sequence for this, but it does change into obvious sporadic E in the next 
couple of ionograms. 

Nelms: We did show a whole series in which there was clearly sporadic E and ground reflections occurring 

simultaneously. 

Wright: Do I understand that the 0 and X were not used together to calculate the electron density profile? 

Jelly: Just the extraordinary. 

Wright: It seems that if there is a relatively low electron distribution from the height of the satellite 
down to the sporadic E layer, then the joint use of 0 and X is necessary to resolve that type of thing 

unless you have a sensitive measure of what this gradient is. 

Nelms: The information from the ionogram tells you without ambiguity what the distribution is down to 

where there is a valley, and this trace that is seen down at the 0 km. level is the continuous distribution 

from the higher height. You know with great accuracy what the density is at the satellite, so your starting 
point is obtained with little ambiguity. 

Wright: Dr. Paul and I have argued that even though the electron density at the satellite is well known, 
presumably the electron density gradient at the satellite is difficult to determine, and effects such as I 
have talked about here require a knowledge of both the electron density gradient, and the electron density 
at the satellite. Whether an uncertainty in the gradient leads to as great a difference in the profile, I'm 
not prepared to say. 
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Nelms: I feel not, because there is information at the satellite and continuous information below the 

satellite; consequently, this gradient can be established quite accurately. The major difficulty, of course, 
is if there is a valley low down. 

Wright: On the other side I will re-emphasize that some calculations done by Prof. Kamicama at ITSA, 
together with work by Rees and several others, have shown that certain portions of the high energy electron 

spectrum can produce layers which are almost like the outer envelope of the drawings I made; and these 

are much like the profile Miss Jelly showed. Therefore, there is a great deal to be said on the other side. 

Nelms: It does occasionally happen that there is hardly any ionization at the satellite; but you can tell 

when it occurs. 

Paul: The thing that upsets me is that this profile ends at a height of about 180 km., but the topside 

electron density doesn't show any indication of retardation. On the other hand, the bottomside ionogram 

virtual heights are at 130 to 140 km., a difference of 40 km. Do you have any explanation? 

Jelly: No, I don't. As I pointed out, I have not seen a topside ionogram with a well-defined retardation 

cusp, and I don't know what the explanation is. 

Bibi:  As Dr. Paul pointed out yesterday, the use of an extraordinary component is dangerous. He has 

given some correction of his own computations. I am sure that if he slipped a factor of — I don't know 

how much — other people would have made similar mistakes if they used extraordinary components for 

analysis. What is the gyro frequency you obtained? It is important to know because of the gyro frequency 

effect, which is sometimes forgotten in the true height analysis of the X component, for example; Dr. Paul 

has pointed out you don't start with zero delay for zero electron content. We don't know exactly how much 

we have to consider this question. 

Nelms: This is taken into account in the reduction of the record. 

Wright: Something may be wrong, the gyro frequency at 200 km. at Anchorage is at least 1.6 Mc. Therefore 
at the satellite, it will be about 30 per cent 'aria, perhapti 1.4 Mc. It aeenia unlikely that one will eee the 

extraordinary ray so close to the gyro frequency, and if the gyro frequency is actually a little above the 
place where the virtual height curve joins the 1000 km., there isn't an extraordinary ray there at all. 

Nelms: The gyro frequency at the satellite can be determined from the spike that is seen on the records. 
When the reduction is done, the gyro frequency must be calculated at all heights, and this we have done. 
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5.7 PROFILES OF WINDS IN THE LOWER THERMOSPHERE BY THE GUN-LAUNCHED 
PROBE TECHNIQUE AND THEIR RELATION TO IONOSPHERIC SPORADIC E 

by 

J.W. Wright 
Institute for Telecommunication Sciences and Aeronomy 

C.H. Murphy 
U.S. Army Ballistic Research Laboratories 

G.V. Bull 
Space Research Institute, McGill University 

Presented by J.W. Wright 

1. Introduction 

Two all-night series of upper atmosphere (90-140 km.) wind profiles have been obtained 
using gun-launched trimethylaluminum  (NA)  payloads from the island of Barbados, September 
20/21 and September 22/23, 1965 (Murphy et al. 1966). Concurrent radio soundings of the 
ionosphere have been performed with a C-4 ionosonde and the spaced receiver ionospheric 
'drifts' technique; results from the latter experiment are summarized separately at this 
conference (Wright and Fedor, 1966). In the present paper we describe the association 
observed between ionospheric Sporadic E and the neutral wind structure in the light of 
recent theory (MacLeod, 1966). We trace the development of the Sporadic E layers from a 
formation process beginning the previous day. We review evidence supporting the view that 
such thin layers of Sporadig E consist largely of slowly recombining metallic ions that 
gradually accumulate during the day, are maintained at favorable levels of convergence of 
the neutral wind profile, and often persist in this manner through the night. Some observed 
variations of Sporadic E which remain unexplained by these processes are also noted. 

2. Observations 

Twilight and nighttime wind profiles were obtained for the nights September 20/21 
and September 22/23, 1965. No wind data are available for the intervening night of 
September 21/22. Sporadic E observations are available from radio soundings over the period 
1900 20 September through 0600 23 September, except for an interval of equipment failure 
0220-1600 21 September. The Sporadic E parameters of principal interest are the layer height 
and peak electron density, and their time variation. At night, the Sporadic E height may 
be presumed to be free from retardation effects, and height values accurate to within 

0.5 km., have been obtained by a least-squares process from the recorded multiple echo 
reflections. Electron densities have been deduced from the 'blanketing' frequency. 

The wind data from these dates have been discussed by Murphy et al. (1966). Here we 
are principally concerned with profiles of the vertical ion velocity induced by the wind; 
this is calculated by the method described by  Macleod (1966, and private communication) and 
it reduces the wind profile to a form suitable for comparison with the Sporadic E observations. 

3. Results 

The observations will be discussed in chronological sequence in order to emphasize 
the manner in which Sporadic E layers evolve and are transported through the E region by 
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the neutral winds. For brevity and to preserve continuity in the discussion, events will be 
qualified as "probable" (P) if they are not clearly demonstrated by the observations. 

September 20/21, 1965 
1900 - 0200:  Two layers of Sporadic E are observed near 92 and 107 km. The calculated 

vertical ion velocity profiles are shown in Fig. 1. Positive (upward) velocities are plotted 
to the right, for each profile, and the times of the corresponding gun-launched trails are 
shown at the top. Sporadic E layer heights are given by the short horizontal lines with 

times and electron densities (x 10 -4 /cc.) indicated nearby. The upper layer is clearly 
located at a stable level of maximum ion convergence (i.e., where the ion velocity is upward 
from below and downward from above). The lower layer (which disappears after 2050) is 
observed to be descending slowly in a stable region of upward ion velocity of small magnitude. 

0017 - 0031: (P)  Another Sporadic E reflection was observed for a short time at a 
range of 122 + 1 km. This is not marked on Fig. 1, as the layer gave no multiple reflections 
and was therefore probably seen obliquely. However, it is reasonable to associate this layer 
with the new region of ion convergence, which develops sometime between 2052 and 0024 and 
is seen at 0024 at 118 km. 

0024 - 0220: (P)  The ion velocity profiles are consistent in giving a large region of 
downward velocity above 108 km., except for a narrow interval of upward velocity, which 
descends from 117 to 110 km. over this period (it remains near 110 km. through 0335). This 
probably shields the observed Sporadic E from appreciable ion input from above, but the 
prevalence of transient oblique reflections, at large ranges, from ion clouds throughout 
this period suggests that in some parts of the sky the narrow shielding region disappears. 
Only relatively minor shifts of neutral wind direction could cause this locally significant 
change in the vertical ion velocity profile. 

0200 - 1600: (P)  The failure of Sporadic E observations (and the absence of daytime 
wind measurements) preclude any certain identification of the Sporadic E layers discussed 
above with the sequence to be described later for the period September 22/23. However, a 
single layer of Sporadic E is observed at 1600 September 21, which slowly descends in the 
height range 110 to 90 km. through the night September 21/22 and can be identified with the 
lower layer, which persists throughout the following day and night, as discussed below. 

September 22/23, 1965 
0802 - 1605:  Ionograms and electron density profiles (Paul and Wright, 1964) 

representative of this period are shown in Figs. 2 and 3a, b, respectively. The most 
remarkable event of this period is the development of a thin layer of Sporadic E by accretion 
of ions in the height range above 110 km. The layer begins as a thick stratification above 
130 km. (0831); in its systematic evolution, it descends to lower heights, becomes thinner, 
and increases in peak electron density. By 1605 it is at 112 km., has an underside half-
thickness of only 1 km., and exceeds the background electron density by a factor of four, 
as shown on the N(h) profiles of Fig. 3b. 

The lower Sporadic E layer is visible intermittently on these daytime soundings, 
for example, at 0831, 1031, and 1605. During the middle part of the day the layer is 
probably submerged in the more densely ionized background E region and reappears in the late 
afternoon and evening as the E region decays. This is evident from the profile sequence of 
Fig. 3b, in which the lower layer is visible near 100 km. only at 1605. 

1605 - 0600:  Several ionograms from the second night of wind profiles are shown in 
'Fig. 4, and the detailed height variation of the Sporadic E layers is given by the irregular 
lines in Fig. 5. The upper layer is clearly continuous with the profile sequence discussed 
above, while the continuity of the lower layer is somewhat irregular. 

Neutral wind profiles were obtained at times marked along the lower axis of Fig. 5, 
and the calculated vertical ion velocity profiles are given in Fig. 6. The Sporadic E 
layers are considerably more complicated in their behavior on this night. We shall attempt 
to point out some of the more important explainable and unexplainable variations evident by 
comparison of Figs. 4 and 6. 
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Little can be said concerning variations of the lower layer; the vertical ion 
velocities are always small below about 95 km. (this is a consequence of the large ion 
collision frequency), and while the layer is often 'properly' located on the ion velocity 
profile (e.g., between 1820 and 1930, and again near 0400) insufficient wind data are 
available to examine critically all of the height variations observed. 

The higher layer undergoes remarkable variations of height during this night, some of 
which are quite consistent with the available wind data. 

1924 - 0150: (P)  The higher layer undergoes a large height variation over this period 
(Fig. 5), which is probably explainable from the ion velocity profiles of Fig. 6. At 1924, 
the layer is at 112 km. and satisfactorily close to a node of ion convergence. Some time 
before 0150 the large region of upward velocity above 115 km. reverses and becomes uniformly 
downward. If we assume that the narrow region of downward velocity at 1924 is removed 
during this variation, the rise of the Sporadic E layer is thereby accounted for. The 
ionograms show that the layer becomes patchy and less ionized during the rise. It seems 
probable that the fall of the layer after 2205 (at which time it has again become strongly 
ionized) is in response to the major change of neutral wind pattern giving downward drift 
velocity above 112 km., as seen at 0150. The Sporadic E height variation can be used in 
this way to interpolate the time variation of some features of the wind profiles. This is 
the purpose of the smoothed curves in Fig. 5, which are not discussed further in this 
summary. 

Note that the "midnight reversal" of wind implied above 112 km. by the first two 
profiles of Fig. 6 also occurred between the second and third profiles of the earlier date 
(Fig. 1); the principal difference between the two cases is the persistence of the region 
of downward ion velocity above the Sporadic E layer on the earlier night, which stabilizes 
the position of the layer as noted above. 

0150 - 0600: (P)  The Sporadic E layer was descending in the manner discussed above 
when, at 0150, it abruptly rises by 4 km. With the observations available, it is impossible 
to determine more exactly the nature of this rise, but the occurrence of multiple echoes 
throughout the sequence confirms that the rise is real. Several possibilities may be con-
sidered in future work: 

(a) The rise may be in response to a rapid variation in wind, not detected with the TMA 
trail timing available here. This could occur in such a manner that the Sporadic E 
layer is effectively replaced by a higher layer descending from above. Since the 
amplitude of this height variation is less than the echo pulse length, oblique 
echoes from the edge of the "old" layer might be rapidly lost in the overhead "new" 
layer. 

(b) The rise of the layer might occur in response to electric field or vertical air 
current variations, both of which are unknown and ignored in the vertical ion 
velocity calculations in Figs. 1 and 6 (MacLeod, 1966). 

In any case, by 0150, the layer is beginning to descend to the equilibrium height of 
114 on the ion velocity profile. This is in agreement with the sense of the ion velocity. 
Confirming evidence that the Sporadic E layer "sees" the effects of the neutral wind at its 
transient altitude of 117 km. (0150) is found in the spaced receiver drift observations 
reported separately (Wright and Fedor, 1966). 

Parenthetically it may be noted that a sharp descent of the F region also occurs over 
the period 0157-0226. This is again understandable as a response of the ionization to the 
neutral wind, if the downward ion velocity at 130 km. (0150) persists to greater heights. 

Another large Sporadic E height variation occurs over the period 0300 - 0500. This 
seems difficult to explain as a response to the neutral wind variations in view of the 
general similarity of the three ion velocity profiles at 0315, 0407, and 0505. A reversal 
of wind direction would be required above 110 km. and between 0315 and 0407, passing through 
a profile similar in shape to that at 1924 in Fig. 6. This cannot be ruled out, but it is 
hardly demonstrated by the observations. Electric fields and vertical wind currents are 
other possibilities. Following 0407, the rapid descent of the layer agrees in sense with 
the calculated ion velocity. 
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4. Discussion and Conclusions 

Enough agreement is found between the positions of Sporadic E layers and calculated 
features of the vertical ion velocity to confirm that the neutral wind plays a dominant 
(and probably causative) role in the behavior of Sporadic E. Although no wind observations 
are available in daytime, a Sporadic E layer which agrees with the evening twilight wind 
profile is observed to have its origin in a gradual accumulation of ions throughout the 
preceding daylight period. This evolution is by no means rare: it has long been recognized 
as a phenomenon of frequent — if varied — occurrence (Wright, Knecht and Davies, 1957, 
p. 104). It seems probable that these "Sequential Sporadic E" events involve the accumulation 
of metallic ions in the daytime E region in response to the neutral winds. The long lifetime 
of monatomic ions in the E region can explain the large electron densities observed (Axford 
and Cunnold, 1966; Whitehead 1966); they have been detected in thin layers in the E region 
(Istomin, 1963). Thin layers of metallic ions have recently been observed at the same 
height as a Sporadic E layer, resembling the present case in behavior and daytime-formation 
(Narcissi 1966; Wright, unpublished). 

The features of wind profiles with which Sporadic E is associated typically descend 
through the night (Rosenberg et al., 1963; Rosenberg and Justis, 1966; Murphy et al., 
1966). This also occurs in the first of our two nights observations, but is absent in the 
second. Since most cases of daytime Sporadic E development also show descent during the ion 
accumulation process (cf. Fig. 2), this suggests that the associated daytime wind system 
possesses inclined wave fronts, which appear to descend with time when observed from a 
ground-fixed location. Rosenberg and Justis (1966) note that a descent of about one vertical 
wavelength (10-20 km.) per night is characteristic of the north-south component in their 
data. This is likely to characterize the daytime period also, and is consistent with the 
Sporadic E development described here: at heights above 130 km., the north-south component 
exerts the greater contribution to vertical ion movement (MacLeod, 1966), and the observed 
descent of daytime Sporadic E layers is therefore mainly in response to the north-south 
structure of the wind. If future observations confirm that the necessary features of the 
neutral wind profile do descend by about two vertical cycles per 24 hours, then we may 
perhaps view the Sporadic E sequence as including the following essential steps: 

(a) ablation and thermal ionization of metallic atoms from meteors; photoionization and 
charge transfer, resulting in a relatively large metallic ion population between 
90-140 km. in daytime. 

(b) 'scavenging' of metallic ions into nodes of ion convergence of the neutral wind 
profile. 

(c) descent of the ion maxima day and night, ultimately to below 90 km. 

(d)ultimate loss of the metallic ions below 90 km., either by charge transfer or by dis-
sociative recombination with negative ions at night. 
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Fig. 4. Barbados ionograms during the night of September 22/23,  1 965 showing 

the tu  o layers of sporadic E discussed in the text. Note the great height attained 
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Fig. 5. The variation of sporadic E layer heights during the evening and night of 

September 22/23, 1965. Observed variations are given in detail by the irregular 
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nodes of the E-W wind profile. The latter curve is not discussed in this paper. Ob-

served heights of the lower layer, which is less densely ionized, are more affected 

by retardation in underlying ionization near sunset; a corrected variation is also 
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Discussion on Paper 5.7 presented by J.W.  Wright 

Georges: The horizontal velocity you calculate using the gravity wave dispersion diagram is the horizontal 
phase velocity of the gravity wave. No simple relation exists between it and the maximum velocity 
(amplitude) of the vertical wind profile. 

Wright: It was only intended to be a rough estimate. Perhaps it 

that if such a pattern is a gravity wave of about 120 min., and if 

displacement by the wave of the medium that supports the wave, 

this way over one half of the period, and that way over the other 

like what was estimated here. 

Georges: But the wave velocity is a measure of the amplitude of the wave, not of the phase velocity. 

Wright: My estimate wasn't of the phase velocity, it was just an attempt to infer the amplitude of the 

particle velocities from the period of the wave and its wave length. 

Georges: As I understood your interpretation of the gravity wave propagation vector, you were attempting 
to verify the horizontal phase velocity of the gravity wave. 

Wright: No. The horizontal wave length was deduced from that diagram simply by observing that the 
period of the wave and its vertical wave length were in agreement with the dominant undamped gravity 

wave component at that altitude. Since those two numbers were in agreement, that diagram was used to 

infer the horizontal wave length, and that horizontal wave length was divided by the period of the wave to 
get a rough estimate of the particle velocity that is contained inside the wave. 

Fenwick: If your movie was for December 16, I think it would be interesting to note that the oblique iono-
gram I showed yesterday, which was made on a path which passes near that ionosonde on December 16 
shows that the one long trace over a wide frequency range is probably Sporadic E. It certainly shows to a 

tremendous extent. 

Wright: There's no doubt in my mind that that was Sporadic E. The movie was run just to try this new J5 
sounder for movies. We had no idea we were going to get this sort of thing. However, having found it, I 

thought it veould make a good illustration of the time development of that type of Sporadic E. 

Belrose: What do you rnean by the maximum value of the electron density in this Sporadic E layer; and 

does this invert to the maximum frequency that you saw in this thin layer, or what do you mean by that 

number? 

Wright: The only densities I have permitted myself to quote for Sporadic E are inferred from blanketing 

frequencies, and I consider them doubtful if those blanketing frequencies are judged from one hop or from 
one measurement only. What I consider a valid measurement of electron density in Sporadic E is if a well-
defined value of this quantity Fbes  is observed, and if it is in reasonable agreement within a tolerable 

margin of error in a multiple echo too, or if the extraordinary component gives the same electron density 

when converted to electron density. The only values of F bes  used here satisfied one or another of these 

conditions. 

Belrose: This assumes that you know FoE . If you can't see a cusp for F oE  on the trace, then  Fbes is a 
meaningless quantity that could be FoE  and the other thing is the scatter layer superimposed on E. 

Wright: I don't think there is any great danger of that because of the variation of virtual height near this. 

If there is a thick layer with an electron density nearly equal to this, this is sure to show some variation 
in retardation because of that, whereas the effect by Sporadic E is typically very small. 
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5.8 COMPARISON OF IONOSPHERIC DRIFT VELOCITIES 
BY THE SPACED RECEIVER TECHNIQUE WITH 

NEUTRAL WINDS FROM LUMINOUS ROCKET TRAILS 

by 

J.W. Wright and L.S. Fedor 

Institute for Telecommunication Sciences and Aeronomy 

Environmental Science Services Administration 

Boulder, Colorado 

Presented by J.W. Wright 

1. Introduction 

The radio spaced-receiver method permits inference of the speed and direction of 
movement of an irregular ionospheric echo pattern across the ground. Exactly how this may 
be related to movements of the medium in which the radio pulses are reflected is not clear 
theoretically; the movement of irregularities in the ionized medium is implied, but whether 
they are carried along with the flow of the neutral air or are propagated through it, and 
whether there are corresponding irregularities in the neutral air, is not known. Finally, 
whichever of these combinations occur, the relation of the radio echo pattern to the 
irregular structure of the ionosphere is not clearly understood. 

Visible trails of neutral gas released from rockets and gun-launched vehicles reveal 
the neutral particle flow (wind) over a range of height between 80 and 140 km. In the pre-
sent work, we compare the neutral wind at the level of radio reflection in the ionosphere 
with individual determinations of the ionospheric "drift" as deduced from the radio spaced-
receiver technique. Since the trails are visible only in darkness, when the general ioniza-
tion of the lower ionosphere has decayed to low values, the only comparisons of the kind 
practical to date are those in which the radio reflection returns from a sporadic E layer. 

The radio spaced-receiver data have been obtained at various frequencies with the 
usual three-antenna system at the vertices of a 100-meter equilateral triangle. Analysis 
of the observations has been performed by the correlation analysis of Keneshea et al., 
(1965). Most of the measurements reported here were obtained during gun-launched trail ex-
periments conducted at the US Army Ballistic Research Laboratories/McGill University 
facility at Barbados, West Indies, on the nights of 20/21 and 22/23 September 1965i a 
few measurements are also available from an AFCRL program at Eglin AFB, Florida, during 
December 1962. 

2. Results 

Fig. 1 shows the north-south and east-west components of three neutral wind profiles 
(in magnetic coordinates) on the night of September 22/23, 1965 at Barbados. The causal 
relation of the neutral wind profile to occurrence, height, and variation of the sporadic E 

layer is discussed in a paper appearing elsewhere (Wright et al., 1966). Horizontal lines, 
marked by adjacent times of night, show the height of the sporadic E layers and hence the 
height of radio reflection for the spaced receiver measurement. These heights are accurate 
to within ± 0.5 km. and have been obtained by comparison of sporadic E multiple echoes on 
ionograms made concurrently. 
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Wind velocity components of the steady drift of the echo pattern at the ground  
(usually assumed to be twice the ionospheric velocity) for a number of measurements at times 
near that of the trail experiments are shown by the points plotted at the sporadic E alti-
tudes. Two layers of sporadic E occurred on this occasion, near 92 and 112 km., and measure-
ments are available from each. Fairly good agreement is found in most cases; it even appears 
that as the sporadic E layer moves vertically through the wind profile, successive radio 
measurements tend to trace out the vertical profile of wind velocity in each component. 

Fig. 2 compares the wind speeds and wind directions by the two techniques for all of 
the occasions so far available. The wind directions are generally in good agreement, with 
the exception of a few extremely bad cases, and there is no evident tendency for agreement 
or disagreement at particular neutral wind directions. The wind speeds show somewhat greater 
relative scatter than the directions, although the neutral wind speed tends to agree on the 
average with that of the steady drift of the radio echo pattern at the ground. 

The standard theoretical description of the spaced-receiver experiment (Ratcliffe, 
1956) in which the radio echo fading is explained as the effect of diffraction from a ran-
dom irregular screen, predicts that the ground echo pattern should move at twice the speed 
of the screen when illuminated from a point source at the ground. To explain the present 
result we are faced with two alternatives: 

(a) The irregularities responsible for the radio echo fading move with half the speed 
of the neutral wind, or 

(b) The 'point source effect' does not apply, which in turn disables diffraction from 
an extended screen as the explanation of the correlated echo fading from which 
the drift is inferred. 

A partial test of alternative (a) is possible by comparing the radio results with 
the horizontal ion drift imposed by the neutral wind. The latter have been calculated by 
MacLeod (1965 and private communication) from the available wind profiles, and the results 
are shown as the dashed curves in Fig. 3. In most cases, the calculated ion drift at the 
sporadic E altitude is so nearly equal to the neutral wind that the two media can be said 
to move together. This of course does not assure that irregularities in the ionized gas 
are transported with the same veloCity, and a more complete treatment of the wind described 
by Kato (1959) is desirable. For one case, where the sporadic E occurs at the relatively 
great height of 116 km. (0140 23 September, 1965) the radio results are seen to agree better 
with the neutral wind components than with the calculated ion drifts; if the radio drift 

speeds were halved the disagreement would be increased, and this is also true for most of 
the other cases in Fig. 3. 

It seems useful to consider alternative (b), for if the point source effect does not 
apply, these results would be consistent with the simple view that the irregularities causing 
the radio-echo fading move with the neutral wind. One way in which alternative (b) might 
arise is if the ionosphere re-radiates the energy returning from total reflection as if it 
were a point source itself. This possibility has been considered as a consequence of plasma 
resonance oscillation from small irregularities at the level of total reflection by Herlofson 
(1951). Support for this interpretation has been found within the present data by considering 
separately the cases of total versus partial reflection from the sporadic E layers observed 
in this work. These cases occur when the observing radio frequency lies respectively below 
or above the "blanketing" frequency of the sporadic E layer as shown by the concurrent 
ionogram. 

Fig. 4 shows the result of this separation of the data. Each circle represents a 
polar diagram in which a vector to the dotted end of the plotted line represents the neutral 
wind while a vector to the other end of the line shows the radio result. The vector dis-
agreement between the two techniques is then shown by the plotted line. 

It is obvious that the vector error of the radio technique is much smaller for cases 
of total reflection than for cases of partial reflection. If the radio drift speeds are 
divided by two, we find that 9 of the 11 partial reflection cases are improved while 8 of 
the 12 total reflection cases are made worse. The partial reflection cases disagree badly 
in direction as well as in speed, however, so that it cannot be concluded that the "point 
source effect" is not applicable even in this case. 
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Enough scatter is evident in the results available so far, that a clear need for 

additional comparison is indicated. In particular, the three-way comparison of calculated 

ion drifts, neutral winds, and the spaced receiver results (attempted in Fig. 3) is of 

interest only at heights above 110 km., and only one such case is yet available. The experi-

mental program is continuing, however, and additional results will be published elsewhere. 
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IONOSPHERIC DRIFT VELOCITIES 

Discussion on Paper 5.8 presented by J.W. Wright 

Bibi:  I think there is a simple explanation of the different behavior of the partially reflecting and the 
blanketing Es events. In the partially reflecting case, it is clearly possible that the reflectors are Es 

patches which move in those areas where the drift speed is largest; whereas we are pretty sure that 
blanketing type Es is caused by wind shear, and what is moving then is, in most cases, only the modula-
tion of the wind shear surface, which could have a completely different speed to that of the neutral 
atmosphere above and below. 

Wright: This is hypothetically possible, and might be the case if you consider two distinct Sporadic E 
layers, one of which was partially reflecting over a wide frequency range, and the other was totally 

reflecting over its frequency range. In fact, these Sporadic E layers were all totally blanketing up to a 
certain frequency, which varied with time, and partially reflecting above that point. The observations 

were made on various frequencies from the same Sporadic E layer, so that the heights of reflection and 
the types of irregularities present were one and the same thing within this narrow height range. The con-
clusion seems to be inescapable that the difference between the two sets of data has to do with the 

reflection mechanism itself, which in one case is total and in the other partial. 

Volland: Can you say anything about the characteristics of the movements? Is there a periodicity of, say, 
24 hr. or 12 hr. especially in the west-east direction? 

Wright: I think the answer must be 'yes' although we have not tried to represent the data in that way. Most 

of the cases observed here were from the same cases of Sporadic E, as I discussed in Paper 5.7, and I 
spoke about the time periodicity in the neutral movements. Now the radio measurements agree substan-

tially with the neutral movements, which means they have to show about the same sort of time periodicities 
as the neutral trails. 

Bibi:  I have a small survey which I think is important, and I would like to read it. Woodbridge (1962), 

reported large vertical wind components over Florida and Australia of 25 meters per second for average 

horizontal speeds of 50 m/s. The results were partially confirmed by Edwards and others (1963), and 

co-workers, who found vertical components of --6 to +15 m/s. Rosenburg's (1964) sequential measurements 

during two nights show a height decrease of a strong wind shear region over several hours. Vertical wind 
components and the decrease of wind shear heights favor a strong relation between wind shear and blanket-

ing Es phenomena which showed similar behavior. 

Wright: The Rosenburg data quoted is, in fact, data also contained in my sample. 

Bibi:  But Rosenburg doesn't put emphasis on this thing, and it is obviously clear that the accumulation of 

electrons has nothing to do with that drift speed because it is a real wind. I'm somewhat curious how you 

fit it into the wind shear theory, because it has a strong component, the average is not zero, and it is 

isometric, and this is exactly the picture that fits a development of our Es phenomena; that is, you have a 

high number of cases that have a negative vertical component, with an average speed of —3, which is 

sometimes the speed of Es. 

Wright: I don't think there is any contradiction in this type of measurement. It is true that in most cases 
Sporadic E is observed to descend over a period of time. It is misleading to think of this in terms of 
velocity. What appears to be happening is that some feature of the wind profile is occurring at lower 

heights at later times, and is carrying the Sporadic E down with it as it goes. This sense of movement 
for a node on the wind profile is predicted by the gravity wave theory, and so actually, the hard things to 
explain are the few cases where the Sporadic E appears to be rising. 

Bibi:  We are talking about real wind measurements, and this means that if you had a shear, it looks as if 
the shear direction is the same as the direction of the wind component that goes down with it. I think 
Rosenburg has shown this nicely. 

Wright: This is essentially what I was attempting to show in Paper 5.7. 
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SECTION 6 

IONOSPHERIC ABSORPTION 

6.1 THE ELECTRON DENSITIES IN THE E AND D REGIONS ABOVE KJELLER* 

by 

W.R. Piggott 

Radio and Space Research Station 

and 
Thrane 

Norwegian Defence Research Establishment 

Presented by E.V. Thrane 

The purpose of this paper is to study the height distributions of electron density 
and collision frequency in the E and D regions above Kjeller (60 °N 11 ° E) at a spring equinox 
when the sunspot number was 110. 

The results arc based on data from several different types of ground-based experiments: 

a) Measurements of ionospheric cross modulation at Kjeller giving estimates of electron 
density and collision frequency (Barrington et al. 1963). 

b) Measurements of collision frequencies by means of rocket techniques (Kane 1959 
and 1962). 

c) Measurements of virtual height as a function of frequency made at Kjeller. 

d) Measurements of vertical incidence absorption as a function of frequency (1 to 
6 MHz.) made at Kjeller. 

The results of experiments (a) and (b) are used to suggest the height distribution 
in the lower part of the D region, and it is assumed that the height distribution of elec-
tron concentration in the main E layer is parabolic. Our objective is to find the distri-
bution of electrons between these regions. The height variation of collision frequency is 
important for calculating the absorption. The chosen variation is shown in Fig. 1. (Thrane 

and Piggott 1966). 

As a first trial the lower D-layer and the E-layer electron density distributions are 
connected by an arbitrary smooth distribution curve. The absorption and the virtual height 
of waves of different frequencies reflected vertically are then computed, and are compared 
with the experimental results. The portion of the postulated height distribution between 
heights of 80 and 100 km. is then altered until, by trial and error, there is good agreement 
between all the measured and the calculated quantities. 

The diurnal variations of absorption and virtual height have been measured at Kjeller, 
Norway from October 1954, to October 1958, using ten different frequencies in the range 
1.2 to 6 MHz. 

* Extended summary of a paper to be published in J. Atmos. Terr. Phys. 28, 1966. 
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The cross-modulation experiments were made in March and April 1960, and absorption 
data during six ionospherically quiet days in a closely similar period of the solar cycle, 
March and April 1956, was chosen for comparison. The average values of the virtual heights 
for these days have been used to compare with the computations. The absorption of high fre-
quency radio waves was calculated by a phase integral method described by Budden (1961, 
chapters 16 and 20). The virtual heights were calculated by a simplified phase integral 
method programmed for the Mercury computer at Kjeller. 

The models of electron density distribution adopted as a starting point for the analysis 
are described below. 

a) Below 80 km. the electron density distributions are those deduced by Barrington 
et al. (1963) from cross-modulation experiments near the spring equinox. 

b) The height distribution of the electron concentration in the E layer is assumed 
to be parabolic with a half thickness, y = 2H = 15 km. down to a distance H 
below the peak. This is a good approximaion to a Chapman layer. 

c) The dependence 3 
of the critical frequency on solar zenith distance was assumed to 

be f
o
E a cos

o. 
x. 

d) The height of the maximum of the E layer varies as predicted for an ideal Chapman 
layer with scale height 7.5 km. and the height where cos x = 1, is 105 km. 
(Robinson (1959)). 

e) The relaxation times are consistent with a recombination coefficient a 	10-8 . 

f) The electron density is kept constant between hm
E and 130 km. 

g) Above 130 km., the electron density is made to increase rapidly with height so 
that the absorption during reflection near this level is negligible. 

The method of deriving an electron distribution that would explain noon absorption 
and virtual heights is illustrated in Figs. 2 and 3. The well-established parts of the dis-
tribution are shown by the thick lines in Fig. 2, and three ways of joining them smoothly 
are suggested by the three lines marked a, b, and c. Fig. 3 shows that model a produced 
far too much absorption for frequencies below f E and that model b gives too little absorp-
tion. Model c gives the simplest possible heigh variation of electron density that will 
give the observed frequency variation of absorption. Fig. 4 shows the agreement between 
observed and calculated virtual heights. 

In a similar way, electron density distributions for different times of days were 
derived using the additional assumption that the electron density for any particular height 
must vary smoothly throughout the day and likewise that the height of a level with a parti-
cular ionization density must have a smooth diurnal variation. The collision frequency is 
assumed to be time-independent. 

These requirements impose severe limitations on the possible ionization models. 
Fig. 5 shows the results of the analysis. The absorption in the afternoon is considerably 
greater than that in the morning hours, and hence the derived distributions are not sym-
metrical about local noon. 

The noon model has been compared with N(h) curves deduced by Belrose and Cetiner 
(1962) for two quiet days in March 1962 (when the sunspot number R 	55), using the back- 
scatter technique, which agree well with the rocket results of Hall (1963) for Woomera 
obtained when R 

The electron densities between 75 and 85 km. for Kjeller are considerably greater 
than those given by Belrose and Cetiner and by Hall. This discrepancy may be due to a 
solar cycle variation in the electron densities in this height region, since the propagation 
of waves of frequencies near 100 kc/s. and HF absorption show large changes with solar 
activity. 
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Fig. 5. The diurnal variation of electron density. 

(a) 0700 — 0800 M.E.T.; (b) 0900 — 1000 M.E.T.; 

(c) 1200 — 1300 M.E.T.; (d) 1400 — 1500 M.E.T.; 

(e) 1600 — 1700 M.E.T. The conventions are 

identical with those of Fig. 2. 

Note: The solar zenith angle is smallest at 

1215 M.E.T. 
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Discussion on Paper 6.1 presented by E.V. Throne 

Shirke: Have you taken full account of the deviative attenuation? 

Tbrane: Yes, this is included in the calculations. Dr. Budden uses the phase integral method, which 

does take account of what happens near the reflection height. 

Belrose: Why did you  flot use an h'f analysis and fit it into the program? You did not try to reduce true 

heights from the 11U curve. 

Thrane: No, we did not. This is because it is difficult to get accurate D-region profiles with the data 

we had from Kjeller at that time. I forgot to say that we did calculate the virtual height for reflection 

from the E region and compared it with the virtual height measured during the absorption measurements. 

Unfortunately, the virtual heights measured were inaccurate, so this does not give a good test. It is 

difficult to derive an accurate E-region profile unless you have good h'f recordings. 

Belrose: I agree. I would also like to emphasize the point Dr. Thrane has brought out, that we don't 

really know what the electron densities are at about 75 km. during sunspot maximum years. 

Thrane: There is little evidence for sunspot maximum. The only one I found was the one from the 

Rus si an s. 

Nelms: You are lucky to some extent that you don't get overlapping data, which can be embarrassing in 

some of these operations. As mentioned yesterday, we have an operation going where we try to join up 

the partial reflection D-region profile with the sounder profile. We have concluded two things: one, as 

you have just said, is that it is difficult to get sufficiently accurate measurements to derive a good 

profile from the sounder measurements in this region; the other is that we need more complicated calcula-

tion of the retardation given by the D-region profile. On the occasions when we had almost, but not quite, 

overlapping data, we would have had to put the sort of step that you have in your profile into our data to 

get a meaningful profile for the total region. We have been reluctant to do so, because it did not look all 

that real, but this gives us encouragement to think that it may be real. 

Bibi:  What was the limit of sensitivity in the absorption measurements? 

Tbrane: The equipment covers a big dynamic range. You can measure high absorption. 

Bibi:  This leads to the question of identification of E s. and E reflections. 

Thrane: We tried to pick out days when the ionosonde did not show marked E. 5. 

Shirke: You said that the use of generalized theory did not make too much difference. 

Tbrane: It will make some difference, but it couldn't possibly make a 30 db difference. 

Belrose: You have to be careful that you use the right collision frequency. I presume you were using 

the v Appleton — Hartree and not the v m •  

Tbrane: Yes, you will have to use effective collision frequency. 

61 3 
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6.2 MEDIUM WAVE REFLECTION PROPERTIES OF THE IONOSPHERE ABOVE TSUMEB 

by 

W. Elling 

Max-Planck-Institut für Aeronomie, Institut fur lonosphdren-Physik 

Lindau üb. North./Han., Germany 

1. Introduction 

Medium wave pulse echo soundings at vertical incidence have been carried out at Tsumeb, 
South West Africa (19 ° 14'S, 17 °43'E; Dip = —67.1 ° ; Gyrofrequency fu  = 860 kc/s. at 100 km. 
height). Tsumeb is a suitable place for medium wave propagation expëriments, since the inter-
ference level is low. The measurements at Tsumeb covered two periods, one during the sunspot 
maximum from August 1957 to March 1958, and a second during the sunspot minimum from Novem-
ber 1964 to June 1965. From pulse amplitude measurements, applying the constant gain tech-
nique, the attenuation of waves, characterized by the loss coefficient values R =— 20 log p 
in decibels (p = apparent reflection coefficient) was measured at different fixed frequen-
cies) (1). Nighttime amplitude-height snapshots of ordinary waves were made in 1957/58 for 7 
fixed frequencies between 350 and 1100 kc/s.; in 1964/65 the amplitudes of ordinary and 
extraordinary waves were recorded at 15 fixed test frequencies between 250 and 1400 kc/s. 
during daytime and nighttime. In addition, sweep frequency ionograms were recorded over a 
range of 250 to 4000 kc/s. A survey about nighttime medium wave propagation conditions 
during sunspot maximum was obtained by compiling the results of amplitude and equivalent 
height measurements as a function of frequency (2). In the next section the principal 
contents and recent results, concerning the lower E region, will be presented. 

2. Results of Nighttime IGY Measurements 

When first starting the medium wave measurements and during the time of first experi-
ments, it was difficult to recognize and separate a number of superimposed mechanisms af-
fecting the nighttime propagation. The more regular effects were often masked by irregular 
reflection characteristics of Es layers predominantly responsible for the reflection of 
medium waves. The reflection capacity and the propagation paths changed with frequency and 
time. First, the reflection capacity of Es layers, observed at heights between 90 and 
115 km., enters as an essential part of the measured loss; it depends on the ratio of test 
frequency to Es blanketing frequency fbEs, on the thickness and on the degree of irregular 
structure of the Es layer. Secondly, a part of the measured loss may be due to deviative 
absorption generated by an ionization occurring in heights between 90 km. and the F layer. 
For a given frequency the deviative absorption is determined, among other things, by the 
value of the electron number density N, the gradient dN/dh (h = height) and the value of 
the collision frequency in the region of interest. 

2.1 Mean Electron Density Profiles in the Lower E Region 
(90 to 115 km.) 

Some mean electron density distributions for the nighttime lower E region were derived 
from loss coefficient measurements at different fixed frequencies in the range from 350 to 
800 kc/s. According to the principles of measurement applied, the distributions deduced are 
nighttime mean values for several weeks. By recording measurements for each fixed frequency 
on a sufficient number of nights, reflections from all Es-layer heights between 90 and 
115 km. may be observed. This height range was subdivided into intervals of one kilometer 
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and the mean loss coefficient values belonging to each height section were calculated. Be-
cause of the large variations of Es characteristics, causing a great dispersion of single 
R values, mean values of the loss coefficients were formed for the nighttime data; 13% of 
all measured R values were selected corresponding to propagation conditions easy to survey. 
Values connected with oblique echoes or simultaneous echoes from different Es heights were 
neglected. The operating frequencies were 365, 440, 540, 605, 750, 830 and 1070 kc/s. The 
curves of mean loss coefficient values versus sporadic E-layer height had considerable 
positive slopes at frequencies below about 600 kc/s. For instance, the mean loss coefficient 
value at 365 kc/s. increased from 4 db at 90 km. height to 16 db at 100 km. The increase of 
loss with increase of Es—layer height is due to an ionization below the Es layers, which 
causes appreciable deviative absorption at frequencies slightly above the critical frequen-
cies of the ionization. At higher frequencies, the increase is less marked. At 750 kc/s., 
for instance, the loss amounts to 8 db at 90 km., 13 db at 100 km. and 14 db at a height 
of 115 km. At frequencies above about 800 kc/s. the deviative absorption is small,  and therefore 
the mean loss coefficient values are nearly independent of Es-layer height, that is, the 
measured R values represent the mean reflection capacity of Es layers. 

The electron density distributions were calculated using the gradients of loss coef-
ficients measured as a function of height, the complete Appleton-Hartree equation and the 
assumed collision frequency values. The results are plotted in Fig. 1. The results are 
preliminary because of the uncertainty of the adopted nighttime Appleton-Hartree collision 
frequency profile, ranging from 5 x 10 5 /sec. at 90 km. to 1 x 10 4/sec. at 115 km. height. 
The accuracy of this method of determining electron density profiles is improved if one has 
a sufficient number of observations to get smooth curves of loss coefficient values as a 
function of Es-layer height. 

2.2 Mean Electron Density Values In The Upper E Region (110 to 
140 km.) and In The Intermediate Layer Region (140 to 170 km.) 

The nighttime mean ordinary critical frequencies for these regions were deduced from 
ionograms for August 1957 and plotted in Fig. 2. The corresponding electron number density 
values N are marked on a second scale. The deviations of single values from the means are 
large. At midnight, sometimes the minimum frequency of ordinary F echoes is about 500 to 
600 kc/s. and therefore coincides with the critical frequency in the upper E region plotted 
in Fig. 2. Also the ionization below the F layer is smaller than about 4000 el/cc.,cor-
responding to a critical frequency of 570 kc/s. Sometimes the minimum frequency of ordinary 
F echoes amounts to about 1000 kc/s. and may be equal to the ordinary critical frequency 
of an intermediate layer. In this case the electron density of about 12000 el/cc, in the 
intermediate layer region is larger than the values plotted. 

2.3 Frequency Dependence of Nighttime Propagation 

The frequency dependence of nighttime ionospheric medium wave propagation properties 
at Tsumeb results from the existing Es-layer characteristics and the electron density dis-
tributions, described above. Waves with frequencies up to approximately 600 kc/s., which 
are reflected from Es layers, are penetrating a plasma in the lower E region with critical 
frequencies of about 200 to 350 kc/s. and will be more or less absorbed. Waves in this 
range of frequencies, which pass through the Es layers (f > fbEs) .411 be reflected by the 
ionization in the upper E region and will suffer large deviative absorption as a result of 
the existing values of electron density and collision frequency and because of small dN/dh-
values (20 to 100 el/cc./km.). No echo traces from above the Es-layer heights have been ob-
served on the ionograms. Depending on the sensitivity of equipment, the loss coefficient 
values of reflections from above the Es-layers are greater than approximately 80 db at 
frequencies below about 600 kc/s. Starting from about 600 kc/s., F echoes have been noticed 
occasionally. The percentage of F observations increases with increasing operating frequency 
provided that f > fbEs. The deviative absorption of waves, penetrating through the upper 
E region and the intermediate layer region, decreases with increasing frequency. At Tsumeb 
the deviative absorption occurring in the region below the F layer is small for frequencies 
higher than 800 to 1000 kc/s. The resulting reflection capacity for a given frequency de-
pends on the Es-layer data and on the present N(h) distribution, and consequently will be 
variable. Results especially useful for propagation predictions and planning of medium 
wave broadcasting networks are published in some reports, (3, 4, 5). 
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It is concluded from visual inspections that the ionograms from 1964/65 essentially 
have the same characteristics as those of 1957/58. As a result of a 30 db-improvement of 
sensitivity, even weak echoes, and therefore more detail, can be seen. Some illustrative 
material is given in Fig. 3 to Fig. 6. Apart from Es-layer data, the ionograms give no 
information about the ionosphere at frequencies below about 500 kc/s. Marked intermediate 
layers with large retardations near the critical frequencies, sometimes noticed on the 
ionograms of 1957/58 during periods of high magnetic activity, were rarely observed in 
1964/65. 

3. Preliminary Results of Daytime IQSY Measurements 

To continue the IGY measurements, extensive medium wave measurements were carried out 
at Tsumeb from November 1964 to June 1965. An appreciably improved antenna system, consist-
ing of À/2 folded dipoles at a height of 120 m. (1957/58 : 30 m.), was used together with 
an elaborated recording technique. The high sensitivity of equipment, permitting the mea-
surement of loss coefficient values up to 80 db (1957/58 : 50 db), yields loss values not 
only for the night period but in many cases for the daytime also. The evaluation of the 
data from the experimental campaign during the IQSY and the interpretation of values, in-
cluded in the following discussion, have just been started. Possibly these results are not 
characteristic of all of the collected data. 

On daytime ionograms, D echoes can be seen from 250 to 1000 kc/s. and higher frequen-
cies. The equivalent heights of main D reflections vary from 70 to 80 km. Starting from 
about 500 kc/s. at noontime, signals from the lower E region appear in addition to the D 
echoes. The lowest observed equivalent E-layer heights are approximately 85 km. Some ex-
amples of noontime ionograms presented in Fig. 7 illustrate this fact. 

Results of measured loss coefficient values and equivalent reflection heights as a 
function of frequency, deduced from pulse amplitude measurements, recorded on 5 February, 
1965 and 24 December, 1964 are plotted in Fig. 8. On 5 February, 1965 (Fig. 8a and Fig. 8b) 
ordinary (o) and extraordinary (x) waves were separated using crossed dipoles (2 x 80 m. 
in length ; 30 m. high) and a polarimeter device (suppression ratio : 25 to 30 db). The 
nighttime values (Fig. 8b) for extraordinary Es propagation show a positive slope for the 
loss coefficient-frequency curve and an insignificant negative slope for the ordinary 
waves; the curves cross at about 570 kc/s. This frequency dependence can be observed from 
time to time and is probably due to the characteristics of thin reflecting Es layers (6). 
The daytime values of 24 December, 1964 (Fig. 8c) refer to the total field strength, i.e. 
the dipoles are used for transmitting and receiving simultaneously. The graph shows a flat 
maximum of loss at 400 to 500 kc/s. Probably the maximum can be explained as follows: 
starting with 250 kc/s., the reflection capacity of the D ledge is decreasing with increas-
ing frequency (Fig. 8a). At about 500 kc/s., lower E-region echoes appear, the reflection 
capacity is small at fmin E, and the loss decreases at the higher test frequencies (Fig. 8a). 
The absorption maximum seems to be associated with the transition from D- to E-layer 
reflections. Other reasons for this maximum may become evident as more data is examined. 
The change of reflection levels in Fig. 8c is not particularly marked because the mean 
values were derived from data taken between 0600 and 1030 hours. 
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Discussion on Paper 6.2 presented by W. Elling 

Belrose: These excellent ionograms illustrate the point I made yesterday. By lowering the limit of 

ionosondes you don't necessarily improve ability to calculate an electron density profile from an ionogram, 

because you have to be careful in knowing whether, in fact, you are getting a scatter type of reflection 

or a true magnetoionic reflection. 

Wright: I don't believe anyone would try to use the group delay information to calculate a profile. All 

that one does is use the 0 and X if they're both available and the observed slopes of the virtual height 

curves to provide a sufficient correction for the underlying ionization, and then continue the profile. The 

fact that reflections can be seen at all at such low frequencies is interesting, and I don't think it was 

anticipated by the people who dreamed up the quantity F min. for absorption. What is F min. on such an 

ionogram? 

Belrose: I wanted to emphasize that lowering the limit of an ionosonde does not necessarily allow you to 

get a better answer for the base of the E layer, and this becomes apparent with high sensitivities. Some-

times it does, if you don't have any scattering types of things. Sometimes on our ionograms at Ottawa, 

a continually varying group retardation begins at 250 kc. and goes up to the E region, but this is extremely 

rare. One doesn't generally see this change of group retardation. 

Wright: We should remember that these comments concem the daytime and there are many significant 

reasons for low frequency observations at night. 

Belrose: I would also like to comment on the low electron densities seen in October-November, 1957, and 

November-December 1957, which you showed in Fig. 1. From other nighttime electron density profiles 

which we have seen, we find that on the basis of rocket data the electron densities don't appear to drop 

below 10 3  at 100 km., whereas Dr. Elling suggested that the electron density can, in fact, drop to some-

thing like 500. I believe you have used Appleton-Hartree in your analysis. 

Elling: Yes. That is correct. 

Belrose: You are likely to be in great error using Appleton-Hartree. I don't know how low you can go in 

frequency and still manage to use Appleton-Hartree, but the long series of observations and calculations 

which the Penn State workers did at 150 kc. illustrated that at 150 kc.the waves at night are reflected 

from a level somewhere near X = 1 + Y and not near where X = 1 at  ail. I think that you are liable to be 

partly in danger because you should be doing a full wave calculation for frequencies below something 

like 500 kc 

Elling: Yes. The critical collision frequency at Tsumeb is at about 80 km. The gyrofrequency is low: 

900 kc/s. at the ground and around 800 kc/s. at 200 km.; consequently, the problem is not as bad as it 

would be at other locations. 

Petrie: I would like to comment generally on the calculation of the apparent reflection coefficient due to 

absorption at slightly higher frequencies (frequencies above 2 Mc/s.). There is no doubt that a number 

of discrepancies have existed in the two methods of measuring the apparent reflection coefficient. One of 

the methods is to measure the amplitude of the echo at these higher frequencies at night, assume negligible 

absorption, and calculate the absorption during the daytime by measuring the amplitude of the first hop 
echo. The other method is to measure the amplitude of a first hop and second hop echo, take the difference, 

and this should give the losses that the radio wave suffers. Piggott has found discrepancies between these 

methods of about 6 db. Pillet, in France, suggested that the discrepancies may be as high as 15 db; these 
are at frequencies in the range 2 Mc/s. to about 5 Mc/s. In an article in September JGR, there is indica-
tion that they are about 10 to 15 db. It appears that the amount of energy you get back, at least from the 
F region at night, is a function of the degree of spread on the ionogram or a function of the roughness of 
the surface. I wonder if at these frequencies this may be entering into some of the calculations. Perhaps 
you are not only measuring the absorption (deviative or non-deviative), but you may also be measuring the 
properties of the reflecting surface. 

Elling: The measured reflection capacity of the ordinary wave is independent of the Es -layer height, and 
that means that if I take sufficient numbers then I can take this reflector as being a reflector with mean 
reflection capacity. The values shown here are mean values for weeks, I have waited until the Es layers 
have occurred with sufficient frequency at all heights. 
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Abstract 

In the course of a 2.35 MHz. fixed-frequency drift experiment, routine pulse ab-
sorption measurements were made on a daily eight-hour basis. Precise phase height 
records, as well as ionograms, determine the type of the reflecting layer. The con-
tributions of the non-deviative absorption in the D region and the deviative absorption 
in the E region are investigated. High turbulence in the E region may explain the 
winter anomaly of absorption. The fading rate of the amplitude shows no correlation 
with time of day, but depends on the occurrence of Es and on turbulence in the 
E region. 

I. Introduction 

Total attenuation of radio waves transmitted vertically and reflected in the E region is determined by 
three phenomena: 

a. Non-deviative absorption in the D region, 
b. Deviative absorption in the E region, 
c. Reflectivity of the E laver. 

Absorption decrement of the D region is described by 

L = B/(f f ) 
D 	H 

where 

B = B cos 
o 

(x = solar zenith angle, n = value between 0.7 and 1.0). 

In quasi-transversal approximation, the integral 

L =  NJ v X ds 

describes the deviative absorption decrement of the E region (v = collision frequency, p. = real 
2 

part of the refraction index, X = (fo/f) ). 

2 

X 

96414-174 
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This expression of L shows its dependence upon the ray path in the E region; the path length as well 

as the values of gi and ir along the path are significant parameters. For a smooth normal-E layer, the inte-
gral can be evaluated along the vertical z-axis adopting a reasonable model of the E-layer electron density 
and collision frequency distribution  (Bibi and Rawer, 1951). The integration path in the region of small  p.  
becomes shorter when the reflection occurs at a sporadic-E layer, embedded in normal-E. Height decrease 
of the Es laver results in diminished deviative absorption (Bibl, Paul, and Rawer, 1962). For absorption 
measurements, the conclusion is to treat cases with Es reflections separately. Obviously, L is practically 

zero when the wave is reflected at a blanketing low-Es layer. Greater deviative absorption results if the 
Es layer is closer to the height where the plasma-frequency, fo, of the normal-E layer equals the operational 

frequency, f. During daytime the Es-laver height is determined accurately by the ratio, f°E , where the 
fr 

cusp frequency, fr, is the frequency above which the wave is reflected at Es. 

As long as there is specular reflection, the integration can be taken along the vertical z-axis. The 
situation changes when the E region becomes structured or turbulent. First, the reflection coefficient, R, 
may differ from one. When the bottom of the E region is undulated, R may be greater than one, because of 
oblique scatter. Even in the case of a cloudy E region, a value of R greater than one is possible when the 
scatter depth is small. When part of the energy penetrates the E region (partial reflection) or is scattered 
away, R is smaller than one (Reinisch, 1965). For the study of the absorption processes, cases with R not 
equal to one should be disregarded. 

Even when R equals one, the contribution of the cloudy E region to the total attenuation is appreciably 
higher than in the case of specular reflection, because multiple scattering causes an increased path length 
in the deviative medium. Of course, integration can no longer be taken along the z-axis and the integral 
becomes a complicated function of the structure in the E region. 

2. Observation and Analysis 

In the following analysis, the considerations given in the Introduction were taken into account. A fixed-
frequency drift experiment at 2.35 MHz. was used for routine absorption measurements. Pulse amplitudes 
were recorded daily during eight daytime hours for the seven months from July 1965 to January 1966. This 
period covered the summer, fall, and winter seasons. Every 15 min. a sample was taken for 2 2/3 min., an 
average amplitude for the sample determined, and the numbers of fadings larger than 3 db and larger than 
10 db were counted. For each sample, the type of the reflecting E layer, determined from an ionogram taken 
2 min. after the amplitude sample, permitted distribution of the data into four classes: 

I.  Specular reflection at a normal-E laver (Fig. 1), 
2. Specular reflection at a blanketing low-Es (Fig. 2), 
3. Specular reflection at a cusp- or high-Es (Fig. 3), 
4. Non-specular reflection (Fig. 4). 

This classification is not made in normal absorption analysis. Monthly medians of the amplitude are 
plotted in Fig. 5, which demonstrates the importance of differentiating between types of reflection. The 
solid curve represents the amplitude without regard to the type of reflecting layer; the dashed line represents 
Class 1 of the preceding four classes. In July, August, September, October, and December, the two curves 
follow each other closely. This indicates that the generally higher absorption for cases of diffuse reflection 
are approximately compensated by the cases of specular Es reflections where the deviative absorption is small. 

November and January show exceptional behavior. In November, normal E-layer reflection (Class 1) 
amplitudes are approximately 7 db smaller than the amplitudes averaged over all measured values (Fig. 6). 
As indicated in Fig. 5, the number of Es reflections, especially low-Es, is extremely high in November. 
Therefore, the average amplitude level is high. For comparison, the medians for reflection at blanketing 
low Es (Class 2) are plotted for November.  The difference in echo amplitude for low-Es and normal-E 
reflection is 13 db, which gives the deviative absorption in a normal E-laver. 

For January the situation is opposite to that in November. Amplitudes for normal-E are 6 db higher 
than the average values. A non-selective absorption analysis would only find relatively high absorption for 
that winter month, confirming the winter anomaly of absorption. Here, the applied selective data analysis 
shows the origin of this anomaly to lie in a turbulent E region. The number of Es reflections in January is not 
smaller than the number for most of the other months. A high turbulence in the E region on many January 
days results in high deviative absorption because of deep scatter and/or a reflection coefficient R smaller 
than one. The question which remains to be answered is whether the D region is also affected during these 
turbulent periods. Riometer observations in which the E region absorption is less pronounced than here will 
give the answer. 
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Results of the fading-rate analysis are plotted in Figs. 7 and 8. In the course of the analysis, it became 
obvious that the difference between normal-E reflection and the averaging case is not significant for the monthly 
medians of the fading rate. Therefore, we have plotted, in Fig. 7, the fading rate for all samples disregarding 
the type of reflection. It is evident from this figure that the monthly medians do not show a correlation with the 
time of dav. The rate of fadings with an amplitude larger than 3 db varies rather irregularly between 2 and 6 
per minute; fadings with a depth of more than 10 db have a rate between 0 and 3 per minute. In Fig. 8, the 
seasonal variation for local noon is plotted. It is interesting to notice that the shallow fadings have a high maxi-
mum for the disturbed month of January, as expected. The deep fadings, however, do not show a maximum for 
January, but thev do show a maximum for November. As noted in Fig. 5, November has a high occurrence of 
sporadic E. We conclude that sporadic-E layers cause deep fadings, whereas the rate.of shallow fadings is 
correlated with E-region turbulence. 

3. Summary 

Selective data analysis has been applied to determine the contribution of D and E regions to the total 
attenuation. We showed that averagink over different types of reflection destroys all information about the 
physical properties of the layers. High occurrence of low-Es decreases the average attenuation. Separate 
treatment of low-Es and normal-E reflection permitted determination of the deviative absorption for reflection 
at a normal-E layer in November. The origin of the winter anomaly of absorption was found to lie in a high 
turbulence in the E region. 

The rate of shallow fadings (> 3 db) seems to correlate with this turbulence, the rate of deeper fadings 
( >10 db) with the occurrence of Es. 

Acknow ledgments 

This work was carried out under Air Force Cambridge Research Laboratories Contract No. AF19(628)- 
4784 and No. AF19(625)-412. We are greatly indebted to Dr. K. Toman for encouragement of this absorption 
analvsis. Thanks are due to Dr. W. Pfister and Mr. T. Keneshea for permission to use their data and for help 
in discussing the problems of this subject. 

REFERENCES 

629  

Bibi, K. and K. Rawer. 
ospherique. J. Atmos. 

Les contributions des région D et E dans les mesures de e' absorption 
Terr. Phys., 2, 51, 1951. 

Ion- 

Bibi, K., Paul, 
53 Radio wave 

Reinisch, B.W. 

A., and K. Rawer. Absorption in the D and E regions and its time variations. AGARDograph 
absorption in the ionosphere (Pergamon Press). 1962. 

Die bedeutung von echos an der sporadischen E-schicht, AECI, 19 361, 1965. 



K. BIBL AND B.W. REINISCH 

t 2 35 MHz 

Fig. 1. 1onogram with normal-E layer. 

f 2 35 MHz 

Fig. 2. lonogram with blanketing low-Es 
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t 2 35 MHz 

Fig. 3. lono  gram  with cusp-Es 

f 2 35 MHz 
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Fig. 4. lonogram with turbulent E region. 
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Discussion on Paper 6.4 presented by B. Reinisch 

Shirke: I agree with some of the classifications you have made of the different types of reflections that 
were features of the observations at that time, but your conclusions seem to differ from those one would 
normally draw. Assuming that the D region was enhanced, as we have some evidence now from rocket 
measurements, I do not see how you can conclude from your results that the effect is purely E region. 

Reiniscb: We have two points which speak against that. One point is that Dr. Volland has found that the 
height of the reflection level did not show any correlation with days of abnormal winter absorption; this 
is indicative that the E region does not show correlation with days of winter anomaly. 

Shirke: I'm suggesting that the densities in the D region get enhanced during the winter anomaly. Would 
you not see excess absorption if the E region also enhances? 

Reinisch: It should be seen in the riometer observations which are also made. We obtained some data 
from AFCRL which show that in this last winter at least (I didn't look at the other years), the riometer 
observations did not show any increase in absorption in those months. At the high riometer frequencies, 
the deviative contributions of the E region should be negligible, so the riometer observation should just 
be influenced by the D region and not the E region. 

Belrose: It is a question of sensitivity. Unless you do a riometer experiment very carefully, you will 
not see any absorption whatsoever. I am sorry that Dr. Gallet is not here as I know he was going to des-
cribe some high-quality riometer absorption data which he has. I am sure he could have thrown a lot of 
light on this. 

Shirke: The other aspect concerns these diurnal variations that you show. The winter anomaly, as far as 
we lcnow, shows a considerable diurnal variation. Do you agree that it does not show a maximum around 
noon, but goes on increasing to 1400 hours? I would guess the absorption gradually increases before noon 
and then falls off. 

Reinisch: You shouldn't take the actual slope too seriously because some cases of sporadic E which I 
didn't show separately are included. 

Shirke: Yes. So the emphasis is, I would suggest, in the D region instead of the E region. 

Bibi:  I think I should make some general statements. Mr. Reinisch underestimated the knowledge of 
people of our work conducted in Freiburg of the frequency dependence of absorption. It is tremendously 
important for everyone to know that the total absorption in the range between 2 and 5 Mc/s. is controlled 
by 2 parts of absorption, one in the D layer, and one in the E layer, and the relative contribution to the 
total depends strongly on frequency if you have real E-layer reflections. You have seen in many of those 
figures in our paper, that, if you throw all the data together and get something out, you get the same effect 
as if you don't make any separation. In November, we have many Es cases which showed that for the fre-
quency we purposely chose the effective absorption is predominately governed by E-layer absorption; by 
means of deviative absorption, which gives that flattening of the daily diurnal variation because we are 
coming closer and closer to the critical frequency. If you have carefully observed our diagram, you will 
see that we have shown F-layer reflections which is an indication that we are really above the E critical 
frequency. At noon we are operating somewhat away from the critical frequency, but in the morning 
and evening we are operating close to the critical frequency. We had only one frequency that we could 
choose. We used it for a certain study mainly, but we chose that frequency to get into the E region and to 
get different heights of the E region. It is certainly clear that if we had several frequencies we would be 
better off. We didn't have enough money for several frequencies, and if we get more we will solve the pro-
blem independently of the riometer data. In the next two or three months, we will have riometer data from 
Air Force Cambridge Laboratories, and we will try to get this question rechecked and see if the riometer 
data show any correlation with days of higher or lower absorption. That should be significant although it 
is medium-quality riometer data, because we have seen that there is on the average 8 db of absorption, 
which means that on some days there may be up to 20 db which should be detectable on 30 Mc/s. riometer 
data. On the other hand, people cannot neglect in riometer data the significance of the E layer. Because 
you are nearer ground one must be lower by a factor of either infinity or 2 depending on the absorption in 
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the E layer. Even if you were wrong by a factor of 2 in your estimate of the E layer for riometer data, you 
should reconsider it. I think we made a valid contribution and that in the range between 2 and 4 Mc/s. as 
an average, half of the absorption takes place in the D layer and half in the E layer. 

Jones: Does it not seem that average absorption in December was anomalously high or was it what one 
should expect on the basis of the smoothed seasonal variations? 

Reiniscb: It was high, but I must say I don't want to give the comparison between months. 

Jones: The two curves for December with and without the Es or rough days are similar, whereas November 
and January were widely different. Shouldn't the December curves be widely different when December had 

anomalously high absorption? 

Reiniscb: In December, that was just not the case. In December, there was not this high increase in 
absorption. It was a bit higher than normal and it should have been separated a bit more. We should have 
separated out the sporadic E cases completely. However, the fact is that if you have a limited set of data, 
and if you divide it into ten classes, you cannot make any more statistics. 

635 
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1. Introduction 

The ionospheric absorption of radio waves is often classified into two types: the so-
called 'deviative absorption', which arises during the process of refraction, and 'non-
deviative absorption', which occurs in those parts of the trajectory where there is little 
refraction of the wave. The basic physical process involved is, of course, essentially the 
same at all levels and throughout the trajectory, and in this sense the division into two 
types is somewhat arbitrary. However, in practice one or other type often dominates, and 
the division is then quite valid and useful. The present work is mainly concerned with a 
study of the deviative component and has involved measurements of the absorption of waves 
reflected from the E, Es, and lower F regions. Although the total absorption of a radio 
wave which is reflected in the ionosphere has been extensively studied, comparatively little 
work has hitherto been published on the separation of the two components. Both deviative 
and non-deviative absorption are primarily dependent on the height distribution of the 
collision frequency and the electron density, and a full study of the variation of absorption 
with frequency requires that some knowledge of the associated electron density distribution 
be available. In the past, most workers have assumed some model for the height distribution 
of the electrons and, since much more information exists on the nature of the E region than 
on the D region, it is the deviative absorption occurring in the E region which is generally 
calculated. The non-deviative component is then assumed to be the absorption remaining 
after subtraction of the calculated deviative absorption from the measured total absorption. 
In most cases the theory used to calculate the deviative component has also neglected the 
effect of the earth's magnetic field. 

In the present work we have not used any model N(h) profiles, but calculated the 
appropriate E layer profile from ionograms taken at the time of the absorption measurements. 
We have then computed the deviative absorption in this E layer, using numerical integration 
of the absorption coefficient, and compared this with that observed. The effect of the 
magnetic field has been included throughout the analysis. Some model for the collisional 
frequency profile is, of course, still required in this analysis. 
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2. The Absorption Measurements 

An extensive series of ionospheric absorption measurements was carried out at 
Aberystwyth between 1100 and 1300 LMT on a large number of days in the period March 1961 to 
September 1962 and the analysis that follows is based on a large sample of these data. 

A critical study of the relative magnitudes of the non-deviative and deviative 
components of the ionospheric absorption calls for careful selection of the frequencies on 
which measurements are to be made. In this work it was desirable to make observations first 
on the lowest frequency at which a reflected signal of good amplitude could be regularly 
observed over the noon period. With the transmitter available, this lower frequency was 
near 1.9 Mc/s. It was also desirable to make as accurate absorption measurements as possible 
on frequencies at which the deviative type absorption would be large. Consequently, measure-
ments were made each day on two frequencies just below and on two frequencies just above foE. 
An essential requirement for accurate absolute measurement of ionospheric absorption is a 
reliable nighttime calibration of the equipment at the precise frequencies used to measure 
the absorption, and in this work careful calibrations were carried out on many nights. The 
ionograms used to calculate the N(h) profiles were such that equivalent heights could be 
read to an accuracy of about 1 or 2 km. and the critical frequency to ±0.05 Mc/s. 

3. Theory 

An expression for the deviative absorption  coefficient that includes the effect of 
the earth's magnetic field may be written in the form 

where 

k = îz  • A, 

A - 
X(1 	cot2e) 	x 	I -1/2 

• 
1
y
L (1 +

'' 
	

1 + Q 

(1) 

Here we use the normal magnetic-ionic nomenclature with X = 41TNe2  , 
 mf2 	
Y = p

H/p and 6 as 

the angle between the magnetic field and the direction of propagation. 	Q and Q are 
1 	2 

functions of X, Y
L 

and YT 
viz. Q = ro 	m2)1/2 	ml and Q =  m2[(1 + m2)1/2 _ rip(' m2)1/2 

1 	 2 
y 2  

1 
where m = 	—1—X ' 

The only major assumption required in the derivation of these 2Y
L 

 

expressions is that 1 —X >> z(= —) and for frequencies of the order of 3 Mc/s. this 

inequality will be valid to within a short distance of the reflection level. 

4. The Collision Frequency Profile 

One of the main points that emerges from this work concerns the variation of the 
collision frequency v with height. Many workers have made direct experimental estimates of 
v these being usually based on measurements of the ionospheric absorption of radio waves. 
However, there has always been a measure of uncertainty and inaccuracy in the various 

, published data, and often considerable divergence between values deduced from direct radio 
wave sounding experiments and values predicted from laboratory measurements. From time to 
time various theoretical v(h) profiles have also been published, but again there has always 
been uncertainty because such profiles have lacked reliable data on the essential atmospheric 
parameters. 

The theoretical analysis of absorption just outlined is based on the usual formulation 
of the Appleton-Hartree magnetoionic theory, in which the electron collision frequency is 
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assumed to be independent of the electron energy. The collision frequencies estimated on 
the basis of this theory are thus to be regarded as 'effective' values, which may differ 
significantly from the true collision frequencies. In recent years, various authors have 
attempted to generalize the - Appleton-Hartree analysis so as to allow for the effects of the 
electron velocity distribution. A comprehensive analysis has recently been given by 
Shkarofsky (1961), which is applicable for any variation of the collision frequency with 
electron velocity and for any degree of ionization of the medium. Shkarofsky has shown 
that provided p » v, then the averaged collision frequency between electrons and neutral 
gas molecules is given by 

m 	
1.99  X 10' 11  n

m 
T, 	 (2) 

where nm 
is the number density of the gas molecules and T the absolute temperature. 

To derive the v(h) profile from equation (2), we have inserted mean values of n
m 

and 

T given in the report of the COSPAR Working Group on the International Reference Atmosphere. 
The profile is shown in Fig.1, marked S. 

A theoretical v(h) profile was published by Nicolet in 1959. This is also shown in 
Fig. 1, marked N. This profile is based on the assumption of mono-energetic electrons and, 
as might be anticipated, lies everywhere above the Shkarofsky profile in which allowance 
is made for the distribution of electron energies. 

Some radio wave experimental values of v for the height range 100 to 130 km. published 
by Schlapp (1959), Whitehead (1959), and Ataev (1959) are also included in this figure. 

The profile shown in Fig. 1 is based on the assumption that the electrons are in 
thermal equilibrium with the neutral gas. This is probably valid in the D and lower E 
region, but at higher levels in the ionosphere it seems likely that the electron temperature 
during the daytime may be significantly in excess of the ambient gas temperature; and some 
recent rocket results suggest that the difference may possibly be quite appreciable even at 
a height of 110 km. If the electron temperature at 110 km. is as much as twice the gas 
temperature, then the electron collision frequencies at this level will also be increased 
by a factor of about two. This would also bring the Shkarofsky profile into agreement with 
the experimental values deduced from radio wave studies. In the lower ionosphere, up to 
about 80 km., the v(h) profile seems reasonably well established, but above this level the 
consequences of factors such as the dissociation of molecular oxygen and the possible effects 
of higher electron temperature have yet to be resolved. For the work described here the 
present uncertainties about u are of no great consequence, and it can readily be shown that 
the conclusions do not depend critically on which profile (S or N) is adopted. The present 
work suggests something that may be much more important, viz., that there may well be day-
to-day variations in v comparable with, or even in excess of, the differences between these 
two profiles. 

5. Analysis of Experimental Results 

It will be convenient to denote the total ionospheric absorption by Am  and the non-
deviative (D region) absorption by AD . As we are principally concerned witfi frequencies 

below and up to the normal E region critical frequency, the deviative absorption thus occurs 
in the E region and will be denoted by A E . The procedure adopted is to calculate A E , using 

the accurate ionograms taken at the time of the absorption measurements. We then deduce the 
N(h) profile and with an assumed v(h) profile, we calculate AE . The effect of the magnetic 
field is included throughout these calculations. 

AD  is then given by the difference between AT  and AE 
and can be expressed as 

A - 	 
D 	(f + f )2 

e 2  
K - -fNv dh. 

2rmc 

(3) 

where 



Date 20.2.61 	fE = 2.93 Mc/s. Date 	23.2.62 	fE = 3.04 Mc/s. 

Frequency Mc/s. 
1.92 	2.64 	2.88 	3.0 	3.24 

Frequency Mc/s. 
1.92 	2.81 	2.98 	3.22 	3.43 

A
T 	3.33 	3.40 	3.82 	3.54 

A
E 	

0.26 	1.32 	2.03 	1.80 

AD 	
3.07 	2.08 	1.79 	1.74 

K 	29.0 	45.0 	51.1 	47.5 

K' 	29.8 	30.7 	29.8 	30.7 

A
T 	3.35 	2.90 	3.67 	2.91 	2.09 

A
E 	0.28 	1.16 	2.03 	1.47 	0.69 

AD 	3.07 	1.74 	1.64 	1.44 	1.40 

K 	30.4 	37.2 	43.7 	23.1 	21.7 

K' 	29.8 	28.0 	28.6 	28.2 	30.0 

2.76 

1.31 

1.45 

41.1 

28.6 

Date 30.6.61 	fE = 3.40 Mc/s. Date 	11.7.61 	fE = 3.3 Mc/s. 

Frequency Mc/s. 
1.97 	3.09 	3.32 	3.52 	3.65 

AT 	
4.55 	4.60 	5.06 	4.58 	3.15 

A
E 	

0.14 	2.10 	2.74 	2.49 	1.36 

A
D 	

4.41 	2.50 	2.32 	2,09 	1.79 

K 	44.3 	49.7 	45.2 	66.0 	49.4 

K' 	44.4 	46.0 	47.4 	46.6 	42.0 

Frequency Mc/s. 
1.97 	3.00 	3.22 	3.42 	3.62 

A
T 	4.46 	4.78 	5.45 	3.62 	3.06 

A
E 	

0.16 	2.23 	3.36 	1.64 	1.13 

AD 	4.30 	2.55 	2.09 	1.98 	1.93 

K 	44.0 	63.5 	62.5 	53.5 	58.2 

K' 	43.2 	44.9 	40.8 	42.5 	44.7 
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For a given set of measurements, K should be constant and independent of frequency but will 
vary with time. In practice, in attempting calculations of this sort, we have almost 
invariably found that the calculated value of the parameter K varies greatly from one 
frequency to another. These variations in K were far in excess of anything that would be 
expected from inaccuracies in the measurements or in the analysis and it was only found 
possible to keep K reasonably constant with frequency by adjusting the assumed v(h) profile 
and by varying the profile with time. 

TABLE 1. Analysis of noon absorption measurements 
(absorption given in nepers, frequency in Mc/s. ) 

In Table 1, K 1  denotes the value of K after adjustment of the v(h)profile, and it will be 

seen that whereas K varies by about ±30 to 40 per cent around a mean value, the values of K 1  
are constant to within about ±4 per cent. The latter fluctuations are no larger than might 

be expected from the accuracy of the measurements and the analysis. 

Data for 48 days on which the absorption measurements were considered to be reliable 

have been analyzed; in each case it was found that reasonably constant values of the 

parameter K could be obtained only by appropriate day-to-day adjustment of the collision 

frequency profile. A sample of v(h) profiles derived from the daily absorption measurements 

is shown in Fig. 2. 

The day-to-day values of the derived collision frequency showed a clear dependence on 
the day-to-day flux of solar activity, as shown in Fig. 3. Two points given by Schlapp some 

years ago are included. 

Fig. 4 shows a set of 14 monthly values of the collision frequency at 59.5 km. 
published recently by Belrose and Hewitt (1964) on the basis of measurements made with a 

partial reflection technique. 
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These completely independent sets of experimental data, referring to levels of 60 and 
110 km., suggest a closely similar dependence of y on solar activity. 

6. The Significance of the Solar Dependence of u 

If the observed variation of collision frequency arises from some direct solar influence, 
then the most probable parameter that might give rise to the observed variations in collision 
frequency is the electron temperature. Up to the present, only a limited number of E-region 
measurements of electron temperatures have been made, but such data as have been published 
suggest a considerable day-to-day variation in the electron energies. 

Rocket measurements of the electron temperature at E-region altitudes are relatively 
few, because for most techniques the electron mean free path at this level is comparable with 
the probe dimensions, and reliable interpretation of the data is difficult. However, some 
recent rocket measurements suggest that at E-region altitudes the electron temperature Te 
may be greater than the gas kinetic temperature, Tg, by a factor of two or more. Spencer 
in 1962 described a group of four rocket flights designed to measure electron temperature. 
On one flight, under quiet ionospheric conditions, a value of Te = 4000  K at 110 km. was 
obtained, this corresponding (equation 2) to v = 1.65.104/sec., a value which is in reason- 
able agreement with our results. On the remaining three flights, under more disturbed solar 
or ionospheric conditions, much greater values of T e  at 110 km. were recorded. A number of 

other rocket measurements also suggest high electron temperatures. 

Hence, despite the existing inaccuracies in the determinations of Te  for the E-region, 

it would appear that the observed values of collision frequency might well be explained by 
a significant elevation of the electron temperature with respect to the gas kinetic temperature. 

7. Absorption Measurements on Sporadic E Reflections 

We have applied the analysis outlined in section 5 to measurements made during the 
presence of sporadic E ionization. In these cases, accurate absorption data were available 
for a number of frequencies up to the normal E critical frequency fE, and also for a few 
higher frequencies which, at the time of the measurements, were being reflected from blanket-
ing type sporadic E ionization. 

Blanketing type E s  ionization is usually formed at or near the peak of the normal 

E layer, and the gradient of electron density on the lower side of blanketing E s  ionization 

is always exceptionally large, so much so that little or no detectable change in the 
reflection level can be measured over the whole range of frequencies concerned. As a 
consequence, it can be safely assumed that the deviative absorption in the Es  layer itself 

is negligibly small, and that such variation of absorption with frequency as is observed 
for these E

s 
reflections arises almost entirely from deviative absorption in the thicker 

normal E layer underneath. In applying our analysis to these data, it was found that 
satisfactory agreement between calculated and observed absorption for all the E and Es  

frequencies required that the height of the E s  layer be known within narrow height limits. 

This can be illustrated by reference to the analysis for one set of experimental data. At 
noon on 30 June, 1961 at Aberystwyth, fE = 3.36 Mc/s. and in addition the ionogram showed 
blanketing E s  reflections to 4.6 Mc/s. The calculated N(h) profile for the normal E layer 

from 99 km. to the height of the layer peak at 107 km. was as shown in Fig. 5. Measurements 
of the equivalent height of the E ionization indicated that it was located at or near 107 km., 
the peak of the normal E layer. s  

Clearly, the absorption to be expected on frequencies greater than fE will depend on 
the height of the reflecting E s  layer and Fig. 6 shows the variation in absorption with 
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height of the E s  layer for two frequencies that just penetrate the underlying E layer. It 

is clear from Fig. 6 that accurate measurements of the absorption on frequencies reflected 
from the E

s 
layer should enable the height of that layer to be fixed with some precision. 

Thus in the present example, on the frequency 3.45 Mc/s. a change of only 1 km. in the 
height of the E s  layer results in a change of about 1 neper in the absorption. We have 

found that a satisfactory fit to the measured absorption on all of a number of frequencies 
reflected from a blanketing-type E s  layer enables the precise height of the layer relative 

to the peak of the normal E layer to be fixed to within a fraction of a kilometer. For the 
example just discussed, the height of the E s  layer has been calculated to be about 0.25 km. 

above the peak of the normal E layer. 
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Discussion on Paper 6.5 presented by E.S. Owen Jones 

Thrane: On what assumption did you base your derivation of the collision frequency? Do you, in fact, 
assume that f Nvdh is constant with frequency? 

Jones: Yes. 

Thrane: You assume then that the greatest contribution to this integral occurs in the D region? 

Jones: A low frequency wave will be reflected near the base of the E region, where cin/dh is a maximum 
and there is a minimum amount of deviative absorption. There will be a small amount, granted, but you 
can calculate that and make allowance for it; this is an iterative process, so you can minimize its effect. 

Thrane: There must be a considerable contribution to that integral in the E region itself. 

Jones: It is taken into account by the deviative component found by integration within the E region. 

Shirke: Are you saying that the collision frequency is a function of temperature, and that the winter 
anomaly is explained by changes of collision frequency? 

Jones: When this work was done, we thought that the pressure or density in the D region was constant, 

and that it exhibited no seasonal variation. It would now seem that there are seasonal variations in 

pressure, and these would affect the collision frequency, but we do not know what the seasonal variation 

is. I know of two flights in November and two in February. They show a 30 per cent difference in 

pressure. Consequently, if the temperature had remained the same, the collision frequency would have 

changed by 30 per cent. Until we know what the seasonal variation is, we cannot make any correction for 

pressure changes. 

Shirke: Are you suggesting that the winter anomaly is purely due to a change in collision frequency? 

Jones: I'm not suggesting that at all. I'm merely pointing out certain similarities between meteorological 

phenomena at 30 km. and ionospheric phenomena at 70, 80, or 90 km. There are features in temperature 

which are not reflected in absorption. 
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6.6 SOME ASPECTS OF METEOROLOGICAL AND IONOSPHERIC VARIATIONS* 

by 

E.S. Owen Jonest  and W.J.G. Beynon 

Department of Physics, 

University College of Wales, 

Aberystwyth, England 

Now at Bedford College, England 

Information about the lower part of the ionosphere (up to 80 km. or so) from radio studies comes 
mainly from measurements on the attenuation of short wave signals that are transmitted through the lower 
ionosphere or from studies of the intensity of reflection of long wave signals. As part of a wider study of 
radio wave absorption in the lower ionosphere (region D and the lower part of region E), we have recently 
had occasion to examine the seasonal variation in absorption at noon at a number of stations distributed 
over a wide range of latitude. 

Theoretically, we should expect the ionospheric absorption to be some function of the cosine of 
the solar zenith angle ( y) and a logarithmic plot of the absorption against cos y should yield a straight 
line. We generally find that over a day the absorption values do on the average follow some power of cos y. 
However, the same logarithmic plots with monthly mean noon values over a season appear to show some 
significant departures from the simple straight line relation. If ionospheric absorption varied symmetrically 
over the season, with maxima in local midsummer and minima in local midwinter, then on the logarithmic 
plot of absorption and cos y all the 12 monthly points should fall on one straight line. If there is any time 
lag of absorption on zenith angle, then the two halves of the year will differ and the straight line becomes 
a 'loop'. 

Fig. 1 shows monthly mean noon values of ionospheric absorption for two stations in the northern 
hemisphere and one in the southern hemisphere. The data for Slough (51 1/2 °  N) are for a frequency of 
2 Mc/s., those for Freiburg (48° N) are for 1.7 Mc/s., and those for Port Stanley (51 1/2° S) are for 
2.6 Mc/s. The levels of reflection for such frequencies will be between about 95 and 100 km. The values 
shown in this figure are based on measurements made over 7 to 10 years and have been reduced to a common 
sunspot number R = 100. It will be seen that in no case do the values lie on a straight line, but they all lie on 
a distorted 'figure of eight' pattern. Furthermore, the month-to-month variation in absorption follows the 
same sequence at all three stations. In the spring and early summer months the absorption is consistently 
lower than in the corresponding months later in the year, and the curves show similar 'loops' again over the 
local winter months. In all cases the winter values are too high and are particularly so during the late winter 
months (December to February in the northern hemisphere, May to August in the southern hemisphere). This 
latter feature is of course the well-known local winter anomaly in ionospheric absorption. 

Fig. 2 shows a further sample of 2 Mc/s. data taken at Swansea (51 1/2 °  N) during the I.G.Y. 
(average sunspot number R = 200) and current measurements at Aberystwyth (52 °  N) during the IQSY 
(average R = 10). The same pattern of seasonal variation and the same progression from month to month is 
clearly discernible. 

* As this was not designated as a separate paper at the time of the conference, discussion relating to it 
appears under Paper 6.5. 
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In Fig. 3 we show absorption data for a frequency of 245 kc/s. and phase height data for 16 kc/s. The 
245 kc/s. data were obtained at Kuhlungsborn (lat. 54° N) over a propagation path of 180 km. The 16 kc/s. 
data refer to measurements over 200 km. at latitude 52 °  N. The latter refer to a height of about 70 to 75 km. 
The precise height of the absorption on the 245 kc/s. data is not known, but is probably in the height range 
75 to 85 km. For comparison purposes we have also included in Fig. 3 another sample of 2 Mc/s. absorp- 
tion data (in this case for De Bilt 52 °  N). All three curves in Fig. 3 show an anomaly in winter. With 2 Mc/s., 
the effect is pronounced, in that the peak winter value actually exceeds that for the summer. For 245 kc/s. 
the anomaly is seen in the high values for the months of December, January, and February. The 16 kc/s. 
phase reflection height data suggest that in the winter months November to February, the mean phase height 
is from 1 to 3 km. below that to be expected from an extrapolation of the values for the other 8 months of 
the year. 

Seasonal variations in radio wave absorption in the D and lower E regions of the form shown in Figs. 
1 to 3 could arise from similar variations in N or y or in both parameters. The collisional frequency  u  may 
be expected to depend on gas density (p) and on temperature (T). Some data on the seasonal variation in 
these two parameters at high levels in the atmosphere are now available from balloon and rocket flights. 
Spencer, Boggess and Taeusch (1964) have published density values for various heights based on rocket flights 
at Churchill (59 °  N). These data cover only 23 rocket flights spread over a 2-year period, and perhaps too 
much reliance cannot be placed on mean curves based on these measurements. However, the data, as 
published, give the seasonal variations in density at 70 km. shown in Fig. 4(a). The marked similarity be-
tween this curve and those in Figs. 1 to 3 is clear. The seasonal variation in temperature at 70 km. for 65 °  
N has been given by Groves (1963) and is shown in Fig. 4(b). In this case there would appear to be little or 
no variation in T from month to month, but there is some small asymmetry over the year with spring values 
slightly larger than those for the autumn season. The seasonal variation in collisional frequency at 70 km. 
will be mainly determined by the variation in the product (pT). This is shown in Fig. 4(c). The similarity 
between the month-to-month variation in (pT) at 70 km. and that in ionospheric absorption strongly sug-
gests that the latter is produced partly at least bv a corresponding variation in collisional frequency at these 
levels. The fact that the phase height of 16 kc/s. signals exhibits a similar type of variation, and shows 
abnormally low heights during the late winter months, indicates that these variations in electron density 
also contribute to the observed seasonal variation in absorption. 

We have also studied data on atmospheric temperature now available from high-level balloon soundings, 
and find that the same type of seasonal variation occurs in atmospheric temperature at levels of the order of 
30 km. Fig. 4(d) shows monthly mean values of the temperature at the 20 mb. level (approximately 26 km.) 
based on measurements over nine years by Scherhag and Clauss (1960) at Berlin (lat. 53 °  N). An examina- 
tion of data for many other stations in temperate latitudes shows that this type of seasonal variation in 
temperature occurs'at levels well above the tropopause. From other work (Shapley and Beynon), it is clear 
that the winter anomaly in absorption observed at temperate latitude stations is correlated with the sudden 
stratospheric warmings that are a feature of the late winter months. However, the above-mentioned work 
indicates that the seasonal variation throughout the year at the 30 km. level (probably at greater heights too) 
appears to be reflected in the seasonal variation of gas density and ionospheric absorption at D and lower E 
layer heights. 

Further evidence of similarities in the behavior of temperature and absorption can be drawn from a 
comparison of the seasonal variation of temperature at 15 mb. at different latitudes. In Fig. 5 the mean 
seasonal variation over three years is shown for two stations, New York (40 °  N) and Shreveport (32 1/2 °  N), 
from which it will be noticed that the large winter loop characteristic of the winter anomaly in absorption 
disappears with decreasing latitude. 

As a measure of the variability of this temperature in winter, we have plotted the difference between 
the mean January and December temperatures against latitude for a number of stations, as shown in Fig. 6. 
The most striking feature of this graph is the relatively sharp disappearance of the temperature variability 
at about 32 °  N. Despite the fact that the latitude variation of winter anomaly is  far  from being well-established 
we would draw attention to an observation reported in this conference which.we feel is pertinent to the above 
feature. 

From D-region N(h) profiles (partial reflection method) obtained at Ottawa (45 0  N), Belrose finds the 
winter daytime profiles to be highly variable from day to day, whereas Smith finds at Armidale (30°  S) that 
the day-to-day changes are remarkably small, these profiles being obtained by wave-interaction techniques. 

Although Smith's results are based on a fairly small sample of data, the proximity of the latter lati-
tude to that at which the above temperature difference disappears is, we feel, far more than coincidental, 
due allowance being made for some asymmetry in meteorological features in the northern and southern 
hemispheres. It will be of interest, therefore, to see to what extent seasonal changes in temperature and 
ionospheric absorption may be related at these and other latitudes. 
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SECTION 7 

DISCUSSION 

In the discussion session, key speakers from various disciplines presented summaries of the 
important points raised at this conference, so that all conference participants would have food for thought 
before the discussions reached the floor level. (The conference hosts provided the other staple for thought). 

Key speakers named by the Conference Chairman in various experimental fields were Dr. I.A. 
Boume (partial reflection), Prof. R.A. Smith (radiowave interaction), and Mr. B.R. May (VLF). Dr. E.V. 
Thrane and Dr. W. Swider spoke on behalf of workers in the ionospheric absorption and theoretical fields 
respectively. 

Although some of the authors of the opening theoretical papers presented at the conference were 
not able to be present for the Friday discussions, they have submitted summary briefs, which are included 
in this portion of the Proceedings. 

Briefs submitted in absentia and discussions presented at the conference by various key speakers 
do not appear in the original order; the topics in the discussion session have been rearranged to follow 
the same order of presentation as the Sessions of the Conference. 

Theoretical Models of the Lower Ionosphere 

Crain: The various papers showed clearly that understanding of the lower E region and D region of the 

ionosphere is in a primitive state. Although lumped parameter models of the deionization relations for 

these regions have been highly developed, and for a wide range of conditions appear to give reasonable 

agreement with many observations, there is strong evidence that such models do not properly account for 
all the physical processes involved. Not only do we not know the more important charged and neutral 
species involved in all cases of interest, but also we do not know how such factors as atmospheric cir-
culation with its diurnal, seasonal, geographical, etc., dependence affect the situation. Papers by 

Gregory dealing with the effects of the overhead passage of a pressure ridge, and by Belrose et al. 

showing unexpected D-region profiles at Resolute Bay, are excellent examples of this problem. 

While the papers did not, in my view, bring about any immediate improvement in D-region ionization theory, 

they did bring out many of the factors that bear on such theory and for which we must have better under-

standing if we are to make much-needed improvements in the theory. The current and potential role of 

ground-based radio measurements was well presented by the various authors. It is clear that the various 
types of ground-based measurements have many capabilities that are not provided by other means, and 
which can be expected to play an important role in our slowly improving understanding of the D and E 

regions. 

Aikin: Thi s  conference has been unique in that data on the D region from several sources have been 
assembl ed for the  first time. While most of the information concerns the variation of the electron density 
distribution as measured by ground-based techniques, rocket measurements of electron and positive ion 
density as well as composition have been introduced. It is still too early to assess the impact these 
measurements will have on the theory, but there must be considerable changes if the ion composition of 
the D region as  measured by Narcisi is to be explained. The excellent data of Smith on the sunrise effect 
will also require modification of theory, if the profiles are to be explained quantitatively. The wide 
variability of data has necessitated in many instances averaging several electron density profiles to obtain 
a profile typical of a quiet or disturbed day. To interpret electron density profiles in terms of ionization 
and loss processes and meteorological factors, it is necessary to examine closely the criteria used in 
averaging profiles. 
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A first step in any averaging process is to choose locations where and times when the ionization sources 

producing each profile are the same. For this, a knowledge of the solar xray flux at 2-8A is essential 

as well as the flux and energy spectrum of energetic particles at such locations where particle precipita-

tion is a frequent occurrence. With the advent of satellite measurements, it is feasible to obtain this in-
formation directly without having to rely on such imprecise indicators as the sunspot number, 2800 Mc/s. 
solar emission, and the A and Kt, indices of magnetic activity. I would suggest that wherever possible 
the experimenter try to obtain such satellite measurements and incorporate them into any data-averaging 
process. Only then will it be possible to distinguish other phenomena, such as the effect of sudden 
stratospheric warmings. 

Swider: We may well be close to a good general understanding of the normal daytime D region, as exempli-
fied by the paper by Aikin, Kane and Troim (1964). 

A major uncertainty is the nitric oxide distribution. However, the above-mentioned paper plus the work of 

Nicolet (1965) appear quite reasonable. This latter study is important in its reinterpretation of Barth's 
(1964) experimental NO profile which has large NO densities in the D region. However, Donahue (1966) 
argues that these large densities are fully acceptable. The ion composition results of Narcisi and 
Bailey (1965) below 80 km. apparently oppose any NO model of the D region. This aspect was discussed 
in my paper, so I shall not dwell on it here. It should be mentioned that the subject of the conventional 

(with NO) daytime D region was properly developed by Nicolet and Aikin (1960) and that their electron 

density profiles can be "brought-up-to-date" (with little change incidentally) by using the new nitric 
oxide distribution of Nicolet (1965) and a dissociative recombination rate of about 3 x 10-7  cc./sec. 
regardless of ion. 

Negative ion formation remains a major problem. The ions 0—  and0-2  are undoubtedly initially formed, but 
as for the positive ion composition, this does not imply that important ambient quantities of either ion 
exist. The concentration of 0 —  ions is highly limited by even slow detachment processes, as mentioned 

in my paper. The 0 -2 ion probably undergoes certain ion-atom or charge exchange processes. Thus, almost 
certainly, we should expect  NO  ions because of the high electron affinity of NO2. Whether this ion is 

important in the upper D region or whether 0-2 , perhaps 0-3 , is dominant, remains a matter of conjecture. 

I would guess that in the daytime 0-2  is the major negative ion from 75 to 80 km. down to say 50 to 60 km., 
below which height  NO  is predominant. Both of these levels probably rise somewhat at night and the 
ambient  NO concentration becomes more favored, since NO -› NO 2  at night below about 65 km. (Nicolet, 
(1965)). Thus, direct conversion, 0-2 + NO2 -> NO  + 0 2  becomes more likely. The NO ion is also formed 
via 0-2  + NO NO  +0 (Nicolet, 1965). A major related problem is the changeover from day to night, and 
vice versa, of the neutral constituents 0, NO, NO 2 , 0 3 , etc. Twilight studies of PCA events (Reid, 1962) 
are inexplicable at present and the negative ion problem is deeply involved, as well as in the normal 
twilight case. At night and twilight an ion other than 0-2  may be important. Detachment is the principal 
loss of this ion by day, but at night more opportunity for reactions of 0-2  with neutrals exist, on a relative 
basis. 

Experimental difficulties hamper our attempts to solve these problems. Dissimilarities exist between 

electron density profiles deduced by various workers, as seen from these Proceedings. Analysis of ground-
based measurements can suffer from incomplete information and thus result in deduced electron density 
profiles which are compatible with the measurements performed, but incompatible with the results of other 

experimenters. Rocket-based measurements in the D region also have produced errant ambient profiles in 
some cases due to shock-induced ionization and other effects. My paper stressed a minimum D-region 
profile as probably accurate because various techniques arrived at a similar result. It is imperative to the 
theorist to be cognizant of important inaccuracies in the profile, and it behooves the experimenter to specify 
the errors involved or areas in which certain assumptions may have serious shortcomings. 

In summary, the following points may be emphasized: 

(1) Accurate electron density profiles of the day, night and twilight D region are needed. A good knowledge 
of the lower edges of these profiles would be helpful in making deductions regarding negative ions. 

(2) Further studies of the nitric oxide distribution in the D region would be invaluable. 
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(3) Laboratory experiments regarding reaction rates of 0—, 07, 0-3  and NO ions* and perhaps others in 
ion-atom and charge exchange processes with the major and some minor atmospheric gases would be 

welcome. 

Many other problems such as anomalous winter absorption, collision frequency relations, meteorological 
effects, etc., are also of interest and importance. Naturally, I have concentrated here on those aspects 
more closely related to my work. 

References: All papers are in J. Geophys. Res. for the year indicated. 

Partial Reflections 

Boume:  I cannot hope to summarize everything that has been said concerning the partial reflection ex-

periment; however, these are my general conclusions at this stage: 

(1) The scatter in the partial reflection data at low heights is particularly worrying. We could explain 

this scatter if we introduced perturbations in the collision frequency. We have no good reason for doing 

so. If a A v process is important to the scattering, the data so far obtained cannot be interpreted. At 

high heights it is certain that a AN type process is applicable. 

(2) The variability in the type of echoes received, which must describe the reflection conditions, is also 

a problem. From the reports we have heard throughout the conference this variability appears to be a 

function of latitude or location, although any particular location does not have an unique echo structure. 

(3) The general consensus has been that high-gain antennas should help to reduce some of the scatter. 

However, Dr. von Biel suggests that this might result in marked changes in the polarization of the wave 

within the beamwidth.** 

(4) The desirability of using narrow pulse widths is recognized by everyone, but with the present amount 

of man-made noise in the medium frequency bands this doesn't look hopeful unless you are at a quiet 

location. 

(5) The problem of whether the AN or Av reflection process is responsible for the partial reflections has 

received little attention st this meeting. More work must be done to remove this doubt from the results 

so that their reliability can be assessed. 

(6) Little mention has been made of the use of the partial reflection experiment to study winds. This is 

a future use that should be considered for new installations. Perhaps Dr. Manson or Dr. Gregory will tell 

us more. 

(7) Concerning the chirp radar techniques mentioned, advancement of this type of technique for recording 

D-region echoes should be encouraged. 

We appear to have made good progress during this conference. To me, the important feature has been the 
frank and open discussion between the various groups concerning reliability of the data. While some 

discussion was held during the formal conference, a great deal was conducted outside it. It is probably 

good that the more heated debates vrill not be printed in the formal Proceedings. 

I think it fair to say that the partial reflection experiment has undergone critical examination and been 
found wanting in some respects; this notwithstanding, it is a valuable tool for synoptic studies of the 
D region, and, under favorable circumstances, the deduced profiles have an accuracy comparable with 
(or exceeding) the profiles deduced by other ground-based techniques. 

* Editorial Comment: laboratory experiments are being made (c.f. Fehsenfeld, et al., 1966, as discussed briefly 
in Section 8 of the Proceedings. 

** Recent computations by Dr. von 13ie1 indicate that for a symmetrical 5 by 5 element array the undesired mode would 
be more than 30 db below the desired mode for all portions of the antenna pattern within a 720  beamwidth. 
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Pulse Radio Wave interaction 

Smith: Dr. Belrose has put me in a spot where I would have refused to go a few days ago; that is, to 

assess the reliability of my profiles. (Prof. Smith spent a few minutes discussing the accuracy and re-

liability of various features of the profiles shown in his paper. These remarks are included as part of 

paper 3.2.4.) 

Electron Density-Height Profiles Deduced from the Reflection of Long Waves 

May: VLF work has appeared on the scene only recently and some people have doubted its actual value. 

It may be of some interest at the outset if I show how Deeks arrived at his profile. This is all in terms 

of partial reflections at two heights (which Piggott showed might be significant when X is approximately 

equal to Y and X is equal to Z. What I have done here (see Fig. 1) is to draw a typical value of the Y is 

equal to Z line. I have also drawn lines for X equal to Y at 70 kc., X equal to Y at 16 kc., X equal to Z 
at 70 kc., X equal to Z at 16 kc. Now we observe that at 70 kc. the phase and amplitude of the waves are 

markedly irregular; the simplest way to view this irregularity is to think of it in terms of interfering partial 

reflections. If we look at the spread of heights that various workers think the waves are reflected from, 
and also the X equal to Z line, and X equal to Y line for 70 kc., we can then draw a box in which we think 
the electron densities are going to be. We then transfer our attentions to the 16 kc. observations, which 
are quite unanimous in that the reflection height under the condition that Deeks considered was about 73 
or 74 km. It is interesting to note that, if we draw a box here at a height of about 73 or 74 km., it contains 
both the levels X equals Y, and X equals Z for 16 kc. We should expect to get strong reflections from 
this height; but this may be a property of the ionosphere over England only. So I draw here a box to en-
compass what one would consider reasonable electron densities. Now we go on downwards; we can't 
have a line too far to the left because we wouldn't get enough absorption on any frequency. We can't have 
a profile which comes too far to the right because we wouldn't get 16 kc. waves to go up to 73 or 74 km. 
heights. So we have to keep well to the left-hand side of the line X = Y at 16 kc. 

The polarization of steep-incidence 16 kc. waves is usually observed to be fairly circular. This indicates 
that there are certain limiting slopes of electron density that can exist. The gradient cannot be too great 
or the down-coming wave would be linearly polarized. So what I have put here is a line that I can move up 
and down. I have another one that is also going to determine the absorption of the waves. You can now 
see that a profile that I have deduced from this simple approach has a certain correspondence to the Deeks 
profile. We can therefore see that there is a fairly simple justification for them, although we cannot 
easily justify the existence of the C layer and the gradient above from just the simple approach like this. 
I wanted to show this to give some idea of what we were trying to do. 

Our experimental measurements (at RSRS) are going to be made with 16 and 70 kc/s. waves. We are going 
to run into trouble with the interpretation of the phase at these frequencies, because the phase measured 
is rather arbitrary, and really you only measure phase changes between various epochs. We have to do 
some experiments that will tie down the profile at some particular reference epoch, similar to the way 
Deeks did. To do this, we propose to do some simple Hollingworth pattern experiments, which look as 
though they are going to give some interesting results. In the Hollingworth pattern experiment you measure 
the vertical electric field as you go away from the transmitter. You get interference between the sky wave 
and the ground wave. It appears that on 16 kc., the Hollingworth pattern is dependent, as you would ex-
pect, on this region within the small box. This ledge is important for determining the spacing between 
the maximum and minima of the Hollingworth pattern. You should be able to measure this spacing, as you 
go away from your transmitter, to within 5 or 10 km. or better. The depth of the amplitude pattern is con-
trolled by the size of the C layer bulge. I have estimated that you should, from a Hollingworth pattern 
experiment and full wave deductions, be able to find the height of that slope, that little ledge there, to 
within about 2 km., and you should be able to find the electron densities in the C layer bulge, certainly 
to an order of magnitude or better. I have calculations based on some of the slides I showed yesterday. 
If we make a simple approach, and assume that the reflection all takes place at X = Y, (this is probably 
true at 70 kc., not so true at 16 kc.) and also take into account the accuracies of the phases that one can 
measure, then I come to the conclusion that one can estimate the electron density at the heights of 
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reflection of 16 and 70 kc. waves to within ± 30 per cent. I have also come to the conclusion that an 

accuracy of about ± 50 per cent is obtainable from the measurement of the conversion coefficients. I 
think about 40 or 50 per cent is a reasonably conservative figure for the accuracy of N in the height range 
90 to 65 km., using 16 and 70 kc. measurements of signal strength and phase of the abnormal components 
as we intend to do. We also have to measure regularly the Hollingworth patterns to give a good check on 
the lower part of the profile. 

There is an encouraging similarity between the Smith profiles and the Deeks profiles, particularly in the 
way the D layer develops at about dawn and through the day. 

As for the future of the VLF experiments and what I would like to see them do: with the experimental 

setup we shall have we should be able to find out something useful about the D region during the sunset 

and sunrise periods and the daytime. This is rather dependent on whether you can still get the sky wave 

during the day, for 70 kc. as well as 16 kc. The Hollingworth pattern is a useful experiment to do at 16 kc.; 

we have looked into the Hollingworth pattern at 70 kc. and decided that it is technically difficult, al-

though it has been done. 

I would like to see more theoretical work done on determining what are the best frequencies to use. I 

have chosen 16 and 70 kc. because 16 kc. is a powerful transmitter in England, and 70 kc. is sufficiently 

different from 16 kc. to enable us to look at different parts of the ionosphere. These may well not be 

the best combinations of frequencies*. We also want to know whether there are any critical distances in 

which observations should be made, and whether certain parameters are especially useful. The generali-

zation of the full wave theory certainly warrants looking into; it is a bit worrying, and there is not 

unanimity on how it should be generalized, or whether it has been generalized correctly by Deeks. 

Another value of these VLF measurements is that they give a synoptic view of the D region. This is 

valuable, although with the frequencies we envisage using, we won't be able to get much more detail into 

our profiles than the detail we've seen in the profiles here. 

Ionospheric Absorption 

Thrane: In several papers this morning (Beynon and Jones, Bibi and Reinisch) the importance of dis-

tinguishing between deviative and non-deviative absorption of HF radio waves reflected from the E region 

has been emphasized. 

Fig. 2 illustrates this point. It shows the frequency variation of the total absorption of waves reflected 

vertically from the noon model ionosphere discussed by Piggott and Thrane (these Proceedings). It also 

shows the contributions to the total absorption from different height levels in this ionosphere. The com-

putations have been made using a phase integral method due to Budden (1961). 

The numbers on the curves refer to height intervals in kilometers. Fig. 2a shows the non-deviative ab-

sorption. At the lowest heights the non-deviative absorption is nearly independent of frequency, while at 

the higher levels the absorption is proportional to 1/f 2 . 

In Fig. 2b the curve labelled "Top 5 km." shows the absorption integrated along the top 5 km. of the ray 
path, while the curve marked **reflection point loss" shows the contribution to the absorption which is 
neglected when the simple ray theory approximation is used. The two curves together represent the 
deviative losses. 

It is worth pointing out that the deviative absorption is an important contribution to the total loss, not 
only near the critical frequency, but for all frequencies below foE. Furthermore, it should be noted that 

* Editorial Comment: The work of Bracewell, Harwood and Straker (Proc. IEE, 101, (Pt. IV), 154-162, 1954) in-
dicates that frequencies near 30 to 35 kc. are much more attenuated in summer than frequencies outside this band, 
and therefore any planned new experiments should include measurements at such frequencies. 

96414-19 
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the deviative absorption and its frequency variation is sensitive to the shape of the electron density 

profile. This is because the absorption near the point of reflection is proportional to vAH /(dN/dh) 

(Ratcliffe 1959). 

On the whole, as has been pointed out by many workers in the past, the measured frequency variation of 

absorption contains a lot of information on the structure of the lower ionosphere. With the use of modern 

computers, it is not too difficult to use this information for studies of the D region. 

References: Budden, K.G. Radio waves in the ionosphere. Cambridge University Press, 1961. 

Ratcliffe, J.A. Magnetoionie theory. Cambridge University Press, 1959. 

Editorial Comment: Also see the paper by Piggott, W.R. and E.V. Thrane. The electron densities in the E. and 
D-regions above Kjeller. J. Atmos. Terr. Phys., 28, 467, 1966, which describes the work discussed here. 

General Discussion 

Gregory: I wish to comment on the height resolution of partial reflection experiments. I feel satisfied, 

from discussion and otherwise, that the height resolution to be expected from a partial reflection experi-

ment is not more than about 5 km. At shorter intervals than that we are apt to be making ambiguous 

measurements, as we are dealing with a vertically stratified medium and are not able to sample it com-

pletely normal to the stratifications. I feel that the DRTE experiment should be giving only half a dozen 

points in the height range where its results can be reasonably well interpreted. 

Also, there appears to be a definite lack of lower ionosphere data for latitudes closer than ± 25°  to the 

equator. 

Boume: If the experimental data shows little scatter, it is not necessary to take a three-point running 

average of the measured  4E values, and it is then theoretically possible to resolve infinitely thin layers 
Ao 

separated by only 2 km. In fact, the system used to average the data will not permit the resolution of two 

infinitely thin layers unless they are at least 6 km. apart*. Consequently, the scatter in the points 
plotted at 2 km. intervals should not be interpreted as being the fine structure of the profile. 

I would like to comment on the combined use of the partial reflection experiment and the wave interaction 
experiment; these are to some extent complementary, and operated together would make a valuable con-
tribution to our knowledge of the D region. More attention should also be given to the experiment men-

tioned by Dr. Smith, in which the modulation on waves partially reflected from the D region is measured, 

as this looks to be a promising method for deducing D-region parameters. 

* Editorial Comment: To demonstrate the height resolution of the partial reflection experiment, Dr. Boume assumed 
that the ionosphere consisted of a number of slabs of 2 km. thickness, with marked valleys between them. The 

profiles shown in Fig. 3 have been calculated with allowances for the smoothing of the experimental Ax/Ao values 
and the uncertainty of the height measurements associated with the DRTE experiment. 

It is evident that if the slab separation is less than 6 km., (c), the presence of the valleys is obscured. A slab 
separation of 8 km. shows the presence of the valleys but does not indicate their true depth. 

The height resolution is relatively poor, but compares with the resolution of the wave interaction experiment of 
Prof. Smith, who showed that his experimental data could be closely synthesized with an ionosphere consisting of 
slabs spaced at 5 km. intervals. 

Smith: I forgot to mention the other day that the plots of electron density as a function of time given by 

Barrington, Thrane et al. and shown by Dr. Thrane in his talk, give general information which is a valid 

deduction from the observations. There is a marked diurnal change with near the bottom which is 

consistent with what I have shown. 
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Shirke: I would like to see some provision made in the scaling of ionosonde records to indicate that there 

was a layer observed in the 70 to 90 km. region. 

Wright: Some F plots do record the presence of a so-called E sb  layer, which is scatter from the 70 to 
80 km. region. Its highest frequency of reflection and its occurrence have both been shown to vary with 

Imin . Also, while it is virtually impossible to use f mi . as a quantitative indicator of absorption or D-region 

structure, it is often valuable as a qualitative indicator of what is happening. 

Radio wave experimenters might well be advised to make more use of the frequency dimension that they 

have available. Many people are doing this, but if there is the slightest hope that a dependence on fre-

quency would give a different view of the things under study, then it should be investigated. 

Manson: I would like to encourage the use of the partial reflection experiment for the detection of winds. 

Dr. Frazer*in New Zealand has measured winds from 60 to 100 km.and they compare well with meteor 

winds that have been observed in Australia. 

Belrose: My colleague, Dr. Burke, who was with us at the beginning of our experimental program here, was 

enthusiastic about this type of experiment. He kept pointing out that the people who measure winds with 

the spaced receiver technique are doing it at a single frequency and in order to get winds at different 

heights they have to change frequency and this then means they are looking at a different size of irregu-

larity. The partial reflection experiment has the potential of measuring winds over a range of heights at a 

single frequency, however, I have always been concerned about whether one can actually deduce winds 

from this experiment because of the rapid fading of the echoes. 

Gregory: It has not yet been possible to make a direct comparison between the partial reflection wind 

observations and those observed by other techniques; however, an indirect comparison with what is known 

of the major circulation changes (and these are rather crude from a meteorological point of view) suggests 

that the partial reflection wind measurements are acceptable. 

Smith: Wave interaction will give a lot of other information besides the N(h) profile. It will give informa-

tion on gas temperatures, pressures, etc., in different parts of the world. If groups going into the wave 

interaction field take the trouble to construct a disturbing aerial of known gain, and if we come up with 

some device that can go from one group to another to make calibration tests on the various equipments, 

then we would have some synoptic observations which could be compared for one part of the world 

with another. 

Bibi:  How fast are the amplitude and phase changes for the partial reflection experiment? 

Belrose: I cannot say how fast the phase changes, but amplitude does not change in the 1/15-second 
that occurs between our 0 and X pulses. It can change in the 1-second interval between our pictures, and 
we have evidence that the rate of fading is a function of latitude. At Resolute Bay for example, there is 

a small amplitude change in the 1/15-second between our 0 and X pulses. 

Boume: Sometimes the phase of a certain echo is stable, not changing by more than 1800  in 20 min., while 

at other times the phase of what we call a turbulent echo can change by 180 0  in 1 or 2 sec. 

Bibi:  I asked this question because of the possibility of being able to obtain partial reflection results by 

using more sophisticated data processing and consequently smaller and cheaper station installations. 

Belrose: You must keep in mind that large antennas are not only required to enable one to observe 

partial reflections, but they are also needed to reduce off-vertical echoes. 

Wright: High frequency pulse reflection experiments and partial reflection experiments are not really in 
competition with each other, because they actually have their best application in different height ranges 
that only slightly overlap, so there is much to be said for using both experiments. 

We are installing a multifrequency high frequency drift experiment at Yuma, Arizona, where there is a 
16-inch gun, which can be used to make neutral trail wind measurements; we will also be making spaced 

receiver measurements and sweep frequency soundings. There is room there for anyone who wants to set 
up and measure winds with the partial reflection experiment. This area happens to be right in the path of 
Dr. Gossard's experiment, so VLF wind results will also be available. 

* Editorial Comment: See G.H. Fraser, An investigation of mesospheric circulation in the South Pacific, Rept. of 
the Physics Dept., U. of Canterbury, Christchurch, N.Z., February 1966. 

96414-191 
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Belrose: There remains a real problem in trying to tie the D layer to the base of the E layer. The partial 

reflection experiment, the cross modulation experiment, and the low frequency long wave propagation ex-

periments that have been done to date, all run into difficulty in the 80 to 85 km. region. The partial reflec-
tion experiment is bothered by off-vertical echoes at these higher heights. 

P fister: I would appreciate a statement about the height resolution of the VLF results. 

May: The height of the underside of the C layer ledge can be obtained to about 2 km. from the Hollingworth 
pattern experiment. This is at 16 kc., but I don't see how we can do it at high frequencies. At 70 kc. you 

can determine the phase height to a couple of kilometers but this does not mean that you can determine 
the profile height to this accuracy. 

Volland: At 16 kc. the wavelength is 20 km. and you can find an infinite number of profiles that all give 
the correct reflection coefficient. 

Pfister: Then your height resolution is 20 km. 

Belrose: Not necessarily. You can measure phase to any degree of accuracy you want. The number of 
wavelengths is the uncertainty, but you are measuring some fraction within these multiples of uncertainty. 

Hildebrand: If you do the type of calculation that Johler talks about, and ray trace and find what is 
happening as the wave goes through the ionosphere, and truly establish a relation between electron density 

and reflection points, then I am convinced that you can measure heights to within 2 km. It is necessary to 
use several VLF frequencies and all the information that is available, such as polarization conversion. 
We are working on a technique where we make reflection measurements through the VLF band at frequency 
intervals of 2 kc. We can then get an unique reflection height with adequate signal-to-noise ratios, be-
cause the slope of phase versus frequency will be unique for any given ionosphere profile. It may not be 
a straight line, but in many cases it is. With a sharp electron density gradient so that reflections come 

from essentially the same height with frequency, then you get a linear line and its §lope will get steeper 

as reflection height increases. If the reflection height increases with frequency, this line will have an up-
ward curve to it. With enough data points to determine the characteristics of this line, then I would think 

that the estimates of 2 km. are good. 

Belrose: Is this at steep incidence? 

Hildebrand: The transmitter and receiver are separated by 4 km. 

Pfister: If you have a monotonically increasing function can you resolve valleys in the profile? 

Hildebrand From an example I had during a sunrise transition period, I would have to say yes. I was 
comparing the phase changes at 10 kc. and 13.45 kc. and after ground sunrise, in the rtceiving channel 
in which we were receiving a signal which was parallel to the plane of propagation, there was a marked 
decrease in signal strength at 10 kc. on one day and not at 13 kc. The following day it was at 13 kc. and 
not at 10 kc., so I think we're going to get a lot of information on the characteristics of the so-called 

C layer, but we're going to have to be careful how we interpret it. 

Belrose: Dr. Gregory introduced this problem by saying that the partial reflection experiment had a height 
resolution of about 5 km., and to conclude this discussion on height uncertainties I wish to make the fol-
lowing comments: Some of the discussion has been about height accuracy, some about height resolution. 
We don't seem to be distinguishing between the two. 

Dr.  Boume  has commented on the "height resolution" of the partial reflection experiment. Let me comment 
on its "height accuracy". We measure the height of our echo peaks to within ± 1 km., and as proof that 
we're talking about accuracies of this order at low heights I will mention our 1 March, 1962 results 
during a class 2+ solar flare. We were operating at two frequencies, 6.275 Mc/s. and 2.66 Mc/s., and we obtained data 
at both frequencies from which we could reduce profiles which overlapped in height. When we first reduced 
our data there was no comparison between the two profiles. After much work we finally went back to the 
equipment and found that we had not accurately measured the group delays through our receivers. When we 
corrected this we got overlapping profiles (over a height range of 5 km.) from the results at the two frequen-
cies. I do not claim that we can see minimums which are a couple of kilometers thick, because these would be 
smoothed out in the partial reflection experiment. What I am saying is that our profile has a height un-
certainty of ± 2 km. 
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Manson: I would like to show some partial reflection profiles which we obtained at Canterbury, New 
Zealand, 43° S. With the limited amount of data which we have processed, the interesting point was that 
the summer profile tended to show lower values than the winter profile at the heights where one would 
expect the mesopause to form. There are probably 15 or 16 profiles used to compute each average shown 
here. Our summer and winter profiles are compared with the appropriate DRTE profiles in these two slides 
(Figs. 4 and 5). The agreement is quite good. 

Adams: With regard to the polar cap observations, the data do show changes starting at x = 900  going 
down and at 100 °  coming up. The problem is that you have to calculate the photodetachment, and then 
you wind up with no changes before 90°  or 95 °. 

Belrose: The point I tried to make in the discussion following your paper this morning is that we need 

more work done on these polar cap events before we derive too many theories. We have found that the low 
frequency propagation data shows a marked diurnal asymmetry at high latitudes. We need more information 
about the diurnal asymmetry seen in the observational data (latitudinal and seasonal variations) before we 
spend too much time arguing about a specific event. 

Bibi:  I am pleased that we saw evidence of work which is trying to separate out the contributions of ab-
sorption that occurs in the D and E layers. Absorption measurements do not define the profile in the C 
and D regions, although there are certainly connections between the absorption measurements and the lower 
ionosphere profile during a big event like a PCA. 

I feel that data processing will become an important subject, and my belief is that we must do all possible 
pre-processing of the data before recording it, and use automatic means to process it after recording. 

Smith: Something that has occupied me for the last few months is the pre-twilight period in the D region 

(x - 100 ° ). G.G. Bowman published (Australian J. Physics, 17) some results of work he had been doing on 
high-multiple reflections (10 hops or more) from the F2 layer. When he plotted the occurrence of high-

multiple reflections as a function of sunrise time, he found that a marked increase in the number of high-

multiple reflections occurred about an hour or so before ground sunrise (before x = 100 0). This could be 

explained either by focusing or by a reduction in non-deviative absorption. He came to the conclusion 

that the explanation was not focusing, and might be reduced absorption. 

In our work we have been going back to x = 110 0  or 115 0  to measure the electron density at the base of 
the nighttime E region. We have obtained about 10 observations which suggest that the whole bottom of 
the nighttime E region moves up by about 1 km. This effect occurs in the nighttime lower E region, and 
I believe that something tied to the sun causes the E region to move or change in the twilight period. The 
story of the D region is still a long way from being told. 

Belrose: I shall now terminate this discussion, and describe what I think the main results of the conference 
were. 

First — sunrise changes and diurnal changes. During the conference we saw some of the best sunrise pro-
files yet seen; these were profiles in the sunrise transition between x = 98° and 90 0 . Although Dr. Smith 
pointed out that it is difficult to malce observations at these times, I think these data determined by the 
cross modulation experiment are the best yet obtained. 

Measurements of diurnal changes have not been obtained by any of the partial reflection workers for middle 
or low latitudes for solar zenith angles greater than 70°  or 75 ° . .This is not so at high latitudes. At 
Resolute Bay and at Churchill we can make observations during the day or night. As yet we have examined 
ionization changes only over sunrise at Resolute Bay. The reason for doing it at Resolute Bay was because the 
zenith angle of the sun is changing slowly, and observations can be averaged over something like 15 min. 
and provide data that is appropriate to a 1 0  change in x. 

We spent two or three months analyzing partial reflection data for 5 quiet days over sunrise, and, while we 
have good evidence of changes over dawn, unfortunately Resolute Bay is not like low latitude stations. 
We have twilight changes but the changes are not like those for lower latitudes (particularly at low heights, 
the C layer). Theoreticians might like to concentrate on low latitudes before considering the interpretation 
of high latitude results. 
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At Resolute Bay there are few electrons below something like 70 km. and electron densities at these 

heights are strongly seasonally dependent (compare March and July profiles at similar solar zenith angles). 

The midday March electron density profiles at x = 800  show many electrons at low heights at Churchill, 

but not at Resolute. There is something wrong at Resolute Bay: we can't see the development of the 

C layer in March, because there is no marked C layer. Since we have measurable electron densities at 

C-layer heights in summer, we might be able to observe a twilight change then (but there is no twilight 

X> 83° ) •  

The second point concerns the seasonal variation in more detail. From what Prof. Smith says, it appears 

that at a latitude of 31 0  south the electron density profiles seem to be an unique function of the solar zenith 

angle. We do not find this in our results, which are for latitudes of 45 0  and greater. We infer from Fig. 6 
that there is good agreement between data at Ottawa and at Churchill at the same solar zenith angle in the 

same season. However, average Ottawa data for March and September, which have similar x values, are 

significantly different (Fig. 7) and Resolute Bay data (Fig. 8) indicates that March noon and July midnight 

profiles are considerably different, even though the solar zenith angles are approximately the same. Con-

sequently, at middle and high latitudes, the electron density profile is not a function of the solar zenith 

angle alone. We argued that we didn't know how to average data in winter because of the large variability, 

and concluded that the best way was to average the results themselves. We grouped the data into groups with 
similar amplitude ratios between the two magnetoionic components at 75 km. The results of this grouping 
of data (Fig. 9) show that below the 75 km. level the electron density in winter can be greater than the 
average summer profile representative of magnetically quiet days; a "winter anomaly", which is probably 
related to the winter anomaly in MF absorption. 

Now I shall make certain indirect inferences based on low frequency propagation, the position of which 
must be made clear. Before you make inferences about when things start and stop at sunrise and sunset, 
and about the so-called "variability of the onset of sunrise", you must have a general picture of low 
frequency propagation as a whole. Apparently this picture is not held by some of the people doing experi-
ments in the field. In Prof. Smith's profiles (Fig. 10) there is a marked transition in going from x = 970 , 
where the base of the ionosphere is at 80 km., to x = 95.4 ° , where the base of the ionosphere has ap-

parently come down to 65 km. Now look at some low frequency propagation records and emphasize what 
is happening between x = 98°  and x = 95° : on this circuit (Fig. 11) between Comfort Cove, Newfoundland, 
and Ottawa, we see that something begins near x = 1020 ; i.e., the signal amplitude starts to increase 
rapidly. The point is that on some days you can see things beginning back at x = 1020  and sometimes not. 
The nighttime signal is variable, and whether you see something beginning at 102° or at 100°  depends on 
what the amplitude was prior to sunrise. The emphasis that seems to have been made about polar cap 
absorption events, and inferences based on these data about the chemistry of the ionosphere, is that things 
don't begin until x = 94°  or 95 0 • This is a question of sensitivity. If you use low frequencies you can 
see things beginning at x = 102°  or 100 °. 

The variability of the onset of the sunrise effect can be a real problem if you concern yourself with signal 
amplitude only. For example, on measurements made at VLF at steep incidence,the nighttime amplitude 
is highly variable. The phase, however, is not so variable at either steep incidence or oblique incidence, 
unless you have problems of modal interference at night, where 1 or 2 hop sky waves can interfere. If 
you restrict yourselves to circuits or conditions in which the predominant signal is a 1-hop sky wave, 
i.e., you are not having sky wave mode interference problems at night, the nighttime phases are fairly 
steady. If you are talking about the onset of things at dawn, you should be concerned with phase more than 
with amplitude. Unfortunately, in the VLF steep incidence experiment you don't see things beginning in 
phase away back at x = 100°  or 101 °  (Fig. 12) except at the lowest frequencies (<10 kc.); you see things 
in phase beginning around sunrise x = 90°  50 1. In other words, some sort of oblique incidence experiment 
is needed to examine precisely when things begin, so that phase changes beginning early in the twilight 
period can be seen, but it must not be too oblique because of problems due to the 2-hop sky wave coming 
in. The VLF steep incidence experiment does not give much detail about what is happening over sunrise, 
but it does give interesting results about what is happening after sunrise, because there are small ampli-
tude changes and regular phase changes after sunrise. On this 60 km. path, Cutler to St. Stephen, the 
daytime amplitude variations are small at 18.6 kc. However, it appears that if you go down to 14.7 kc. 
these features can become marked indeed and result in big "phase plateaus". The suggestion is that these 
features become marked as you go down to lower and lower frequencies (the effect is probably latitude 
sensitive). 
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The final point concerns high latitude ionosphere, where we recognize something peculiar. We have not 
operated the Resolute Bay partial reflection experiment over the epoch of the solar cycle, so we are 
forced to look at low frequency propagation data where we have data over a whole solar cycle. On the Thule to 
Churchill path (Fig. 13) we observe fairly regular onsets of the beginning of the dawn transition in March 
and September. In summer, (Fig. 14), we don't see much variation during sunspot maximum years. This 
might be expected, since the zenith angle of the sun at path midpoint is always greater than x equal to 86° . 
In low sunspot years, however, we are apparently getting diurnal changes, so there is this difference be-
tween sunspot minimum and sunspot maximum. The astonishing feature, to me almost unbelievable, is that 

in December we apparently have changes occurring at large values of  >.  In the period from 1960 to 1963 
we can see that the main amplitude decrease occurs back around x 101 0  or 100 0 . In 1964 and 1965 some-
thing is happening much earlier. 

The high latitude ionosphere is a long way from being understood. Our partial reflection data has so far 
not revealed a C layer, and the low frequency data indicate that there is something complicated going on 
throughout the epoch of the solar cycle. 

Before we depart, I would like to thank everyone for coming to the conference. I hope that we have not 
been pushing you too hard in keeping to this rather rugged schedule. 

Falcon:   We all owe a vote of thanks to our hosts at DRTE for a valuable and well-organized conference. I 
think that we ought to give them a round of applause. 
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SECTION 8 

EPILOGUE 

In the preceding parts of this publication we have tried by the choice of program, by 
the arrangement of the various papers into sections, and, to some extent, by the order in 
which the various papers appear, to present a balanced summary of: (1) existing knowledge 
of the physics of the lower ionosphere, (2) the various techniques available for studying 
the lower ionosphere by ground-based radio wave propagation methods (their advantages and 
disadvantages), and (3) the new results being obtained by these methods. The discussions 
(in Session 7 of the conference) were intended to compare the various techniques, to assess 
the reliability of the data, and to update the present knowledge summaries in the light of 
the observational results presented at the conference, as well as to define the areas where 
new observational data or new interpretations are needed. To some extent these aims were 
achieved,but like all conferences there was insufficient time for detailed discussion. Also 
during the intervening months while the material of the conference was being prepared for 	' 
publication, there has been more time to reflect on the new results presented at the con-
ference, and also there have been several important meetings at which other findings relatr 
ing to the D region and to the subject matter of this conference have been reported.In this con-
cluding part of the Proceedings, the Conference Chairman attempts to review briefly important 
facts that have emerged from this conference, and to discuss them in the light of new know- 
ledge and ideas being developed about the formation of D-region ionization. While our 
understanding of the physical processes involved, particularly in regard to the electron 
loss processes, is still incomplete, the current reasoning is probably on the right track. 

Structure and Formation : Day 

The papers presented at the conference showed clearly that understanding of the lower 
E and D regions is uncertain. Although lumped parameter models of the deionization relations 
for these regions have been highly developed, and for a wide range of conditions appear to 
give reasonable agreement with many observations (Crain, Section 1.1), there is strong 
evidence that such models do not account for all the physical processes involved. Not onlv 

do we not know the more important charged and neutral species involved in all cases (Aikin, 
Section 1.2 and Swider, Section 1.3), but also we do not know how such factors as atmospheric 
circulation with its diurnal, seasonal, geographical, etc. dependence affect the situation. 
While a paper by Smith and his colleagues (Section 3.2.4) provided beautiful results show-
ing the development of D region over dawn, and the change of D-region structure throughout 
the day until noon at Armidale (Fig. 1); which is at least qualitatively like those changes 
expected according to usual speculation about ionization and loss processes responsible for 
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the formation of D-region ionization; papers by Gregory (Section 2.3.5) dealing with the 
effects associated with the overhead passage of pressure ridges, and by Belrose and his 
colleagues (Section 2.3.2) showing unexpected electron density profiles over Resolute Bay, 
are excellent examples of the problems mentioned above. 

The latitudinal dependence of D-region ionization is worth discussing in somewhat more 
detail. Results of measurements at Ottawa and Churchill (Fig. 2) show that the electron 
density profiles are similar when compared under similar solar conditions, and that these 
profiles are not very different when compared with results measured at still lower latitudes 
(e.g. Armidale, See Fig. 1). The data for Churchill indicate that solar control, for solar 
zenith angles less than 800 , may be less than at lower latitudes (Armidale). The diurnal 
change at the various latitudes needs to be studied in more detail. 

When, however, a comparison is made between these data and results for Resolute Bay, 
it is clear that there are important differences (Fig. 2): the  bank of ionization at heights 
below 70 km., designated by some workers the C layer, is apparently not observed over 
Resolute Bay in March. In winter and spring equinox the electron density profiles over 
Resolute Bay are steep, the electron density increases rapidly with height, and there are 
undetectably few electrons below 85 km. in winter and 70 km. in March. The fact that the 
electron number densities are small at low heights, and the electron density gradient steep 
in winter (when x > 980 ) was not considered surprising, since rocket measurements of the 
effective nocturnal electron recombination loss rates have shown that the loss rate is 
height dependent; the rate of loss increases sharply for heights below about 90 km. 
(McDiarmid and Budzinski, 1964). The electron number densities at the base of the ionosphere 
over Resolute Bay in the polar winter can be reasonably accounted for using accepted values 
of electron production rates by galactic cosmic rays and effective electron loss rates like 
those obtained by the rocket experiments (Belrose et al. 1964). The rapid increase in 
electron loss rate for heights below 90 km. was interpreted to be due to the formation of 
negative ions. 

During the day, however, the negative ions which persisted at low heights throughout 
the night, would be expected to be photo-detached by visible sunlight. While a clear 
diurnal change in the electron number densities over Resolute Bay is evident in March, it 
is surprising that there are few electrons below about 70 km. at local noon (x = 800), 

whereas under similar solar conditions at lower latitudes, measurable electron densities 
are observed to much lower heights (-55 km.). If galactic cosmic radiation is the source 
of electron production at these heights, then the rate of production of electrons at 
Resolute Bay should be greater than at lower latitudes (due to the smaller magnetic cut-off 
at this latitude). The explanation must be that the electron loss rates must be different 
over Resolute Bay than at lower latitudes. 

The results for Resolute Bay show in addition that there is a marked seasonal change 
in the loss (or electron production) rate, since the electron density profile at midnight 
in July  (x-83°)  differs from the profile measured at midday in March (x-80° ), even though 
the altitude of the sun is similar in the two instances (Belrose et al. Section 2.3.2). 

Electron densities are measurable to lower heights in summer (-65 km.). 

It is clear that the latitudinal and seasonal behavior of the ionization at low 
heights in the D region is not explicable in terms of a single negative ion, 0 -

' 
 in the 

2 

D region, and the photodetachment of this negative ion during the daytime. Recent 
laboratory experiments may shed a new light on electron detachment processes. Rees (1965) 

and others have found that a three body attachment process occurs in an oxygen atmosphere 
resulting in the formation of three types of negative ions, viz: 0 - , 0

2 
and 0

3 
 -. Burch and 

Geballe (1957) suggest that the 0; ion is formed by the reactions. 
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The experiments of Fehsenfeld et al.(1966) (reported by C.C. Reid at the XVth General 
Assembly of URSI, Munich, 5-15 September 1966) show that the associative detachment process 

0 -  + 0 -4- 0
3 

+ e 
2 

is apparently a fast reaction; and it is currently postulated (as a result of this work) 
that photodetachment of 0; (and 0

3 
 - as suggested above) at sunrise, which has long been 

thought to be the explanation of the development of the C-layer over dawn, plays only a 
minor part in the dynamics of the D region. The sunrise change of electron densities at 
low heights in the D region is, according to this reasoning, due to the associative detach-
ment of 0

2' 
with 0 varying over sunrise since it is produced by the photo-dissociation of 

0
2' 

The various reactions involved in the negative ion chemistry of the D region suggested 

by Fehsenfeld and his co-workers is indicated in the block diagram and further discussed 
below. 

If this negative ion chemistry is in fact important in the D region, although care must be 
taken in relating the data of laboratory experiments to attachment processes in the undis-
turbed D region, then the electron density changes that occur over dawn need to be rein-
terpreted. More important to the present discussion, however, are the charge exchange 
reactions involving 0 3 , since these reactions could result in electron density loss through 

reactions resulting in the creation of C0 	some other stable, tightly bonded negative 

ion. Certainly 03  concentrations are large at high latitudes in winter and early spring, 

at least at stratospheric heights, and 03  is variable from day to day and seasonally. There 

is limited evidence for heights > 30 km., but available data show a diurnal change in the 
concentration of 0

3 
(at low latitudes) for heights > SO km. (c.f. Carver et al. 1966). 
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The variability of 0 and 0 3  may in fact be a part of the explanation of the winter 

variability in electron density and the winter anomaly in MF absorption; and a part of the 
explanation of ionization changes associated with and following geomagnetic storms since 
Maeda and Aikin (1965) have suggested that ozone and atomic oxygen distributions in the 
mesosphere can be modified by charged particle bombardment during auroral disturbances. 

Structure and Formation : Night 

Radio propagation data, as well as available electron densities, measured primarily by 
rocket experiments, show that the electron distribution in the E and upper D-regions is very 
irregular at night (particularly above a height of 95-100 km., see Fig. 3). The electron 
density profiles give some evidence for an additional ledge of ionization below about 85 - 90 
km. The diurnal change of the phase height of reflection of 16 kHz, waves steeply reflected 
from the ionosphere (Rugby-Cambridge) in sunspot minimum years reveals (see Fig. 4) that 
these are regular seasonal and nocturnal variations of the ionization at low heights; winter 
electron densities being greater at low heights than those in summer. Since the phase 
heights begin to decrease from about one hour after local midnight, there must be a source 
of electron production at night which'is associated with the position of the sun, scattered 
Lyman Alpha for example. The fact that the minimum ionization (maximum phase height) is 
reached one hour after local midnight is explained by a recombination time lag, where 

-1 
a-5 x 10

-7 
CM

-3 
 sec. 	(Belrose and Boume, Sect. 1.7). 

Electron density profiles at high latitudes, particularly in the auroral zone, reveal 
that at these latitudes there is probably an additional source of electron production at 
night, viz: the precipitation of weak fluxes of energetic electrons (Haug, Sect. 2.3.1 and 
Belrose et al., Sect. 2.3.2). 

Thus, together with ionization by galactic cosmic radiation, there are at three 
sources of ionization at night : scattered Lyman Alpha, cosmic radiation, and at least at 
auroral latitudes weak rather continuous but variable (from night-to-night or during the 
night) fluxes of energetic electrons. 

Collision Frequencies 

There has been an increasing realization in recent years that meteorological effects 
influence the propagation of radio waves in the D region, in part because pressure changes 
are directly reflected in changes in collision frequency of electrons (which affects the 
attenuation of radio waves), and in part because properties of the neutral atmosphere have a 
significant influence on the ionization. That pressure changes in the mesosphere do occur 
is well established; and collision frequencies calculated from meteorological rocket data, 
and obtained independently from radio wave propagation data, are in substantial agreement 
(Belrose and Boume, Sect. 1.7, and Thrane and Piggott, 1966 ), at least in the D region. 
These data reveal that collision frequency changes with season, latitude, possibly time of 
day, and in the upper part of the E region with solar activity. 

Meteorological rocket pressure data for White Sands, Wallops Island, and Churchill 
provide clear evidence for seasonal changes, which range from negligible at low latitudes 
(White Sands, 32°N) to a factor of two at high latitudes (Churchill, 59 °N). The rocket 
pressures, and hence collision frequencies, are smaller in winter than in summer. The 
variability in collision frequency is greatest at high latitudes in winter, where day-to-day 
changes by up to a factor of two can occur. The high latitude (59°N) data obtained by 
rocket-borne radio wave propagation experiments are in good agreement with a seasonal change 

by a factor of 1.5 to 2 in collision frequency. At Ottawa (45°N), a seasonal change in 

collision frequency has not been found, even though much more data is available than for 
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radio propagation experiments at other places.* Meteorological rocket pressure data would 
suggest that there should be a seasonal change by about a factor of 1.5. Not only is this 
not found, as noted above, but the more data one looks at the more curious the situation 
becomes. It does not seem possible to deduce an average collision frequency during one 
winter which is necessarily like the preceding or following winter. This fact is illustrated 
in Fig. 5, which shows the 
ratio, Ax/Ao, (measured by 
amplitude ratio, Ax/Ao, at 
(Belrose and Burke 1964) 
variation of a fixed value 
the geographic location of 
measured (- 60 km.), since 
6 and 7) that the greatest 
and latitude in winter. 

Atmospheric Circulation : Association with Mesopheric Electron Density Changes in Winter 

The interactions between the upper and lower layers of the atmosphere and the influence 
of atmospheric circulation on electron densities are attracting an increasing amount of 
attention. A measure of the current interest in this subject, which brings together the 
fields of meteorology, the ionosphere, and aeronomy is the number of conferences and symposia 
that have discussed explicitly or in part this subject. In the past 18 months there have 
been at least seven : at Mar del Plata, Brussels, Illinois, Ottawa, Vienna, Munich, and 
Lindau. Two conferences were concerned specifically with this field of research : a 
symposium at Vienna, 3-7 May, 1966, on the interaction between upper and lower layers of the 
atmosphere; and an Advanced Study Institute at Lindau, 19 Sept.-1 Oct., 1966, sponsored by 
NATO, on movements and turbulence of the atmosphere between 30 and 120 km. 

Jones and Beynon (Sect. 6.6), Lauter and Nitzsche (1966), Belrose et al. (1966), and 
others describe radio wave propagation results that demonstrate a well-defined seasonal 

behavior of ionospheric absorption on the reflection height of long waves, which are un-

doubtedly related to real seasonal changes in the plasma of the mesosphere. Although the 
association between these D-region ionization changes and meteorological phenomena is far 
from being established, there are common features in the two types of data that warrant 
examination. Lauter and Nitzsche (1966) have shown that LF and MF absorption (for constant 

solar zenith angle) is minimum in spring (April) and autumn (Sept./Oct.), which has to be 

interpreted by aeronomical and dynamical processes in the mesosphere structure. These 
minima coincide with reversals of mean zonal winds in the mesosphere (Appleman 1963) from 
strong and variable westerlies in the winter to weaker relatively constant easterlies in 
the summer. The April minimum in absorption, the more pronounced of the two seasonal minima, 
also coincides with a maximum in the total amount of ozone at middle latitudes (cf. Murgatroyd 
et al. 1965, Belrose et al. 1966). 

Superimposed on these mean seasonal variations is the day-to-day variability, which is 
a pronounced minimum in summer and maximum in winter. The general patterns of the stratosphere 
and mesosphere circulation are fairly well established, although much detail is yet to be 
discovered and the interpretation is still in the development stage. The winter variability 
of the atmosphere is attributed to a breakdown of the polar-night vortex that is a character-
istic feature of the circulation in the northern hemisphere (Murgatroyd et al. 1965 ). It 
consists of a strong westerly wind system in the mesosphere and upper stratosphere, extend-
ing down to low heights (the 100 mb. level or 15 km.) at high latitudes, which is centered 

*Doubt has been cast (Piggott and Thrane, 1966) on the interpretation of the partial 
reflection data, particularly at low heights where the values of collision frequency are 
inferred. The evidence to date, however, supports the original interpretation of the 
partial reflection data (Belrose et al. Sect. 2.1), and provides some confidence in the 
validity of the collision frequency results inferred from the experimental data, particular-
ly in the case of Ottawa data where, because of the high system gain, partial reflections 
are obtained from heights well below those at which measurable differential absorption 
occurs. 

variation of the monthly averaged weighted value for the amplitude 
the partial reflection experiment at 57.5 and 59.5 km.). The 
these heights is inversely proportional to collision frequency 
and the scale on the right of the figure represents the height 
of collision frequency. This observation might be peculiar to 
Ottawa (- 45 °N) and the height where collision frequency was 
atmospheric density data (Whitehead et al. 1965) show (see Figs. 
change of atmospheric density with latitude occurs at this height 
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on the Eurasian side of the pole (over the Aleutians). A similar system that is less 
eccentric exists over the south pole, although there are great differences between the two 
hemispheres in the details of the polar circulation. 

The breakdown of the polar night westerlies takes the form of sudden or explosive 
warmings (of 30 to 60°C) which begin in the upper stratosphere, and spread laterally both 
upwards and downwards, until the entire stratosphere and a portion of the mesosphere are 
raised to levels that on occasion can exceed those in summer. The extension of these 
warmings up into the mesosphere is less well understood, but the extensive meteorological 
sounding program is expected to bridge, in part, this gap in our knowledge. There is an 
increasing amount of evidence (Toweles, 1965) that 45 km. (-2 mb.) is the source level of 
the circulation breakdown and the sudden heating that has been observed at and below the 
10 mb. level (31 km.) in several winters since 1952. Simultaneous with the warmings, the 
direction of the wind is reversed. Marked changeovers to strong easterlies were revealed 
by the network stations in late January or early February of 1961, 1962, and 1963 (as well 
as subsequent winters), but with increasing intensity leading to the huge maximum in 1963. 
The associated ionospheric effects of this event have been studied by several workers, 
(cf. Lauter and Entzian, 1966, Shapley, 1966). Thus, while the 1961 wind reversals observed 
at Wallops Island scarcely affected the 30 mb. circulation, the great 1963 reversal dominat-
ed the hemisphere and extended downwards to upset the circulation of the lower layers of the 
stratosphere. This year-to-year variability in the amount of cellular activity indicates 
that the degree of horizontal (and vertical) mixing and thus the resulting meridional 
exchange of such mesospheric tracers as ozone, atomic oxygen, and nitrogen oxides, may vary 
markedly from one winter to the next (or during the course of the winter). This would have 
a profound influence on the ionization densities in the mesosphere. After a few days the 
atmosphere cools to its original state. This behavior may be repeated several times until 
the final warming takes place in spring (March), when the polar-night vortex is replaced by 
irregular anti-cyclones, which gradually settle into the symmetrical easterlies of the 
summer. The final warming is often dramatically abrupt, sometimes accompanied by a 
temperature overshoot. 

Only a few systematic investigations that give indications of ionization changes that are 
undoubtedly associated with the major meteorological phenomena have been made; these are 
not necessarily made at the same height, and the associations with meteorological data have 
not always been conclusive. The so-called winter anomaly in MF (2 MHz.) absorption 
(Appleton and Piggott, 1954), which has been studied in recent years by Bossolasco and 
Elena (1963), Shapley and Beynon (1965), Shapley (1966) and Dieminger (1966), is probably 
associated with ionization changes that occur predominantly above a height of 75 to 80 km. 
(indirect arguments for this are given by Lauter and Nitzsche, 1966). One rocket experiment 
by Bowhill et al. (1966) gives direct evidence in this regard; see also the discussion 
below. The winter variability of electron density (Belrose et al. Sect. 2.3.2) is for 
heights below 80 km. (Fig. 8 upper part and Fig. 9); in fact, the electron density at 80 km. 
appears to be rather constant. The meteorological data with which associated variations 
are sought is usually measured at much lower heights, 10 to 30 mb. (25 to 30 km.), since it 
was measured by radiosonde balloons. 

The features of the radio data and their association with stratospheric warmings 
cannot be so well described as can the meteorological events in themselves. Gregory (1965), 
(see also Sect. 2.3.5) has presented results that showed rather spectacular association, on 
one occasion, between electron density isopleths and 20 to 30 mb. temperatures associated 
with the overhead passage of a pressure ridge in the southern hemisphere (Christchurch)* as 
well as other examples not so well defined employing f min data. Such clear associations 
have not been found in the northern latitude. Shapley and Beynon (1965), for example, had 
to resort to superposed epochs to eliminate statistically extraneous events or "noise"; 
and partial reflection data at Ottawa (at a comparable geographic but higher magnetic 
latitude to Christchurch) has not so far shown a clear correlation with 30 mb. temperatures, 
but a definite correlation with magnetic activity has been found (Belrose et al. Sect. 2.3.2). 

* This event (in June 1963) was also associated with an increase in magnetic activity, not 
reported in the papers by Gregory. 
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There also seems to be uncertainty about the height region in which the ionization enhance-
ments occur. The MF absorption is thought to be associated, in general, with ionization 
changes that occur above a height of 75 to 80 km., although one event in February 1961 
believed to be a winter day of anomalous absorption (Belrose and Boume, Sect. 1.7) was 
associated with large increases in electron density at much lower heights (-60 km.). 
Gregory's observations also showed that the effect was detected at all heights in the D 
region. Fig. 8, in which electron density profiles over Ottawa and absorption values 
obtained simultaneously at Lindau (Dieminger et al. 1966) are compared, shows a rather 
remarkable correlation between electron densities obtained by partial reflections in Canada 
and absorption measured in Germany on individual days in winter. While it is not known 
whether such apparent correlations happen in general (earlier statistical studies have re-
ported that the "winter anomaly" in ionospheric absorption is rather localized in space to 
areas of the order of 1000 km. or so); nevertheless, the winter variability in electron 
density is typical of that usually observed at Ottawa, and the absorption changes are 
typical of those that occur in winter in Europe. The magnitude of the electron density 
changes are clearly insufficient to explain the magnitude of the absorption changes, and 
therefore the latter must be associated with ionization change that occur (as well) at 
heights above 80 km. 

The effects on long wave "phase heights" are inconclusive. Data for VLF waves (16 kHz.) 
steeply reflected from the ionosphere have shown (Belrose, 1956, 1957 and Mawdsley, 1956) 
that on winter days of anomalous absorption the "phase heights" are lower than normal (by up 
to 5 km. or so). More recently, observational data for LF waves obliquely reflected from 
the ionosphere have been interpreted to give higher reflection heights (Lauter and Entzian, 
1966) associated with the January 1963, stratospheric warming. Since changes of atmospheric 
composition as well as atmospheric pressure are probably involved, presumably the electron 
density profile could move up or down; more experimental data is needed before the winter 
anomaly can be satisfactorily described. 

Many more co-ordinated measurements are necessary to establish a world-wide picture, 
since the measurements to date can be regarded as pinpricks into the vast volume that needs 
to be investigated. The ionospheric data are too few, for example, to map the global 
pattern, as is done by the workers at the Free University of Berlin for 10 mb. pressures. 
Studies of these pressure maps have revealed many interesting features of the disturbance 
patterns. For example, polar maps from a paper by Labitzke (1965),(Fig. 10), show the 
regular movement of 10 mb. (pressure) highs during strong mid-winter warmings in the course 
of several winters from 1957 to 1964. Note that in 1960, a disturbance can be traced which 
passed over middle Europe and four to five days later over Eastern Canada. Such disturb-
ances should be looked for in radio data. 

Beside the limitation in geographical extent of the observational data compared to 
that required for a detailed study, there are other problems that complicate the 
association between atmospheric circulation and mesospheric electron densities. The abnormal 
increases in electron density that result in anomalous absorption of MF radio waves is a 
daytime phenomenon, whereas the greatest temperature changes in the upper stratosphere occur 
at high latitudes in winter when the sun never rises. Also, in middle Europe (at SS°  geo-
graphic latitude) where the winter anomaly has been extensively studied, it is fairly easy 
to identify solar disturbances and so eliminate them from the analysis, since the observa-
tions are made at places some 100  or so south of the auroral absorption zone; but in North 
America (Canada) comparable geographic latitudes are right inside the auroral absorption 
zone. 

The difficulties of effective synoptic analysis, of relating data taken at different 
levels, and in eliminating extraneous events, readily explains the somewhat inconclusive 
results so far obtained. Nevertheless, certain progress has been made, and the question 
must be no longer "is there a relation" between stratosphere and ionosphere or mesosphere, 
but what are the relations and how do they come about? Only speculative guesses as to the 
causes of the increased electron densities have so far been made; e.g. the absorption 
changes might be attributed to changes in the minor ionizable constituents in the lower 
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ionosphere (NO is a likely candidate), and in this regard also the negative ion reactions 
suggested by Fehsenfeld and his colleagues, discussed briefly in this paper, look exciting; 
but ionospheric composition measurements by rockets are required before firm conclusions can 
be drawn. It has been suggested that the high values of nitric oxide concentrations measured 
by Barth (1966) might have been made in an anomalous winter day (Sechrist, 1966, Thomas, 
1966), but there is insufficient radio or meteorological data to substantiate this suggestion. 

The cause of the meteorological warmings themselves is not understood. For example: 

1. What accounts for the great differences between the two hemispheres in winter circumpolar 
circulation? 

2. Why does the stratosphere warm up even during darkness, and what maintains polar mesosphere 
at temperatures above those in summer? 

3. What triggers the sudden explosive stratosphere warmings? Is the source level at 45 km. 
and if so, why? Interestingly, this height coincides with the portion of the ozone layer 
most strongly heated by solar radiation (and a subsidiary peak in the nocturnal distri-
bution of ozone is found at this height (Randhawa, 1966); but sudden warmings begin at 
high latitudes in winter when the polar atmosphere is in darkness. 

There has been considerablespeculation regarding question 1 (cf. Godson, 1963, Palmer and 
Taylor, 1960, Labitzke, 1962). There are meteorological phenomena which could account for 
the mesospheric warming, e.g. chemical heating by recombination of atomic oxygen, (Kellogg, 
1961, Young and Epstein, 1962, Maeda, 1963), or dynamic heating by atmospheric acoustic 
waves from the polar night jet stream (Maeda, 1964), and by turbulence or internal gravity 
waves (Hines, 1963). According to Toweles (1965), "mounting evidence points to close 
similarity between the vertical motions and horizontal transports, associated with the 
respective jet streams of tropopause and stratopause levels. Extension of this similarity 
suggests that a similar counter-gradient heat flux to that found in the layers just above 
the tropopause-level jet will be found just above its counterpart at the stratopause. The 
existence of such a counter-gradient heat flux in the mesosphere might explain the warm 
wintertime pole in the layers above 55 km., partially or entirely without recourse to heat-
ing by subsidence or recombination in the layers of atomic oxygen". We are less able to 
answer question 3. 

Conclusions 

This epilogue has attempted to summarize briefly present knowledge of the physics of 
the lower ionosphere, and particular notice is taken of recent work. The available facts 
will illustrate the importance of obtaining observational data at different latitudes, the 
importance of observing diurnal changes (pre-sunrise and post-sunset ionization changes are 
of particular interest), the importance of obtaining synoptic data for a wide range of 
geographical locations, and the importance of obtaining rocket observations, at the different 
latitudes, of composition (of particular value is the composition during abnormal winter 
days). It is imperative that the technique of composition measurements by meteorological 
rockets be improved, and reliable measurements of ozone, atomic oxygen, and the nitrogen 
oxides be made throughout the mesosphere; and the nature of the dominations be determined 
(especially also negative ions). The lack of adequate data is a serious handicap in the 
construction of atmospheric models, and while several models of the D region have been 
suggested, none are fully consistent with all experimentally derived parameters. 

The meteorological rocket network program can be expected to lead to important new 
discoveries. No such synoptic program is underway or planned by ionospheric physists. 
Progress in this field of research can result only from co-operative synoptic research, 
jointly conducted by meteorologists and ionospheric physists. The meteorologists are ex-
tending their interests to higher heights (>60 km., the ceiling of the present meteorological 
rockets), and so-called "phase two" of the meteorological sounding rocket program should be 
planned to include rocket-borne experiments that measure ionization and composition as well 
as wind, temperature, and pressure. The rocket-borne ionospheric experiments need to be 
backed by reliable radio experiments capable of synoptic application; the meteorological 
experiments have a reliable lower atmosphere experimental backup - the radiosonde balloon. 

J.S. Belrose, Conference Chairman 
October 1966 
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Fig. 9. Electron density height profiles for average midday Ottawa data in winter. 

The data are averaged in various catagories which are selected according to the 

amount of absorption below 75 km. (after Belrose, et al., Sect. 2,3.2). 
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Fig. 10. The movement of (pressure) highs at the 10 mb. level during strong 

midwinter warmings, (after Labitzke, 1965). 
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