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INTRODUCTION  

The following three rePorts dealing with  RD project 
evaluation and selection decision processes resulted from a single 
grant to the authors. They are put together under one cover for the 
convenience of the readers. 

REPORT 1  

INFORMATION PREFERENCES AND ATTENTION PATTERNS 

. 	IN THE RD  INVESTMENT DECISIONS  

ABSTRACT: s  

One hundred and thirty-two Canadian executives participated 
in a study of information preferences in RD decision making.The 
subjects were asked to rate items from a comprehensive information 
basket perceived by them important in R&D decision making. Relationships 
between information preference profiles and exécutive and firm 
attributes were investigated. The study concludes with some suggestion 
for increase fit between inducement strategies and target populations. 

RESUME 

Cent trente-deux dirigeants canadiens ont collaboré à une 
enquête sur les préférences en matière de renseignements servant à 
orienter les choix de R et D. On leur a demandé de classer par ordre 
de préférence une vaste gamme d'éléments d'information qu'ils considèrent 
imputants lors d'une prise de décision en matière de R et D. On a étudié!les 
rapports entre les choix de renseignements, les dirigeants et les caracté-
ristiques de l'entreprise. L'étude fait, eh conclusion, quelques suggestions 
pour resserrer les liens entre les choix et les Populations visées.  • 

REPORT 2  

MULTI-ATTRIBUTE INVESTMENT DECISIONS: A STUDY  

OF RD  PROJECT SELECTiONS  

ABSTRACT: 

In evaluating  RD  opportunities executives make tradeoffs 
among three classes of attributes: commitment of resources,expected 
payoff and risk. The focus of this study of Canadian top executives 
and RD managers is the investigation of these tradeoffs and how they 
differ among executives and industries. On the basis of judgments of 
sixty hypothetical projects, alternative individual and group models 
were estimated using regression and discriminant analysis procedures. 
The results indicate that linear models provide good fit with 
observations of RD  investment judgments and that differences in 
tradeoffs-between risk and rates of return can be related to the ' 
characteristics of the executives and their environments.This 
information is use -ful for predicting Re investment portfolios 
in an environment of changing opportunities. 



RESUME: ' 

Les dirigeants d'entreprises considèrent trois types. de 
facteurs lorsqu'ils étudient les débouchés en matière de R et 
D: l'investissement, les bénéfices escomptés et les risques. 
La présente étude porte sur les hauts dirigeants canadiens et 
les responsables de R et D; elle - met l'accent sur l'es divers  
choix formulés par les hauts dirigeants et les industriels 
canadiens. On a demandé les avis sur soixante cas hypothétiques 
et étudié divers modèles portant sur des cas individuels, et 
collectifs à l'aide de méthodes d'analyse régressive et discrimina-
toire. Les résultats révèlent que les modèles linéaires se 
prêtent bien à l'étude des choix d'investissements en matière de 
R et D, et que les divergences d'opinion au sujet de l'évaluation des 
risques . et  profits dépendent du type de dirigeant et du milieu de 
travail. Cette étude permet de prévoir les portefeuilles 
d'investissement .de R et D dans un contexte où les débouchés 
varient. 

'REPORT 3  

RD PROJECT EVALUATION: FROM FIRM BEHAVIOUR. 

:ro  NORMATIVE MODELS TO-IMPLEMENTATIONS  

ABSTRACT: 

• "Thls paper analyzes available information about determinants 
and practices of R&D investment decisions, describes the inventory 
of normative models developed to improve decision making, and 
identifies emperical studies investigating their implementation. . 
Review of the state of art leads to the identification of four 
areas of information which are deficient. 

RESUME 
La présente étude analyse les renseignements dont nous disposons 

sur les facteurs et modes de décision pour les investissements de R et D; 
elle décrit les Modèles normatifs élaboxés pour améliorer les prises de 
décision et énumère les études empiriques sur l'application de ces der-
nières. Un examen général permet de distinguer quatre domaines où les 
renseignements sont insuffisants. 
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INTRODUCT.I.ON 

Simon and others have argued that firms make decisions on the 

basis of partial knowledge (e.g.see March and Simon 1958,Cyert and 

March 1963) High costs associated with obtaining and processing 

information, constrained computational abilities and limited spans 

of attention induce the development of search heuristics. These . 

heuristics are often institutionalized in the form of standard 
. 	• 

operating procedures for the. selection .  and evaluation of alterna- 

tives, - 

The problem of R & D project selection constitutes one of the 

more complex areas for firm decision making. It deals with risky 

alternatives, the outcomes of which are realized over a long time 
a 

horizon and are subjected to risks from both internal and environ- 
a 

mental sources. 

The importance of information preference and attention: 

patterns for R & D policies are often ign.ored. Generally,the focus 

of R &  D.  inducement policies has been upon creating economic 

incentives. or direct investment in R &  D. Attempts  to employ infor-

mation strategies to induce R. St, D seem to ignore the fact that 

what is •good: news  to  some is. no news to others .  By identifyin,g 

differences_ in information -  attended to, strategies and inter-

ventions- to create favorable climates for R & D can be designed to 

fit .specific targ'et populations,. thereby increasing.their potential 

impact. 

In this study, we focus upon empirical investigation of infor-

mation preferences and attention patterns, in R & D decision-making. 



In. particu•ar -, the association. of preference-  and_attention:patterns 

.to decision. makers).atteibutes is investigated. 

METHODOLOGY - 

On the basis of extensive literature search, an 

"information basket" was: constructed, combining:dimensions judged 

relevant to R & D decision-making, according to-a variety of.' 

normative perspectives. and.behavioral theories, The "information • 

basket" was used as a basis. for constructing: a, questionnaire- to-

solicit. preferences for.infoemation items. A sample  of  executives . 

 was asked to indicate preferences  for  information. Analysis-of. 

these- responses to identify relationships between preferences. and 

'individual andorganizationaI attributes was conducted.. 

In the following sections concerning the methodology, we 

provide details on 

.(1) the construction and a-priori justification of 

the "information basket", 

(2) the questionnaire, 

(3) they sample, 	 - 

(4) the confirmation. of the a-priori information 

dimensions  and testing-  of the relevance of they  

questionnaire items. 

Construction of the information basket  

Information items were selected after a review of the R & D, 

general economic and décision. making literatures. Table 1 •lists 

the items and their sources in the literature. The items were 

classified into six general dimensions: general economic trends_ 
' 



and expectations, government  rôle  in. the economy,- information, 

market, firm and: prOject attributes, 

Insert Table 1 • 

about here 

The Questionnaire  

Forty-seven items were selected to represent the various sub-

dimensions in the information basket. Subjects were asked to rate 

their importance  on a seven point Likert scale. In addition, sub-

fecte were requested to provide biographical information on them-- 

selves, and extensive information about their firms. An itemized 

list is provided in Table 2, with the appropriate. abbreviation to 

be used when results  are  reported. 

--- — 
Insert. Table 2 

. about here • 

The Sample- 

A sample of 330 of executives- was .randomly selected from the 

'directory of R&D establishments. in Canada (Ministry of State.for 

-Science and Technology, 1974) plus the remainder of 'Top 100' firms 

(Morgan t  1975) not included in the R & D directory. A second mail-

ing.: was sent-  to replace those. firms which had declined to partici-

pate ,. Reminders, were sent to those firms which had not responded 

initially. The questionnnaire was sent to the R Se D director or 

to the president of the firm. The response rate was 40%. The re-

sponse distribution côrresponds well with the population distribu-- 

tion indicating that the sectoral breakdown in the sample is 

representative of  R & D establishment frequencies in the population., 



ECONOMY, GENERAL  

Past•& Current 
Trends 

average profit rate in the economy 

short ter!»  bank interest rates* 

stock market trendse 

general trends in inventories 	. 

general trends cf growth 

unemployment. 

Keynes (1964), Galbraith (1973), Preston (1975.1 
Trend i ca tor (Baguley and Booth , 19 7 5 ) U . S . 
DePartment of Comerce (1975) 

ECONOMY. GOVERNMENT • 

ROLE 	' 

Costs, Direct 
Tilton (1971), EiroeS (1972), Quinn (1966). BaMberg (12.5) 

Leonard (1971); FPster (1971). M'row (1962) 

Costs, Indirect 

e• 

Flambe .rg (1966) 

- 
. / Keynes (1964), Ga1hraith.(1973) 

. 	
. . 	. 	-... 	' 	 w 	. .* 	',$ . 	 . 	 . 	 . . 	.,, .. . 	 . 	. 

.. 	. 

	

Table 1 	 • 
 . 

Variables Relevant for g 4 p Decision Making • 

Concept item 	• 	• 	 _ 	• 	Source • 	• 

Demand Changes 
expected gre4h of real GNP . 	- 	Schumpeter (1971) , 
grOwth of population 	- 	 ! Quinn (1966), Bright (19 70) • 

expected wage settlements •' . 	. 	. 	. 
. - Inducements to 	eXpected general productivity chanoes 

. 	Change . „ 	• . expected rate of inflation . 

expected ener tly requirements 

Schmookler (1965), Rosenberg (1974), Kanien 
Schwartz (1968), Fellner (1971), Namien & Ruttan (1970) 

Demand and Cost 
Changes 	, expectations With respect tp the foreign 'exchange rate 	Leonard (1971) 

governMent subs , dies for R&D projects *  
low interest p..-errnent lçans for Rp projects *  

possibility  of>  ,;..air.ing a new coyernment contract for 
part of the project* 

favourable tax policies for R&D projects 	 • 

accelereed depreciation of R&D expenditures for tax 
porOPSeS 
accelerated depreciation  of ne capital equipment 
expenditures fcr tax . purposes' 

low interest rates on  government bonds 

high interest rates on evernment bonds 

Interest rates en government bonds increasing 

interest rate on government bonds declining 

' MTPIDE0 
, 	. 	• 



.. 
• re. 	 ‘ ,4 	 t  

. 
	.Table 

 1 (Continued) 

Market Influence 

MARKET' 

average profit rate of industry group 

stability of Market 

barriers to entry in the market 

recent growth of sales cf firm  • 

eeected gràwth of sales efirm 

stage in  life cycle of existing products 

e i R m 

Demand 

Scherer (1971), Williamson (1965), Galbraith (1973) 	. 
Cyert & March (1963). Mansfield (1968), Mamberg ' (1 966), 
Tilton (1971), Brooks (1972) 

Information 

O Concepi Source Itent 

'99Yernment fonding of feasiblity studies for RD  projects' 

availability of sound government information on tech-
nological change' 

government support and promotion for market development 

availability of government sorveys of'market potential *  

Thurston (1971), Brooks (1972), Bright (1968 ), 
•foster (l971), Drucker (197S) 

4, 

• 

•growth of government e'xpenditures 

' favourable tariff policy " 

pollution control measures (environmental concern) Bright (1968), foSter (1971) Thtirston (19 7 1.), Smith (1973) 

IMFORM“15U  

Private 

Gover=ent 

availability of private su-veys of market.potentlal 

.0/01ability of government sprveys of market potential , 

 availability of sound gevernment information on 	• 	:
•technoldgical change .. 	

. . 

gOvernment folding of feasibility  étudies for R&D projects , .1" 

Thurston (1971), Brooks (1972), Bright (1968), 
.F.9“er (1971),'Drucker (1975) 

Ansoff & Stewart (1967) 

Mansfield (1969), Schumpetg- (1971), Scherer (1971), 
Comanor (1967), Williamsod .(1965), Baldwin 4 ChildS (1969). 
Cooper (1966), Galbraith (1973) . 	. 	. 

Lithwick (1 969), Leonard (1371), Mansfield (1960.), 
Hamberg (1966) 	• 	. 

Kotler (1967), Quinn (1966), Tilles (1966), Ansoff  and  
Stewart (1967) 	• 	' 

SuPply, Factàrs aVailability of scientifically trained personnel BrOoks (1972),  Cooper (1 966) 

Liquidity 

average profit rate of firm. - 
accelerated depreciation of new capital equipment 
expenditures'for tax purposes* 

short term bank interest rates*  •  

stock market trends * 	. 

vpiernment 500d1e> for RD  projeM' 
low •interest goyernment loans : for 114 prOjectS' 

• couTI4VgP 	• 	. . 	. 	r- 



I.  

I tem Source • Concept 

Leonard (1971), Mansfield• (•958), Gerstenfeld (1971), 
Bripht (1968), Kotler (1967), Ansoff  L. Stewart (1;57) 
Brooks (1972),  Tilles (1966), Cooper (1966), Allen 
(1970), Nambern (1963) 	 ' 	 . 

rate of.return for the R4 project 
• , 

ee.ected impact of the R&D project on_market share 

expected thange in sales aétributed to R&D project . .. 

Mansfield (1969), 9isman (1962), Quinn (1966), Katie ,-  (1967. 
Peterson (1967), Apen (1970) 

Mansfie1d (1968), Peterson (1967), Mottley  8 Newton (1959) 

Peterson (1967) 

Profitability 

Scherer '(l971), Mansfield (1968), Nelson (1959). 
Gerstenfeld (191. 1), Disman (1962), Quinn (1966). ....nsoff 
Stewart (1.967), Mdllauchlin (1968), Thurston (1971), 
Allen (1970), Cooper11966).:Tilies.(1966), Cranstgi 
(1974), Mottley and Newton (1959) 

Phillips (1966), Scherer (1971), Ansoff (1965). Mansfield • 
(1968); Quinn (1966), Foster (1971) 

.* 
Indicates ite:qs that arpear in more than one dimension. 

Conmitment, Tir-e . expected payback period for. the R&D projett 

probability of technical soctess estimated for 
the RD Projgc 

patentibility of innovation 

Risk 

. 	Table I (Continued) 

Innovativeness history of success with tup (firWs Ans'off & Stewart (1967) 

PROJECT 

Commitment, Money 
and Resources 

cost  of  the R&D project relative to total sales 9f , 	. 
firM 

• 

possibility of gaining a new government-contract for 
pert of the project* 	•' 

Mansfield (1964), Scherer (1971 ):, BerStenfeld (1971). 
Cooper (1966), Tilles (1966), Ansoff & Stewart (1957), 
Mottley . & Newton (1959), Allen (1970) 

Brooks (1972), Tilton (1971), liambero (1956) 
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Table2s •  INtORMATION 

accelerated depreciation of new capital egeipment 
expenditures for tax purposes 

accelerated depreei'ation of R&D expenditures for 
tax purposes 	• , 	, 

average profit raté in the economy 

average profit rate of firm 

average profit rate of industry group  • „. 

barriers to entry in the market , 

cost of the pap project relative to total sales of 
firm 

interest rate on government-bonds declining 

expected energy requirments 	• 

expected growth of real.GNP . 

expected rate of inglation 

expected paybaCk period for the R&D project ' 

expected general productivity changes. - 

 expected growth Of sales of firm 

expected wage settlements ' 

favourable  tarin  policy ' 

favourable tax policies for R&D projects 

government funding of feasibility studies for R&D 
projeCtS 	. 

expectations with respect to the foreign exchange 

- .general trends of grewth 	. 

•growth of government expenditures 

availability of sound goVernment information on 
technelogical change , 

be  

ITg!iP 

government support a rid promotion for market deVelop-
.ment 

• 
'government subsidies for R&D projects 

availability of government surveys of market poten-
tial 

high interest rates on government bonds 

interest rates on government-bonds increasing 

'general trends in inventories 

stage in lige cycle of existing products 

low interest rates on government bonds 

low interest government loans for R&D projects 

patentibility of innovation 

possibility of gaining a new government contract 
for part of the project 

• 
pollution control measures (environmental concern) 

growth of population 

availability of private surveys of market potential 

•probability of technical success estimated for the 
RGD project 

!cent  growth of sales of firm 

history Of success with R&D (firm's) 

expected impact of the R&D projegt on market  hare 

rate of return fer the R4b proj e t  

expected change in sales attributed to R&D project 

availability of scientifically trained personnel 

short term bank interest rates 

stability of market 

' stock market trends 

unemployment 



The sample included 15 .corporate presidents, Sixty-one percent_ 

of the respondents are currently employed in the R & D depart-

ment of their firms. The general level of formal education . is  

quite highI two thirds of the executives have had at least some 

post-graduate training. 

Half of  the  executives in_ the sample. work in firms with more 

than %50 million in salea..The sample was equally split in terms 

of. Canadian or external. contro4 and so correctly represents the 

state of. ownership in Canadian manufacturing. 

For an indication of the perceived role of the firm, respon- 

. dents were asked to rate on a seven point Likert scale market 

type (stable/volatile), innovation (follower/innovator) and 

importance of R & D (no involvement/extremely important)- Approxi-

mately 50% of the executives considered their market stable while 

12% considered their market extremely'volatile. Few perceived their 

firm as a follower. R & D inirolvement was rated as an extremely 

important activity by only about 16% of the respondents- 

Confirming the a-priori dimensions of the information basket and  

questionnaire item appropriateness. 

Factor analysis was used to confirm whether the a-priori 

dimensions correspond to empirical patterning of variables. 

Both. general theory and observation of the scree line 

indicated that six to eight factors could be reasonably extracted. 

Factor analysis was run,  • therefore, with varimax rotation being 

constrained to respectively six, seven and eight factors. Analysis 

of this factor .  range indicated that. Seven factors yielded the 

optimal granularity level. Results of the varimax rotation 



' indicated that some of the items: had high loadings on a number: 

• of factors defining. correlated- factors.  • Hence, direct 

obIimin was perforMed for a somewhat  côrrelated factor space 

(delta = 	The  resulting factors were: (1) general economic 

. conditions, (2) profitability and sales,. (3) government  support  

for. R & D, (4) project evaluation, (5) information, (6) taxes, 

and (7) inducements for R & D. 

Table 3 presents the significant factor loadings with items 

ordered according to their a-priori theoretical clusters.. The 

relative weights .  for each factor were calculated as E 1? ./EE 1 2.. i 13 	13 

where 1ij is .  the factor pattern loading of item i on variable j' 

for the variables loading significantly on each factor. They are 

presented- in the , bottom line of. the table. 
INSERT TABLE. 3.  

Analysis of  inter'-factor  correlations revealed the follow- 

ing associations: The tax dimension correlates positively with 

general economic trends and more weakly with government support 

:or  R & D, Profitability and sales correlates positively with 

project evaluation (both dimensions include R &  D  project 

evaluation items).. Information correlates negatively with both 

the profitability and inducement factors. Government support 

and information are also somewhat positively correlated. While 

government support and taxes are somewhat negatively correlated. 

The finaL communality estimates indicate the proportion of 

the variance of each item  that  is explained by the factor space. 

The ordered communality estimates are presented in Table 4. The 

factor space explains about 60% of the variation of the items. 

A few items load significantly on two factors butl analysis 

. revea.ls that such duality is theoretical3.y warranted. For ex-

ample the -item. general trends, in grbwth, loaded on both the 
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I. 	ECONOMY 	GZNCRAL 

A. . trends 

AV Fn ccon 	.44 
S» 	1' SANK 	I 	.51 
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- 	- The-market characteristics and  project characteristics .  alsei 

factor representing the dimension of general economic  conditions 

and the factor representing the profitabilitTand sales dimension. 

Expected inflation (loading on factors 1 and 6) affects the forma- 

• tion of general economic expectations and appears as -a tax or 

reduction of real profits. Favorable tax policies (loading on 

factors 3 end 6 ) ,  appears as a tooi , of government suppôrt for R &-D 

and as a reduction in : tax. Expected growth Of governmeht expendi7 

tures (loading on factors 1 and 1) affects formation of expecta-

tions  and  appears. as government support. for R ID' apparently re-

flecting the assumption that . grOwth of government expenditures 

means more contracts and grants, for R & D and market support, 

INSERT TABLE 4 

Two items are not significant in the factor space: average 

profit of the industry  group  and  availability of scientifically 

trained personnel. 

The factor. analysis confirmed to a large extent the hypothe-

sized decision dimensions (see Table 1). Government items separate 

into fives groups clustering with other items depending on 

function1. Interes .bon government bonds and growth of government 

expenditures cluster - with thegeneral economic  items  to form 

factor 1, general. economic conditions .  Government surveys and 

.government information cluster with-private surveys:to form 

factor. S., information. 

Tax related items cluster with inflation to form factor 6, 

taxes. Pollution.control and favorable tariffs cluster with 

expected productivity change and energy requirements to form 

factor 7, inducements to R & D. The remaining government items 

form factor 3, government support of R. & D. 



Table 	Final Communality Estimates: 

FEAS STUD 	0.79 

AC DEPR  RD 	0.74 

EXP PAY B 	0.73 

GOVT SURV 	0.72 

FAV TX. POL 	0.70 

EXP SLS GR . 	0.67 

GOV SUP MK 	0.65 

GOVT SUBS 	0.61 

STK MKT TR 	0.61 

EXP INFL 	0.60 

AV PR FIRM 

COST SLS 

P GOVT CON 

GOV EXP GR 

REC SLS GR 

FAV  TARIF  

RD MKT SHR 

EXP E' REQ 

LIFE' CYCL 

POP GR 

GEN TRD GR 

0.48 

0.48 

0.48 

0.46 

0.45 

0.44 

0.43 

0.43 

0.43 

0.42 

0.41 

GOV' INF CH 	0.58'. 

SH T BANK' I 	0.57 

BAR. TO ENT 	0.57 

BAR TO. ENT.  •0.57 

PRIV SURV' 	0.57 

EXP GNP GR 	0.55 

ACCL DEPR 	0.54 

STABL MAKT 	0.54 

• I GOVT' B 	0.54 

UNEMPLMT 	0.53 

AV PR ECON  

EX W SETTL 	0.51 

RD. SALE CH 	0.50, 

FOR EXCH R 	0.50 

RD ROR 	0.50 

EXP PRD CH 	0.37 

L I..  GOVT L 	0.37 

PATENTS 	0.36 

AV PR GRP 	0.35 

INVENT TR 	0.34 

SC' TR PRS 	0.33 .  

P TECH SUC 	0.33 

POLL CONT 	0.31 

RD HISTRY 	0.16 



split up. Factor 2/  salée and profitabiiityi includes firm . 

characteristics and - market stability and project related iteme 

that reflect change in sales and. risk. Barriers to:entry (as .a 

risk item) and patentability cluster with project Commitment 

items (relative size  and  payback) and . the rate of:return. 

RESULTS 

General Patterns of Information Preferences  

Table 5 presents the average importance ratings of the items,- 

The most,  important items are. those pertaining to the following 

attribute. dimensions: theprOject,  the firm and the. market..  Most 

of.  the high ranking items: were project .  specific (with expected' 

growth-  of sales- for the firm completing  the set of important 

• decision cues).The iteme receiving the lowest ratings. included. 

indicatOrs of- general economic trends and monetary policies.. 

Insert Table 5 
about here. - 

To, examine differences.  in  information preferences and relate-

them . tO executiva-attributes and  firm characteristics,.discriminant - 

fùnction analysis was employed. Using:the levelsof each attribute .  - 

and, some:combinations of.  attributes, alternative classifications . 

subjecte weredefinedThe ratings, of the-fortyrseven ,infOr-• • 

matiomiteme were.used.as;potentiai, independent Variables -  in. the 

various discriminant functions.. • 

The percent of the respondents correctly classified is a 

measure of the adequacy of the analysis. Half the groupings 

yielded accurate predictions for at least 80% of the cases, 

(see Table6).. The accuracy of the dïÈcrimin'ant fUnctione can.:be- 
. 	ve- 

compared. to twomeasgres:..the probability:of correct allocation-- 



Table 5. Ranking of Items by Average /Mportance. Ratings .  

High 	 Low 

RD ROR 	5.71 	AV PR ECON 	2.97 

P TECH SUC 	5.64 	P GOVT CON 	2.94 

EXP PAY B 	5.42 	EX W SETTL 	2.89 

RD SALE CH 	5.35 	GOV INF CH 	2.67' 

RD MKT SHR 	5,05 	GOVT SURV 	2.56 

EXP SLS GR 	4.99 	L I GOVT L 	2.49 

COST SLS 	4.84 	POP GR 	2.39 

SH T BANK I 	2.32 

Above Average 	GOV EXP GR  • 2.08 

AV PR FI L M 	4.72 	FOR EXCH R 	2.01 

SC: TR P RS 	4.53 

BAR TO ENT 	4.42 • 	Very Low 

GEN TRD GR 	4,32 	INVENT TR 	1.91 

PATENTS 	4.32 	UNEMPLMT 	1.77 

FAV TX POL 	4.32 	STK MKT TR 	• 1.72 •  

RD HISTRY • 4.23 	I I GOVT B 	1.39 

STABL MKT  • 	4.221 	H I GOVT B 	1.36 

GOVT.  SUBS 	4.17 	D I GOVT B 	• 1.27 

EXP PRD Ca 	4.04 	L Il  GOVT B 	1.23 

LIFE CYCL 	4.02 

Aver age- 

REC .  SLS GR 	3.87 

AC DEPR RD 	3. 83 '  

POLL CONT • 	3.54- 

PRIV SURV 	3 ..43 

FEAS. STUD 	3.42 

AV PR GRP - 	3.39- 

ACCL DEPR. 	3.39 

EXP E REQ 	3.33:  

GOV SUP MK 	3.27 

EXP GNP GR 	3.13 

FAV TARIF • 	3. 08 . 

EXP INFL 	3 . 0 5 



by chance and the probability of maximum allôcation, (Morrison, 

1969). 

The discriminant analysis performed .better than the prob-

ability of maximum allocation in all cases. On average the dis-

criminant. analysis performed 30 percentage points better than the 

probability of allocation by chance, indicating a high degree of 

accuracy. (Note that there is some upward bias incorporated due 

to the problem of classifying cases used in the derivation of the 

discriminant fundtions, see Frank et al. , 1965) . 

The  canonical correlations for each function are also 'pre-

. sented in Table 6. 

a a tome 	 a a •n•n• 

Insert Table 6 
about here 

The important discriminating variables for each classifica-

tion of subjects are  presented in Table 7 along with the group 

centroids. When there are only two groups, the group centroids are 

• separated by at least one standard deviation. Important variables 

are defined to be those with standardized coefficients of .4 and 

above.  The important variables are helpful in naming the dis-

criminant dimensions. Here the dimensions are defined by the 

factors associated' with the important variables. In the case of 

two functions, some variables are important for both . Varimax 

rotation would be a useful tool to yield better separation of the 

dimensions but this option was not available to us. 

Insert Table 7 
Determination of the-g-ro-up-tria --t' -gi-ves highest ratings to 

the items helps in interpreting the group distinctions. 
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Table 

Results of Discriminant AnalySis in 44 Economic: Items 

., 
Groupings Variables 	POinition of Groups 	. 	Percent 	

Probabil 
Chance 	Maximum 	Canonical 

Carrect 	 ity 	Probability 	CorrelatioC 

	

1. 	Presidents 	. 
Position 	 2. 	Other Management 	 94 	 66 	 80 	 .7 1 . 	.56 

	

3. 	Staff' 

	

1, 	R 3 0 	 ' 	 ' 	75 	 54 	 65 	 '.55 
•Department 

	

2. 	Others 	

	

1. 	<40 	 73 	. 	56 	 67 	 .52 e 	• 	. Ag 	' 	 >40 	
, 

	

1. 	Bachelor's Degree 	.. Education 	 82 	 59 	 71 	 • .56 

	

. 	2. 	Postgraduate 	" 	 . 

. 	1. 	Ontario 	 84 	' 	54 	 70 	. 	• 	.65 Location 	 2. 	Quebec ' • 

	

1. 	High RO (> 3"; value added) 
Industry 	 2. 	Medium RO - (1-3'.% value added) 	4 7 	 47 	 52 	 .74, 	.62 

	

. . 
	3. 	Low RO (<1% value added) 

	

1. 	Stable 	(1-3) 
Market 	

' 	 79 	. 	50 	 50 	 .7 

	

2. 	Volatile 	(4-7) 

1. Follower 	(1-.5) 
Firm' 	: 	 77 	 54 	, 	 64 	 . 5 4 

2. Leader 	(6,7) 	 . 

	

1. 	tittle involvement 	1-4) 	
43 	 .65

• RO Importance 	 44 	 68 	 . • 2.: 	Important. (5,7) 	.(  

	

1. 	< $1 	million 
Sales ' 	' 	 2. 	S150 million 	 71 	.'41 	 46 	 .70, 	.40. 

	

3. 	>  $50 million 
• 

	

. 	1. 	< 	100 employees 	• 
Ep.oyent 	 2. 	lgo-low eméloyees- 	 75 	. 	36-  ' 	 44 	 .72, 	.53 

	

3. 	> 1000 employees 
,. 	 . 	. 

	

I. 	Public, widely held 
OWned 	 2. 	Public, control by few 	64 	 35 	' 	39 	 .55, 	.43 

. 	 3: 	Private 	' 
. 	. 

	

1. 	100% ownership 
Canadian 	' . . 	 . 	'50-99% ownership 	 81 	 40 	 5) 	 .64. 	.60  

	

3. 	< 50% ownership 	• 

1 	Yes 
Control 	

' 	' 	82 • 	• 	50 	 ' 	41 	 • 	.62 
. 	 . 

. . 
	lio 

e In order of importance when: there is more than  one  discriminant function. 



Discriminant Dimensions, 'Location of Group Centroicis, and Important Discriminating Variables . 	. 	. 	. 

. 	 ' 

	

of 	 les and Group  Attention Grouping Variables 	Na'e(s) of Dimension(s) 	
Location

rd
Group 

- 	
Order of Important Variab 	en 

. . 	 Centoi 	 . 	. 

. 	. 	. 	 Funçtion 1 • 	Function 2 Function 1 	Function 2 
- 

, 	 . 	- 	1. 	General 	Economic 	1.. 	1.59 	• 	-.81 	SH. T BANK I 	3,1,2 	GOVT SURV  Position 
Conditions and 	 GOV IIF CH 	3.2 	BAR TO  ET 	3,2,1 • 1,
Informatidn 	a. 	- . 19 • 	. 2 6 	 INVENT TR 	3,2,1 	RD ROR 	2,1,3 

FOR EXCH H 	3,2,1 	EXP PAY B 	3,2,1 

	

. 	Government Support 	1. -1.57 	. 	-1.55 	I 	I GeT LI 	3,2,1 	GOV SUP MK 	3,L2 
and Project - 	• 	 ' EX 11 SETTL 	1,3,2 - 	 . 	Evalnation 

Department 	. 	General Economic 	. 	.40 	GOVT SURV 	2,1 
. 	. 	, 	, 	. 

Conditions, Govern- 	 EX W  SEUL 	. 2,1 
!rent Support 4nd 

	

., 	2. 	-.75 	 RD MKT  SUR 	1,2 
Sa 	• les 	 FAV TX POL 	2;1 

EXP SLS , GR 	2,1 
• • 	eoy 	INF CH 	1,2 
. 	 SH T BA:1K I 	2,1 

Age 	1. 	General EconoMic 	1- 	.7 	AV PR ECOU 	2,1 
Cond 	

• 
itions, Tax, 	 AV PR FIRM 	1,2 

and Sales 	2. 	..37 	FA'/  TX POL 	2,1 
. 	 . 	 ACCL OPR 	• 	1,2 

INIEMPLMT 	2,1 
• I 	I 	C1C.'il  

, 	  
Education 	1, 	Gen 	 ' eral Economic 	1. 	.8e 	 FEAS STUD 	1,2 

Conditions, 	Sales, 	 . 	SUT  BA1K I 	2.1 
Project Evaliation 	• 	. 	2, 	-.36 	cer SLS 	• 	2,1 
end Informtiod a 	• . 	 EXP GNP GR 	2, 

EXP  SIS GR 	2,1 •
1 

Location , 	 1. 	Geraf Economic 	1 . 	-.43 	sit T BNK 1 	1,2 
Conditions, 	Infor- 	 GO1 INF CH 	1,2 
7ation and Govern- 	2. 	.99 	INVENT . TR 	2,1 
1-,ent Support 	' 	 GOVT SURV 	2,1 	•• 

P GOVT COU 	1,2 
• EX W SETTL 	2,1 

. 	1. 	Information, Taxes, 	1. 	.74 	- 	.32 	AC DEPR RD 	- 	3,2,1 	SC! 	TR  PRS* 	1,2,3 Industry 
' 	Inducement and Avail- . 	 GOV INF CH' • 	3,2,1 	PATEUTS * 	3,1,2  

ability of Resourtes 	2; -.46 	--1 	• 	SCI WPRS 	1.2.3 	IUVEqT TR* 	1,3,2 
POLL COUT 	' 	2,1,3 - 	P eoyr COU* 	2,3,1 

	

. 	General Economic Con- 

	

. -2.29 	2.44 	 EXP E REQ 	2.1.3 
ditions, RiSk, Govern- 
ment Support, 	Induce- ' 
merits  and  Availability 	 . 
of . Resources 	• 	' 

- 	CONTPUED- • 

icpcirtance ratIn; 



• • 	. 0 
IGUIU / 

• 	tio 	of 	u Grouping Variables 	4amo(s) or Dim 	Loca 	n
réld

Grop 

	

ension(s) 	 Ord 	ri er of Important  Variables and Group Attention 

	

Cent 	 . 

- 	• 	 • Function 1 	Function 2 	• 	Function 1 	Function 2 

Market 	I. 	General Economic 	1. 	.57 	. 	I 	I GOVT 8 	1,2 
Conditions, Govern- 	• 	 FOR EXCU R 	2,1 

- 	 . ment Support  and 	• 	2. 	-.57 	' FA'! TX POL 	2,1 
Project Evaluation . 	. 	 FEAS STUD 	1,2 

Rb ROR 	• 	1,2 
•IRVENT TR - 	1,2 

•
EXP PAY B 	• 	1,2 

Firm 	- 	I. 	General Economic  Con -L • 	1. 	-.41 	P TECH SUC 	2,1 
ditions, Sales and 	 EXP SIS  ruz 	2,1 	

. 

Government Support 	\ 	2. 	.72 	GOV SUP MK 	2,1 	. 
. 	É 	I GOVT L 	1,2 

'EXP GNP GR 	2,1 

RO Importance , 	. 	1. 	Government Support. 	1. 	• 94 	e011 SUP MK 	2,1 
. (10 41.s 	 RO 	HISTRY 	, 	.2 . 1 

2. 	-.45 

• Sales 	• 	. 	1, 	General 	Economic Con- 	1. 	-1.51 	...81 	SU I BANK I 	2,1,3. 	SH T BANK 1 	2,1.3 
- 	dition and SaIes 	- 	 , EXP SIS GR 	1,2,3 	FOR EXCH 	R 	1,3,2 

2. 	-.35 	.11 	1 	1 	POVT 9 	• 3,2,1 	P 'GG0/1" CO: 	1,2,3 O 	General Economic con- . 	
diions, 	Sales and 	 - 	LIFE cycL 	1,2,3 	LIFE CYCL 	1,3,2 t  
Government Stippurt 	3. 	.55 	-.20 

' Employeent 	L. 	General Economic Con- 	1. -1.15 	.53 	SH T BANK I 	1,2,3 	PRIV SURV 	2,3,1 
. 	ditions, 	Inducement, 	 INVENT TR 	3,2,1 . 	AC DEPR RD 	3,1,2 

, 	and  Salés 	. 	' 	2. 	-.22 	• 	. -.70 	POLL GOUT 	3,2,1 	FA/  TX POL 	2,1,3 

• . 	2-. 	Tax', 	GaVernment 	. 	 POP GR 	3,2,1 	- 	L 	1 	UIVI 	L 	1=2,3 

Sùoport 	Sales and 	• 	3. 	.72 	.28 	. 	REC 	SIS GR , 	1,2,3 	REC SIS GR 	1,2.3 , 	-  
Information 	. 	 P GOVT'COU 	1,3,2 . 	

.  

Owned 	1. 	Geperal 	Econômic 	1. 	-.08 	...70 	• 	Ski T BA'1K I 	3;1,2 	UlEMPLMT 	1,3,2 
Conditions

'  
- 	 INVENT TR 	2,1,3 	FAV TARIF 	2,3,1 

' 	2, 	Gneral 	Economic Con- • 	 2. 	-.58 	 • 	 .30 	STK MK TR 	1;3,2 	' 	I 	I GOVT B 	• 3,2,1 

ditions,  Salés 	rd 
 e 

Inducements 	
• 	FOR EXCH R 	3,1,2 	LIFE CYCL 	• 	1,3,2 a 	• 

3. 	
.
.71 	.21 	UNEMPLe 	1,3,2 

. 	 . 	. Canadian 	General Economic Con- 	1 . 	- 	97 .. 	-.'09 	' 	' 	FAI TX POL 	1,3,2 	BAR TO  ENT 	1,3,2 
' 	ditions, Governments 	 I 	I GOVT B 	1,3,2 	• 	FAV TX POL 	1,3,2 

Support and Sales' 	2. 	.32 	1.32 	COST SLS 	1,3,2 	AC OUR RD 	3,1,2 „ 	, 
2 	General Econémic Con- 	 • 	

EXP GNPriR 	1,3,2 	EX GNP GR 	• 	1,3.2 
3. 	.52 	i 	-.38 	GOV SUP MK 	1,3,2 	- 	RD HISTRi 	3,1,2 •

. 	
ditions, Sales, 	Project 
Evaluation, Government 
Support and Tax 	 • 

Control „. , 	.. 	I. 	General 	EconomIc'Con- 	1. 	-.6 	- 	FAV TX POL 	1,2 	• 	, 
ditions, Government - 	. 	EX GNP GR 	2,1 
Support'and Tax 	2. 	.60 	• 	SH T BÀNK ; 	1,2 

1 	4 GOVT B 	2,1 

. 	AC DEPR gp 	1,2 



The discussion of results-that eollows highlights  the 

 relationship of differences in information preferences to: 

(1) decision makers' attributesi and (2) organizational character-

'istics and individual attribute interactions- 

EXecutive attributes and'sdiffe•ences in information preferences  

Generally, a preference for a broader basket of information 

for R & D project evaluation, was indicated by the following over-

lapping groups: 

(1) the young 

(2) the executives with longer time of 

schooling, and 

(3) the executives perceiving their firms as 

"leader "  rather than "follower'. 

Presidents focused relatively more than other executives 

upon evaluation of general growth trends and wage settlements, 

i.e. general expectations of investment climates. Senior managers 

seemed to focuS upon information related to expected returns on 

specific proposals and availability of government support. Other 

executives (staff) were less discriminating indicating a broader 

set of variables as important to R & D decision-making..This 

result confirms the expectation that top level, 

themselves with strategic problems, while the next echelon of 

senior management focuses uli)on tactical problems. 

Analysis of the departmental membership • of subjects yields 

support to the observation that information selection reflects 

parochial tendencies. R & D managers in comparison to others, 

focus more upon information about technical change while execu- 

' tives in other departments display higher interests in general 

executives concern 
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market information, The exception to this rule is a higher 

interest of R & D managers in assessment of the impact of R & D 

on market share as opposed to general investment climates and 

contribution to overall company growth. 

Executives • based in Quebec tend more than Ontario executives 

to value information concerning inventory trends, government 

support for market development and expected wage • settlements,. 

while the latter pay more attention to conditions of short-term 

financing and direct government demand for. R & D services. 

These distinctions were judged to be a function of different 

industrial structures in the two provinces rather than cultural • 

differences as English executives in Quebec did not differ in any 

. 	significant way from Francophones. 

Differences in information preferences and—organizational  
' 'attributes  

The analysis of discrimina.tirig information preferences among, 

subject classifications by organizational attributes, first 

focused upon the level. of corrunitment in the firm to R & D. Firms 

with high R & D commitment displayed a relatively low interest 

in information about inducements and incentives for R & D. This 

is perhaps a. reflection of the institutionalization - of R & D 

investments as a standard operating procedure in the perceived 

general market role of these organizations, Low commitment to 

R & D was. associated with hïgher concern with  ta  x incentives 

and. patentability of developments. Medium R &.D involvement was 

associated with preference for information about derived demands 

for R- & D. For example, the probability of government contracts 

and expected energy requirements reçeived higher ratings by 	 • 

executives in firms with medium R &. D involvement. 



- 
Executives in firms with highly stable markets showed 

higher preferences than other executives for information on 

general economic trends, reflecting a longer planning horizon. 

Those in volatile markets tended to have higher preferences 

for .short-term information, such as, foreign exchange rates and 

existing tax incentives, 

Executives in firms which they perceived to be leaders, tend 

to pay higher attention to general economic conditions than 

those perceiving their firms to be followers. The latter showed 

more interest in positive inducements for R & D involvement. 

Sales size effects upon information preferences of execu- 

tivese  seemed to Confirm .  Galbraitha claim that. large firms. are 

concerned with. government. bond interest as :à measure of general-

economic, conditions. Executives from medium and. small firms r . 

in Contrast. paid higher- attention to bank interest - rates which 

affect their costs 

• 	Discriminant functions derived to predict classification of 

executives by the employment size of their firms indicated the 

following preferences; Executives from smaller firms were more 

attentive to information items concerned with liquidity and . 

direct support for R & D. The distance in group centroids be-

tween executives from medium and large firms was less than the 

distance between either of them and exècutivesH from small firms. 

This may reflect a size threshold phenomena in organizational 

decision procedures. 	• 

Ownership and firm control have several interesting associa-

tions withinformation behavior of executives. Executives from 

firms which are publically.owned and -  the shares of which are 
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widely held tended to pay more  attention than  other executives-.  

. to stock market trends, unemployment levels and product life 

cycle characteristics ,.  Those froM privately ownedfirms showed 

higher-  concern than others with interest rates and foreign  ex-

change rates. These differences may reflect the alternative 

potential financial sources perceived by these groups for R & D 

investment funding as well as differences in performance evalua- 

tion criteria. 
• 

The'three groups of executives. classified -  by- the. degree. of 

CanadiancontroI . in their firms were equally distant in thé dis-

criminant space..Both dimensions inCluded general economic 

çonditione,government. support and sales. The second. diMensiOn 

included also project. evaluation and tax, The first dimension, 

items, were all ratedas highly important by group 1 (100% 

Canadian ownership). followedby group 3 (less. than 50% owner-

ship.),.. This dimension sepatàtes groupl:- from the other gtoups. 

The second dimension separates ,  group - 2 from:groups, 1  and 3. 

Group 3. was. mostconcernedwith accelerateddeprediation of 	. 

R & •D and-  R- &. D history7 whilegroup I rated higher the remain 

:ing items in the  second - dimension. 

Where. Canadian ownership was sufficient for contrd1, the 

executivés were concerned with favorable tax policies, short 

term bank interest and accelerated depreciation of R & D. In 

firms where conttol is not held by Canadian interests, execu-

tives were concerned  • with general economic conditions such as

•  expected growth of GNP and the interest on government bonds. 
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Firm - Executive attribute interactions  

To identify possible impacts of interactions. of individual 

and organizational attributes upon information behavior,:- 

individual attributes .-- position and department, were cross-

classified with the firm attributes -- industry, market, firm 

R D . importance, sales, employment, ownership and Canadian 

contro l  to identify new groupings of subjects. To keep the 

number.of groups manageable, only ts,id position groups were 

defined: presidents and other management. The discriminant func-

tion always performed better than both the probability Of chance 

allocation and the probability of maximum allocation. The. high- - 

lights of the analysis, wilL be described for thatwomajor dis- 

criminating dimensions of the groupings. 

Position .and  Location 

Dimension 1 included. government bonds, government. information, 

favorable. tax. policy, inventory : trends, and.short-term bank - 

interest. - Dimension. inCludee -expected wage-settlements,. sales 

change-attributed . to the-R:& D:project, pollution  control measures 

and. unemployment, 

Presidents were similar on dimension one which explained 61% 

of the variation'. Presidents of Ontario firms were similar to 

managers from Quebec firms on dimension two explaining 22% of 

the variation. 
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2, Position and Industry 

Dimension 1 included government contracts, government support 

Of markets, government feasibility studieS, average profit of' 

the firm, foreign exchange rates, pollution control,  • inventory 

trends, population growth  and short  term bank interest.Dimension 

2'included accelerated depreciation and goVernment contracts. 

Presidents in firms with medium and low R & D commitment and 

managers in firms of high and medium R & D commitment were similar 

on dimension one (explaining 35% of the variation ). Presidents 
• 

and managers  •  of medium commitment firms were similar on dimension 

two (30% of the variation). 

3.. Position and Market 

Dimension 1 included governmerit bonds, government information, 
•• 

pollution control and probability of technical success of. the 

. project. Dimension 2 included government bonds, sales change 

attributed.to the R & D' project, average profit of the firm, foreign 

exchange rate, inventory trends, and short term bank interest. 

Dimension one separated presidents of volatile markets from 

other presidents, and all the managers '(explaining 51% of the 

variation). On dimension two/ presidents and. managers in volatile 

markets were similar, 

4, Position:and.SaIes 

Dimension' 1 included government bonds, inventory-trendsand 

short term bank interest. Dimension. 2 included : general trends in' 

growth, - expected wage-settlements, expected_sales growth, average 

'profit of the-industry group, short term-bank, interest and  the 

r-: 
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relative size of the projeCti 

For:the largest firms, position was unimportant. For .th.e- 

smallest firms the presidents and other managers were far apart 

in the discriminant space. On dimension one management in small 

and medium sized firms were close. For the medium size firms, the 

distance between presidents and management was moderate. 

5- Position and Canadian Control:. 	• 

Dimension 1 includee government bonds, private surveys, ex-

pected wage Settlements. ancLshort term bank interest.  Dimension - 2 

includèd government information, government subport of markets, - 

average profit of the firm,. inventory trends, population growth, 

short term, bank interest, and the rate  of return of the project- 

Managers were  similar. whether the firm was Canadian controlled 

or not. However, presidents of each group differed. For 'Canadian. 

1• 

controlled firms, presidents and management were similar on 

dimension two (explaining 29% of the variation) . While  in  the non- . 

Canadian group, presidents were sir.lilar to managers on dimension 

one (explaining 59% of the variation) . 

6. Department and Market 

Dimension 1 included expected productivity change, change in 

market share attributed to the R & D project, average profit in 

the economy, expected wage settlements, patents, favorable tax 

policies, and average profit of the group. Dimension 2 included 

accelerated depreciation, change in market share attributed to 

the R & D project, expected wage settlements, expected and recent 

sales growth, and .rate of return- of the R•& D project. 
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On. dimension one,R. & D managers were similar mhether their 

markets wera  volatile or stable (explaining 46% of the variation). 

However on dimension two', R & D managers in stable markets were 

different from the cluster of all the other groups (explaining 

36% of the variation), 

7. Department and Employment 

Dimension 1  included expected  sales  growth., pollution control, 

• .favorable tax policies, inventory trends, and short term bank 

- 
interest, Dimension  2.  included.  government ldans, generaltrends 

in growth .,  change in market. share attributed to. the R & D project, 

average profit of.the group', and growth of government expenditures.. 

Employment size of the firm was more important than department 

in ,  determiningsimilarity. of items attended. to R&D and other 

executives  of large . firmé were similar - on both dimensions.i  On 

dimension. one j a,  cluster formed. consistingof both . executivegroups 

in mediumsize' firm.s,.anotherncluster consisted of exedutives:in 

small firms-(explaining 41%. of the—variation). 

8. Location and Sales 

Dimension I included accelerated depreciation, government 

contracts, expected sales growth, and population growth. Dimension 

Zincludes,government information, availability of scientifically 

trained' personnel, change in market share attributed to the R & D 

project, expected wage settlements and expected sales growth. 

Sales size was the basis of clusters on the first dimension 

rather than location (explaining 38% of the variation). On the 

second dimension, Ontario firms of all .sizes and large Quebec 
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firms formed  another- .similarity group . (26% of the variation). 

• POLICY.IMPLICATIONS„ , 

The study has identified significant differences in infor- 

mation selection patterns among executives. These were asso'ciated 

to differences in executive and firm attributes. 

The study suggests that strategies. aimed at iffiprovement in. 

the.specific attributes of. investment opportunities will be 

universally attended to. In contrast measures aimed at improve-

ments of specific.climate attributes or measures which provide 

specific- inducements for R&D .stimulation will have a highly 

selective impact. "Social marketing" strategies to stimulate R&D 

must provide a fit in content to prevailing information selection 

patternS of executives and organizations. Similarity groupings 

such as those identified by this study, will constitute the 

appropriate target populations for specific strategic designs. 

Clearly it is also necessary to ensure that other characteristics 

of the information diffusion process provide a fit with search 

and evaluation procedures in firms (e.g. fit in media type, form 

of, messages, etc.) and that barriensto actions are removed. 

Further studies to provide this information are necessary for 

improvement in the impact of intervention upon R&D investment. 
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Introduction 

. R&D management is a. complex process. It involves•search of the environ-

ment for opportunities, generation of options (projects), sequential evaluation 

at different levels of the organization, project selection, and implementation. 

To gain a better understanding of this process it'is useful.to investigate its 

various components. Schwartz and Vertinsky [32] have focused upon environ- 

mental scanning in the process of R&D project selection; while Souder [35], 

[36], [37] focused his inquiry upon the organizational problem of achieving a .  

consensus This paper focuses upon another component of the selection process: 

the formation of individual preferences among R&D. investment opportunities. 

Special attention is paid to the relationship between the characteristics of 

the executive such as his position and function, the attributes of his organi-

.zation and the tradeoffs he is willing.,to make in forming his judgments. 

In a previous.study.a. list of forty-seven indicators reflecting the 

various aspects- of the R&D environment were identified after an extensive 

literature review. These indicators were rate&by executives. -The results 

of that study (Schwartz-  and Vertinsky [32]) suggest that projectspecific. 

attributes constitute the information set on'which executives and R&D. 

managers universally focus. In particular five project attributes .topped 

the importance ratings, these were: 

(1) ' cost-of the project relative,  to. total R&D' budget (COST) 

(2). • the payback period (PAYB) 

(3) the  probability of technidal and commercial success  (SUC) 

(4) market share impact . (fKT) 

(5) expected rate of return (ROR) 	• 



Consequently these attributes were,selected to represent R&D.projects in this 

• study, with the addition of 	 • 

(6) availability of government funding for the project (GOVT) • 

The sixth attribute was added to measure the impact of a strategy often used 

by governments (e.g. Canada) 4o encourage R&D. In addition to this empirical 

justification for selecting these attributes from all the possible cbaracteri- . 

zations of proects, these attributes have 'received special  attrition-  in the 

. literature. 

Cost of  the  project relative to the total .R&D budget of the firm is,a 

measure of resource commitment. Economic theory would suggest that the cost 

by itself would not be important (a measure of profitability should be con- 

sidered).. However, Mansfield [24, p. 310] found that the probability that - a 

firm would fund a project was negatively Correlated:with  th  a size of the 

investment required. 'Concern with financiarcommitment is such that, espe-

cially for Small companies, potentially profitable projects may be.abandoned 

before.they have had a :real.chance to,succeed .(Cooper, [7, p. 175]). For 

other references on  ost, see Scherer [31]; Gersten2e1-d-[15], Tilles [39], 

Ansoff and Stewart [2]; Mottley and Newton [27], and Allen [1].' 

The payback period is a measure of the time.commitment to.a project. 

Payback period norms reflect  the subjective  time discount-and time. horizon- • 

of the fia-m. It is also a.risk measure in. that the longer the time commitment,. 

the  less certain the profitability and Other estimates. The- payback'period-for 

R&D projects is generally required to be shorter than that  for investment'in - 

plant and equipment. For all Manufacturing.inthe U.S. in 1961,. 55%. of the 

. projects undertaken had an expected payback of less,than,3 years and an addi-. 

_tional 34% fell in the 375 year range (Mansfield,- [24i p. 15]). Gerstenfeld 
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. [15, p. 22] found that the payback period varied with size of firm; the average 

was 4.26 for large firms. and 3.5 for small.  The  high proportion of'industrial 

R&D devoted to development and applied research is indicative of this required_ 

short payback period (Leonard, [22, p. 236]; Bright, [5, p. 6])'.  A maximum 

payback period may also appear as a constraint imposed by management, thus it 

may be the deciding factor in project selection - (Kotler, [21, p. 30]).. For 

other references, see Ansoff and Stewart [22], Brooks [6], Tilles  E39]  Couper 

[7], Allen [17] and Hamberg [19]. 

. 	The probability of technical and commercial success is a measure of 

risk.. It may be useful to modify-profitability estimates by an astimate of 

the probability of success. As the risk increases, the value of . the return. 

and the maximum expenditure justified decreases (Disman, [11, p. 88]) except 

in the case of risk àeekers. The bulk of R&D' is relatively safe (non-risky) 

and aimed at small improvements in the state of the art. Mansfield [24, p. 56] 

found that the a priori. estimated probability of technical success for projects 

undertaken averaged 80%. It seems that firms generally do not initiate a.pro-

ject until major technical uncertainties are eliminated. Gerstenfeld.[15, 

- p. 22] found-a similarly high average of 71%. As basic research projects 

are more risky than applied, a risk avoiding firm will fund more:applied 

projects (Nelson,. [28, p. 304]). See also Scherer [31], Gèrstenfeld [15], 

Quinn [30]; Ansoff and Stewart [2], McGlauchlin [23], Thurston [38], Cooper 

[7], Tilles [39],. Cranston [8] - , Mottley and,Newton [27] and - Allen [1 ]. 

'Market share is often a subsidiary goal of fiLms. Froman economic 

point of view, it is a reflection of the competitive power of the company 

and of:market security. Mansfield [24, p. 89] noted that increased market' 

share seems to . be  important te..some industries, e.g. Petroleum  and  coal, but 



not for others. Mottley and Newton [27] propose market-gain aG an auxiliary 

variable in a scoring model for project selection. See also'Peterson. [29]. • 

• 
Expected rate of return .(ROR) is a measure of profitability in certain 

• - environments. Projects can be.ranked by the ROR and selected in descending 	• 

order until the R&D budget is exhausted. Alternatively a minimum acceptable 

ROR can be imposed as a constraint. The ROR has the advantage of incorpora-

ting both costs and revenues. For references, see Mansfield 124], Diàffian [11], 

Quinn [30], Kotler [21], Peterson [29] and Allen [1]. 

Availability of government funding reduces- a 'firm's commitment to R&D: 

In  Canada, as in the U.S., the  government directly supplie approximately 60% 	, 

of the funds for R&D (Brooks, [6]). Government contracts influence both the 

type of research and the atmosphere in which research actiVities are under-

taken (Quinn, [30 ]). Government support for R&D tas tended to'be'concentrated 

in defense and areas that bring national prestige (e.g., space). This may 

result in'a misallocation of fUndà ("Leonard, [22], Brooks, [6]) by limiting-

the technital resources available• for other pursuits (and -  increasingtheir 

' costs). On the other hand, decreases in goVernment . funding for R&D have 

resulted in , evén greater concern for short termpayoff and thelindertaking. 

of few risky and basic research projects (Brooks, [6], Foster, [14]). 

MTHODOLOGY  

To identify latent structures of decision processes statistical mod- 

eling methods .  are employed. In this approach, from repeated investment deci-

sions. (in experimental or real settings), models are estitated to functionally -

relate project selections and the underlying project attributes. Studies 

using this approach have investigated decision behaviour in diverse.areas: 



5 

clinical psychology (Goldberg, [16], graduate student  admissions • (Dawes, [9]), 

student performance (Einhorn [13]), stockeelection (Slovic, [34]), judicial 

decisions (Kort, [20])., tenure evaluation (Green and•Carmone, [18]), and 

physician decision making (Schwartz et al. [33]). Different rules were 

postulated to describe the process by which attributes are combined to yield 

a judgment. The Majority of the studies, however, Concluded that the linear 

model provides an excellent representation of decision makers in manjr situa- 

tions (Dawes, [9]). Goldberg [16], for example, concludes thaé if one!s 'pur- 

pose is to reproduce the reSponses of most judges, then a simple,iinear model 

will normally. permit the reproduction of 90-100% of their reliable judgment 

variance. As our prime objective is to develop a "black box" model to predict 

rather than explain the selectieu process, we focus,' in our analysis mainly on 

simple linear or quasi-linear models.--(For a discussion of black box-models- - 

in contrast to process-explanations, see Green [17]). 

There have been some criticisms of this method when used for prediction. 

of judgments and determination of causal relationships. Green and Carmone [18] 

pointed out that the,process ofmodeling might be influenced by  the  rating 

.scale when subjects could supply : reliably only ordinal ratings. In.addition, 

if rating data is ordinal, some configural models (e.g. Einhorn r s.conjunctive 

model) cannot be differentiated from the data fit of the additive model.. This 

is the case when the configural models in:fact cimstitute order-preserving 

transformations of the linear model (e.g. in .Einhorn's conjunctive model'a 

logarithmic,transformation Of data is used to produce a linear model). 

Birnbaum [3], [4] claimed that using correlations of theoretical predictions 

and data as indicators of "correctness" might mislead. He claimed that such 

correlations could be higher for incorrect models than for correct ones. He 

suggested that functional measurementprovided a sounder - basis for model • 
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evaluation by placing scaling.  in. the  context of model fitting and by testing 

deviation from predictions rather than concentrating upon overall goodness 

of fit. 

To cope with some of-the difficulties of employing general linear 

regression analysis to estimate decision models,-two alternatiVe•frameworks • 

are used. The first route utilizes orthodox.regrassion and imposes a test 

procedure to screen out models based uponordinal perceptions of attribute 

scales. This procedure, first suggested by Dawes and Corrigan [10] and 

further developed by Einhorn and Hogarth [13], - calls for a repetition of 

the regression analysis with equal weights. If R values . obtained.by  means 

of unequal weights are meaningfully higher than R
2 
values based on equai  

weights, then trade7-offs can be imputed from the regression coefficients. 

Otherwise, no trade-off inferences are possible on this. basis. The second. 

modeling route'permits mere flexibility. with respect te scaling-requirements 

of the dependent variable. This route employs- discriminant analysis to.iden- 

• tify those attributes (and their correspending weights) which explain differ-

ences between groups . of projects (those which are likely to be funded  and 

 those which are not). In this method the-objective_is to predict group, . • 

membership on the basis of linear indices combining project attributes and 

group assignment rules based upon these  indice b The indices .(discriminant 

functions) and the assignment rules are estimated by a stepwise:procedure. 

whichselects attributes so as to maximize functional value differences- 
. 

between the a Priori groupings, 

The employment of these two comPeting modeling alternatives will 

permit a further test of validity,  the test of robustness. 	: 
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The Experiment  

Silbjects were presented With a hypothetical economic environment in 

which they were instructed to make R&D investment decisions. The projects 

were described by six attributes: relative coàt, payback, probability of 

success, percent increase in market share, rate of return and percent 

goVernment funding. Subjects  ire  requested to indicate the probability 

that they would recommend funding of eaCh project. 

The subjects were then presented withsixty project profiles. For 

the first ten profiles the attributes were presented in random order to 

avoid attribute ordering effects. For the remaining profiles the attribute 

order was standardized. 	• 

The Sample  

A Canadian 'sample was randomly selected from the population of R&D 

establishments (Ministry of State for Science and Technology [25]) plus the 

remainder of . the- 'Top 100 firms' (Morgan [261) not included in the R&D' 

directory. A second mailing was .sent with replacements for those firms 

declining to participate as'well as reminders to those firmà which did not 

respond initially. The questionnaire-was sent to the R&D director or to the 

president.of the firm. Ninety-three completed questionnaires-Were returned 

(about 30% response rate). The response-distribution. corresponded well with 

the population distribution of R&D. involvement, indicating that the sectoral 

- breakdown in the sample is representative of R&D establishment.frequencies 

in the popnlation. 

The questionnaire asked for supplemental information relating' to the 

attributes of thea.xeCutive and hia firm. Twenty - percent of  the sample are. 
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top manageMent- of which half are presidents; sixty percent are currently 

employed in the R&D department of their firms, while the others.are•dis-

tributed. almost equally among production, marketing, and finance  departments. 

The general level of formal education is•quite-high:. more than 50% of the , 

executives have had at least some post-graduate training. - 

The characteristics of the firms are classified into two Major infor-

mation  dimension:  statistical traits (e.g. size)• and role perception (e.g. 

leadership). Half of  the organizations repreSented in the.sample•have sales 

over $50.million; seventy percent of the firms represented in the sample are 

either privately owned or controlled by a few interests. The sample is 

almoSt equally split•in terms of Canadian.control and represents well the 

state  of  ownership in Canadian manufacturing.- Approximately 50% of the 

 subjects considered.theirmarkets.somewhat stable and 12% considered_their. 

market extremely volatile Ten percent considered their firm followers, 

while 35%'were.leaders.. R&D involvement•was extremely important for . 40% . 

of the firms. 

ThM,  RESULTS  

Regression Models of Individual- Decision Makers 

Stepwise linear regression analysis was performed to estimate the 

decision model for each executive. Table -1 presents  the: coefficients of 

the significant attributes. Eighty-three percent of,the regressions had 

greater than ,80. The Einhorn test was:performed and the original re- 

gression equations prOvided a better fit in all' cases (see Table 1). This 

suggests that meaningful inferences about trade-off patterns can be derived.  

• from the regression weights. 
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Insert Table 1 about here 

The attributes,in order-of frequency of significance are: •probabilityof 

success (significant for 90% of the executives), payback  (77%), rate of 

return (67%), cost (46%) impact on mIrket-share (42%), and government 

funding (24%). Thus the dimension consisting of sUccess probability, time 

commitments and profitability assumed à prominent role in the selection pro-« 

 cess. This result is consistent with ratings Of importance reported' in a 

previous study of the economic and environmental factors in R&D decision 

making (SchWartz and Vertinsky [32]). 

• -For the most part, thesign of the coefficients corresponded to those 

indicated by theory: 'cost and payback negative • and the rest positive. 

Ii:  is interesting to note that the results provide additional support 

to Souder's observation [35],. [36], [37] that'organizational consensus on 

criteria 'often does not exist.. Examining,. in Table 1, subjeCts from the same' 

company (i.e. subjects having the same identity number but distinguished by 

a. different letter Suffix), one can note that in all cases except one, marked 

differences in tradeoffs exist among executives from the same company. 

The Group Regression Model  

A regression model was run usingas the dependent  variables the average - 

probability ,  ratings of all subjects for- funding each of the projects. The 	' 

results are presented at the -bottom of Table 1. To' compare the relative 

importance.. of thé attributes, normalized regression coefficients: (scale free) 

are also given: All.the attributes appear as significant in the group model. 

The order of significance of the attributes is: probability of success :  (.79)-, 
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Table I. (Continued)' 

Exel:utive 
I.O. f 

- GOV'T 	R2  COST 	PAY8 	PSUC 	MKT 

70D 

710 

711 

712 

715 

720 

Averne 
Moàcl 

(normalized) 	(-.19) 	(-.37) 	(.79) 	(.14) 	(.42)  

Note: 

- Entries are the marginal contribution of significant project-attributes 
to the probability of funding derived from linear regression. equations . (au 
.05 level of-significance). R2  indicates the percent of the variation  of  
the dependent variable (probability of funding) accounted for by the signi-
ficant attributes for a given subject; q indicates the percent oi the 
variation of the dependent variable that would.be acCeunted for.by-a linear 
model using equal weights for the attributes .(the Einhorn test).. The 
consistently higher-values of 122  indicate that meaningful.inferences about' 
tradeoffs can be drawn from the regression weights. 

-.30 	-.2D rel 'r9 
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rate of return (.42), payback (-.37), cost (-.19), government funding (.16) 

and impact on market share (.14). 

Discriminant Analysis Models  

Discriminant analysis was performed for each executive by grouping 

profiles into high and low rated categories (probability of funding for 

, group rprofiles was  le-os  than 50%, and far groUp 2, greater than or equal 

to 50%). Other groupings were also tried and for sonie individuals a better 

'classifiCation model was obtained, but on the average'the 50-50'breakdown 

obtained highest accuracy of reclassification. The results, in the form of 

the standardized coefficients for the significant. attributes- are presented 
• 

.in Table 2. 

•Insert Table 2 about here 

The classification obtained by discriminant analysis performed better 

than the probability of allocation:by chance for all subjects. In all cases 

except two, it provided more: accurate classification than the allacatien to 

the maximal group. 

Probability of success was a significant discriminating. variable for 

95% of the executives, payback for 72%, rate of return for 70%, market share 

for. 52%, cost for 48%, and government funding for 41%. This  order-is similar 

to the one. obtained from the regression analysis (market and cost-  have changed . 

ranks but are. of  similar importance). Government funding ia significant for 

twice as many executives as indicated by the regression models. As with the 

regression models, the signs are generally in the theoretically:expected 

direction. 
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. 
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. 

- 
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A .  ', 2 • 	.Ca • 	. 	'. 	y'.9  
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-.38 	.0e, 	 '92 .e, 
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Entries under project attribute headings  are the coefficients of the 
. linear discriminant functions. for each subject (et .05 level of significance). 
These coefficients have been detived from.linear discriminant analysis that • 

. maximized the difference between the-two groupsof projects. Measures  of 
, goodness'of prediction are•provided by the columns•PCORR (petcent . of projects 
• correctly allocated by the discriminant functions), PMAXH(percent  of  projects 

that would be correctly allocated if all were - aasigned to. the ..group with-
the. highest.a priori  probability of membership) and PCH (percent of projects 
that would.be  expected to be correctly. allocated by chance allocation on the 
basis of a priori  group Membership probabilities). 
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The Grout) Discriminant Mode ].  

Two group discriminant models were estimated, assigning profiles to 

groups on the basis of the average scores. Two groupings'were tried: model 

A had five groupings (<20%, 20-89%, 40-59%, 60-79%, and 80-100%) and modelS 

had three groupings (<20%, 40-59%, 80-100%).. Both models performed better 

.than allocation by chance and maximum allocation. The significant discrimi-

nating variables and their coefficients were similar in both models. Proba-

bility of success was most important, followed by the rate of return and 

payback. The results are reported at the bottom Of Table 2.' 

Comparison of Rce.ression and Discriminant Models  

The comparison of discriminant models and the regression models 

obtained for the same subjects provides additional evidence on the-validity 

and robustness of the relationships. Table 3 presents  the  ordered signifi- 

cant attributes for both the regression and the discriminant models (for 

. ease of comparison )  normalized•regression coefficients are used).. In twenty 

three of the cases • the order. of attributes is preserved (preservation of 

order here is defined to include cases where more attributes are present 

in one model than the other but the order of the attributes is the same 

and the additional attributes are of the  lowest importance). In 68 of the 

cases there'are only minor differences among the models.: In only two of the fl  

cases are the models quite different. 	-  

Insert Table 3 about here 

attributes that appear in both the regression and the discriminant models. 
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CoMparison of Discriminant Analysis and ,Regress•ion Analysis 

Executive 
1.D. 0 Significant Variables ip . Descending Ordev., 

Regression 

C PB 

PS PB C R 

PS pr) m 

PS PB  1 C 

PS G Pa 11 

R PS C 

PS PG 11 G 

PS a  • P0 

G PS H 

PS  C 	• 

11 PS C 

n 	. 	• 	R PS C PG 

R PS 

	

C R P M 	C G PS  fl  

R PS «  Pa 	 R PS ,  P8 t G - 

R PS 	 a PS ' 	• 

PS PG M 	 PS 	PB 	• • « 

ps--PB « G 	 ' 	PB •  PS G C' 

PS PB R C G 	 PS parqi e G 

PS  PL  C 	 PS PC. R 

PS PG R 	 R PG .  PS. 

PS PP.' R 	• 	• 11 PB PS

• R PS:  PG C. 	 C Pa' •PS 

R PS PG  4 C 	. PB  R .14  C d rs 

M PSPÇ4CP.0 	M C PS PS G 

PS C R P0=11. • • C * PB PS 

G II 	• 	
G. 

G 	 • 	G• P0 PS Ft C 

1•  ps PB 	 PG  i C R P5 

PS 11 PB 	 • 	R PS PB 	« 	. 

R PS .0 • 	 •R PS 1.1 

PS R PG -  C 	 PS R PB G 

PS C 	G 	 C PS 11 G- 
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R PS PG 	 R .PB PS a 
PS PB G • M 	 P0 PS G C 

PS R PB 	 PB R PS C 
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Regression 	• 	Discriminant 

table 3H'er.ontinued) 

Executive 
£.0.  •Significnt Variables in Descending Order 

	

. 	• 	• 

•
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184 	• 	à PS 	• 	 PS R 
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• • 204 	• 	• 	G 	 G • M C 	•• 

• 227C 	• 	PS PB G M 	. 	PB PS M 
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231 	PS c m PB 	• 	.0 PG M PS 	• 

	

246 	: 	• PS • PB • 	• • 	PR PS C 

	

'250 	.'• • 	PS C 17›. R 	• C PS

•. 2E3 	 R PS M• 

	

252A 	: 	PS C R Pu 	G PS PB 	G 
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337 	• 	-R 	' 	• 	R PS 	G 
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389 	• 	R PB PS 	• 	. 	R PG C PS

• 

	

391A 	R PS PB' M Ç 	•R PS M PB• 

391B 	PS '  R' M PG 	R PS*. M 	• 

	

.399 	• 	g PS PG.. C 	• 	R PS" G Pe• 

	

400 	• PS g:  • PB 	11S R PB H • 

	

412 	PS PB •M 	.•PB • PS 11: H C 

	

416 	ps G PG 	:• PS G 	- 

	

432 	• 	R •PS 	 R PS . •  

	

436 	PG M R PS G 	PB 	R 'PS 

	

442 	• 	PS PB 	PS •PB 

	

456 	ft  M PG 	11 PB M 

	

Lisa 	PS G C M PG, 	PS PO G PS.0 

CONTINUED, 



C..zecutive 

ea.! 

Significant Variables in pascendino Order- 

Regression 

	

.463 	 PS M PE G 

	

455 	PS PB R C 

	

4•3 	 PS  p31 G 
•PS PB R 

	

.4sio 	•' 	PS C R . 	. 

	

12.55 	 PS Di 	C 
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Discriminant 

PS H P2 G 

PS pa R M • 	. 
PB H G PS 	' 
PBH " 

PG R C 

C)  PS Pi.3 
R PB C PS 

R PS PB C 

R. PS. PB C Il 
PS •rt Pa 
it PS PB 
R PS PE; tî G C 

Table 3 (Continued) 

Po..,:etraçie •  PS R PB C G Pi PS R PC 
...rmayouguyarlYaleell 

Note: 

The entries are the significant project attributes in order of 

contribution. Attributes which do not appeat make no significant  con-

tribution. (C = COST, PB = PAU,. PS = PSUC, M = MKT, R = ROR, and 

G = GOVT). Though the two models pose different questions, the degree 

of attribute order preservation provides evidence of robüstness.. 
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In the other cases the sign is correct in one of the two alternative.modele 

and/or the attribute is of low significance or doeenot appear at all in the 

alternative model. One executive had held preferences to higher costs re-

'fleeting perhaps a tendency for empire building. In another case market 

 share had a negative impact upon project funding reflecting perhaps a 

cencern with antitrust legislation. 

The Group Modéis 

Thé -order of the three most significant variables is the same in both 

models indicating that the probability of success, rate of return and payback 

are the. most important attributes for R&D project evaluation and selection. 

External Validity  . 

While it is impossible.to  ascertain external validity as.the real 

decision environment is confounded, several unsolicited comments submitted by 

the respondents provide some evidence of credibility. Çonsider a few examples: 

a) Executive #93A  

Description: 

Subject is a manger of thesalee department in a chemical,firm with 

sales of $1-10 million, privately owned, not Canadian controlled. 

Market is. somewhat volatile,: fire is. a leader, and : R&D is extremely 

important, 

Subject's Comments: 

"In the case of my own company R&D is largely financed by sales of 

existing products so that the influence of government subsidies and 

changes in the money, market do not generallyenter into our product 
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(or project) evaluations. We generally look for a rate of re- 
: 

turn of 30% or more, and a pay-back period- of around 3 years. 
4 

Oil" impact on the market and the probability of marketing or of 

teChnical success is also critical to our evaluation process. 

This requires a considerable amount of market research and 

clinical research before a product is launched". 

Models: 

The models are'largely in congruence with these comments. In 

the discriminant  model the attribute order of significance is: 

rate of return, payback, and probability of success. The at- 
, 

tribute order is reversed in the regression model. Market share, 

however, does not appear .in either model. ,But, impact upon 

market is captured.perhaps by the profit indicator. 

b) Executive #97A 	• 

Description: 

• 	Subject is amanager of the R&D department of an electrical  • 

products firm with sales of $50-75 million,, publicly owned 

with control - by a few interests, not Canadian controlled. 

Market is-stable,-firm is a follower, and R&D isextremely. 

. 	important. 	. 

Sublect's Comments: 	, • 

"Inreviewing.the answers, we have-provided you might,be 

interested in noting that.we are every conservative Company 

that is involved in developing and. marketing state-ofthe-ert 

products.  This  leads to . an intereSting dilemmevhich-has been 

solved through  the use  of. Gôvernment funding (mainly:Canada 
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and the U.S.A.). Every attempt is made to get any R&D effort 

fully paid from external sources. Very often we sell our R&D 

effort outright. This has the advantage of.achieving:100% • 

funding but the disadvantage that we do not have exclusive • 

rights to the resulting product. We rely on our initial 

experience with  the  resulting product as a means of remaining 

competitive in any potential production requirement." 

Models: 

Government funding is most significant in bath the regression 

and discriminant models. Market share is also important . 

 (negative) in both, while the discriminant model includes 

• probability of success. 

c) Executive #121  

Description: 

Subject is .a manager of an R&D department in a firm In the trans-

portation and communications -  sector with sales greater than $250 

million, publicly owned, Canadian controlled. Market is ex- . 

tremely stable, firm is a follower, and R&D is of moderate -

importance. 

Subject's Comments: 	 - 

"We-evaluated the sixty-  itemized conditions to indicate probability 

of funding by allocating.points as follows to arrive_at a ranking' 

order.' . 

Points  

Probability of success - 	50% 	0• 
50 to 60% 	• 	- 1 
60 to 70% 	2 
70 to  80%. 	 • 	3 
80 to 100% 	. 	. 	4 



>30% 
<30% 

0 

0 
2.  
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R&D cost as related to 
total R&D expenditure 

Percent Market.  
>10% 

-Percent Government support <10% 
>10%. 

We consider that the above four criteria are the most important 

ones in our decision making. Probability of success is the highest 

criteria commanding the'maXimum points (4) for - probability. of sue- .  

cess between 80 to 100%. 

After. establishing the ranking order we arbitrarily divided. the 

,sixty situations into ten parts giving 100% probability of funding 

to the top six in the ranking order  and. working our way doWn the 

ladder. 	 . „ • _ 	. 	. 
. 	. 

Summary of the Model provided: probability of success and cost 

are most - important, followed by impact on market „share and govern- 

ment fundingw. 

Models: 

The  models ara confirmed-by the commenta. In the regression 

model  the  Order of the attributes is-probability of success t  

cost, impact on market share and government funding. The dis- 

criminant model reverses the order of the first two variables. 

d) Executive #253  

• Description:' 

• Subject is a manager of an R&D department of 'a firm in the 

petroleum and coal sector,. not Canadian. controllecL 
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Subject's Comments: 

"Your questionnaire ... appears to assume that some level of 	• 

government subsidy is necessary to make the •private sector 

function. My own personal conviction is that  such  payments • 

either have no effect or distort the market system by encour-

aging industry to embark on uneconomic, unsustainable projects. 

. I believe the main problem facing industrial innovators in 

Canada:today is to define economically viable projects.in  an . 

environment of.rapid inflation, price controls, increasing and 

variable government regulations and very heavy taxation:" 

Models: 

For the regression, the Only significant attribute is the rate • 

.of return. For the discriminant model, the important attributes 

are rate. of return, probability of success and impact on market 

share. .The modela are supported by the comments:' government 

funding is not  important and  profitability measures are, 

e) Executive #711  • 
• 

. 	Description:  

Subject is a Vice President of a chemicals firm with  salas of 

$750-100 million.. Market volatile, firm neither a follower nor 

a' leader, .B.StD of moderate  to  low importance.. 

• Subject's Comments: 	 • 

A model of the procedure used by the firm . was Provided. ..The 

model selects projects to maximize expected rate of return -- 

. 	adjusted- for resource and time commitment by calculating a 

discounted cost function'as a combination of the paybaCk 

and the relative cost of , the project. 
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Models: 

In both the regression and discriminant•models, the order 

.of significant attributea was: rate . of -return, probability 

of success, payback, cost and'impact on market share. The 

models are.geperally confirmed by the comments with the 

addition of impact on market share (low•coefficient, .15). 

Analysis of Winning Sets. 

This section deals with'project attribute levels associated with high 

probabilities of funding. We thus focus on those projects which received, 

on the average, a funding probability of 70% or more'in our sample,. 

defining them as winning sets (see Table 4). : After characterizing the 

Insert Table 4 about here • 

winning set of projects for the total sample, we focus on differences among 

winning sets for groups of subjects classified on the basis of alternative. 

personal and organizational attributes. One must note, however, that the 

high degree of fit obtained in the estimated group models of judgment indi-

cates that differences. among individuals are relatively iow, and therefore 

one may expect similarity ofAUdgment patterns - among groups. The interpreta-

tion of intergroup differences,in judgment. patterns .will focus only on those 

patternswhere differences are significant. 

Generally, the rate of return for stiocessful candidate profile à is 

high, (greater than 35%); payback is less than 5 years, impact on market 

share is greatèr than 15% increase, and government funding greater than 34%. 
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Table 4 

The Winning Set of Projects and Additions and Deletions by Executive Groups 

ATTRIBUTES 	- 	 EXECUTIVE GROUPINGS 	 . 

NON-R&D 	DEPT. & AGE 	EDUCATION 	R&D/V.A. 	DEPARTMENT 	DEPARTMENT  

	

COST PAYB 1  PSUC MKT ROR GOVT POSITION 	MARKET 	SALES SIZE 	gmloymar: owNERsHip 4A NAGERS 	LOCATION 	& MARKET 	& FIRM 

	

23 	12 	2 	31 	2 	31 	2 	31 	2.12 	1 	2 	3 	1 2 3 4 	1 	2 	3 	4 	1 	2 	3 	4 

	

50% 	2-4 	90% 	24% 49% 75% 	 D 

	

45% 	2-7 	93% 	20%50%  71%   	 111111 	III 

	

2% 	0-9 	74% 37% 35% 34% 	 MI 

	

2%. 	477 	92% 	29% 36% 60% 	D 

	

1% 	•-0 	95% 	20% 422 	64% 	D 	•   	 Ill 

	

26% 	4-5 • 83% 	19% 37% 88% 	D 	 D 	 D 	D 	D 	
D 	1) 	Id

•23% 	1,9 	74% 	15% 47% 86% 	D 	. 	 D 	 D 	D 

	

11% 	2-4 	57% 	26% 31%  52 	A A
IN 

	

31% 	2-11 	% 	6% 36% 34% 	.A  ati  	 8 	I 

	

13% 	1-7 	62% 	38% 43% 21% 	A 	A 	 A 	A 	II 

	

14% 	2-7 	73% 	44% 30% 32% 	A 	A 	A 	A 	A 	A 	A 	A 	A 	A 	A 

	

14% 	1-11 	72% 	22%  36%1O% 	A 	 Mil A• 

•10% 	5-9 	68% 	34% 42% 92% 	11. 

	

15% 	076 	86% 	3% 23% 41% 

	

50% 	0-9 	82% 	26% 30% 17% 	 A•

33% 	3-9 	82% 	5% 187e 75% 	 1 

NOTES: -PAYB measured in yrs-months D = deletions 	A = additions 

The WINNING SET is the group Of projects with an average prôbability.of funding of at lea$t 70% for all executi.ves. The ADDITIONAL ,PROJECTS are those - 
reeeiving at least 70% for the indicated groups of executives. The following are the executi-ve groupings: 

•POSITION  (1 
3 = >$50 milli 
3 =,private). 
R&D/V.A. 	= 
DEPT.'&  MKT (1 
3 	other; fol 

president; 2 = senior managers, 3 = staff). MARKET (1 = stable, 2 = volatile),. SALES SIZE (1 = <$1 million, 2  =.$1-50 million,. 
on). EMPLOYMENT  (1 = <100 employees, 2 - 100-1000, 3 = >10)0). OWNERSHIP (1 = public, Wirdéiy held, 2 = public, control by few, 

NON-R&D MANAGERS  (1 = Catudian control, 2 = non-Canadian control). AGE (1 = <40, 2 = > 40). EDUCATICN (1 = B.A., 2 = Post-Graduate). 
> 3% value added;, 2.=.17.3%, 3 = <1%). DEPT. & LOCATION (1 = R&D, Ontario, .2 	= otW7,--Uaaric; 4 = other, Quebec). ' 
= R&D; stable, 2 = R&D, volatile, 3 = other, stîtiTé7-4= other,-volatile). DEPT. & FIW:i (1 = R&D; follewer, 2 = R&D, loader, 

lower, 4 = ot'aer, leader). 
•• 
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Cost levels did not display a consistent pattern. Cost levela vary over the 

total range. Probability of success is greater than 74%. The tradeoffs are 

:striking for these profiles: if the payback is,less than 2 years, a probe- 

. bility . of success .of 74% is acceptable; if the payback is moderate (about 

21/2 years) the compensating probability of success must be high (about 90%); 

• the same holds for long .paybacks (44 to 5 years) with one exception, a 'pro-

ject wherea. 1oWer probability of success .(83%) was compensated by high market-

impact and.high government funding. Other projects in the portfolio with RO.R. 

greater than 30%, generally had low probability of „success or long paybacks. 

Analysis  of  differences in winning sets (additions or deletions from 

- the total sample set) identified the following relationships between project 

. • attribute tradeoffs  and individual organizational characteristics: 

Presidents deleted from the- winning sets all projects with payback 

. 	_ 
period higher than 21/2 years and all projects with high (>80%) government 

funding.- Senior managers seemed to favor the Winning set identified for the 

• samPle as a whole, while staff executives •were making . more liberal tradeoffs' 

between•rates. of return and risks, expanding the winning set with- two riskier 

	

investmentalternatives. 	 - 

•Executives in stable markets differed- from those in volatile  markets 

in the trade-offs they made between probability  of • success and lOngevity of 

payback period. Those  in volatile, markets eliminated from-their - winning set. 

projects-with- long payback periods, - except for those with.markedly high 

probability of. success. 

- Large companies. (with sales above  $50 million)  tended to make mere 

liberal tradeoffs between rates of return,andpayback.periods ancibetween 

risk and rates of return. To the winning; set they added projects with 

Moderate rates of return and'shorter payback periodà as well.as.projecta 



safety margins upon project selection. 
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with higher risks and higher rates of return. Small companies (with less 

thaà $. 1 million in sales) tended to aecept high risks for high rates of 

return.only if cost commitments are low and expected impact upon market 

share is high. 

Size measured by employment is positively related to the range of 

risk trade-offs. Small companies (having below 100 employees) tended to 

focus on safe projects only with high ROR• (>36%), high probability of success 

(>90%)-and short paybaCk period (>5 years). Medium companies added to the 

winning set safe projects with high expected rates of return but with longer 

payback horizons. Large.companies (with above 1000 eMployees) permitted the 

whole range of tradeoffs identified in our discussion of the average winning 

-set for the total sample. 

The impact of ownership patterns on fgnding preferences suggests 

that public companies with widely held shares have greater concern with 

market share for which they are willing to take higher risks. Concentrated 

ownership- patterns (both in private and public corporations) are not asso-

ciated withany such attention to market share performance. 

No differences were discovered among' winning-sets of Canadian and 

non-Canadian.controlled companies. However; when R&D project  managers are 

removed from the - sample, and comparisons are made between the-winning sets 

of executives in Canadian and non-Canadian controlled firms, it is noted 

that Canadian executives tend to choose conservatively, imposing higher , 
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POLICY IMPLICATIONS AND CONCLUSIONS 

The study has:several implications for .  government policy with respect 

to R&D stimulation in the  private sector.. First, it suggests the usefulness 

Œf general compensatory models for predicting preferences among R&D investment 

opportunities. While we have demonstrated in another study the selectiVe 

.impacts of environmental economic variables. upon R&D investment, -  a high con-

sensus was deM'onstrated in this . study in executive judgments.of projects 

their specific attributes. This consensus was reflected in the high cor -,-e- . 

spondences between predicted values and observations for the models repre-

senting the sample as a whole, as well as the similarity. of winning sets of 

alternative executive and firm groupings. 

Differences in.judgment - formation.are realized mainly in ranges .of 

tradeoffs between risks and rates of returA. Government subsidies and 

'participation in funding in the private sector do not have a high direct 

impact.upon R&D decisions. On the. basis of comments received - from:a variety. 

of executives there is fear of increased level of .government interference in 

managerial decisionà associated with.receipt of government funds. This 

observation, in view of the tight upper bounds most companies impose upon 	- 

acceptable.risk levels,' points to a new role  for  government. The role we. 

propose is that.of an independent insurance agency.. Insurance.permits firms 

to trade rates of return and riske. This provides anexpanded choice space 

and many candidate projects rejected now  as  toe risky (though with high 

expected payoffs) may join the winning sets. 
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Introduction- 

R&D activities 	innovation, new.product developMent, 

process  improvements to reduce costs and product improve- . 

 ments.to  extend the life or market of a pi'oduct are the 

tools. by - which a modern company competes-(Levitt, 1966).The 

econOmic health of a coMpany depends - on how well it keeps 

pace with technological change ..  R&D.  is also claimed to be 

an activity which can provide a solution to the problem-of 

stagnation in the industrial nations, Yet R&D management is 

fraught with uncertainties and risks.  The  success of re-

search activities depends on the eçonomic-environment -, Re-

search programmes can quickly be made obsolete by events- 

external to the firm. Technological advances. by competitOrs - 

often require adaptive planning, making - Current  plans Un.-.  

,,,profitable. The risks involved in such activities.arè. àssumed 
„ 

to'restrict commitMents by the private- sector to levels. -• 

which are lower than socially desired,.especially when  a. 

	

conServativepOsture'is adoptedlby firms as  -a: response to 	• 

declining.economic environments. It ià, therefore,.  the  

policy for many governmenta to seek direct andindirect-

means to , stimulate R&D.expenditures. For example, the Cana-

dian federal government has been providing financial assis-

tance for R&D since 1961- (In 1973 alone thisicommitment 

amounted- to $100:million., )  There, are many pressures to in-

crease such commitments,.especially in countries-whose com-

petitive international position has been reduced significant- 

ly due to rising-costs and the entry , of new producers Yet 

. many doubts prevail. as to whether:such-commitments in fact 
- 

stimulate, or Just replace, private 'R&D investment Improved. 
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results can only come from bettet . management of :the entire 

•• R&D  effort.. 	• 	• 

In this paper, we attempt to describe the "state of 

art" in (1) explaining R&D investment_behavior, (2) norma-

tive models for • R&D decision-making, (3 ) -studie • :of barriers 

to impleMentation of proposed R&D decision modelsand (4) 

investigation of  existing intetnal R&D investment decision 

procedures  (standard  operating procedures). 

.Determinants of R&D investment- behavior .  

R&D is an activity aimed  at  reducing uncertainty about 

the environment inherent in new product/new-process ventures. 

It is an activity that produces and applies knowledge. R&D 

management can be analyzed in the general decision making 

framework. R&D is an activity undertaken in response to per- . 	. 

ceived•gaps in the fulfi llment  of  corporate objectives..Thus, 

>perception of this gap and recognition of need are the first 

prerequisites.• The next essential element is:the: perception 

of control  and the  recognition of opportunities'for trans-

forming the environment. This requires both availability of 

resources and generation of alternative projects. The_next 

requirements for successful R&D managementate evaluation 

and selection procedures... . 

, The.literature.on.detérminantsof R&D-investment pro- 

vides a variety of comprimentary foci of explanation. These 

may center upon different elements inhibiting or stimulat-

ing R&D investment by affecting objectives, constraints or 

benefit calculations.  Schumpeter  (1971, p.37) noted .an 
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apparent. clustering of innovations during economic bàoms-

Prosperity . heips induce innovation 'bIrincreasing.the:ex-

pectectreturns. Size of the general market is  also importànt 

in determining industrial research patterns (Quinn,1966, 

p.I4).:Thus.population growth by increasing the market would 

be expected- to have:some influence on R&D:decisions. Bright 

(1970, p.67) labels  population  trends: a prime, but often 

neglected, signal for the.10-30 year planning horizon. He 

. points out that the Paley report on materials. needs for 1975 

published in 1952 was,based on faulty population forecasts 

which led to unde•7estiMates of,demand. Keynes (1964, p•I51) 

pointed to the role of Stock market trends in the formation 

of long-term expectations - and, therefore, to-their role. in 

. investment and innovation. Keynesian analysiswouid .  also 

• point to the influence ,  of interest rates, while Galbraith 

(1973) would argue that profit and internal savings , are  more 

important, as . the firms in what he defines'as  the  planning

sector  are  unlikely to borrow funds 	 •.. 

Much of R&D is induced by the changing structure of re-

source costs, thus expected. wagesettleMents, productivity' 

change, inflation, and energy requirements are possibly 

relevant td R&D decisions. (See-Smookler, 1966, Rosenberg, 

1974, Kamien and Schwartz, 1968, Fenner:, 1971 and Hamien 

and Ruttan t  1974.) - 

The exchange rate-plays aklual rol-a.depending on the 

coMpany. It may be an indicator of expected - cost changes or 

an indicator of demand.changes.:Leonard (1971, p ..234.) re- 

.- 	•,. 	• 
ported studiesthat found a positive  Correlation between 



export- performande and:R&D effort in U.S.  industries. 

The role--of government as it influences. R&D- covers. . 

several areas: direct influence on.cOsts, indirect influence 

on 'costs via the availability:of funds -, éupply of . informa-

tion, and influence in the marketplace. The'.risky natUre of. 

research-_activity results.in  a free enterprise-economy 

underinvesting in R&D; especially in basic research (Arrow, 

1962). Also, public Support for R&D'is needed when returns 

accrue to more than  the individual firm. When social bene-

fits outweigh private benefitS'through diffusion of gains, 

some government support may benecessary to ensure.proper 

allocation of R&D;effort. Thus government subsidies, _grants, 

and loans aremade to encourage R&D. Government aid to re 

duce. the cost and risk  of  R&D and thus increase the benefits 

may be of much- importance. Favorable--tax. policies imply a 

cost sharing,also.reducing an-individual firm's commitment . 

 to R&D. In Canada, as in the U.S., the government directly 

supplies approximateiy'60% of thé funds'for R&D- (Brooks, 

1972).. Government contracts infltience both  the type  of:re- . 

search_and the atmosphere in which research activities-are .  

undertaken (Quinn, 1967) . . dovernment support for R&D. has 

tended to beconcentrated in défense. and a±eaS thdt bring' 

national prestige (e.g., space): This. may result in aMis- 

,allocation of.funds (Leonard, 1971,..Broos•,-I972.1 byIirnit-

ing. the . technical resources- aVailable:for other pursuits-

.(and .  increasing- their costs). Oh the other hând, decreases-

in govèrnment funding'for R&D have.resulted in even , greater 

concern fôr éhort-term-payoff:resulting inthe undertaking 

of . few risky and basic - research-projecté..(Brooks,1972,Foster,. 

1971), 
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Government alsd indirectly influences costs by inflilenc-

.ing the market interest rata and expectations of future pro-

fitability as reflected in the interest rate.. Accelerated 

depreciation increases internal funds available. Government . 

support of feasibility studies and Market development are 

also means• of reducing costs-- specifically redticing .  the 

external, social costs of product. innovation. 

The market influence of the government includes the 

role of the growth and  size  ,of  government expenditures. This 

is reflected in  many ways including formation of expecta-. 

- tions about the ecdnàmy, inflation, growth of demand and 

cost of funds. Tariff policy influences. demand expectations. 

The government role in the social assèssment of R&D and 

. the evaluation and control of technology is important in' 

'directly  influencing. areas of innovation. Pollution control' 

and environmental protection regulations hava.influenced 

innovative- processes  for  handling. waste materials. As noted -

by Bright -(1970, p.63) -"Social, PoliticaLand now -..eco-

logical changes may alter the speed  and direction of the  

innovative - process," Technological forecasting:must be Con-

Cerned with social forces such as special interest groups 

and government regulations that will influence . .technoiogy 

and the acceptance of Change (Thurston, 19 7 1) . -. 

Information gathering and prOcessing capabilities are 

crucial to R&D decisions, . In technologically oriented firms 

the:time spent on information'gathering is staggering: "I n . 

a typical research.laboratory scientists spend 80% of their 

time trying to rook things . up and'Iess than 20% doing What 

they  are  paid for" (Drucker, l975). 
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. Market striacture apparently plays,a , key role  in Indus-

trial.  R&D but there is teach disagreement about the preciàe 

.patterning..of effects. Compétiton, Concentration and entry . 

barriers may be important for R&D . decision. making„Research •  

spending can.be  viewed as a means of creating product 

differentiation. Cooper, (1966, p:176). reports that Some 

companies purposely develop products for smail markets be-

lieving that there wilI thus be little incentive:for, cOm-

petitors to Challenge them, R&D Would be low in areas where 

the:prospects for differentiation are low.and - also where 

marked differentiation already exists (Çomanor, 1 •67, p ..652). 

One would expect that competition woulcLstimuiate.firms to 

innovate in order to.acquire competitive-advantage or to re-' 

main.cOmPetitive. Competition would ,  be - expected to facilitate 

fast.imitation  of  technological innovation for the same 

reasons. However, Mansfield (1969, p.17)  found that in-

nOvations:spread less rapidly in concentrated industries: 

Scherer (1971 r  p.370) observed greater- R&D in industries 

where the minimumplant-size represents 4-7% : of the market 

share and the : required -  investment is $20-70 million.... 

Beyond these ranges, there appear to-be no advantagesvto. 

entry barriers. In contrast, SchuMpéter (1971) has argued 

that monOpolistic or oligopiplistic. industries innovated more 

rapidly because.  thé. threat_of entry:of -new firms;causes. 

theM . to  behave:as competitors. Thie:view is supported by 

othèrs (Williamson, 196 4, p.67). 

Stability of market, reflecting both the.',age:of industry 

and nearness to the , science/technolOgy.  frontier, has:been 

proposed as an important  factor in. eXplaining R&D investment. 



behavior. A firm near . the science/technology- frontier must • 

bé alert to possible innovations  by competitorsand must 

participate actively in R&D to Maintain its  market position.. 

When the.industry is far from the boundary (a. mature in-

dustry), teçhnOlogical progress is evolutionary thoùgh 

breakthroughs in. other industries may make  the  entire 	• 

market obsolete .(Ansoff and Stewart, 1967). 

Sales  characteristics (both dynamic and static) play 

an important role. in determining the importance.of techno-

logy to the firm. Growing sales might be expected to make 

a firm more respOnsive to technological.,change and lead to 

.increased research intensity; however - Leonard (1971,p.254) 

found that the causality ran the other  wag. Lithwick (1969, . 

p.5) observed that the evidence revealed a negatiVe re-

lationship b.etween R&D:intensity and growth. Increasing R& fl 

 is an. offensive strategy to combat stagnation- : 

ID: roduct life cycle considerations have-been incorporated 

in strategic models for R&D (Quinn, 1967, Kotler, 1967, 

Tilles, 1966)". Ansoff and Stewart. (1967,- 	p.76) stress the 

importance of life cycle for product innovation.- Short 	' 

cycle products require constant and continual product-

inno•vation, quick response and concurrent planning by • 

marketing and engineering divisions. DécisiOns must be 

based on aPproximate and incomplete:data rather"than,pre-

cisedetails, 'Long cycle products can enjoy sequential - 

planning with-detailed R&D preceding'manufacturing and 

marketing planning. 

Ready "availability of scientific personnel may be- 



cruCial. to  the  decision to undertakea project. .In-thè 

sixties.inthe 	the growth of aerospace=and defense pro 

jects placed a=burdene  on other. Rp programmes. The demand for 

scientific personnel in these areas increased the cost Of. 

otherprogramnes_restilting in a slackened:lpace-of civilian 

research- . The slow-down was especially sfgnificant in low . 

 technology, mature industries where RAD spending is sensitive. 

to economiC.Cost  factors  (Brooks,' 1972, p.115). Ansoff  and 

 Stewart(1967,p.79) make the pOint.that for succesSful  in-

. novation  it is.not nedessary, and often,not desirable, to 

have a high ratio,of scientific to total staff..  • . 

Availability of fundà affects . the feasibility Of R&D 

investment. Williamson' (1965,p,67 ).  contends that the ad-

vantages- in  financing experienced by large firms'énhance 

innoVative performance. Yet,.affluence.may leadto.,com 

placency. Cyert and March (1963) postulate that innovation . 

 is induced- by market stress and pressure oh profits.: An 

increase in profits relative to the industry rate appears to 

decrease R&D activity.The'poor.i . innovatellowever,the empirical 

evidence-is  nt conclusive. Scherer (197I,p.364) found that 

the direction of-cabsality goes the opposite way: Profits - 

are an indication of past innovative succeàs.  Patents and  

innovation lead to increased profit with a 3  or. '4  year lag. 

4 
There is:much contradictory evidence concerning the 

rela•ionship between size of firà and R&D  effort: and  'effect-

iveness. R&D,activity . increases. with the number of employees 

up to a level of-5,0C0'..Size up toi475 -72ÔÔ miiÏiôn : is also-

correlated with'increasee R&D actiVity 
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In general, the importance of. a thresholcIsize-has been-sup- 

. ported, 

Scherer puts forth a number of hypotheses to explain  the 

 association Of size and R&D activity: 

l.  R&D, considered- as a portfolio investment, 

would result in advantages  to  scale as .larger - 

firms-can spread the risk, 

2. economies to scale in-R&D activity, 

3.. *economies to . scale with respect to, other depart-

ments. in the. firm (interaction with other depart-

Ments- may lead to generation of new ideas, 

marketing channels, etc.), and 

advantages in process innovation as cost saving 

processes may have greater  impact on large firms 

. with- high, volume of output, • • 

Another advantage involves ease of gaining government 

contracts  for research, U.S. Federal grants:for R&D, for -

examPle, are more concentrated than internal funds. Firms 

with.5000  or more  employeesundertook. 88%  of the IZ&D,, this 

included 93% of the federally supported R&D and 83% of 

privately supported R&D (Scherer, 1971, p.358), 

Among  the  reasons cited that large size- inhibits R&D 

are the following: 

1. decisions are made by individuals not firms so' 

that risk spreading may-notbe valid, and_ 

2..Over-organization of R&D may drive out creative,: 
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imaginative personnel. Fugitives from many firms 

(e.g. Sperry-Rand,- 	Western Electric) have 

founded privatelaboratories,(Scherer:, 1971). 

.The effectiveness of R&D expenditurea. appears to be 

negatively related to firm size above a certain threshold 

(Mansfield, 1964). It was argued, that  large firMs devote a-

larger proportion of. their R&D funds to basic -, more risky 

and longer term R&D.  projects than do smaller firms 

(Mansfield,  1969). But.  it was pointed out: (Scherer, 1971) 

that largefirms appear to have:an advantage in the lengthy 

process  of making inventions commercially usable..:He views 
the 

 role of different sized firms as follows 

• 1. • small firMs and independents play a majOr  rie  

in generating new ideas, and 

2. large firms play a major role in development of 

ideas that require large investments (Scherer, 

1971,p.357). 

, For example, an independent researcher deVeloped, the 

idea for photocopying but Xerox was able to invest-the 

$16 million reqUired for development (Scherer, 1971, p..355). 

Dupont is-used-as an  • example of the .effedt4:venessof .  large 

size for innovation. But many of. their inventions resulted 

from purchasing: of rights, to, - newideas.. Qnly  10 or  II of .  

25 major  innovations:in 1920-1950 were discovered:at Dupont's 

laboratories.  Dupont  was  most  successful at making process/ 

prodtict improvements rather thaninventing:new ideas .  This -

- seéms a general pattern, 	. 
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The. basic innovativeness,of a firm 	its readiness to - 

perceive and act on-  innovative opportunities -- may be a re-

flection of its  past success with R&D.. Firms do what.they-

have  in the past been. good at doing and avoid, activities that 

have  in the  past led to failures. This positive reinforce-

ment-may also be related to a critical mass required.for .  

successful innovation. Ansoff and Stewart (1967) find that 

below some threshold level, R&D expenditure may be totally 

j.neffective. 	• 

In eValuating R&D opportunities, firms make tradeoffs 

among:three. classes' of  attributes. : comMitment of resources, 

expected payoff and risk. 

Mansfield (1968, p.55) found that the average project 

'size for electrical equipment mantdacturers in 1963-64 was 

0285,000: He also fOund that the probability that a firm 

would fund.a project was.negatively correlated with the size 

of the investment required- (mansfield,. I968,. p,310). Require-

ments  of financial commitment are especially important for 

small companies.or those with constrained access• to:capital' 

markets, as potentially profitable-gprojects May havé to b& 

abandoned.before they have,had a real . chance to succeed• 

(Cooper, 1966,p.175)- 

The payback-  period,is. a measure of the tim&commitMent 

to a projeCt.. The payback period for . R&D projects 

generally required.to  be shorter than that for investment 	" 

in plant and equipment For ali manufadturing in the U.S..  

in 1961, 55% of the prOjects undertaken had an expected 

'paybackof less than 1 yearS ànd'an additional 34% were" in  the  
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3 - 5 year range (Mansfield, 1968, p.15). Gerstenfeld -(1971, 

p.22) found that the paybaàk period varied with size of firm: 

the average was 4.2.6 for large firms and 1.5.for small. The 

high  proportion of industrial.R&D devoted to development-and 

àpplied-reSearch is indicative cf this required short pay-

back'period (Leonard, 1971, p.236; Bright, 1968,13.6). A 

maximum payback period may also. appear.as  a constraint im-

posedHpy mànagement, thus it may be the deciding factor in 

projectàelection (Kotler, 1967,  p.30). 

• 
.A variety . of expected payoff indicators are reported to 

be used by firms. The most frequent criterion is'rate of' 

return but other eXpected performance criteria are used such . 

as impact upon market share, increase in sales, etc. NO:data • 

on specific average levels of expected payoffs are reported 

in the  • literature (see Mansfield', 1969,.Disman, 1962,. Quinn,. 

• 1966 1  Kotler,.1967, Peterson, 1967, and Allen, 1970) . . 

. .Risk is an - inherent attribute ofR&D activities. Risk 

can be measured by two-items:- probability of success and: 

patentibility. The probability of success incorporatesUpoth 

.téchnical and Commercial'uncertainties As thé  risk - in-

creases, the value of- the-retürn and the maximum expencUture 

justified decreases (Disman, 1962, p:.88). The bulk of R&D 

is relatively safe (non-risky) and_aimed at small improVements 

in the state of the art. Mansfield (1968, p.56) found that 

the ex ante probability of technical success for projects 

undertaken averaged 80%. It seems that firms generally do 

not initiate a project until major technical uncertainties 

are eliminated. Gerstenfeld (1971, p.22) found a siMilarly 
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high average of 71 :%. As basic research projects are more 

risky than applied, a risk avoiding firm will - fund more ap- , 

 plied,proiects. (Nelson, 1959, P.304 ) - 

Patentability reduces the risk of a project's-sucqess• 

by protecting the:innovating company fron•competition. Some 

firms insist on patentability before undertaking develOpment-

al risiçs (Ansoff, 1965, p-110, Quinn, 1966, p.124)...However, 

Mans field 1968) H  postulated that patents are becoming 

less important as the life cycle for many high technology 

goods. is quite short. 

Normative models for R&D project selection and management 

Many models  have  been proposed to analyze the R&D 

management problem. The -suggested models of choice span the 

spectrum from simple ranking/rating' môdels with minima l data 

requirements.to  complek- programming models- The'simplest 

models  ignore  the. complexity inherent in the problem .  These 

are the single criteria profitability.models. Often projects 

are ranked by the selected criteria, the highest ranking 

projects are funded until the budget'is exhausted.Scoring 

Models take account of a number of criteria and,again rely 

on ranking projects for selection.• Disman's .(1962) model is 

in this category.. He proposes to define,the maximum ex- . 

penditure - justified (MEJ) for each project- This,is funda-

mentally. - a present value measure modifi.ed by the project's 

probability of success.. The formulae differ depending on the 

type of project. The MEJ is present value multiplied - by the 

- prcbmnIt - bf teChnical succe'in the case of ProCess' 
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iffiprovements,..while for new prciducts, the present value',is 

multiplied' by both the-probabilities of technical and com-

mercial .sliccess. The MEJ 'divided by . cost of the project 

is then an index of:desirability (a benefit cost ratio. 

taking account .of uncertainty). Projects are ranked by the-

desirability index - and' highest ranking pi--ojects àré-to be 

• chosen. The Cranston (1974) model defines another prOfit-

ability index that depends on estimation of the probability' 

of technical and commercial sucCess modified by a "credi-

bility" estimate. Hignest scoring projects are chosen and 'a 

project is• replaced- wherever another has a - higher'index.' 

Mottley and Newton (1959) propose an index based on .f ive 

 criteria: probability of success, estimation of-time to 

completion, cost of'project, strategic need and siz e .  of 

market gain. This model combines consideratiorrof.both 

quantitative and qualitative data. Recognizing that littIe 

data is generally available for .evaluation of R&D .projects, 

ratings on>each criteria' coVer broad . ranges (e.g., prob- . 

ability or success 1=unfOresegable, 2=fair,'3=highl, strategic 

need:. 1=no apparent, 2=debirable,3=eSsential). A project is 

rated on each criteria,  and the  resulting numbers are ' 

multiplied'to give theproject a score. Thuà, multiPle 

criteria are recognized:but tradeoffsamong criteria , are:not 

evaluated-.  In none of these models isany'referencp made to 

actual-applications, nor is practical.justificatiortgiven 

for the  scbringcomponents. Other scoring ffibdelShave'been 

proposed by Williams (1969) and Moore and Baker (1969). -: 

Zoppoth (1972) applies system analysis-to'R&D: management 

at Xerox laboratories. A major part of the paper discusses 
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a system to standardize the definitons of product models for 

project evaluation - .(engineering -  model, pre-protôtype model, 

pre-production model, etc ..)-. This is integrated with:a scheme-

for programme planning ana evaluation of - technical qualifica-

tions:  and an identification of risk. Another .  • tool. described 

by Zoppoth is DRAMH(Decision and Risk Analysis for Manage-

ment) a risk and utility analysis model for project evalua-

tion (similar to Hertz - , 1968). Probability distributions are 

estimated for company controlied-variables. (dost, cap7 

abilities, etc...), Customer-utility variables are defined 

along with-a probability- distribution of the relative 

weights for each criteria. Company controlled variables can 

be transformed into customer utility variables thus giving 

the value of any possible product development.. Simulations 

are performed.,The first step is to sample .  from the company 

variables to derive a:nproduct" which is .converted into 

• customer values. Weights for thé custoMer utility function. 

.are randomly selected and applied. tothe.product..values 

giving  a payoff.. Payoff is related to sales (placements) :and 

thus related' to revenues and coàts to yield net present 

value. The simulation is performed a - number of times to 

yield the .'net present value curve.. No indication is given 

how final choice is to bé made. 

A risk.analysis type model: for budget reallocation is 

also presented by Bobis et aI (1971). The model has been 

used as an aid to decision making by the Organic . Chemicals 

Division of American Cyanamid Company. The modelling led.to  

a more farsighted portfolio. The .1967. model budget called 

for a major redistribution of thé résearch effort and the . 



- 16 - 

1970 budget closely - resembied this distribution.. 

The . procedure cane for estimates of -the prObability of 

completion and success for each expenditure level  (research 

curve for the project) and estimates Of- annual sales for 

each starting year. These are Combined to yield expected. 

sales:and:probability for each expenditure lever— This then 

explicitly displays  the trade-,off between increased ex-

penditures and:increased funding. Data requirements for the 

research clirve.are minimal: the research curve (a logistic 

curve) can be'estimated- with only three observations: most 

likely, optimistic and pessimistic costs. A scoring : model 

was developed - to estimate the probability of technical . 

.success (five criteriawith three classes eabh). It is not 

specified how the ratings on the criteria were .aggregated 

but it àppears that à simple linear model was used.. . 
• 

The solution technique ià not straightforward. The 

optimization procedure was described in Atkinson and Bobis 

(1969). The objective is to select a portfolio overtime 

tà MaximiZe• the.expected return given annual budget'con-

straints where the_ annual budgets depend-onexpenditures:. 

in previous years,- An iterative scheme is used to solve the 

problem. The consideration of the possibility of ,  an infinite 

variation in allocation to each project makes it *very hard 

•to solve the model.. It-would:appearthat_this-model would-  • 

be.unsuitablefor laboratories with  more:  than a.few..projects• 

to - consider  and • even in these limited- cases, the sOlution - 

prodedureis 

The' rating models' serve as the_driteria for' more 
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structured choice models which consider explicitly resource . , 

constraints. One of the most computationally effective opti-

mization methods-available for constrained allocation prob-

lems is linear: programming..LP models enable the explicit 

maximization of an objective function  and permit consider- 

• ation of a variety. of constraints in addition.to the 

budgetary one. The solution is in the.form Of the entire 

optimal portfolio. A short coming is the lack of consider-

ation. of indivisibilities (in the  LP.framework, a project • 

can receive-funding in-any proportion that is optimal, even. 

if that: makes ,  no sense in terms of the.project). Integer 

programming recognizes the inherent project indivisibilities 

but losses the relative ease of computation of the LP 

formulation. ' 

- - An example of an LP'modei is: déScribed by Moore (1974): 

The model  was  tested: on U.K. Depar -Ement-of the Environment, •  

Highway Safety: data.'The probleM.is to. select a portfolio 

of  highway safety projects..  The objective is to maximize 

the expected benefit/cost ratio byipptimal. selection  of  

projects-  Net  benefits  are  defined as monetary value of a : 

 decrease  in  traffic deaths, personal injury and property' 

• damage by increased. highway safety (B) minus the research 

(R) and' implementation (I) costs net of any other IosseS 

(L) that may occur  (e: . g . .  decrease in deaths may be replaced by 

increased injury).Costs•can be. definecLeither. as research 

costs alone ,  or research and impiementationcosts depending 

on the relevant constraints. Uncertainty is .included by the 

estimation of probability of success and probability. of - 

implementation; these:are applied to. cost and - benefit 
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calculations to derive the expecte&net benefit/cost ratios.. 

The-valueeB,I,R,and L are estimated - through  interviews:  sub-

jects are asked to give -most likely, Optimistic and pessi-

mistic estimates,'whi sch are weighted to-derive the estimateS. 

The  planning.period was 1972-2000.and a 10 % discount rate 

wasepplied .. The choice set included" 41  oh-going projects, 

36 variationsof these projects, and 21 proposed projects.. 

The constraints included budget and manpower constraints, 

and the requirement that mandatory projects be undertaken. 

Tt was not explicitly 'stated but integer programming Would . 

be required fôr solution. of the problem as formulated as 

• constraints -require that  not  more than one version.of:a'pro-

ject be selected and that the version chbsen, be funded 

fully. 

Nutt (1965) .  describes a model designed . in  the Air Force .  

Flight Dynamics Laboratory.. The 'Programme is designed to 

handle the following attributes -  of Re project portfolio - . 	- 

selection: needs of the air force for various systems develop-

ment, probability . of success, capabilitieS  of research- team, 

_degree of support by project  for  eachtask r  Contract.out 

versus in house development, relationship of support to 

. progress and coàt. The objective•is to séleOt a portfolio to 

maximize.the total - R&D effectiveness.(RDEderiVed from 

the budget. The data requirements are substantial • though Nutt 

states that all the information should be collected in any 

evaluation effort.A mission metrix must be defined giving 

the system needs of the air force and each mission must be 

given priority .  values. Each project must be evaluated in 

terms of its systemcontribution, probability of success, and 
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capability of the laboratory to - attain- the required 

technological. advance. A 10-year-time horizon is.used. Six 

10-year plans are generated for each project. The first is-

based on the planned resource expenditures-, another uses. - 

half the resources  and the third uses double the resources ..  

A computer model interpolates to define the..remaining three 

project plans .. The value (RDE) of each project version is 

a function of the rate of expenditure, distance from the-. - 

state. of the art and timeliness of completion Of the-project 

compared with  ãir  force goals, The RDE for each profect 

version  is.defined -to , be the increased-probability of 

success achieved in the budget period. , weighted by_the 

contribution  to the goal and the importande of the goal 

• served plus the.increase in thé confidence level .(technical 

, capability) of achieving the goal ..  Constraints include total 

budget. for  in-houSe and . contract research, and-contract and 

in7-house engineers . . Qualitative aspects Such as capability 

of  achieving technological advance and-probabilitY.of• 

success are recognized.. Indivisibilities-ara»handled: by  

. defining six project.levele, though the-interpolation may 

not be .valid.(if six-, why not an infinite  range of versiOns)._ 

The model is a method of collecting_ and organizing data,' 

about theqprojects... The data bank itself. can serve the - 	• 

functionof after the -fact evaluation' of researCh progress 

and research - effectiveness. 	 -  

Cochran et al (1971)-describe an integer prograMming 

model that has been implemented- by the ,Smith, Kline  ,and French 

- 	Labora•ory to •id-managementsin R&D dedision,-making. The'aim 

of the model was to recognize the 'unique Probleffis of the 



- 20 . - 

pharmaceutical industry: long lead time (10 Years) from con-

ception to commercialization of product couplied - with high 

product attrition rates and  high R&D costs. The model has 

two components: project evaluation and portfolio  selection. 

The project evaluation component reduces the - economic data 

for ail  projects to a single.  dimension the  expected net 

present • value (ENPV). This calculation requires an.estimate 

of the cash flow from the project,.the probability of 

technical success, and the capital:discount factor, A 10- 

year,product life is assumed. The management team for 'the 

project estimates the cash flow. The  -capital cost is the 

sum of the - expected corporate growth rate and the dividend 

yield (reflecting return to attract new stockholders). The 

actual calculation of ENPV is unique, accounting for differ-. 

ing:probabilities relating to costs and returns: initial 

outlay is certain and weighted one; future outlays are 

less certain as projeCt could be terminated, the weight 

applied:is the average of one and the prdbàbility of 

technical success; returns are-uncertain and.are weighted 

by the probability of technical success: 

ENPV = 
Xi  

j- = k+1 (3.+R) -  
(i +-pl  E   i 

J 
i = 2 	• 

Where'p is the probability of technical success,R is•the . , 

.discount  rate,, and-xi is the net.return ''(negatiVe for costs) . 

 of the project in period i. The model allows'fbr sensitivity 

analysis .  of ENPV with respect to-cost and.probability : estimateà. 

The,portfollo-selection.component takes• the ENpV  data  

and selects.a portfOlio_to maximizetotal ENPV:subfect to : . 

fiXed.budgetary constraints. Arrinteger programmihg: 
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algorithm is used. Budgets are specified  for a number of 

years - .(the- planning horizon). The model'is conversational. and. 

user oriented .  If a project not included in the portfolio:is 

judged mandatory despite low ENPV (i.e., it is selected  for 

 non-edonomic features) the budget variation feature enables 

a recalculation of the optimal portfolio.  - netting out' 

mandatory projects from the project. list and costs from the 

budget .. This feature makes it easier to - sell the model to 

managers who recognize that non-economic criteria are alsà 

valid. Some limitations of the model are: (1 ) •only few 

projects can be- considered, (2) only single versions of the 

projects-  are considered and. (3) :  though possible termination 

of projects is recognized in the calculation of ENPV, there 

.iS nOEfeedback ioop to.initiate termination and substitution 

-„of ôther projects within.:the planning horizon. The discount-

ing of the future  costs - is incorrect, making-the projects 

seem.iess.costly than they actually are.: It would be better 
• 

to include the full costs in.  the  ENPV, discounting only  the-

benefits by -  the probability of teçhnicai - success. 	. 

Grossman  and Gupta (1974) describe a mixed integer -  • ' 

model that is used in the Johnson and Johnson pharmaceutical 

company. Thé aim is to develop' . a portfolio selection pro-

cedure to account for different types of research activities 

(exploratory, developmental, and product> support 

is. more general than. the Cochran et .al. model: murtidriteria 

are-oollapsed into a utility measure that incorporates more 

than present value, parallel strategies-and interrelation 

- among-prOjects are-.00nsidered, new and old projeCts-compete' 

for fiandspver the planning horizon, various funding levels.. 
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of .projects are defined, mandatory projects are also con-

sidereebutthey need not commence-in the initial period-of 

the plan. The model makes use of decentralized- and special- 
. 

ized  information  of .different units in the organization in 

calculating project value. Thé model is iterative and..ré- 

' quires management participation. 

'The first phase requires data generation for each . pro-. 

 ject.,A novel approach here is to define "families" of pro-

jects. The families refléCt parallel strategies of develop-

ment or exploratory research. This feature, is'a recognition 

that working on-project development from a: variet of wayS 

increases the probability-of tedhnical sticcess; this is 

accounted for by Bayesian methods. The project- list' then in 

cludes - pseudo-  projects that . are combinations of projects' in 

the same family. Multiple project levels (normal, accelerated, 

delayed) are,defined for Projects and'pseudo projects .. 

The. assessment of project value utilizes a rating mode - 

various attributes are defined (e-g., growth potential, 

marketability, dompetitive products,  contribution of  new 

 technology to corporateimage; stability,. productive ability 

with respect to various resources).. Executives and other 

qualified individuals rate the project on these diMensions 

on a five point scale giving information : only where they feel 

.qualified..The . rating - task for - each-  individual. i.e.relatiVely' 

easy -.  This  information is- ..then aggregated_into - .autiiity 

value -  for each project- 

The objective  is  to select a portfolio.of projects and 

pseudo projects-to maximize utility -  over.the:planning 
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horizon. Initiating times are selected for each'project. 

The constraints account for selection of only one VersiorYof 

each prOject and. only one initial period. 1f:a project is 

mandatory  • quality constraints apply • and the programme selects 

the optima]. period for commencing the project. Other con—. 

straints. relate to budget and manpower availability. - 

Not enough detail is provided concerning - properties of 

the model to comment on the ease-of computation and the 

capacity of the. model. It is an interesting attempt to model. 

complex aspects of the R&D management problem. No documenta-

tion, however, is supplied for the selection of the  criteria 

that make up the utility measure'nor how-tradeoffs among 

criteria and. individual judges are handled given the . 

'decentralization. - 	 • 
. 	. 

Another-  integer programming model, somewhat less general. 

but,adapted to special pr'oblems, has- been developed for use  • 

at B1SZW(British Tron and  • Steel Research•.Association) „This 

is an industry-research group-and as_such.has:speciai 

problems:.. its raison d'etre is -Éo perform research that 

would not otherwise-be undertaken by individual firms in the 

industry and then to 'sell' thèse proiects to the industry. 

The model development is reported.in  Reader et al. (1966), 

ollcutt and Reader (1 967) and Beattie - (1970): The approach 

that has evolved is the use of integer programMing with . sub-

jective evaluation of probability èstimates of technical 

success. The benefit/cost ratio is the criteria used for 

evaluating project's. The benefits depend-  on diffusion of the 
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:innovation throughout the industry copared with diffusion 

if BISRA had  not  undertaken the project, and.later'someOne .• 

else did. It is assumed  that  diffusion is faster . -due to:BISRA 

involvement for two reasons: (1) the project ib undertaken 

sooner, and (2) the BISRA-selling. campaign increases: the 	' 

speed of diffusion. The two diffusion paths are estimated • 

asSuming logistic diffusion curves.  The discount  rate varies 

with thé project type. Two types of projects are reCognized:. 

those resulting in annual savings to firms: in the industry . 

.and those resulting  in'once and.for•all capital savings- 

Annual savings affect centrai  funds availability, •  the dis-

count rate applied is 12% in real terms, Capital savings 

affect large capital issues valued at a: discount rate of  7%. 

The benefits are weighted by the possibility of technical 

success .estimated by project leaders.-Coéts are marginal 

costs and do not inclUde . overhead. Project variations are 

defined utilizing different research team sizes:Benefits, 

costs and pràbability of success all depend on tean Size 

allocated to'the project. To compare long,:and'short tern 

projects 	is assumed that a research team assigned to a 

short project. sPendà'the remaining time in theplanning 

horizon working on fill-in projects. 'Thus.the total benefi-b 

of the,prOject includes. the benefits of the fill-in projects. 

(Reader et .al, 1966). Integer programming is u-sed_to select 

thé portfolio of projects - . The objective. is to-seiect pro-

jectS to. maximize the net benefit of the Portfolio .subject • 

 to manpower-and'budget. constraints- Constraints include 

• selection of only one Version of à project,,mandatory pro- 

- jects.that must  be selected in one version an&contingent 
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projects where•if one. project Is seieOted another must also' 

be.selected. Thus ,  some project  • nterdependencies and non-

economic choices are recognized (Beattie, 1970). Constraints - 

can be expanded: 1) to require that specialists be assigned 

•to their specialities .  (to maintain group-morale, staff 

satisfaction constraints), 2) to guarantee prestige by re-

quiring that at least one prestigious project be selected,. 

and 3) to insure diversification by requiring that at 

least three projects are selected. (Reader et al, 1966): 

Beattie (1970) feels that in use,  the systeriuhas'been. 

worthwhile. Projects that wete-initially thought to be 

worthwhile,have been-found to be uncompetitive and have 

been terminated-. .Some. data is hard to collect, but modifica- 

tions are being, made to increase the ease of data. collection'. 

Though the costs of Implementing the Model are high. (273%-  

- of the budget, the returns are substantial (Beattie,19701: 

p.290).Tilis main benefit haà,been a - better organiation. of 

the Work, with.the  use of larger work teaMs to speed up: 

completion of. projects. The model could be improvéd by . 

'allowing sequential choice Of projects rather than relying:  

on fillin. work to complete the_ portfolio'. • 

Bell and Read (1970) -  developed. àrvLP model for R&D 

portfolio selection with uncertainty. Their moder.'is based - 

on probabilistic networks., The model Is'usee at the - Centrai 

Electricity Generating Board and at the Gas Council (England).. 

As with the BIRSA model, the benefits. relate to use by in- 

•dustry of the innovations. The 'actual form. of the benefit 
- - 

.fUnàtion 	nôt clearly specified:ThreeversiOns of each 
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'project were defined:. slow,. medium and fast'. Thé constraints 

•account-for'the requirement that "key" personnel be included: 

on some projects. In practice, 20-40 ,  projects with 40-100 

- versions are generated'. Some projects are designated manda--. 

tory. The model is solved using LP, though this - Meant that 

some projects Were accepted at partial levels. As it does 

not necessarily hold that partial proiects.yield the same 

fraction of benefit,  an interative procedure was used to  • 

derive the final portfolio. In theory,integer programming 

could be used but is computationally.difficult., Sensitivity 

analysis was also run with variations in the discount  rate 

(basic rate 8%) and changes in the-time horizon (basic time 

10 years). Only a limited.number - of projects were affected 

by these changes. 
e 	. 

Lockett and Freeman (1970) alSo develop a-network Model 

to account for the stochastic nature of resource requirements 

and project benefits. They. apply the model to a case study 
. 	- 

based on data from an industrial R&D -  laboratory:and compare 

the:solution.with that obtained from an expected value 

Model. The example used was small, containing only nine 

projects and the results obtained-were. similar -to: those. from 

the expected value solutions . . The aUthOrs feerthat-this 

evidence validates the procedure though it seems:that this . 

adds credence to the easier to.'solve expected value models- 

• The assignment model developed:by Beged Dov . ( .19 -65) - . is 

another example of LP ,  applied:to. R&D management-problems. 

The:problem ,  is how to' assign N,selected project s. among' n 

teams “)rA.aboratories).of researchers. -  The : .problem:formular. 

tion requires three.assumptions: 1) projects-Can be-classified 
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into 'a small number of-groupings by similarity, 2) most teams 

.can work onall the:projects  with  Varying-efficiency (dif- • 

ferènt costs  and time to .completion), and 3) it4s- possible 

to estimate the-costs of researching each•Project by each 

team or at least to estimate relative costs. The-objectiVe is 

to  allocate projectè to teams to minimize the. total cost of 

researching the portfolio subject to constraints on the 

number of projects' each team can handle and the budget that 

may be allocated. to each team-. The .problem is formulated  as  

a' transportation problem to take:advantage of the existence 

of efficient solution codes. 

Dynamic programming (DP) models take account  of  time -

dependent returns. and ,can consider the needs for project re-

.appraisal throughout the planning horizon: Decisions. made 

One period will affect the system and decisions in the  

future..  Thus DP can increase realism by modelling the-- 

sequential aspectsof decision making, accounting for the 

fact that initial commitments. for exploratory research are: 

less than - the final. commitment. for 'project commercialization:. 

The solution method is• recursive - . Data requirements are more* 

complex than for LP-models and the solution techniques are 

more difficUIt.,. 

Hess. (1962) focuses on the sequential  natureof the R&D 

management proble= a decision-to initiate a project. is-not 

a commitment  of.  further allocations. He-considers-R&D' 

activity-as a purchase of information. Thus R&D• provides 

better • information on whiCh to base future decisions. The 

-.Objective.is - todhodise- -à. sequence or budget - allOcationSover 

time, to maximize the total expected' discounted.net •profit 
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(maximiÉe the present:value of the expected cash flow) frOm 

the total R&D budget. R&D projects are considéreci-completed: 

when technical Success is achieved. Therefore r projects'are 

terminated before the assessment of -.economic feasibility. - 

With this definition it is not clear,how the present value-

is derived. Net  profit is dependent on the'period,in which . 

teçhnical success is achieved and decreases as time increases. 

He considers that there is some period beyond which technical 

success is irrelevant and the. project should not be com7 

mercialized-  as it will result .in losses  due to competitive 

considerations. 

-Hess develops modelswith and without budget constraints 

.and with probability of technical successdependent and in-

dependent of previous research. He attempts to get an ex- 

penditure stream that coincideS with that observed-in practice,i,e, 

increasing expenditures over time.Therefore, he-prefers forms .  

of the model that have this charadteristic. No ekample is 

• given so it is - hard to assess the diffidulties of'data 

collection. Time dependent income streams:and probabilities 

of-success  are  required and these may be hard -  • to,eStimate... 

No indication is - given  of the  size of'-the. problem:that could 	. 

be.handled by this method. General'analytig. solutions. are  

• not available - for all models; for example the model with 

budget constraints and time dependent prd.bability of 

technical success. can.only be solVed - numericaily and" in the  

-case of a large-problem this woul d  not. be  feasible. 

.Dean and. Hauser (1967) develop  a»programming modei with 

the capacity  for  handling a.variety,of objedtives : They. 

model the hierarchical structure of the probleM which leads 
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tà. sequential decision making- ..  The model is applied to a, 

military R&D problem which has three-levels:.11 the oVerall... 

system'to be,  developed, 2) materiel.:donceptsor.:componentsi  • 

of the system7 and 3) possible-technical approaches: to 

developing the 'components,-Stepl involves  choice.of the 

technical approach to maximize- the probability of achieving 

the materiel concept. Step 2 requires funding of the. cOm-

ponent concepts to maximi •e the probability  of  achieving 

the system. Step 3 involves allocation of funds across 

systems to maximize the total value of thé R&D output. 

Data for steps 1 and-a are probability of success and 'costs; 

and for 3  the  payoff or value;of each system to,the military. 

objectives. Value is measured by. military priority of having 

.the system.. The - 'model was solved for-many levels  of budget- 

Step 1 wa solved at $10A00 increments, S teps  2 and 

3 at $100,000. The- model. was solved for nine: criteria- These 

reflect interaction With decision makers who when• they d.o . . 

not like the optimal portfolio of systems funded suggest 

other constraints to modify the solution. For example when. 

some  systems  were  not funded, they suggest a constraint 

that all systems be funded- at some level to maintain con-

'tinuity of research. The model enables easy analysis of 

cost effectivenessiof the various programmes. 

Souder (1972). 	planning and - Control,sYstem: 

that is used at Monsanto  Company. for  aiding R&D deciSion 

making. Dynamic programming is used - in the planning Model. 

Cost effectiveness is used in the control model- Probability 

of'Sü'dâeâS7idthià: model depends on the. leVel . of funding.: 

. 'A four question procedure is developed for estimatingr-tha. 
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probability-of success.. Questions relate-to familiarity of 

the problems to -be encountered, availability of technology , 

and - reliability of cost estimates.. The relationship.of the ex-

penditure. level (budget/maximum budget) .  and  the.probability 

of success depends on the pattern of yes-no.responses. Two  •  

objective functions are. considered: 1) maximize the expected 

net return on R&D.investment and 2) maximize gross return 

from R&D investment. The model solutïon gives,project 

selection, project scheduling. and project. funding. 

The control model. relies on statistical quality control. 

Variance is measured between actual performance  and planned 

performance. If the variance - is above-a critical level-then. 

a: decision is called for .  Three control - variables are 

suggested: cost variance, progress variance..(probability of 

• success), and cost/progress variance. • 

Data was .  available with sOme modifications. A 10-year 

planning horizon Was required with the same degree of con- . 	- 

fidence in data for all projects. PERT diagrams (decision 

trees) .  are used. Difficulties arose in dètermining.actual  

probabilities of success to-compare with-expected - as - 

administrators - are often unable to assess. the actual status 

of-prOjects immediately. Therefore, Souder 'defined a new 

measure that relates. to the weighted . .percentage average of 

milestonesattained, This requires. detailed flowcharts Of' 

.prOjects and knowledge. of all-  milestonesor  information  bits 

required for successful: completion.. Collection  of  this:data 

would be.difficült andcostly...The:model.serves best. for 

evaluation- of projects that are neither exploratory:(not 

enoùgh data. beyoncrday - to day aCtivity) nor develOpmental- 
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(planned relatively easily with other models). The model. was 

• in› usefor one year-and then the•DP - ,aspect was abandoned 

though, the PERT analysis and•controrphases.are‘still used, 

The DP models generally are hard-  to understand and data . 

requirements are not easy to interpret (e.g. actual status 

of project)'. 	• 

Kepler and Blackman (1973) use DP to'•sôlve a- simple 

example (four basic activities, four optimal activities) 

where the problem is -  to reallocate resources  as the result 

Of a budget decrement.. >Three utility functions are con-

sidered. The DP solution-is shown.to be better than the 

conventional. solution of equal percentage cdst redUction 

over all projects..  No comment,is made on the relative.  costs 

and ease of data collection or the. problems that would be- 

'‘-expected in solving.  a more realistic larger problem. 
• 

Charnes.  and Stedry (1966) suggest that 1Ù£E,  is character-

ized by break throughe and other emergencies (e.g..,com-

petitïve environment), These events oflow probability place-

high resource'demands on the system'when they occur. There-

forei. R8,11 management requires - an adaptive planning modér 

one that can respond to new. information between - •  planning 

periods.. They develop achance constrained model. of ° two 

stages- - planning-and control process - which allows for 

ly random availability of fadilitiesin the short and 

long runr 	random•occurrence  of emergency demandà, at  • 

random-  times during -the short run, 3) probabilistic con-

straints.on conformity to availability constraints and 

emergenCy deffiands, and- 4) deterministic -donàtraints On 
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desired activity levels. 

A.humber of realistic possibilities occur in the solu- 

tion: 1) if the binding . constraints reflect xesearch,needb, 

then there isno change in the plan, 2) if the binding.con- 

straints reflect facility availability, then there is lesb- 
. 

ened. activity (to protect against,an'emergency create slack 

in the, system);and 3) there is increased.activity if the 

constraints on facilities are not binding tà-hedge against 

emergency- 

It.is not clear what size problem can be handled-. Some 

of the.data may be difficult to collect - and interpret such 

as the probability of an emergency in each . research field. 

Lockett anct.Gear (1973) propose a methàd of R&Dpôrt- . 

folio- selection that combines.decision tree analysis, 

simulation and linear programming. For each project a 

stochastic-decision tree is drawn. Rêsourde requirements of. 

each path and in each:time.period are specified_as is the 

distribution of net benefitS associated with each end point. 

(Gear et al, 1972: have  discussed the.process-of'describing 

a decisiontree fôr. individual R&Dprojects, also see 

Raiffa, 1968 for the.general theory). This.procedure models 

the sequential nature of R&D project evaluation. It also 

enables the analysis of the parallel approaches.  The  pro- , 

cedure.is flexible  and allowsfor consideration.of'un-•. 

certainty in project duration . , resoUrce-requirements,pro-

ject outcemes and project valueHoy thé appropriate definition 

Of the branches.. 	• 

The problgn-is . how to allocateresources in:périod  1 in 
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order to be.on an optimal path in the future...Various 	• 

solution techniques are possible. Lockett - and -  Gear mention 

stochastic - programming, chance constrained programm-

ing - and simulation-  combined with LP. For ease:of Computation, 

they:  select simulation. plus LP and-  describe the process: - 

 sample-at each probabilistic node, this'yields project paths, 

given a set of paths for  ali projects, solve an IT) or integer 

programming probleM- After many such 'models are Solved, 

search the solutions for s•abie-pàtterns. The output-of the 

procedure is a-number of alternative portfolios, with  distri-

butions. of benefits -  and-probabilities of violating resource - 

constraints from which management can choose. They present 

an example using six projects and thirteen versionS; with 

only one resource constraint- For this small: example the 

results are similar to that from a stochastic linear pro- 

gramming model .(where only one portfolio would- be presented 

in the final output):- However,  for large  scale -  problems the 

stochastic programming model. might not bepraptical (see 

Wets, 1976, for algorithmic techniqùes). 

The procedure was also applied:in an industrial labora-

tory. That  case study had 37 projects; 65 decision nodes and 

40 chance nodes, 4 time periods. and 6 resource categories. 

Chance nodes were sampled 100 times: which is:not-really 

sufficient for reliability ofestimates. The procedure for 

portfolio selection. is  ad hoc. In  this case two attempts 

were  made. The first approach inVolved rounding project 

levels. to 0 or 1 end. - searching for ar , frequently . occurring 

portfolio. However,:thera...were  72. portfolios.  each occu-rring 

with thé saine  frequency.. The second method-ranked-projects 
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by overall mean of occurrence' (average fraction of project 

selected) then funding projects until the first resource 

constraint is reached. Thé prodednre is-ad hoc and there is 

no indication that the portfolio selected.is. optimal or. 

even,  good. The characteristics' of the solution  aie  not known.' 

This procedure is toO technical given:the ad.hoc nature 

of the solution. It . appears that a better solution procedure: 

would be to formulate the problem as an integer programme • 

with 65 decision. variable, 24'constraintà (6 in eaCh period), 

utilizing • the expected values defined for the.chance nodes.' 

Optimal control models are spedified when there are 

certain.vériables-that guide the evaluation of a system con-

tinuously or at discrete intervals over time. Solution of 

the problem,requires  the selection of these variables to - • 

minimizè an objective function. Problems are solved bY 

successive approximation and convergence is not guaranteed 

unless certain convexity assumptions are Met(Zangwill, 

1969 and Wilde and Beightler, 1967). 

Lucas (1971) describes a Continubus-time control theOry 

formulation for single project evaIuation.'The project is 

assumed  to  incur Costs during a period (0,T) and:returns 

are diecounted to time-T'(not the initial periodof the 

investment horizon!) Four casesare: generated:depending on. 

uncertainty with respect to. time and:Costs.: time'to - comple 

.tion can be known or unknown, costs can-bp fixed Or variable,. 

i.e. decreasingin -  T.  The objective. function is to.maximize 

the 'present  value of the project if- time' to completion  is 

 known or to.maxiMize'eXpected presen -t-value, if compiètion 	• 
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time is unknown. When.costs areknown.they areused  in the 

solution-. When• costs are variable, the.optimal -levelof'ex-

penditure is determined at each time period using optimal• 

control theory. Assumptions of the model are: returns on 

project completion are independent of eXpenditures. and time 

•to completion- 	riliesout the case of rivalry),, un- 

certainty as to completion time is most important •(success-

ful- completion and payoff'on couipletion are deterministic) 

and.varying expenditures will affect progress.toward ,  corn-7 

pletion... The solutions have the following characteristicS: 

1) Costs and Time knownl solution similar to 

investment decision, undertake if net present 

- value is positive. 

2) Time known, Costs controllable: present value 

increases  as  time to completion nears, there- 

fore it is optimal to increase . expenditures 

over time. 

3) Costsknown„ Time unknown•undertake.projectrif 

mean net present value is positive.  It is not 

optimal to  use the  expected. time to completion as 

the answer depends on the probability distribu-

tion of . timeto'completion„ 	• 

A) . Costs controllable, Time unknown:' completion time 

is dependent on the expenditure- plan- . Contingency 

plans are necessary ta determine hOw expenditures 

will vary with;changes in uncontrolled:variabies, 

in. this case -total. required effort. 
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Though analytiC  solutions are  provided,: the- model is 	' 

not .applied to any real project. Data collection would .pro-

bably make these models unattractive. Model 4 seems most • 

realistic with respect to cost and time uncertainties 	. 

(models 2 and '3 do not-seem realistic, model - 1 is the trivial - 

• case.)- but would be difficult to apply. 	- 

Optimal control. models of R&D management have also been- 
. 

developed by Kamien and Schwartz (1971, 1974). In the first 

model they consider .the uncertainty with respect to time or 

effort to compietion.similar to Lucas. This is called techni-

cal uncertainty. The second model-takes account of both' 

technical and market'uncertainties (rival behavior) so,that 

cash flow (benefit)-expected from the project.is  uncertain 

and dependent on time of successful completion oftli pro-

ject. AS stated in the first paper "the objective . . . is 

not to furnish  guidance for  R&D - Managers - but-rather to pro-

vide a theoretical rationale:for two basic expenditure 

patterns which might be empiricallyfobservedll (Kamien and 

Schwartz-, 1971, p.61). The models w.ould.bedifficult to 

.implement.i.e., data requirements such as the relationship . 

between the level . and rate of expenditure on adcuMUlated 

effort  and  time to Completion  are rarely available'. The - ex-

penditure patterns justified are: 1)increasing annual ex-

penditures -  (if the-completion rate is a rion-decreasing 

function -of.tctal'effort) and 2)-initially - increasing then 

decreasing annual expendittireS (if the completion rate is - 

. initially: iricreasing up to a- certain -  amount of total' effort. 

and:then-decreasing). Under rivalry -, expenditures are made 

until some firm suCceSsfully-cômpletes the project:, that. 
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firm collects -  the benefits -  ana the  others lose ,  all: Rivals 

are recognized by a single subjective.probability distribu-

tion over introduction date of cOmpeting products. The - 

objective:is,  to maximize the expected value of the project. 

The addition of rivalry to the optimal. control model:does 

not change the form of the solution It dbes, however, lower 

the-expected value of the benefits.of the research (the  

probability exiSts that . a• rival will complete the project 

first) and thus may make-  some projects unprofitable. Again ., 

implementation of this màdel A:/ould  be very difficult- 

Implementation problems of R&D decision models  

• Quantitative R&D project management teChniques  are  not 

. in general use ..  Many managers have expressed interest in 

having_decision.aids and many models hava_been_developed, 

however. , few have been implemented .„' There is not enough 

known regarding the evaluation  of the  usefulness. of the 

various models, An organization does not know in advance•the' _ 

implication of implementing varions models. Souder et al 

(1972) 'providean approach to the assessment of the  value of 

the models  as  decision aids—They report on two quasi- • 

experiments designed to test the- potential usefulness of R&D 

management techniques.. The first  expriment  was carried out 

in an R&D department where the objective waS-to develop new : 

products.and improved products-.A dynamic programMing model, 

of  portfolio  selection-Was introduced to the company . (see: 

Rosen and Souder, 1965).. The objective of the model was to 

. chooseas.portfolib . tomaximfze 'total e)gpéCted'net profits 

given fixed resources. The data requirements included . 
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estimates of project:life, maximum and minimum annual ex,- 

penditurès and present-value of profitsThe output was an 

initial allocation of resources . fbr the-first year. This 

would be periodically updated when new projects were pro-, 

posed, or when data estimates changed. iThe  model served the 

purpose  of  integrating information Of , the various depart-

ments  in the company.: They report that the model was. an , 

important analytic tool, helping to clarify Objectives and' 

constraints of individual departments'and focusing atten-

tion on needed data... 

The second, experiment was undertaken in an R&D labora-

tory where the major concern was exploratory (and: therefore 

riskier)  research. The model implemente& was a màdification • 

of Hertz's (1968) risk analysis*modei. The method reguirés 

the construction of uncertainty profiles-for the key factors. 

The outcomes considered include& anticipated technical or . 

 research achievement, market opportunity .,.market penetration, 
- 

and .prOfit margin. A. group.would meet to evaluate indlvidual 

•prOjects. Then projects would be ranked : in order of  prof  it-

ability  given risk. Probability distributions for  each 	• 

possible portfolio were déveloped. , This  seems .to be-an. 

,incomplete application of -  the Hertz. method:that would 

normally rely on simulation and estimation of the utility 

function. Without this:the model served, only as a guide.to 

selection, a means, of- organizing, data- The manager . iSstill 

• left witir.the.difficult taSk of-seIecting among-many possible: 

portfolios without a-guide . . 	 • 

Their - main conclusion from.these experiments is'that 

R&D management models can-induce.the- collection and. exchange- 
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of data, • improve use of communication channels and increase , 

 integration- of departments in an organization. 

The-lack  of Consideration_of group process is - ..another 

key factor in the limiting use of quantitative models for 

R&D project/portfo1io selection. Experiments by Souder 

(1974, 1975) and: . Helin . and Souder (1974) take group processes. 

into-aqcount and investigate methods to. obtain group con-

sensus in R&D project selection. Henn andSouder-(1974) 

report on a Q-sort technique for qualitative groUp project 

- selection. The procedure involves:a-cycle of activities: 

1) each indiViduai sorts Items (projects) into five group's 

by "worth's, 2)- group discussion period', and 3) phase .  1 again 

until consensus Is reached. The criteria (worth) is the 

.priority Of eacIrproject.. For the'eXperiment 13 projectà that 

'--Were- being undrtaken were selected. Each was given-a code 

number and. title for  description. No characteristics 

measures  or citeria values) were-given. This technique-is 

feasible only where the-projects are familiar - and'some under-

lying-conSensus existe to begin with. The experiment showed . 

that the-  Q-sort technique-: was not very. useful:in -  project - 

selection.. The method was too imprecise and the. procedure 

would not be usefill when many projeCts are involved. 

Maclay (1974) in coMments suggests that criteria should: 

be listed, making the technique- more uSeful for analyzing 

new projects.that are not familiar to tlie participants:- - A 

rating table would ba used. Each participant-would enter: . 

ratings for all the projects for each of the criteria, the 

. a . arage . ratingvOuid bacalcuiatecLand:'Plàeed in the Center'. 
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Then.an attemPt would be made, without a Iormal model, to 

enter overall priority ratings for : the. projects •(aconsensus 

rating). This method too'would beof:limited usefulness due- 

• to • the complexitiesof comparing - many projects on many 

• attributes without a forMal model.' 

Experience with these qualitatiVe md.dels would indicate 

that a mixture of modes would be useful. The number  of corn- . 

pansons  necessary prohibits use of:group.processes for . 

 project evaluation. Group processes could be designed-to 

reach•consensuS on .  organizational objectives and weighting . 

Schemes. This information could then be.uSed with'quantita- 

' tive optimiZation models to select R&D portfolios. 

• Souder (1974b -,. 1975b) describes some experiments aimed 

at obtaining group-consensus for project selection criteria. 

.The first paper - reports•on  an iMpact 'method for determining 

criteria.priority.'Thel experiment used paired cOmparisons, 

group discussion and interaction to achieve consensus in 
- 

R&D project selection in.four organizations. TWo of 'the: four  

groups'actually achieved' consensus. The procedùre had the 

following steps:- Step -  L: solicit selection criteria from . 

each participant. Step Z: have individuals make paired-com-- 

parison rankings of own-criteria:using a tâbleau -with the 

criteria forming both the rows and the -. columns:. Column 

criteriawere.comparedwith-,rOw-criteria...If column.criteria •.- 

is.preferred to-the row a "+"' is; entered,. if dominated a- ".(r 

is. entered. TheqDriority'.criteria is. that with.thé• highest 

numbez-of'ones'.- - (Consistency is•me7Lif•the numberof'4-Is 

•equals-the. number of D's). 	step_,3groUP paired- cdmparisons_ 
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are made. Steps  2. and 3 are done in the  same session.Compared .  

with .the Delphi technique, the impaçtmethod made explicit 

use of:group pressure in arriving a•La. consensus.. 

The second paper compared three techniques .  for .achieving 

consensus: 1) the impact method (combined Delphi and inter- 

acting),. 2) Delphi; and 3) interacting. All procedures be-

gin with each individual developing a list of criteria. The 

three  techniques are  variations On à two phase. procedure. 

Step 1: each individual ranks criteria - and states justifica-

tions, this information is. exchanged'. Step 2: the lists-are 

compared in a group f . the group interacts and prepares.a 

group lïst of criteria and ranking. The impact method is 

cyCling of steps 1 and:2 carried on-  three times. The Delphi 

. method is step I carried on three times.  •  The interacting- 

.-method is.step 2 carried on three . times. Nine R&D.and  market- 

ing groups chosen at random. participated in the:experiment. 
• 

Leaders were  created for each group- to control for  leader-

ship style.(another variable)... It was-found that the impact 

.model was best  fbr achieving integration and/or-consensus - 

between R&D-and marketing divisions.  .The test of the ex- - 

periment'would be better *carried:on  with  actual representa-

tives of 'marketing and R&D-from-  the Same company.participat-

ing as a. group, given the existing-roles,and interactions 

consensus Might not be as easily reached as with the random 

groups . -  Also  given the number of variables (two leadership,. 

two group structùres and - three modes of interaction). the 

sample. was too small for any conclusions to be drawn. 

.Analysis• of.._values of alternative modelSfor-particular. 	_ 

organizations and executive groupings is.only a first step:. 
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toward the study of. implementation (or non-implementation) -  of - 

proposed. normative models. dlearly a more  universal theory - . 

of diffusion' and implementation-is'necessary. in the con-

clusion, an:attempt iS made to identify some of. these key 

problem areas  important for inducement policy design in the 

R&D field. 
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Conclusion 	 • - 

We have described  the existing inventory of knowledge - . 

of  patterns. of  R&D investment décisions,..government impacts 

updn them and the normative proposalsfor improved decision. , 

 making. If. better fit between target  populations  ancLeither 

government inducement policies or management improvement 

strategies is desired, thia mosaic of information is in-  • 

cemplète.- Thera are four broad areas in which information ià 

scarce but necessary for strategic : design.' They are: 

1) information about the nature oe,selective per-. • 

ception processes of R&D decision making,. 

2) the objective functions (explicit and latent) 

which gùide-choices among alternative R&D 

investhent opportunities, . 

3) the impact of R&D. upon the positions' of prime 

bargaining units. in organizations,  and 	. 

4) the impacts of organizational structure and 

processes upon implementation of investment 

decisions. 

The first , two categoriesof information-  relate to the 

question of what-different decision  units.. consider - relevant 

in defining their problems and what they . .value. The:lasttwo 

categories relate to the organizationalimpact of R&D and 

the ,  processes. by Which:decisions'are reached-and implemented: 

These areas providé'a focus for required additional iesearch-

aimed at improvements in R&D decision making 



L.  

- 44 - References 

Allen, J.M. 19701 A:burvey into the R&D eValuation ancLcon-

trol procedure s  currently useçl In industrY. Journal  

of Industrial.EconomiCs .18 .  161-181. 

Ansoff, H.I. ( 1965) Corporate. Strategy: An.Analytic Approach 

•o Business Policy for Growth and ExPansion.'McGraw-- 

New York.  

Ansoff, H.I. ancLJ..M. Stewart (1967) Strategies for atech- 

nology-based business. Harvard Business Review- :45 
71-83.' 

Arrow,KiJ,(1962) EConomic.welfare and the-allocation - of 

resources for invention in N.B.E.R. The Rate and  

Direction 'cif-inventiVe >Activity  Princeton University  

Press,  pP.609-625. 

Atkinson, A.C. «and A.H. Bobis. (1966 ) A mathematical basis 
e' 

. for the, selection of research projects. IEEE . 

:Transactions on Engineerihg«ManageMent EM-16 . 2-8. 

Beattie, C.J. (1970) Allocating resources to research in 
- 

practice i  in -APplications of Mathematical Prograffim- 

ing  Techniques E.M.L.Bealé 	Ameridan Elsevier 

Publishing« Co., Inc., N.Y., - pp.. 281.292.- 

Beged-7Dov, A.G. (1965).Optimal assignment of R&D projects  in • 

a large company using an integer programming-modeL 

IEEE  Transactions  on «Engineering  Management: 

EM-12 138-142. 

' 	« Bell,  D.C.. anc1A.W. Read. (1970)  The  application of  are- 

. 

	 . 

• search project selection method-R&DManageMent 1 

• • 35-42.- 

Bobis,,A.H., T.F. COoke and J.H. paden. :(1971 ) A funds:allOca7 

• tion méthod:to:improvethe,odda:foresearchsUccess 



-45-.  

Research Management  14 34-49: . 

Bright, J.R. (1970) Evaluating signals of technological 

change. Harvard Business Review 48 6.2-70. 

Brooks, H. (1972) What's happening  to  the U.S. lead in tech- 

nology? Harvard Business Reivew  50110-118.  

Charnes, A. and A.C. Stedry. (1966) A.chance-constrained 

model for real-time control in research and develop-

ment management;  Management Science  12 B7353 - B-362.. 

Cochran, M.A., E.B. Pyle III, L.C, Greene, H.A. Clymer and 

D.. Bender: (1971). Investment model for R&D prOject 

• 

	

	evaluation and selection. IEEE Transactions on  

Engineering Management  EM-18 89-100. 

'Colicutt, R.H. and.  R.D.. Reader. (1967) Choosing the oper-
. 

. -ational.  research  programme, for 

Operational Research Quarterly.  18.219-242. 

.CoManor,W.S'. (1967) Market structure, product.differentiation-

and industrial research.:. Quarterly Journal of 

Economics 81 639-657.- • 

Cooper,- A.C. (1966) Small companies can pioneer new products. 

Harvard Business Review. 44 162-179. 

Cranston,R.W. (.1974)' First experiences. with a ranking method 

for portfblio . Selection in•applied•research- IEEE' . 

' Transactions .  on Engineering Management  EM-21 14S-

152. 	• 

'Cyert, R.M., and J.G. March (1963) A BehavioraLTheory'of the  
Ha.11,_NJérsey, 	. 	. 



- 46 • - 

Dean, B.V. and L.E. Hauser. (1967) • Advanced  materiel sYstems 

. 	planning. IEEE Transactions oh Engineering Management 

,EM-14 21-43, 	• 	 • 

Disman, S. (1962) Selecting R&D plojects for profit. Chemical 

Engineering 69 87-90. 

Drucker, P.F. '(1975) Quoted in R. Perry, Drucker formula-, 

infàrmation.is power. The. Financial Post,. April 5. 

Fellner, W. (1971) EmPirical support for induced innovation. 

Quarterly.  Journal of Economics 85 580-605. 

Foster, R.N. (1971) Organize for technology transfer. 

Harvard Business Review 49 110.120. 

Galbraith,J.K. (1973) Economics and the Public Purpose.  

Houghton Mifflin, Boston.- • 

Gear, A.E., J.A. Gillespie and J.M. Allen. (1972) Applida- 

tions of decision trees to the: evaluation.-of 

applied research projects. Journal of Management  

Studies -- 17 2 -181. . 

Gear, A.E. A.G. Lockett, and A.W. Pearson. (1971) An 

analysis of some portfolio selection models for 

research and development. IEEE Transactions on  

Engineering Management EM-18 66-76. 

Gerstenfeld, A- (1970) Effective Management of: Research and  

Development. Addison-Wesley- Publishing Co.,Reading, 
• 	Mass., 

Grossman, D. and S.N. Gupta. - (1974 )  Dynamic tiMe7stageà 

model. for R&D portfolio:planningl--:a'real: morld 

case.  IEEE: Transactions on'Engineering•Management  

M-21 141-147. 



, 

• di 

-47- 

Helin,F.A.. and W. E.  Soùder. (1974)- Experimental test. of a . 

Q-Sort procedure- for prioritizing R&D projects. 

IEEE - Transactions on Engineering Management 

EM-21  15,9-164. 

. 	Hamlen, Y.  and  V.W. Ruttan (1970) Factor prices and techni- 

cal change in agricultural development:. the United 	, 

States and Japan, 1880-1960. Journal of'PoIitical  

Economy.  78 1125-1135. 	• 

Hertz-, D.B. (1968) Investment policies.that pay:off. 

Harvard Business,  Review  • 49 967108. 

Hess, S.W. (1962) A . dynamic-programming approach to R&D 

budgeting. and project selecton. I.R.E. Transactions 

on Engineering Management  EM-9  170-179. 

M.I. and N.L- Schwartz (1968) Optimal "induced" 

. technical change. Econometrica  36 1-17. 

Kamien, M.I. and N.L- Schwartz. (1971) Expenditure patterns 

• for-  risky R&D projects. Journal of Applied  

Probability  8 60-73. . 

Kamien, M.I. and N.L. Schwartz. (1974) Risky R&D with rivalry. 

Annals of.Economic: and àocial  Measurement- 3 267-277. 

Kepler,C.E, and A.W, Blackman. (1971) -  The use,of dynamic 

.programming techniques for determining -  resource- 

allocations among R&D projects: an example'. 

- IEEE Transactions on Engineering Management. • 

- EM-2O  2-5, 

Keynes,' 	(1964). Thé General,Theory_of EmpIoyment,Interest 

and Money, Harcourt, Brace:.and World, New York. - 



• 	- 48 - 

Ko t 1 er , P. (1967) Operations research in marketing. Harvard  

Business Review 45 30-44. 	• 

Leonard, W.N. (1971) Research and development in industrial 

growth. Journal of Political Economy 79 232-255. 

Levitt, T. (1966) Innovative imitation. Harvard .  Business  

Review 44:6-70, 

Lithwick, N.H. (1969) Canada's Science Policy  •  and the 

Economy.  Methuen Publications, London: 

Lobkétt, A.G. and P. Freman. (1970) Probabilistic networks 

and portfolio .selection. Operations Research  

Quarterly 21 353-360. 

Lockett, A.G. and A.E. Gear.' (1973b) Representation and 

analysis of multistage -prOblemS,in R&D Management 

Science 19 947-960- 

' Lucas, Jr., R.E. (1971) Optimal management of a research and 

development project. Management Science 17 679-697. 

Maclay, W.N. (1974) Appendix to "Experimental test of Q-sort* 

'procedlire for prioritizing R&D projects".  IEEE . 

Transactions  onEngineering- Management  EM-21  163-164. 

Mansfield, E. (1964) Industrial research and development ex- 

penditures: determinants, prospects and relation to 

size of fiim and inventive output. Journal of  

Political Economy, 

Mansfield, E.  (1968) Industrial-  Research  .& Technological  

Innovation,  Norton &  Co.  , NewYork. 

Mansfield, E.  (1969) IndUstrial researchand- deVeloPMent: 



• 	- 49 - 

characteristics, costs and diffusion of.results. 

American Economic Review, Papers and Procéedings  

59 65-71. 

Moore, J.R. and N.R. Baker. (1969) Computational analysis 

of scoring models for. R&D project selection. 

Management Science 16. - 	- 

Moore, R.L. (1974) Methods of determining priorities in a 

programme of research.  IEEE Transactions  on  

Engineering Management  EM-21  126-140. 	, 

Mottley, C.M. and R.D. Newton. (1959) The selection of 

projects for industrial research. Omerations Re-

' search 7  740-751. 

Nelson, R.R- (1959)- The simple-economics  of. basic scientific 

. 	research—Journal  of Political Economy 67 297-306. 

Nutt, A.B.. (1965) An approach -  to  research and development 

effectiveness..IEEZ Transactions on Engineering 

" Management EN-12 102-112. 

Peterson,  •R.In•, (1967)  New  venture management in alarge 

company. Harvard Business  Review 45 68-76. 

(1966.). Technological competition: *Europe vs. 

U.S.. Harvard Business Review 44 113-130, 

Quinn, J.B. (1967) Technological forecasting. Harvard  

Business Review 45 89-106. 

Raiffa, H. (1968) Decision- Analysis- Addison-Wesley, Reading, 

Mass. 

M.F. James and R.W. Goodsman (196.6)Tne . , 

evaluation and:selection:of .research projects -- 



- 5o - • 
. 	. 	. 

A progress report and appendices. BISRA,  The  Inter-

Group Laboratori,eS of the . British Steel Corp.; 

	

LondOn.: 	•. 	. 

Rosen, E.M. and W.E. Souder. (1965) A method of allocating 

•R&D•expenditures. IEEE Transactions on Engineering 

Management  EM-12 87-93. 

Rosenberg, N. (1974) Science, invention and economic growth. 

Economic Journal  84 90-108. 

Scherer, F.M. (1971) Industrial Market Structure,  and  Economic  

Performance Rand McNally & Company, Chi.Cago.• 

Schmookler,  J.  (1966) Invention and Economic. Grdwth  Harvard • 

University Press, Cambridge. 

Schumpeter, J. (1971) The instability of capitalism, re-

* printed in N. Rosenberg, The,Econdeics of. Techno-

logical Change.  Penguin Books, Middlesex. 

Souder, W,E. (1972) A scoring model methodologyffor rating 

management science models, Management SOience -18 

• 

Souder; W.e., P.M, Maher and' A.H. Rubenstein. (1972) Two 

Successful experiments in project Selection.. 

Research Management  15 44-54. 

Souder,'.  W.E. (1974) AutonoMy, gratification -and lup outputs: 

a small-sample field study, Management Science  20 

1147-1156. 

Souder,'W,E. (1974b) Field studieswith-Q-sort/nobinal-group. 

process for selecting R&D projects.-Forthcoming .  
. . 

'Research POliCy.. 



- 51 

Souder, W.E. (1975) Adhieving organizational consensus with  

respect to R&D project selection. criteria. 

• Management Science 21. 

Souder, W.E. (1975b) Effectiveness of Delphi and other group 

Processes for integrating:strategic R&D -  market 

planning decisions. Forthcoming Management Science. 

Thurston, R.H. (1971) Make TF serve corporate planning 

Harvard Business Review 49 98-102. 

Tilles, S. (1966) Strategies for allocating funds. Harvard  

Business Review  44  72-80. 

WetsiR.(1976) "An Algorithm for Stochastic Programs with Simple 

Recourse: Forthcoming  iii.  Mathematical Programming- 

. Wilde, D.J. and C.S. Beightler:(1967) Foundations of  • . 

Optimization, Prentice-Hall,. Englewood-Cliffs, W.J. 

Williams', D.J. (1969) A study of a-decision model for R&D 

project selection. Operational Research Quarterly 

20 36 1-363. 

Williamson, 0.E. (1965) Innovation and market structure 

Journal of Political Economy' 73_67-73. 

Zangwill, W.I. (1969) Nonlinear Programming: A Unified  

'Approach, Prentice-Hall,.Englewood'Çliffs, N . J. 

.ZopPoth, 	(1972) - The use of systems, analysis innew- 

product development'.  Long Range  Planning 23-36. 



REPORT TITLE/TITRE DE L'OUVRAGE  

Canadian Entrepreneurship: A Study 
of Small Newly Established Firms, 
October, 1971. 

The Transmission of Technology 
Across National Boundaries, 
February 1973. 

So TECHNOLOGICAL INNOVATION STUDTF1S  PROGRAM 

PROGRAMME DES ETUDES SUR  • un  INNOVATIONS TECHNIQUES. 

REPORTS/RAPPORTS 

AUTHOR(S)/AUTEUR(S)  

1. I.A. Litvak 
C.J. Maule 

2. Harold Crookell 

R.M. Knight 

4 •  Blair Little 
R.G. Cooper 
R.A. More 

5. K.R. MacCrimmon 
W.T. Stanbury 
J. Bassler 

UNIVERSITY/UNIVERSITE 

Department of Economics, 
Carleton University. 

School of Business 
Administration, 
University of Western 
Ontario, 

School of Business 
Administration, 
University of Western 
Ontario. 

School of Business 
Administration, 
University of Western 
Ontario. 

Faculty of Commerce and 
Business Administration, 
University of British 
Columbia. 

A Study of Venture Capital 
Financing in Canada, June, 1973. 

The Assessment Of Markets for the 
Development of New Industrial 
Products in Canada, December 1971. 

Risk Attitudes of U.S. and Canadian 
Top Managers, September, 1973 

6. •  James C.T. Mao Faculty of Commerce -and 
Business Administration, 
University of British 
Columbia. 

Computer Assisted Cash Management , 
 in a TechnologyOriented Firm, 

March, 1973. 



7. J.W.C. Tomlinson 

8. Gérard Garnier 

9. I.A. Litvak 
C.J. Maule 

10.M.R. Hecht 
J.P. Siegel 

11.Blair Little 

12. A.R. Wood 
J.R.M. Gordon 
R.P. Gillin 

13. S. Globerman 

Faculty of Commerce and  
Business Administration, 
University of British 
Colombia. 

Faculty of Management 
University of Sherbrooke. 

Department of Economics, 
Carleton University. 

Faculty of Management 
Studies, University of 
Toronto. 

School of Business 
Administration, 
University of Western 
Ontario. 

School of Business 
Administration, 
University of Western 
Ontario. 

Faculty of Adminis-
trative Studies, 
York University. 

Foreign Trade and Investment 
Decisions of Canadian Companies, 
March, 1973. 

Characteristics and Problems of 
Small and Medium Exporting Firms 
in the Quebec Manufacturing Sector 
with Special Emphasis on Those 
Using Advanced Production 
Techniques, August, 1974. 

A Study of Successful Technical 
Entrepreneurs in Canada, September, 
1972. 

A Study of Manufacturing Firms in 
Canada: With Special Emphasis on 
Small and Medium Sized Firms, 
December, 1973. 

The Development of New Industrial 
Products in Canada. (A Summary . 
Report of Preliminary Results, 
Phase 1) April 1972. 

Comparative Managerial Problems in 
Early Versus Later Adoption of 
Innovative Manufacturing 
Technologies, (Six Case Studies) ) 

 February, 1973. 

Technological Diffusion in . Canadian 
Manufacturing Industries, April 
1974. 

14 , M. James Dunn 
Boyd M. Harnden 
P. Michael Maher 

Faculty .  of Business 
Administration and 
Commerce, University of 
Alberta. 

An Investigation Into the Climate 
for Technological Innovation in 
Canada, May 1974. 



15. I.A. Litvak 
C.J. Maule 

Department of Economics, 	Climate for Entrepreneurs: A 
Carleton University. Comparative Study, January, 1974. 

17. I. Vertinsky 
K. Hartley 

18.  Jean Robidoux 

- 16. J. Robidoux 
Gérard Garnier 

19.' Blair Little 

Faculté d'administration, 
Université de Sherbrooke. 

Faculty of Commerce and 
Business Administration, 
University of British 
Columbia. 

Faculté d'administration, 
Université de Sherbrooke. 

School of Business 
Administration, 
University of Western 
Ontario. 

Factors of Success and Weakness 
Affecting Small and Medium-Sized 
Manufacturing Businesses in Quebec, 
Particularly those Businesses Using 
Advanced Production Techniques, 
December, 1973. 

Facteurs de Succès et Faiblesses 
des Petites et Moyennes Entreprises 
Manufacturières au Québec, 
Spécialement des Entreprises 
Utilisant des Techniques de 
Production Avancées, décembre, 
1973. 

Project Selection in Monolithic 
Organizations, August, 1974. 

Analytical Study of Significant 
Traits Observed Among a Particular 
Group'of Inventors in Quebec, 
August, 1974. 

Etude Analytique de Traits 
Significatifs Observés Chez un 
Groupe Particulier • d'Inventeurs au 
Québec; août 1974. 

Risks in New Product Development, 
June, 1972. 

20. Blair Little 
R.G. Cooper 

School of Business 
Administration, 
University of Western 
Ontario. 

Marketing Research Expenditures: A 
Descriptive Model, November 1973. 



21. Blair Little 	School of Business 	Wrecking Ground for Innovation, 
Administration, 	February 1973. 
University of Western 
Ontario. 

22. J.W.C. Tomlinson 	Faculty of Commerce and 	Foreign Trade and Investment 
Business Administration, 	Decisions of European Companies, 
University of British 	June 1974. 
Columbia. 

23. Blair Little 	School of Business 	The Role of Government in 
Administration, 	Assisting New Product Development, 
University of Western 	March, 1974. 
Ontario. 

24. R.G. Cooper 	Faculty of Management, 	Why New Industrial Products Fail, 
McGill University. 	January 1975. 	•  

25.M.E. Charles 
D. MacKay 

26.M.R. Hecht 

The C.E.R.C.L. Foundation 	Case Studies of Industrial 
200 College Street, 	Innovation in Canada, February, 
Toronto, Ontario M55  1A4 	1975. 

Faculty of Management 	A Study of Manufacturing Firms in 
Studies, University of 	Canada: With Emphasis on Education 
Toronto. 	of Senior Officers, Types of 

Organization and Success, March, 
1975. 

27. I.A. Litvak 	Department of Economics, 	Policies and Programmes for the 
C.J. Maule 	Carleton University. 	Promotion of Technological 

Entrepreneurship in the U.S. and 
U.K.: Perspectives for Canada, 
May, 1975. 

28. R.R. Britney 
E.F.P. Newson 

School of Business 
Administration, 
University of Western 
Ontario. 

The Canadian Production/Operations 
Management Environment: An Audit, 
April, 1975, 

29. R.F. Morrison 
P.J. Halpern 

Faculty of Management 	Innovation in Forest HarveSting by 
Studies, University of 	Forest Products Industries, May, 
Toronto. 	1975. 



30. J.C.T. Mao 

32.D.A.Ondrack 

33. James C.T. Mao 

34. John A. Watson 

• 

31. J.W.C. Tomlinson 
C.S. Willie 

35. Gary A. Sheehan 
Donald H. Thain 
Ian Spencer 

36. John P. Killing 

Faculty of Commerce and 
Business Administration, 
University of British 
Columbia. 

Faculty of Commerce and 
Business Administration, 
University of British 
Columbia. 

Faculty of Management 
Studies, University of 
Toronto. 

Faculty of Commerce and 
Business Administration, 
University of British 
Columbia. 

Faculty- of Business 
Administration and 
Commerce, University of 
Alberta. 

School of Business 
Administration, 
University of Western 
Ontario. 

School of Business 
Administration, 
University of Western 
Ontario. 

Venture Capital Financing for 
Technologically-Oriented Firms, 
December, 1974. 

Guide to the Pacific Rim Trade and 
Economic Data Base, September, 
1975. 

Foreign Ownership and Technological 
Innovation in Canada: A Study of 
the Industrial Machinery Sector of 
Industry, July, 1975. 

Lease Financing for Technology-
Oriented Firms, July, 1975. 

A Study of Some Variables Relating 
to Technological Innovation in 
Canada, June, 1975. 

The Relationships of Long Range 
Strategic Planning to Firm Size and 
to Firm Growth, August, 1975 
(Ph.D. Thesis). 

Manufacturing Under Lice/1Se in 
Canada, February, 1975 (Ph.D. 
Thesis). 

37. Peter R. Richardson School of Business 
Administration, 
University of Western 
Ontario. 

The Acquisition of New Process 
Technology by Firms  ijfl  the Candian 
Mineral Industries, April, 1975 
(Ph.D. Thesis). 



t. 38. Steven Globerman 

39. R.G. Cooper 

40. Peter Hanel 

41. Albert R. Wood 
Richard J. Elgie 

42. Robert G. Cooper 

43. James T. Goode 

44. Robert Knoop 
Alexander Sanders 

45. Stephen G. Peitchinis 

Faculty of Adminis-
trative Studies, 
York University. 

Faculty of Management, 
McGill University. 

Department of Economics, 
University of Sherbrooke. 

School of Business
•  Administration, 

University of Western 
Ontario. 

Faculty of Management, 
McGill University. 

Department of Commerce 
and Business 
Administration. 
University of British 
Columbia 

Department of Management, 
COncordia University. 

Department of Economics, 
University of Calgary. 

Sources of R&D Funding and 
Industrial Growth in Canada, 
August, 1975. 

Winning the New Product Game, 
June, 1976. 

The Relationship Existing Between 
the R&D Activity of Canadian 
Manufacturing Industries and Their 
Performance in the International 
Market, August, 1976;  

Early Adoption of Manufacturing 
Innovation, 1976. 

The Causes of Commercial Failure of 
New Industrial Products, October, 
1977. 

Japan's Postwar Experience With 
Technology Transfer, December, 
1975. 

Furniture Industry: Attitudes 
Towards Exporting, May, 1978. 

The Effect of Technological Changes 
on Educational and Skill 
Requirements of Industry, April, 
1978. 

46. Christian Marfels Department of Economics, 
Dalhousie University. 

Structural Aspects of Small 
Business in the Canadian Economy, 
May, 1978. • 



47 J• W• 'Tomlinson 
M. Thompson 
S.M. Hills 
B.W. Wright 

.48, Joseph Chicha 
Pierre-André Julien 

49. Ilan  •Vertinsky 
S.L. Schwartz  

Faculty of Commerce and 
Business Administration, 
University of British - • 

Colombia. 

Département d'administra-
tion et d'économique. 
Université du Québec. 

Faculty of Commerce and 
Business Administration, 
University of British 
Columbia. 

Study of Canadian Joint Ventures 
(Interim Reports) 
Japan - 1977 
Mexico - 1977 
Venezuela and Columbia - 1978 

Les Stratégies de PME et Leur 
Adaptation au Changement (Interim 
Report). Avril, 1978 

Assessment of R&D Project 
Evaluation and Selection 
Procedures - 1977 

• Veuillez faire parvenir votre demande à PEIT: 
Please forward your request for TISP reports to: 

Program Manager, 
Technological Innovation Studies Program, 
Technology Branch, 
Department of Industry, Trade and Commerce, 
235 Queen Street, 
Ottawa, Ontario 	CANADA  
KlA OH5 



INDUSTRY CANADA/INDUSTRIE CANADA 

1111 0 II II II il 
56644 

à 



"I 

a 

• 

L.- 


