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Abstract

Awareness of blockchain has soared in recent years with the emergence of cryptocurrencies,
but the technology has existed for much longer. The linking of blocks, containing cryp-
tographic functions of transactions and data, means that tampering with their contents
becomes increasingly difficult as the chain grows – this concept was exploited for document
timestamping applications more than a decade before cryptocurrencies became reality. In
many implementations, blocks are confirmed by, and stored at, many nodes in different lo-
cations, providing a high degree of data integrity. There are, however, many challenges for
applying blockchain technologies in tactical networks, particularly due to the constraints of
the platforms, the limited bandwidth available among them, and the impact of network par-
titioning. In this report, the development and principles of blockchains are presented, along
with an overview of their weaknesses and vulnerabilities. There is a huge level of interest
in this technology across many sectors, and this is reflected in the breadth of the refer-
enced material. Weaknesses in design and implementation can make blockchains vulnerable
to attack, and their interfaces are particularly at risk. A range of possible applications in
tactical networks is explored, from supply chain management, to network management and
application data immutability. Finally, a simple blockchain architecture for mobile tactical
networks is developed, to illustrate the potential and challenges of this technology. Overall,
it is clear that blockchain technology provides a potential avenue for solving some problems
in the tactical network context, but it is not yet clear whether it is the best such solution.

Significance for defence and security

Maintaining data integrity in defence systems is a key component of security processes,
from supply chain and asset management to situational awareness and command and control
information tracking. Blockchain technology is a potential solution to achieve data integrity,
relying on cryptography and duplication or witnessing to provide tamper-resistance. The
immutability of data in a blockchain is strongest when the chain is long, and the number
of witnesses is large: this is is a challenge in tactical networks when processing power,
memory and bandwidth are limited. However, there are ways in which blockchain might
be applied to provide data integrity where it is not currently a significant consideration,
which may support future cyber operations by providing auditing, resource management
and authentication functions.
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Résumé

L’intérêt à l’endroit des chaînes de blocs s’est accru de manière fulgurante durant les der-
nières années avec l’arrivée de la cryptomonnaie. Pourtant, cette technologie existe déjà
depuis un bon moment. L’enchaînement de blocs qui contiennent des fonctions cryptogra-
phiques des transactions et des données a pour effet de rendre plus difficile la falsification
du contenu des blocs à mesure que la chaîne s’allonge. Ce concept a été exploité dans les ap-
plications d’horodatage des documents plus d’une décennie avant l’apparition de la crypto-
monnaie. Dans bon nombre d’applications, les blocs sont confirmés par de nombreux noeuds
et entreposés à différents endroits, ce qui permet un niveau élevé d’intégrité des données.
L’application de la technologie des chaînes de blocs aux réseaux tactiques pose beaucoup
de problèmes particuliers cependant, surtout en raison des contraintes des plateformes, de
la bande passante limitée disponible entre les plateformes et des répercussions du partition-
nement du réseau. Dans le présent rapport, l’auteur présente l’élaboration et les principes
des chaînes de blocs, de même qu’un aperçu de leurs désavantages et de leurs vulnérabilités.
Cette technologie suscite un très grand intérêt dans un grand nombre de secteurs, comme
en témoignent les différents documents de référence. Des faiblesses dans la conception et la
mise en oeuvre peuvent rendre les chaînes de blocs vulnérables aux attaques ; leurs interfaces
sont d’ailleurs particulièrement à risques. L’auteur explore un éventail d’applications pos-
sibles dans les réseaux tactiques, de la gestion de la chaîne d’approvisionnement à celle des
réseaux et à l’immuabilité des données d’application. Enfin, l’auteur élabore l’architecture
simple des chaînes de blocs d’un réseau tactique mobile afin d’illustrer le potentiel et les
difficultés de cette technologie. Dans l’ensemble, la technologie des chaînes de blocs offre
manifestement une avenue possible pour régler certains problèmes dans le cadre des réseaux
tactiques, sans qu’on ait établi clairement jusqu’à maintenant qu’elle constitue la meilleure
solution.

Importance pour la défense et la sécurité

Le maintien de l’intégrité des données des systèmes de défense représente la principale com-
posante des processus touchant la sécurité, de la chaîne d’approvisionnement et la gestion
des ressources à la connaissance de la situation, en passant par le repérage de l’information
du commandement et contrôle. La technologie des chaînes de blocs pourrait être une solution
au maintien de l’intégrité des données, car elle dépend de la cryptographie, de la duplication
et de témoignages pour prévenir la falsification. L’immuabilité des données d’une chaîne de
blocs est la plus grande lorsque celle-ci est longue et que le nombre de témoins est élevé.
Cette caractéristique constitue un problème pour les réseaux tactiques, où la puissance de
traitement, la mémoire et la bande passante sont limitées. Il existe cependant des façons
d’utiliser les chaînes de blocs pour assurer l’intégrité des données là où celle-ci ne consti-
tue pas actuellement un facteur important. Cette technologie pourrait alors soutenir de
futures cyberopérations en offrant des fonctions de vérification, de gestion des ressources et
d’authentification.
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1 Introduction

Blockchain is a relatively new term in popular vocabulary, and has elicited interest from
many domains including finance, supply chain management, shipping logistics, identity man-
agement and others. This excitement arises from the hype surrounding the cryptocurrency
Bitcoin [1], which was proposed in 2008 [2] and continues to attract headlines today.

In fact, blockchain concepts pre-date cryptocurrencies. They were developed for the purpose
of time-stamping documents to assert priority, and several proposals based on linkages or
chains of document properties were put forward in the 1990s [3–6]. Two approaches were
considered for ensuring the authenticity of the timestamps: a central trusted authority and
distributed trust. In digital timestamping work prior to 2000, the idea of fully distributed
trust was largely dismissed in favour of a central trusted authority. As noted in [6], “We
believe that techniques based on distributed trust are not really workable in a professional
environment. . . ”.

Around the world, trust in the establishment, in government, media and public institutions,
has been decreasing [7,8]. This has been reflected in the rise of the so-called “sharing econ-
omy”, in which individuals make a choice to do business with other individuals, ostensibly
bypassing traditional established economic relationships [9]. While some of these microeco-
nomic systems are based on trust in individuals, more widespread sharing arrangements,
such as the rental marketplace Airbnb [10], are based on a concept of trust embedded in
the application, in which user profiles and public reviews provide a sense of comfort [11].
This concept of distributed trust, which is really lack of trust in individuals but trust in a
community, is fundamental to current blockchain implementations.

Interestingly, despite this trend away from trust in governments, many of them are inves-
tigating blockchain as a means to improve secure identity management. Estonia invested
heavily in secure digital technologies since a nationwide hack in 2007 and started testing
blockchain in 2008; it has been in use since 2012, supporting health, judicial and security
systems [12]. The Government of Canada announced in January 2018 that it would develop
a pilot project for a prototype “Known Traveller Digital Identity”, based on biometrics and
blockchain or similar technologies [13]. In the US, Congress has ordered reports on the appli-
cations of blockchain [14], and several government departments, including Defense, Energy
and Homeland Security, are investing in blockchain technology [15–20]. The United Nations
is also investigating the use of blockchain to provide a range of services, with 15 initiatives
underway [21] and a blockchain commission established [22]. Ukraine, Sweden, Dubai and
Georgia are all undertaking studies and pilots [23], and blockchain has been proposed as a
solution to managing the customs border between a Britain separated from the EU [24].

In financial transactions, a key part of the trust challenge is to ensure that users of a
currency actually own the funds they are spending, in particular, that they are not spending
the same currency unit two or more times. This has traditionally been overseen by a central
trusted authority, namely, the banks. The Bitcoin approach eliminates the requirement for a
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central trusted authority, using a peer network to prevent double spending by time-stamping
validated transactions.

A blockchain is essentially a ledger of transactions or information, where each block, con-
taining the transactions, a timestamp and a link to the previous block, is cryptographically
protected. The openness of the ledger, either by distribution or periodic publication of
its state, prevents undetected modification of previously incorporated information. The
blockchain technology thus provides a tool for increasing data integrity using a combina-
tion of cryptography and consensus. A more detailed description of blockchain is given in
Section 2.

Currently, there are huge investments in blockchain technology by both established consult-
ing companies such as IBM [25] and Deloitte [26], and by more recent entries such as Peer
Ledger [27] and EncryptoTel [28]. A new high level programming language, Solidity, has
been released for applications based on blockchain [29] as part of the Ethereum project [30].
The Linux Foundation has also developed software specifically designed for blockchain ap-
plications [31]. ING Wholesale Banking [32] developed the Easy Trade Connect blockchain
in partnership with Société Générale Corporate & Investment Banking [33]; in January
2018 this technology was used in the first international agricultural trade supported by
blockchain – a cargo of soybeans sent from the US to China [34].

Of course, there are many academic researchers exploring the potential of blockchain, span-
ning a continuum of study among technology, business and societal impact [35–39]. This
technology concept is advancing so rapidly, much faster than can be handled by the current
peer-review process, that there is a significant volume of opinion and information available
on the Internet, and relatively little useful formal, conventionally peer-reviewed, academic
literature (for example, there were fewer than 250 papers indexed under ‘blockchain’ in IEE-
EXplore in November 2017). Many of the references herein, therefore, are non-traditional
citations to online resources. It is anticipated that an avalanche of academic research in
blockchain will appear in the next couple of years, but care must be taken in interpret-
ing the analytical and theoretical results therein, as they will likely be closely tied to the
assumptions and models used, which may not be generalisable or applicable to the circum-
stances of interest in practice.

Amid the hype, there is some scepticism about the application of blockchain [40–43]. With
the exception of cryptocurrencies, which have already gained a firm foothold in the financial
world, blockchain remains a technology solution in search of a problem.

This report is written in response to interest expressed by project clients and stakehold-
ers about the potential for applying blockchain concepts to cyber security problems. It
is focussed on tactical networks, where security is becoming increasingly important but is
challenged by limited bandwidths, limited processing capability and limited power capacity.

Blockchain technology is developing rapidly, being driven by many different players with
different objectives, and there is not yet a common vision. A summary of blockchain tech-
nology is given in the next section. Emerging directions, addressing challenges and opening
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new opportunities, are discussed in Section 3. A variety of vulnerabilities, from weakness
in design and implementation to blockchain interfaces, is outlined in Section 4. The mo-
bile wireless environment poses particular challenges that do not dominate in conventional
wired networks. In consideration of these, the possible roles for blockchain technology in
tactical networks are considered and a possible architecture for blockchain use is presented
in Section 5. Conclusions are summarised in Section 6.

2 Blockchain technology

Blockchain technology existed before the excitement of cryptocurrencies pushed it into
common parlance. The underlying concepts include cryptography and timestamping to es-
tablish tamper-resistant provenance. Modern blockchain principles are based on consensus
mechanisms that have been around since distributed processing became a subject of aca-
demic interest in the 1980s. Today, a number of large scale implementations are available
to support new applications and experimentation.

2.1 Evolution

The person or persons1 who authored [2] are often credited with inventing or conceptualising
both cryptocurrencies and blockchain. In fact, cryptocurrencies were proposed earlier [44],
and more formally in [45,46], and the idea of requiring proof-of-work to be allowed to access
a shared resource was considered in [47], as a means to reduce the volume of junk email.
Blockchains themselves were based on earlier efforts in timestamping to provide verifiable
proof of existence and priority of claim.

In the 1990s, efforts to provide tamper-proof timestamping resulted in both distributed
and centralised approaches. While distributed trust was an early candidate for this require-
ment [3], it was noted that this approach required that others maintain records, be identified
in a shared list, and be available and willing to perform work in a timely fashion. The prac-
ticality of those expectations was questioned in [6], so in many early implementations, the
blockchain relied on a central trusted authority (CTA).

In centralised timestamping, clients submitted their documents to the CTA for timestamp-
ing and received in return a certificate containing sufficient information to validate their
time claims. As discussed in [5], three main approaches to timestamping were considered,
based on linear linking, Merkle trees and random witnessing. To reduce the sheer volume of
data that must be stored, the documents themselves were replaced by the outputs of their
hash functions. These fundamental concepts are briefly described below.
1 The identity of the author, or group of authors, known as Satoshi Nakomoto who wrote the iconic cryp-
tocurrency paper [2] is unknown.
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2.1.1 Hash functions

Throughout the evolution of the blockchain concept, the process has relied on hash functions
to cryptographically compress strings. Hash functions were developed in the 1970s [48–50]
as a means to authenticate large files using a small data string.

A hash function takes an arbitrary-length input string x, such as a document file, and maps
it to a fixed length string h(x), known as the hash value or hash [51, Ch. 2]. The hash
function is designed such that it is computationally very hard to:

• determine the input string x from the hash value, i.e., to find a string y such that
y = h(x);

• find a different string x′ that results in the same hash value, i.e., find x′ such that
h(x′) = h(x); and

• find two strings z and z′ that produce the same hash value, i.e., h(z) = h(z′).

2.1.2 Merkle trees and roots

A tree approach, based on Merkle trees [52], was proposed in [3] to reduce the overall effort
imposed when many documents of low importance would be submitted for timestamping.
Each client, i, i = 1, . . . ,N , would submit the hashed value yi = hi(xi) of their document
xi, using their own personal hash function hi. These become the leaves of the tree. Pairs of
hash values would be hashed together, successively, moving down the branches of the tree,
as illustrated in Figure 1, each pair yielding a single fixed-length hash value. When the root
of the tree is reached, the final hash value known as the Merkle root, y1N , is published (for
example in a newspaper), thereby establishing a timestamp.

To prove that their document originated before the published timestamp, a client must
retain their own hash value, as well as the hash values with which theirs was paired at each
stage in the tree, and the ‘left’ or ‘right’ position in each pairing. For example, client ID3,
with document hash h3, would retain the values y3, (y4, left), (y12, right), . . . to (yN/2+1,N ,
left).

2.1.3 Linear linking

The significance of linking, or chaining, data produced from successive transactions, or
documents, was noted in [3]. The linear linking approach is summarised in Figure 2. At
event n, the client, identified as IDn, submits the hash value, yn, of their document to the
CTA. This is combined with the timestamp, tn, and linking information from the previous
event, Ln, to produce a certificate Cn = (n,tn, IDn,yn,Ln) that is returned, signed as sn =
σ(Cn), to the client. The hash value produced by the CTA function H is combined with
the timestamp and client input to produce the linking information for the next event,
Ln+1 = (tn, IDn,yn,Ln). Once the next event has been processed, the client identifier for
the next event, IDn+1, is also returned to the client of event n. Thus, a challenger of client
IDn’s document can ask client IDn+1 for their signed certificate, which incorporates IDn’s
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hash value in the linking information. In this way, the challenger can move forward through
the chain until they are satisfied about the veracity of IDn’s timestamp.
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Figure 2: Linear linking for timestamping.

2.1.4 Witnessing

The concept of distributed trust was considered in [3], whereby k witnesses, randomly se-
lected from a list of all clients, perform the timestamping service and return signed messages
to the requestor containing their timestamp, the requestor’s ID and the original hash value.
This would produce a believable timestamp, as the random witnesses would have to collude
to produce a false yet valid value. This requires a large pool of available witnesses, who have
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sufficient independence from one another that it can be safely assumed that the k selected
ones are not all corruptible.

In [5], it was noted that the act of publishing of the root of the tree in Figure 1 created a
pool of witnesses, namely, those that see the publication.

2.1.5 Distributed ledgers

A trusted central authority must not only maintain the trust of its clients, it must also
provide the necessary resources to maintain and update its database, or ledger. In the
absence of such a willing and trusted authority, the ledger may be held in a distributed
fashion2, where every node in the peer network shares control of the data. Peers agree to a
common set of rules to determine the validity of ledger data: if they break these rules then
the other nodes will not accept their inputs to the ledger.

The lack of mutual trust among peers means that each must check every piece of data, or
transaction, it receives to ensure the rules are followed. Some form of consensus among the
peers (defined by the rules of the distributed ledger) is required before the new transaction
can be accepted. Once validated, these transactions are propagated through the network
and added to each local copy of the ledger. In this way, distributed ledgers are maintained
as “authoritative systems of record” [54].

Note that a distributed ledger is not necessarily a blockchain. A blockchain is a form of
ledger3 in which transactions are cryptographically linked to form a (theoretically) im-
mutable and incorruptible record of transactions, in the sense that tampering or modifica-
tions of one block would be detectable by looking back through the chain.

2.2 Blockchain principles

The purpose of a blockchain is to maintain a trusted record of transactions, which are usually
thought of as records of exchange of goods, funds or data, but may also be documents or
data that require proof of existence, as in the timestamping application. They are usually
digitally signed by the user submitting the transaction to allow verification by others.

The construction of the blockchain is similar regardless of its purpose and participants:
this will be described in Section 2.2.1. Public blockchains, known as ‘permissionless’, allow
any participants to join the blockchain network and take on different roles. Permissionless
blockchains are also trustless, i.e., the participants have no reason or need to trust each
other; rather, they are able to agree on the current state of the common record using a
consensus mechanism (see Section 2.2.2).
2 Note that the term “distributed ledger” has become standard usage, although it is more accurate to call
these “decentralised ledgers” as the former suggests that the ledger contents are spread amongst many nodes,
while in fact copies of the ledger are held at each node. This distinction is made in the technical whitepaper
released by Corda [53], which is a platform for managing business agreements.
3 A blockchain need not be a distributed ledger, but having copies held in many, distributed independent
nodes gives it its immutability in a trustless environment.
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In a typical permissionless blockchain implementation there can be users, nodes and miners.
Users are the clients of the blockchain, but the nodes and miners play an active role, and
are accorded read and read/write permissions, respectively. The process will be along these
lines:

1. A user submits their signed transactions to a node.

2. The node propagates the transaction around the network to the other nodes.

3. Each node verifies those transactions; this will typically involve checking the digital
signatures and that the structure of each transaction is correct.

4. Miners gather groups of verified transactions, validate that each user is the owner of
the goods or funds in the transaction, and process them to generate blocks, according
to the rules of the blockchain.

5. When a miner completes a block, it propagates it around the network.

6. The network nodes validate the block, according to the consensus mechanism.

7. When the network nodes agree the block is valid, it is appended to the blockchain.

The costs of verifying and propagating transactions, mining blocks and achieving consensus
must be borne by the users, so permissionless blockchains usually contain some kind of
token for payment. While tokens are usually considered to be some form of currency, they
may also represent other assets of value, such as votes or credits. Some permissionless
blockchains exist purely for the purposes of these tokens, particularly cryptocurrencies, for
example Bitcoin [1], while others such as Ethereum [30] allow other types of record keeping
and processing.

‘Permissioned’, or consortium, blockchains are sovereign – they are not open to the public;
rather, the participants are typically defined in the rules establishing the blockchain, which
also specify who has read and write permission. This changes the trust dynamic among
participants, which may alter the roles of the participants and the demands on the consensus
mechanism, see Section 2.2.2. These blockchains may be used, for example, for supply chain
management, or recording of business-to-business transactions or record exchange. In these
implementations, there may be only one class of user node, and the process may be similar
to this:

1. A user node signs their transaction and submits it to the blockchain network.

2. One selected node (maybe the user node) generates a block and propagates it around
the network to the other nodes.

3. Each node validates the block, by verifying the signature and checking the transaction.

4. The nodes apply the consensus mechanism rules to agree the block is valid, and it is
added to the blockchain.
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In this case, the nodes share equally in the blockchain’s benefits, so the blockchain need
not include any form of payment token. Sometimes, permissioned chains are considered to
be a subset of private blockchains, in which one organisation is trusted to authorise block
additions to the chain; in this report, these private and permissioned blockchains are not
distinguished, as they differ primarily in the consensus mechanism used.

Some of the higher-profile blockchain implementations are discussed in Section 2.3. As dis-
cussed below, the introduction of permissioned blockchains, for example as service offerings
from information technology (IT) providers, is opening up new blockchain application op-
portunities (see Section 3.4).

2.2.1 Construction

Each block in the blockchain contains the block number, a header, and the transactions
contained in the block. The blocks are joined via their headers, which are chained together
as illustrated in Figure 3. The mining process selects the transactions to be included in the
block, generating their hash functions and deriving their Merkle root (Section 2.1.2).

The header contains the Merkle root derived from the included transactions, a timestamp
and the hash of the previous block header (except in the case of the first, or genesis, block).
This linking provides the immutability of the blockchain: the only way to successfully tamper
with a block is to regenerate all blocks from the genesis block forward, which is a gargantuan
task for a blockchain of any substantial length.

timestamp

h(block 0 header)

Merkle root

transactions

block 1 header

block body

timestamp

null

Merkle root

transactions

block 0 header

block body

timestamp

h(block 1 header)

Merkle root

transactions

block 2 header

block body

Figure 3: Chaining of block headers.

2.2.2 Consensus mechanisms

When blocks are generated, the network must agree that they are valid and should be added
to the chain. This is achieved through a consensus mechanism, which is defined in the rules
of the blockchain. As noted above, the type of consensus mechanism used is specific to the
requirements of the blockchain, and new ones are being developed as blockchain applications
expand. An overview of the main consensus mechanisms currently in use is given here.

The most commonly known consensus mechanism is proof-of-work, which is used by Bit-
coin (Section 2.3.1). In this protocol, the miner must find a nonce4 that, when included
4 A nonce is a number, in this case, with a fixed length, that is generated and used once.

8 DRDC-RDDC-2018-R033



as part of the block’s header, results in a hash value that is less than some predefined,
common target5. This hash value computed is called the “proof-of-work” – it is computa-
tionally intense to produce but easily validated by other nodes, which makes it appropriate
for trustless, permissionless blockchains. However, as observed below, this is an extremely
energy-intensive process.

Proof-of-stake is widely considered as an alternative to proof-of-work as it does not require
specialist hardware for mining, and consumes far less energy than proof-of-work. In a typical
proof-of-stake protocol, a set of validator nodes is established, based on their stakes in the
blockchain [55]. In one version of the proof-of-stake protocol, a validator node is selected
randomly to provide the next block – the node combines the transactions and links to an
existing block, usually the most recent one in the longest chain, to generate a new block.
In an alternate version, selected nodes are allowed to propose a block, but all the validator
nodes then vote on which block will be accepted into the chain. The Ethereum blockchain
(see Section 2.3.2) is preparing to make a switch from proof-of-work to proof-of-stake in its
new release, Casper [56].

Under a proof-of-stake algorithm, nodes with small balances will very rarely be given an
opportunity to generate blocks. In the delegated proof-of-stake variant of this algorithm,
these small players may lease their holdings to other nodes, increasing those nodes’ chances
of being selected and when they are, a portion of the reward may be shared.

Proof-of-work and proof-of-stake have been combined into a hybrid in Peercoin [57]; in this
hybrid, proof-of-work is used mainly for minting, i.e., generating new currency units, while
proof-of-stake is used for securing the blockchain, which removes much of the high energy
requirements.

The practical Byzantine fault tolerance (PBFT) algorithm was introduced in the late
1990s [58], to address the challenge of reaching consensus among a group of distributed
agents, when they cannot be trusted to give honest answers. Several flavours of the PBFT
consensus mechanism have been developed, and are used in Hyperledger [31] and Tender-
mint [59].

Backfeed is a reputation-based protocol using proof-of-value [60]. In this approach, a peer
node’s reputation is gained by making contributions and by evaluating other nodes’ con-
tributions; when a majority of reputation in the network acknowledges that a contribution
is valuable, i.e., the block is accepted, that contributor is rewarded with an increase in
reputation and their block is added to the chain.

For permissioned blockchains, the enhanced level of trust removes the need to compete
for block generation. Consensus mechanisms such as round-robin, where nodes take turns
generating blocks [61], might be appropriate. Intel has proposed a proof-of-elapsed-time
algorithm, which operates in a trusted execution environment (TEE) such as the SGX-
enabled CPU [62], in which code and data are protected and cannot be modified or accessed.
5 The size target is used as a simple way to apply a restriction to an otherwise random number, thus ensuring
that each miner must ‘work’ to find a suitable nonce and thereby generate a block.
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In this approach, a node is selected at random based on a counter within SGX and it
provides the next block. This counter uses a minimal amount of power, but does require
that all nodes are using the same TEE. The TEE was also exploited in [63] to implement a
PBFT algorithm; this implementation is claimed to be “the fastest and most scalable BFT
protocol to-date”.

2.2.3 Forks

In a large blockchain network, transactions and blocks take time to propagate to all nodes.
Miners therefore may operate on different sets of transactions and generate blocks at almost
the same time, and there be multiple blocks circulating in the same interval. It is therefore
possible that at any given time, the blockchain diverges and contains two or more leading
blocks. This is referred to as a fork.

One of the principles of the blockchain is that blocks are added to the longest chain, therefore
generally so-called soft forks are resolved quite quickly as one tine grows faster than the
other(s). In this case, the shorter chains are abandoned, and the transaction contained in
the dropped blocks, if they are not included in blocks on the maintained chain, will be
offered up for mining again.

Forks are also imposed on the blockchain when there is a change in the rules. As with
most blockchain features, there are differing opinions on the definition of a fork. Generally,
a hard fork occurs when the rules are not backward compatible, for example, if a new
consensus mechanism is introduced. In this case, the blockchain will split permanently; the
old blockchain may cease to grow, or the two may continue independently.

2.3 Implementations

As noted above, there are different types of blockchain, which depend on the community
they serve and their purpose. Some of the more established implementations are summarised
here.

2.3.1 Bitcoin

Bitcoin is probably the most well-known of the cryptocurrencies in use. It is a public dis-
tributed ledger of financial transactions in the form of a blockchain, proposed in 2008 by the
person or group going by the name Satoshi Nakamoto [2]. While bitcoins are used by clients
for an increasing range of everyday financial transactions, at the core of the blockchain are
the ‘miners’, or nodes that compute and validate new blocks.

Sums of bitcoin have public and private keys associated. When client A owns bitcoins, what
they really hold, stored in their electronic wallet, are the cryptographic keys of one or more
sums of bitcoin that have previously been transacted. The public key specifies the address
to which that sum was sent most recently (belonging to A), and the corresponding private
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key authorises that sum to be forwarded to another client. This is known as an unspent
transaction output (UTXO) scheme.

Transactions are incorporated into the Bitcoin blockchain more-or-less as described in Sec-
tion 2.2; every block interval, currently 10 minutes, each miner starts a new block generation
attempt, based on the unprocessed transactions available. Each transaction must be vali-
dated, which requires searching back through the blockchain to find the prior transaction
history of the bitcoin being spent; as the blockchain gets longer (the number of unspent
transaction outputs exceeded 60m in early December 2017, up from 44m a year earlier [64]),
this search process becomes increasingly onerous. Near the end of December 2017, there
were almost 120,000 unconfirmed Bitcoin transactions – in mid-May 2017, this number
spiked above 200,000 [64]. This backlog contributes to a latency in transaction processing,
which ranges from approximately 35 minutes to a peak of over 3500 minutes during Decem-
ber 2017 [64]. Once the current transaction is validated, the miner can include its hash in
the computation of the Merkle root contained in the header. Bitcoin uses a proof-of-work
consensus mechanism, in which each miner competes to find a nonce that, when combined
with the rest of the block header, produces a hash that is less than a publicised target.

At the end of November 2017, the Bitcoin blockchain was almost 170 GB [65]. Blocks were
averaging 1 MB each, and at the time of observation, there were over 13,000 transactions
waiting to be incorporated into the block, accounting for approximately 34 MB. On average,
there were over 300,000 transactions per day, with an average transaction value of more than
$60,000 USD (median $535 USD). Miners were rewarded over $125,000 USD per successful
block.

It has been estimated that 500–700 MW are required to power Bitcoin processing, world-
wide, enough to power 325,000–450,000 average US homes [66]. This is particularly wasteful
when it is observed that almost 25% of blocks mined were empty, i.e., contain no transac-
tions, between 2009 and 2015 [67]; this rate has decreased since, but as miners are given
large rewards for mining blocks and only receive small transaction fees, the incentive to
include few transactions and produce a block faster remains.

2.3.2 Ethereum

Another major blockchain player is Ethereum, from the Ethereum Foundation [30]. Ethereum
was launched in 2015, and already completes over 1 million transactions per day, compared
to approximately 400 thousand for Bitcoin [65]. It has its own crypto-token, Ether, but
also provides a public blockchain for use in other applications such as smart contracts (see
Section 3.2); the Ether token is used to pay transaction fees in those applications. Develop-
ers can use the platform provided to write their own blockchain code to implement smart
contracts, create new asset registries, or release new trading concepts, without building or
maintaining the underlying blockchain.

Ethereum is an account-based blockchain, so unlike the Bitcoin UTXO approach, the total
balance of each client account is stored. Each block contains the Merkle root, the hash of
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the root node of the Merkle tree of account balances (see Section 2.1.2), to record the global
state of all the accounts at the time the block is generated, as well as the previous block
hash and the hash computed from the mined transactions.

Ethereum currently uses the proof-of-work stake, but as with Bitcoin, the amount of energy
required to mine blocks is huge. A hard fork is expected in the near future, in which the
consensus mechanism will be switched to proof-of-stake. Although this is a major event for
a blockchain, it is not unheard of: a hard fork was planned for Ethereum to upgrade the
network, and occurred, seemingly without significant disruption, on October 16, 2017, when
the software upgrades were activated.

2.3.3 Hyperledger

Hyperledger [31] is an open-source collaboration producing a growing set of blockchain
frameworks and tools, initiated by the Linux Foundation in 2015. It claims as members a
large number of small and large enterprises, spanning finance and banking, information tech-
nology, manufacturing and supply chain logistics, and university labs. Its projects include
Hyperledger Sawtooth and Fabric, which are frameworks for modular blockchain develop-
ment, and Hyperledger Indy, for decentralised management of self-sovereign identity, i.e.,
users store their own digital identities on their own devices, but stored as ‘transactions’ in
the blockchain, maintaining privacy while enabling trust.

Despite the many consortium members, uptake of Hyperledger’s products is slow [68].
Known use cases are IBM’s use of Hyperledger Fabric [25], and CLS Group’s application
to foreign exchange [69].

2.3.4 Corda

R3 Corda is a distributed ledger designed to support financial services industries [70, 71].
Note that is is not described as a blockchain, but rather ‘blockchain-inspired’ and a ‘de-
centralised global database’. However, it shares many of the same principles. Its consensus
mechanism is built around notaries, which are clusters of nodes authorised to verify the
structure of each transaction and validate it, ensuring that the same assets are not trans-
ferred twice. The notary nodes may be trusted or not, and run a consensus algorithm such
as PBFT to approve transaction blocks to the ledger.

3 Emerging directions

As blockchain concepts evolve, there are a few emerging directions that might be relevant
to their application in defence applications.
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3.1 Scalability

As blockchains become larger, the data in older blocks becomes more resistant to tampering
(Section 5.3.6), but other problems arise. Validating transactions may require searching back
over thousands of blocks, which slows the mining and consensus processes; in the Bitcoin
blockchain, on-line indexing services are necessary and available [64], even though this is
counter to the trustless and distributed philosophy of blockchain.

The consensus mechanism may also be a barrier to scaling. The proof-of-work consensus,
used in Bitcoin, scales poorly [72] as its latency increases and throughput decreases with
an increasing number of transactions. The massive power demand was also noted in Sec-
tion 2.3.1.

Permissionless blockchains, in particular, are limited in their ability to scale, because every
participating node must deal with every transaction submitted to the network, and must
maintain a copy of the entire blockchain. This can be avoided in permissioned blockchains,
although restricting the number of nodes supporting consensus weakens the fundamental
security of the blockchain technology. Although the security of the network grows with
the number of processing nodes, the weakest node in the network defines the limit on the
rate of transactions that can be processed. The latency of the propagation of transactions
and blocks in the consensus mechanism increases as the number of nodes in the network
increases, which tends to increase the number of forks.

Several innovations have been proposed to deal with scalability issues, including sidechains
and sharding, although each introduces its own challenges.

Sidechains

A sidechain is an offshoot of a blockchain that operates separately, but is pegged to the main
blockchain, so assets can be moved between them. In a cryptocurrency, this would enable
users to transfer coins securely from one blockchain to another, where they can be exchanged
under the sidechain’s protocols, for example, as a new or experimental cryptocurrency or
as a smart contract (see Section 3.2) [73]. Ethereum [30] and Lisk [74] are blockchains that
are designed for developers to create their own sidechains, taking advantage of the security
and protocols of the main blockchains to build applications. Fees are paid per transaction,
as established by the main blockchain owner.

Several criteria for establishing sidechains were defined in [73], including the firewalling of
sidechains such that they are fully independent and do not require users to monitor the
parent blockchain, and security regarding the transfer of assets from one blockchain to
another. However, the consensus power available is reduced as the number of sidechains
increases, increasing the overall vulnerability.

The Cosmos network [75] takes the concept of sidechains much further, connecting sep-
arate, independent blockchains through blockchain-based hubs, to address scalability and
interoperability issues. When the load on one of the blockchains becomes excessive, a new
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blockchain instance is added to the hub, to process some of the transaction load, while the
hub maintains synchronisation among the blockchains.

Sharding

There are two main bottlenecks impinging scalability: the need for nodes to process all
transactions, i.e., to verify the signatures and validate transactions, and to process the
network state, i.e., the accounts. Dealing with scalability requires tackling both of these;
this can be achieved with sharding [76]. A simple sharding scheme would split the accounts
into a number of disjoint sets, or shards, then nodes assign themselves to shards and process
only the transactions submitted by the accounts in that shard. Some kind of cross-shard
exchange is necessary when transactions occur across shard boundaries. An early proposal
for implementing sharding in Ethereum is given in [77]. It was recently announced that
sharding is part of the 5-year plan for Ethereum [78].

A version of sharding, tree chains, was proposed for addressing the scalability of Bitcoin [79].
In this scheme, a tree of blocks would be used in place of the chain, where the leaves (see
Section 2.1.2) are groups of transactions, and blocks further down the tree structure simply
combine the two hash functions generated above. This allows miners to work in parallel,
mining as many different sets of leaves as they have capacity for. This deals with the
processing limitations, but actually appears to worsen latency, according to [80], as each
transaction must be communicated among the leaves to ensure it is only processed once.
The tree chain concept has since been adopted into the Viacoin cryptocurrency [81], but
does not appear to have achieved much traction in the broader community.

3.2 Smart contracts

Smart contracts are currently emerging as a viable use of blockchain technology [82,83]. The
underlying concepts of smart contracts were originally discussed in the mid-1990s [84]. Sim-
ply, a smart contract is a set of self-executing and self-enforcing instructions, implemented
in software and stored in a blockchain, such as Ethereum [30].

Smart contracts are essentially accounts held in the ledger maintained by the blockchain,
alongside the user accounts. While the user accounts hold records of assets and transactions,
and are controlled by specified users, the contract accounts are controlled by their self-
executing software, i.e., the smart contract. These contracts are agreed by the relevant
parties prior to being added to the block chain, and execute when the contract account is
sent a transaction by a user account. For example, consider a rental agreement contract:

• renter and owner agree terms, which are written into the contract, specifying rent and
start date;

• renter pays the agreed initial rent in cryptocurrency to the contract account, which
provides a receipt to owner;

• owner provides a digital key to the contract account;
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• if the rent and key are provided by specified dates, the contract account releases the
key to renter and the currency to owner; if not, the contract account releases a refund
to renter.

Even though this is a simple example, it illustrates that the transaction is completed rapidly
and in strict agreement with the contract terms; it is witnessed by many virtual bystanders,
reducing the requirement for personal trust or faith in the other party; the contract cannot
be lost or altered by either party as encrypted copies are held at many distributed nodes;
no middle agency is required, although fees would typically be required for participating in
the blockchain.

Another challenge to the implementation of smart contracts arises from one of their key
selling points, viz. they are processed independently on many distributed nodes in the
blockchain network. This means that any reliance on external data sources, such as stock
market values, can result in disagreement amongst the nodes, which may access those
sources at different times. The workaround for this is that a single, trusted entity must
provide a single view of the external data to all nodes but this is counter to the concept of
a trustless, decentralised system, and is vulnerable to loss or attack.

While transparency of the smart contract is sold as a benefit, in fact, there is a risk of
exposing confidential information because each contract is held on many different nodes [85].
Any node owner could extract that information relatively easily.

Smart contracts via blockchains are being adopted in a range of industries. Kodak an-
nounced the launch of a photo-rights management blockchain, KODAKOne [86], with an
integrated cryptocurrency, KODAKCoins, to ensure that photographers are paid when
their images are used. Other companies in this market include Po.et [87], Photochain [88]
and COPYTRACK [89]. The better-known Spotify acquired a blockchain company early
in 2017 to manage copyright and payments [90]. Somewhat bizarrely, Long Island Iced
Tea [91], which manufactures soft drinks, changed its name in December 2017 to Long Is-
land Blockchain [92], announcing it would invest in developing blockchain technology, and
sending its share price soaring.

The US Department of Energy’s National Renewable Energy Laboratory announced in
January 2018 that it is partnering with BlockCypher [93] to demonstrate the settlement of
transactions related to energy resources across different blockchains [19].

3.3 Internet of Things

Internet of Things (IoT) devices comprise mostly sensors and effectors that can exchange
data with other devices and applications. Typically, IoT devices have been designed to pass
data or information to, from and via the “cloud”, i.e., a central computer server system.
This exposes a number of vulnerabilities, including authentication and confidentiality. As
reported in [94], a recent investigation of new IoT devices showed design flaws such as
hardcoded passwords and coding implementation errors such as buffer overflows. Mirai
malware infecting wide range of IoT devices caused a massive distributed denial of service
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attack in October 2016, taking the Dyn DNS servers offline for hours [95]. Other IoT
vulnerabilities were highlighted in 2016, when hackers showed they could remotely infect a
thermostat with malware and lock it, opening the possibility of ransom attacks [96].

Blockchain has been proposed as an enabler for peer-to-peer networking IoT devices [97–100].
Blockchain can be used as a tool to provide authentication services [101], policy implementa-
tion via smart contracts [102], secure firmware updates [103], and secure data exchange [104].
Early implementations are using the Ethereum blockchain (see Section 2.3.2), including
the IBM and Samsung collaboration, “Autonomous Decentralized Peer-to-Peer Telemetry”
(ADEPT) for autonomous device coordination [105]. The US Department of Homeland Se-
curity issued an award under the Silicon Valley Innovation Program (SVIP) to Factom Inc.
in June 2016, for the development of blockchain technology to track IoT devices used for
border security, including their provenance, update status and authorities [20].

Estimates of the number of IoT devices vary, from 8.4 billion [106] to over 20 billion [107] in
2017; at either extreme the number is vast. These devices consume a huge amount of band-
width and connection capacity, due to their high signalling overhead [108]. In many cases,
IoT devices communicate via remote servers to other devices located nearby, rendering con-
nections via the cloud wasteful. As discussed above, blockchains often require large amounts
of power and bandwidth, and processing introduces significant latency. An alternative local
blockchain was proposed in [109], however this approach requires some refinement as local
clusterheads, which are nodes responsible for accepting blocks, may have different versions
of the blockchain: this trades some degree of security for bandwidth.

3.4 Blockchain-as-a-service

Blockchain-as-a-service (BaaS) is being offered by a number of IT providers, to allow
companies to develop distributed ledger capabilities without having to invest in deploy-
ing and maintaining their own blockchain technologies [110]. Some of the large providers
include Oracle [111] (as part of the HyperLedger collaboration [31]), IBM [25] and Mi-
crosoft [112], whose Azure product leverages several blockchain protocols, including Hy-
perledger, Ethereum [30] and Corda [70]. Hewlett Packard Enterprise will launch their
new product, “Mission Critical Distributed Ledger Technology” (using Corda) early in
2018 [113]. All these products are advertised as enabling rapid development of permis-
sioned blockchain applications using the templates and tools provided, and integrate the
blockchain into other enterprise services.

There are still challenges in this new direction. The pilots to-date have been small, and
it is not clear how the scheme will scale. Additionally, it was noted in [114] that integrat-
ing blockchain into other services will require the reconciliation of transactions across the
interface, which will slow down the whole process.

Note that blockchain is also proposed to add capability to the cloud, in particular to pro-
vide cloud storage in peer-to-peer networks. Sia from Nebulous Inc. [115] and Storj [116]
both provide services to securely store data on multiple remote, untrusted and unstable
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servers. Smart contracts are enforced on the blockchains between users (storage renters)
and providers or farmers. To use Sia requires downloading the entire blockchain, which is
about 6 GB; Storj uses the Ethereum blockchain.

3.5 Secure messaging

The US Defence Advanced Research Projects Agency (DARPA) has issued several blockchain-
related grants [15], including one to ITAMCO [117] for “secure message on the blockchain
architecture”. ITAMCO, in partnership with the Center for Research Computing at the
University of Notre Dame, has established SIMBA Chain [118]; in the first phase of the
project, blockchain technology will be incorporated into ITAMCO’s Crypto-Chat messag-
ing application [119].

The Mercury Protocol is an Ethereum-based blockchain token system for building social
media applications [120]; it is already included in Dust [121], a peer-to-peer messaging
app in which messages are automatically deleted after 24 hours, without leaving a trace.
The protocol introduces and uses the Global Messaging Token (GMT), so that different
messaging platforms, both using the Mercury Protocol, can exchange messages securely via
the blockchain. Currently, social media platforms such as Facebook monetise their activities
by selling aggregated user data, and users’ attention, to advertisers. Within the proposed
system, users could earn GMTs by performing “incentivised actions”, for example, reading
posts, responding to messages and contributing positively to discussions. These GMTs could
be used to attach larger files to messages, or raise the user’s profile within the social media
platform. As a feature of the blockchain, users can maintain anonymity, but the reward of
tokens for positive contribution is aimed to reduce trolling and other antisocial behaviour.

PikcioMe [122] from MatchUpBox [123], is a new app, in beta testing as of January 2018,
that claims to provide a planner, data management, internet search, financial management
and secure chat. Details are light, but the peer-to-peer messaging function registers and
timestamps messages and files on the PikcioChain [124]. Somewhat alarmingly, the Pikcio
Whitepaper claims that users earn tokens by selling their data and the PikcioPro component
of the system allows commercial organisations to buy, sell and trade users’ data.

Blokcom is another blockchain-based messaging application that claims to transform un-
trusted environments, using “secure and trackable messaging” [125]. Little information is
available, but the platform promises user authentication and certification, as well as im-
mutability and trackability of data exchange. Yet another, also with few details, is Obsid-
ian [126], which supports user privacy through anonymous messaging.

Crypviser [127] was launched in January 2018, and claims to be the “first encrypted unified
cross-platform app on blockchain”. The application provides public key distribution and val-
idation through a blockchain, to establish secure communication sessions between users. As
with most commercial blockchain offerings, it includes a cryptocurrency, which is used pri-
marily to pay for the blockchain transactions used in authentication. In the current release,
Crypviser servers are integrally involved in the authentication and key distribution pro-
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cess, which appears counter to the blockchain philosophy. The company’s whitepaper [128]
indicates that future releases will rely solely on a mobile blockchain, but details are sparse.

Blockchain-based email applications have been under development, including SwiftMail [129]
and CryptaMail [130], which use the SwiftCoin and NXT [131] private blockchains, respec-
tively, to store the emails in a decentralised fashion. Neither of these email applications
appear to be actively under development at present.

3.6 Identity management

Blockchain provides verifiable data exchange, and one of the “killer apps” for this technol-
ogy may be identity management, or user authentication. The US Department of Home-
land Security gave four Small Business Innovation Research (SBIR) grants in 2016, to
develop blockchain-based identity management capabilities. The call for proposals noted
that blockchain technologies “potentially offer a flexible, resilient and potentially lower cost
alternative to current Homeland Security Enterprise identity management capabilities”.
Pomcor [132] received one of the SBIR grants, and investigated a public key infrastructure
(PKI) implemented on a blockchain [133].

Currently, users must establish multiple accounts, to engage with each of many services
across government, banking, healthcare and social media. This gives wide exposure to per-
sonal information, relying on the services’ own security as well as the user’s ability to
remember many passwords. Digital identity management has the potential to increase se-
curity and privacy, and blockchain is one possible technology to support this [134, 135].
Estonia has embedded blockchain technologies in its national identity management system,
a response to the sustained distributed denial of service (DDoS) attack in 2007, which shut
down the nation’s access to the internet. The national e-identity cards [12] are integrated
with the KSI blockchain from Guardtime [136]; note that this technology is not immune
to bugs: the cards were frozen after a security flaw was discovered in 2017, and must be
updated [137].

The Government of Canada recently announced it is designing, in collaboration with the
Netherlands, a pilot project to use biometrics and cryptography in conjunction with dis-
tributed ledger technology for cross-border travel [13]. Several United Nations entities are
investigating the use of blockchain technology to support a range of objectives [21]. A
Blockchain Commission [22] was established by the Global Partnerships Forum [138], to
explore blockchain applications to further humanitarian causes. Microsoft and Accenture
have already collaborated to bring a biometric, blockchain-based identity system designed
for refugees and other vulnerable populations [139].

Identity management systems have been introduced in conjunction with cryptocurrencies.
An example was BitID [140], which operated on the Bitcoin blockchain (it is not clear if
the current BitID app [141] is the same product). In this implementation, the user creates
an identity token, based on a pre-existing authenticated identity, such as a bank account,
which is recorded on the blockchain. Another user that wants to verify the identity then
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uses a BitID protocol that searches the blockchain, and confirms that the identity token
exists there. Such an identity system might be used, for example, to replace Facebook
sign-in to discussion sections on news websites. The user maintains their privacy, because
their actual identification documents are not stored on the blockchain. BitAuth is a similar
application, also operating on the Bitcoin blockchain; its launch announcement [142] noted
the added security offered because no users’ passwords are stored on a server – this has
been a continuing source of security compromise [143].

A commercial application for enterprise clients is ShoBadge, in which users’ mobile devices
store their identification and share it on the blockchain [144]. Multi-factor authentication,
such as passwords and biometric data, in this case facial recognition, is used to validate the
user’s access to the device, which then provides access to computers and workspaces. The
Civic application allows a more flexible selection of validation criteria, which are confirmed
by different entities such as banks and government agencies and then stored as ‘attestations’
on the blockchain [145]. These attestations would be for sale, using smart contracts on the
blockchain, to other service providers requiring identity confirmation, who would pay using
blockchain token as currency. This system is expected to be launched in late 2018.

SecureKey [146], based in Toronto, is working with IBM and a range of Canadian banks to
develop a blockchain-based digital identity network based on HyperLedger Fabric [31]. The
system is expected to be launched in early 2018.

3.7 Government and military cybersecurity

In December 2017, a new US Defense Bill was signed, which included a provision requiring
the Secretary of Defense to provide a briefing within six months on the use of blockchain
technology in defensive and offensive cyber applications [14]. In addition to the secure
messaging blockchain application (Section 3.5), recent DARPA awards include one to Ga-
lois [147] to formally verify Guardtime’s blockchain technology [136].

Other blockchain efforts in the US military and defence industry include the US Navy’s trial
to use blockchain to share data securely among the sites where it uses 3-D printers [148,
149]. Lockheed Martin announced a contract with Guardtime Federal [136] to incorporate
blockchain technology into its “Cyber Aware Systems Engineering” concept, and to increase
the security of its development processes in software and supply chain risk management.

The US Department of Energy is also exploring the use of blockchain [18] within the fossil
fuel energy system, for example to record sensor and actuator data with the aim of detecting
cybersecurity threats and hacks.
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4 Vulnerabilities

While cryptographically linking blocks of protected data provides a high degree of security
from malicious or ignorant players, blockchains are not immune from attack. Some attacks
are specific to the consensus mechanism chosen, and others are more general.

Public blockchains are susceptible to denial of service (DoS) attacks; proof-of-work consen-
sus, as used by Bitcoin and by the original implementation of Ethereum, is judged to be
more susceptible to DoS attacks than proof-of-stake consensus [150]. Ethereum was sub-
jected to an extended DDoS attack in September/October 2016 that caused clients to run
out of memory by forcing each transaction (smart contract) to check the code of other
transactions in the network. As noted in Section 2.3.2, a hard fork is anticipated by which
Ethereum will convert to proof-of-stake consensus.

The proof-of-work consensus mechanism used in Bitcoin and other blockchain implementa-
tions is vulnerable to the “51% attack”, in which one entity owning more than 50% of the
computational resources in the blockchain can alter the history as well as the future of the
blockchain, including enabling double spending. This attack was foreseen, but underplayed,
in the original Bitcoin paper [2]. There is a lengthy discussion in [151] addressing many ways
in which owning the consensus would undermine the integrity of a Bitcoin-type blockchain.
Reports of short-term majority ownership of computing resources, or “hash power” have
been reported, e.g., in [151], and it is noted that this condition can be created by creating
an incentive for other nodes to divert their computing resources to mine for a different cryp-
tocurrency temporarily. In November 2017, only four miners were responsible for creating
over 56% of the almost 2500 blocks added to the Bitcoin blockchain. In a given 24 hr period
observed in that month, only three miners accounted for over 50% of new blocks [152]. It
would seem that collusion is a realistic risk under this scenario.

With a smaller cartel, selfish nodes can disrupt the blockchain by exploiting its longest
chain rule, discussed in Section 2.3.1 as the way to recover from forks. The cartel can use
its limited computing resources to generate more blocks, and keep them secret from the
remainder of the mining community before revealing a longer block than the public one,
which would then be accepted and used instead [153]. This “selfish mining attack” would
result in mining profits going to the cartel.

An attack equivalent to the 51% proof-of-work attack is possible in a proof-of-stake con-
sensus blockchain, if one node owns, or holds the lease to, more than 50% of the cryp-
tocurrency [154]. Such a node can retroactively alter existing blocks - this is known as the
“long range attack” or “history attack” [155]. Nodes might also increase their chance of
being assigned opportunities to generate blocks by using their computational resources to
manipulate the random process [155]; this is called a “stake grinding attack”.

When the blockchain is forked, nodes can mine each set of blocks, which further increases
the number of forks but does not risk the nodes’ stakes [155]. This “nothing at stake attack”
also increases the time before the network reaches consensus and eliminates sub-chains, ex-
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panding the attack surface. This is a vulnerability identified in the proof-of-stake consensus
mechanism, and is also a potential vulnerability in other less popular schemes [156]. Proof-
of-value consensus mechanisms may also be exploited by generating and validating false
transactions to inflate the perceived contributions of the node [157].

In addition to vulnerabilities in the consensus mechanism, security issues have been found in
implementations of blockchain code, for example: blockheader overflow in Ethereum [158];
timing leak in authentication in Bitcoin [158]; and buffer overflow in Dogecoin [159]. (Note
that Dogecoin was founded as a “joke”, but in the cryptocurrency hype, recently saw its
market capitalisation exceed $2 billion [160].)

Ethereum suffered another large scale attack in June 2016, resulting from a feature of
the smart contract blockchain that results in the contract code being executed exactly as
written, and any errors or exception condition omissions are not correctible. A distributed
crowdfunding system, the Distributed Autonomous Organisation (DAO), was created using
Ethereum to provide a platform for popularity-based funding from the community of users.
The DAO, in which the operations and governance were implemented in smart contracts
and were run autonomously, collected $150m USD in pledges (in the cryptocurrency Ether)
in a short period after start up [161]. Within a few weeks, a user exploited a bug in the
contract code to extract $60m USD using transactions deemed legitimate within the contract
construct.

In recent expensive incident [162], a coding error resulted in approximately $14m USD being
trapped in a contract that was part of the Ethereum implementation of a bitcoin exchange,
Quadrigacx [163].

Particular points of weakness in cryptocurrencies are the interfaces, rather than the blockchains
themselves. For example, cryptocurrency wallets, software for users to store their keys and
to communicate transactions with the blockchain, have been seen to have a variety of se-
curity vulnerabilities [164–167]. The Meltdown and Spectre exploits announced in January
2018 [168] also pose a threat to cryptocurrency wallets [169]. Wallets providing additional
security to protect Bitcoin assets are available from Xapo, which stores the cryptographic
keys in offline servers, physically secured, and located in underground bunkers [170].

Cryptocurrency exchanges, where crypto- and fiat currencies can be traded, have been
subject to big losses due to hacking attacks, for example [171–173]. The Youbit exchange
hack in December 2017 resulted in the bankcrupcy of the South Korean exchange [174].
In the largest cryptocurrency hack to-date, $530m USD was stolen from the Coincheck
exchange in a January 2018 [175]. Cyber attacks on exchanges have been attributed to
stated-sponsored groups [176]. Cryptocurrency exchanges have also been susceptible to
DDoS attacks [177], for example, according to Reuters [178], one of the largest exchanges,
Bitfinex, experienced attacks in February, June and December 2017.
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5 Blockchain in tactical networks

The key feature of blockchain technology is data integrity in a trustless environment: trans-
action or data records included on the blockchain are timestamped, cryptographically pro-
tected and stored by many distributed nodes, reducing the risk of total loss. For a sufficiently
long blockchain, with a large number of nodes, the records can be considered immutable,
in the sense that any tampering will be evident. This integrity can be exploited in different
ways to enhance the robustness and resilience of tactical networks, and some of these are
discussed in Section 5.1.

Smart contracts, described in Section 3.2, also provide opportunities for robust resource
management in tactical networks, particularly in complex operational conditions where
many users interact in the electromagnetic (EM) spectrum. Possible applications of blockchain
to resource management are discussed in Section 5.2.

Tactical environments pose particular challenges for the introduction of blockchain technol-
ogy, as devices are constrained in size, weight and power, and there are physical limitations
on node connectivity. These challenges are considered in Section 5.3.

An example architecture for applying blockchain technology to support tactical operations
is described in Section 5.4, taking into account the opportunities and challenges outlined
thus far.

In this section, network nodes are considered to be the devices or platforms connected to
the blockchain network; these are not (just) the radio interfaces themselves, but may be
auxiliary equipment such as biometric devices, weapons or communication platforms.

5.1 Integrity

Blockchains enhance the integrity of the data stored, because the linking from one block to
the next makes the adversary’s ability to tamper with prior blocks extremely computation-
ally intensive (see Section 2.2.1). This feature can be exploited in several ways in military
systems, as outlined below. Note that, for data records, only the document hash is stored
in the blockchain, which opens the possibility for tracking data at different security levels
within the same chain [179].

5.1.1 Supply chain

Under US law, the Department of Defense is required to address detection and avoid-
ance of counterfeit electronic parts; a similar requirement for the US National Aeronautics
and Space Administration (NASA) was introduced in 2014, but held up in the legislative
process [180]. In Canada, counterfeit electronic components have been found in military air-
craft [181] (see also the response from the Department of National Defence (DND) [182]),
but no similar law has yet been introduced.
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Tracking the origins of the components in any significant military asset is a massive chal-
lenge, as there are many, often long and intertwined, supply chains. In many cases, parts
are replaced throughout an asset’s lifespan, further complicating the problem. Blockchain
provides one approach to tracking the provenance of each component, in which each man-
ufacturer and distributor would register their ownership and safety certificates into the
blockchain throughout the manufacturing process [99,100,157,183].

A supply chain blockchain would be write accessible to all entities coming into contact with
components throughout the asset’s lifespan, but permissioning would restrict their read
access to relevant records. Thus, a single blockchain could support the entire asset-registry
for the whole department, or government. In this permissioned blockchain, blocks would be
generated by distributed, trusted nodes, eliminating the need for high-complexity mathe-
matical computations such as proof-of-work. All users could validate each block, verifying
that their own records are included and correct.

The size of a department- or government-wide blockchain, in terms of numbers of blocks
and nodes, would give it strong integrity and resistance to attacks, but the verification
performed by the miners cannot ensure the accuracy of the information stored. The validity
of the information recorded is dependent on the integrity of those submitting it: a rogue node
submitting false documentation can provide a valid data hash, and that will be recorded in
the blockchain indistinguishable from accurate and true information.

5.1.2 Updates

Networked devices periodically require firmware and software updates, and these are usually
received automatically. But as noted in [184], there are incidents where “hackers have hi-
jacked software’s own immune system to deliver their infections”, i.e., the act of updating is
a vulnerability. In [103], it was proposed that IoT devices could increase the security of up-
dates using blockchain technology; IoT devices would be on their manufacturer’s blockchain,
and the manufacturer would use smart contracts to register the (hash of) their updates on
that blockchain. When the devices search the blockchain for updates, they retrieve the hash
and can request the update from the network.

For tactical equipment, it is to be hoped that devices are not updated while deployed,
but with the anticipated increase in the number of connected devices used in operations,
ensuring they are all updated with the same, most recent firm- and software is a significant
task. Utilising a blockchain, such as the one discussed in Section 5.1.1, could facilitate this
task.

5.1.3 Auditing

Blockchain can be thought of as a distributed ledger, and can serve as an audit trail for
a wide variety of functions in tactical operational environments. For example, data from
distributed networked sensors can be timestamped and recorded in the blockchain, along
with command and control messaging among effectors, providing a means for post-action
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analysis and battle damage assessment in, e.g., cyber EM activities (CEMA) [185]. Other
auditing functions might include force position information, health status of assets and
other situational awareness data. The immutability of the data provides an incontrovertable
record, which should support forensic investigations of operational activities, and many
distributed copies means that data loss is highly unlikely. The process of generating the
blockchain generally means that the information is, within a few recent blocks, reconciled
across the network nodes.

5.1.4 System integrity

Cyber physical systems, i.e., systems that integrate physical and computational compo-
nents [186] such as sensors, are at risk of attacks on several fronts. The physical interfaces
provide potential attack surfaces, which can be used to violate the integrity of the software,
firmware and data on the device. Blockchain provides a possible technology for supporting
the detection of changes to these, as suggested in [183]: the system is imaged initially, and
the hash of that image is stored on the blockchain. When legitimate updates are made, the
new images are stored and timestamped on the blockchain. To check the system’s integrity,
it is re-imaged periodically and compared to the most recent stored version: any variations
should be quickly detected when the hashes do not match.

As with biometrics and other tools for identity management (Section 5.1.5), system integrity
checks could be vulnerable to attackers using stored images, rather than new ones, defeating
the objective of detecting changes.

5.1.5 Identity management and authentication

As noted in Section 3.6, identity management and authentication may be able to make
early and advantageous use of blockchain technology. Different forms of identity sources,
such as biometrics and system images (Section 5.1.4), registered in a decentralised and
distributed ledger, enabling user and device authentication to support data access, secure
communications and trackability, militate against the need for a vulnerable centralised
repository of stored identities. The use of cryptographic tools means that the identity sources
themselves are not stored on the blockchain, reducing the impact of a security breach. A
similar approach was proposed in [187] to support trust and authentication applications
using blockchains. However, note that the blockchain should not be viewed as a fixed but
distributed database, storing only identity information. The chain must continue to grow
in order to maintain the integrity of the data contained (Section 5.3.6).

As discussed below in Section 5.3, wireless networks can become partitioned, and using
centrally-held identity information, nodes that are unable to access that information may
become partially paralysed. With distributed storage, those nodes would still have access
to be able to authenticate other nodes that remain within reach, but would not have access
to changes that occurred since partition, such as node revocation.
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Other challenges noted in Section 5.3 include bandwidth and processing requirements for
extending the blockchain. Additions to the blockchain for identity and authentication pur-
poses should be few, during operations, although the capability to exchange or add sensors,
for example, is important. An additional useful feature would be to combine or bridge
blockchains, for example when a mobile unit comes within range of a sensor network or
other unit, which would enable rapid acquisition of access to the users, nodes and/or data
in the other network.

5.1.6 Communication

The secure communication platforms providing social media functionality, discussed in Sec-
tion 3.5, might find utility for morale purposes, enabling Canadian Armed Forces (CAF)
members to decompress and hold secure, off-the-record discussions with limited potential
for them to be leaked to adversaries or the public. They do not, in general, appear to be
appropriate for secure operational command and control communications.

The secure authentication blockchain outlined in Section 5.1.5 could be used to provide
identity management and key distribution. This would support secure tactical communi-
cations, providing secure addressing and user authentication to establish communication
sessions using updated cryptographic keys. Communications could be directed at specific
users or devices, depending on the scenario and identities stored.

Auditing of communications could be provided by storing encrypted details on local devices,
and periodically registering hash functions of those records on the blockchain.

5.2 Resource management

Managing resources involves tracking expenditures and exchanges, and ensuring that service
level agreements (SLAs) are respected. There are several resource management tasks in
tactical networks that might be supported by blockchain technology.

5.2.1 Network management

According to [188], blockchain technology can be applicable wherever centralised control
is used for network management. For example, software defined networks (SDNs) make
use of logically, if not physically, centralised control. Blockchain could be used to track
and configure each network device without relying on a central controller [189], and smart
contracts could be used to automatically reconfigure the network when links or nodes fail.
It remains to be seen whether SDN has a useful role to play in tactical networks; work is
underway within The Technical Cooperation Program (TTCP) community to investigate
its potential implementation and vulnerabilities [190].

Applications in which blockchain could contribute to managing networks in coalition tacti-
cal operations were proposed in [179]. One is essentially a federated mission network (FMN)
deployment [191], in which coalition members share assets; in [179], it was suggested that
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the blockchain could be used to record commands given by one nation to configure assets
owned by another, creating an audit trail for post-mission analysis. The second application
proposed in [179] is to maintain a cross-coalition inventory of assets, to track their availabil-
ity and deployment. Finally, also in [179], a somewhat complicated process was envisioned
in which a robot-assisted human tracks records that are transferred between networks at
different security levels.

The opportunities to exploit distributed ledger technology to assist in the management
of coalition tactical networks are broader than those proposed so far. The North Atlantic
Treaty Organisation (NATO) FMN concept, agreed in 2012, is based on lessons learned from
the Afghan Mission Network [192]. The aim is to rapidly and efficiently provide connectivity
to a federated environment for forces participating in a joint operation, and the goal is to
support command, control and decision making. FMN is based on an agreed set of standards,
policies and doctrine, including joining, membership and exit instructions (JMEI). Trust and
security criteria are agreed among the participants. All these characteristics are essentially
rules and policies that could be implemented as smart contracts on an FMN blockchain,
also providing identity management, authentication and addressing across the coalition. The
audit function could be used to track the exchange of operation and network management
information, as well as the adherence to SLAs related to resource sharing and quality
of service. Gaps in current FMN proposals were identified in [191], including automated
network configuration and service provisioning and cross-federation network information
sharing and security provisioning; blockchain may provide a mechanism to support these
functions in a distributed and secure way.

5.2.2 Policy enforcement

As noted in Section 5.2.1, blockchain smart contracts can be used to enforce network man-
agement policies, and the same blockchain can be used to provide an audit trail. Other
policies maybe used within networks, for example, selecting bearers to meet requirements
such as quality of service, quality of protection and user demand [193], might be enforced
using smart contracts on a blockchain, simultaneously generating and storing an immutable
audit trail. In a coalition environment, access to other shared resources, in particular spec-
trum, might be subject to agreed policies, and these can also be enforced using smart
contracts.

5.2.3 Spectrum sharing

Spectrum is a limited resource, with high demand particularly during coalition activities;
different approaches to spectrum sharing have been proposed, most of which are based on
some form of policy framework [194]. Policies may dictate how much spectrum may be
accessed, and at what times of day, as well as conditions for evacuation in favour of a higher
priority user. The integrity of, and conformity to, these policies is critical to mission success,
as modifications or violations may result in spectrum fratricide or inability to access the
spectrum at all [195]. The integrity of the spectrum policies, and their enforcement and
auditing, could be achieved using blockchain technology.
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5.3 Challenges

Application of blockchain technology in tactical networks has particular challenges due to
the physical restrictions on portable devices, and to the possibly dynamic and unpredictable
wireless connections among the nodes. The size of the network is also a factor in whether
blockchain is a useful addition to the tactical technology toolbox.

5.3.1 Platforms

Remarkable advances in processing technology have enabled highly sophisticated handheld
computing devices. However, these devices have limited amounts of memory, battery life
and processing power available to service an additional application such as blockchain. The
power and processing limits indicate that efficient block generation and consensus mech-
anisms are required. Designing the system such that each node stores only its own data
and transactions, and does not need to maintain records of all other nodes’ transactions,
will reduce the memory requirements. However, as the blockchain grows, the memory re-
quirements at each node increase as it should store the entire blockchain to achieve the full
benefits.

The most power- and processing-efficient consensus mechanisms rely on some level of exist-
ing trust, for example the round robin mechanism, in which nodes take turns, or the PBFT
consensus (Section 2.2.2). The former reduces the security of the blockchain, as a rogue
node would get opportunities to generate blocks, and thereby override the integrity of the
data stored. The latter, while it maintains confidence in the block generation, requires a
higher level of data exchange among the nodes, which is problematic when there is limited
bandwidth or connectivity.

5.3.2 Bandwidth

Tactical networks are, typically, bandwidth constrained. The high demands for network
connectivity to support situational awareness (SA) and command and control (C2) mes-
saging, and the congested radio spectrum, mean that throughput is at a premium. There
are different possible blockchain architectures (Section 5.4) with different data exchange
requirements, but it is the exchange of information, both transactions and blocks, that pro-
vides the integrity for which the blockchain is valued. This trade-off between bandwidth
and blockchain value may significantly hamper efforts to integrate blockchain into tactical
operations.

5.3.3 Latency

To ensure all nodes in the network have a reasonably up-to-date version of the same
blockchain (consistency), the transactions incorporated into blocks, and the blocks them-
selves, must be available to all nodes within a relatively small time interval. Processing in
the nodes also causes latency: see [196] for an evaluation of the block computation times,
including parameters such as message size and library access overhead. In general, small
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relative delays can be dealt with by requiring nodes to wait before processing messages,
mimicing syncronicity, however this fails in the case of proof-of-work consensus [197]. Anal-
ysis of proof-of-work consensus in [198] showed that as synchronicity degrades, the security
of the blockchain degrades, meaning that attackers can more easily generate and add false
blocks to the chain.

One potential problem arising from low-capability platforms and limited bandwidth was
identified in [199], and is known as the ‘FLP result’: viz. “no completely asynchronous
consensus protocol can tolerate even a single unannounced process death.” The idea is that
when processors take different amounts of time to receive and process messages to come
to their own decisions, for example, it is impossible for the rest of the network to know
whether a node has failed, or has yet to make a decision. In principle, this applies to a
wireless network in which some nodes may have slow or heavily-loaded processors, and
where message delivery may be delayed.

As noted above, applying analytical results to real implementations must be done with
care, as the assumptions made in the analysis may be invalid in practice. Nonetheless, it
is important to consider the effects of delays and lack of synchronicity in developing an
architecture and selecting a consensus mechanism.

5.3.4 Connectivity

In mobile networks, or static networks where weak links may become disconnected due to
changing local environments, end-to-end connectivity across a network may be lost peri-
odically. While this causes temporary disruptions for most applications, for blockchain the
partitioning of a network can be critical.

Brewer’s Theorem, formalised in [200], shows that it is not possible to achieve all three of
consistency, availability and partition tolerance (these properties lead to Brewer’s Theorem’s
more commonly-used name, the CAP Theorem). In the context of blockchain:

consistency means that each node has only the same, current version of the blockchain;

availability means that each node can always access any data contained in the blockchain;
and

partition tolerance means that when some nodes become unreachable from the rest, the
blockchain continues to function as expected.

The CAP Theorem means that the blockchain cannot provide full availability or consistency
and also be tolerant to partitions. This means when a network partition does occur, the
blockchain in the two subnetworks will continue to grow, adding blocks to the same root
chain. When the subnetworks reconnect, there are two versions of the post-partition chain,
which are not reconcilable. Equivalently, if a blockchain were designed to be tolerant to
partitions, it could not also be both consistent and available.
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The design of permissionless cryptocurrency blockchains, based on Nakomoto’s original
work [2], resolves this by selecting the longest chain, and then incorporating the transac-
tions from in the discarded subchain into future blocks. This can be achieved because the
transactions are broadcast through the network, until all nodes agree that they have been
included in a block in the chain. However, this repeated broadcasting is an inefficient use
of the available bandwidth, and should be avoided where possible. Further, when network
partitions rejoin, there is an increase in required bandwidth to support core functions such
as SA and C2, as well as network management.

The longest chain approach to dealing with network partition is widespread in cryptocur-
rency blockchains. This leaves a trade-off to be made between consistency and availability.
Proof-of-work and proof-of-stake blockchain consensus mechanisms are designed to value
availability over consistency [55], while PBFT-style consensus algorithms can be designed
either way, but tend toward consistency as a preferred option.

5.3.5 Network size

The impact of network size, i.e., the number of nodes, on the blockchain’s security depends
on the consensus mechanism, but in general, with more nodes validating blocks, it becomes
harder for attackers to introduce false blocks [183]. However, as the network size increases,
the issues of latency, bandwidth and possibly connectivity become more significant. To
enable trade-off between the benefit of network size and the costs of bandwidth requirements
and latency, a clustering approach could be implemented in which a group of users submits
their transactions to a cluster head node, which combines and hashes them, and sends
the single Merkle root into the network. A clustering concept was proposed in [109] for
reducing the overhead in an IoT blockchain. For example, multiple wearable devices could
be grouped into a personal area network cluster, which is a node in the area tactical network
(see Section 5.4).

Security in a clustered network hierarchy may introduce new vulnerabilities; for example,
in the wearable device scenario above, compromising the cluster head node would allow
the attacker to introduce false transactions into the local combined hash functon, which
would not then be verifiable by other nodes in the network. The issue of data or transaction
verification and validation is considered in Section 5.3.7.

5.3.6 Blockchain length

The length of the blockchain determines the immutability of the data stored in it: the more
blocks there are, the more effort an attacker would need to expend to regenerate and replace
one or more blocks in the chain. The chain should thus grow over time, to keep increasing
the challenge for the attacker. In typical implementations of permissionless blockchains,
such as those used for cryptocurrencies, there is a longest chain rule, such that soft forks
are resolved by selecting the longest chain. In these, an attacker might race to add more
blocks to the chain than the honest nodes, such that its corrupted chain is accepted by the
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network. The blockchain would then grow faster than predicted: this type of attack could
overwhelm the memory capacity of a mobile device.

As each node should maintain its own copy of the entire blockchain to take advantage
of the immutability properties, the memory requirements may be considerable. Further,
when networks merge or new nodes join, ideally they should receive the entire blockchain
so they can fully benefit from it. In limited bandwidth tactical networks, this may be an
unachievable goal. Thus, as with network size, there is a trade-off between security due to
blockchain length and the combination of bandwidth, latency, memory and power resources.

The problem of limited device capacity could be addressed by periodically transferring
segments of the blockchain over a wideband backhaul link to secure storage, and to treat
the retained blocks at the tactical edge as a new genesis block or short chain. There is
an increased risk of compromise with this approach, as the backhaul becomes a target for
attackers, and the shorter retained chain is less secure than the full length. A more secure
alternative is to prune the blocks, removing the transactions themselves and keeping only
the block headers. The originating information for the transactions must still be retained
somewhere, but not at every blockchain node.

5.3.7 Data verification and validation

As described in Section 2.2, transaction verification is the process of checking its structure
and signature. When the blockchain is used to transfer assets, validation involves confirming
that the user transferring the assets actually owns them - this information is contained in
the blockchain itself, in an earlier block.

In tactical networks, where device ownership may change hands, for example, soldiers ex-
changing radios when one malfunctions, verification should include additional checks to
authenticate the device and its human user. This could be achieved by adding hash func-
tions of system images (Sections 5.1.4) and user biometrics (Section 5.1.5). Validation of
this type of transaction is critical, as failure would expose the whole network by allowing an
attacker access by compromising a node. However, it is clear that if the transaction consists
of, for example, SA information to support post-action analysis (Section 5.1.3), there is no
mechanism to validate that the information itself is correct.

A validation process is required when data stored in the blockchain is updated, e.g., owner-
ship of an asset such as a radio changes. When the transactions consist of information for
future auditing, no validation is required; this is reminiscent of the timestamping origins
of blockchain (Section 2.1). These two cases can coexist on the same blockchain, and their
combination makes the blockchain longer, and therefore more secure, in general, but more
resource intensive to maintain (Section 5.3.6).
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5.4 Example tactical blockchain architecture

Based on the preceding, we propose an example architecture for a tactical blockchain system.
The scenario we consider consists of a unit of dismounted soldiers, each carrying several
devices connected on a personal network: a weapon, a radio, a camera, a radio frequency
(RF) sensor and a computer (similar to a smart phone), sharing a battery and a memory
drive such as a flash card. The soldier is also considered a network component, as they are a
source and sink of data, and their identity is confirmed using a networked biometric sensor
such as a fingerprint or iris scanner. The other devices may be authenticated using a radio
frequency identification (RFID) chip or imaging as described in Section 5.1.4; authentication
will only be required if the networked component has been disconnected from the personal
network and attempts to rejoin.

We assume that the weapon tracks the ammunition it uses, and records the amount re-
maining. The camera may be continually recording, but to limit memory usage, only a few
seconds before and after the weapon is fired are retained. C2 and other messages, either
digital voice or data to and from the computer, all passed via the radio, are recorded for
post-action analysis. SA in the form of RF sensor data is sampled periodically, and trans-
ferred via the radio to other soldiers in the unit and recorded locally. These different sources
of data all use the computer’s memory for storage; both the memory and battery usage are
tracked.

We use blockchains to provide authentication and identification management for the sol-
diers and devices engaged in the operation, an auditing function to track cyber SA and
C2, resource usage tracking, and a policy management function, which is used to sup-
port resource loading decisions across the unit. As noted in Section 5.3.6, the longer the
blockchain, the stronger it is, so all these functions use the same blockchain within their
cluster (Section 5.4.1).

This is a simplified scenario, intended to give insight into the potential application of
blockchain technology in tactical networks. Note that, as discussed in Section 6, the fact
that this technology might be used to address these problems does not mean it is the best
choice. Note also that the exchange of transactions and blocks among the users is assumed
to be secure.

5.4.1 Clustering

We group networked components by location into clusters, as illustrated in Figure 4.

Each soldier and their own devices are considered a single personal cluster: these clusters
generally have static membership, however it must be possible to support devices being
added, removed or replaced as equipment may fail mid-mission. The computer will be
considered as the head of the personal cluster, and is the personal cluster node in the local
cluster.
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Figure 4: Tactical clusters.

Within the personal cluster, the users may be connected by wire, or by low power wireless.
All devices are within range of one another, which has several advantages, including limiting
the networking protocol overhead and costs of relaying. In addition, to address the platform
and bandwidth limitations identified in Sections 5.3.1 and 5.3.2, clustering allows trade-offs
among range, bandwidth and power, and supports re-use of spectrum across the whole unit.
However, as noted in Section 5.3.5, fewer nodes in the blockchain reduces its strength; we
address this in part by cross-registering information across cluster boundaries.

Soldiers are grouped by geographic proximity into local clusters, and the cluster size is
such that all soldiers are within range of one another. This means the membership of
the clusters is dynamic as the soldiers’ relative positions change and they move from one
cluster to another. At any given time, one soldier, or more specifically, their computer,
will be designated as a clusterhead. The purpose of this cluster is to provide consensus to
increase the integrity of the data registered in the local cluster blockchain.

The whole unit, and supporting platforms such as armoured carriers, also form a super-
cluster, which might be connected via a backhaul link to a headquarters. The high level
blockchain in this cluster further increases data integrity of the lower level blockchains, and
also provides the backbone to support an authentication capability for all the networked
devices. Due to the geographical size of the super-cluster, the nodes are not all connected
directly to one another, but must use relays to reach from one cluster extreme to the other;
this introduces additional overhead and latency into the transaction and block exchanges.
It is assumed that there is at least one higher powered and secured node, a ‘super-node’,
such as a vehicular platform, that can provide block mining capabilities. If not, the mining
effort would be shared, as in the local cluster.

5.4.2 Layered model

There is an emerging view that blockchain should be considered as a stack of layers, as
is accepted in standard networking. As with the network layered stack model, it is to
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be expected that formalising the architecture of blockchain applications would allow for
increased flexibility, scalability and rapid design and implementation, potentially at the cost
of efficiency and performance. There is no single accepted layered stack model for blockchain
yet; several have been proposed with three, four or five layers, for example [201–205]; some
of these are for very specific applications.

We propose a general layered model for tactical applications in Figure 5. The layering is
designed to provide flexibility, even within a single deployment, as illustrated in subsequent
sections. �

�
�
�CHAIN�

�
�
�CONSENSUS�

�
�
�BLOCK�

�
�
�TRANSACTION

Figure 5: Proposed blockchain layers.

5.4.3 Personal cluster

Within a personal cluster, the main blockchain function is auditing, but tracking of resources
is also required. In this architecture, authentication of devices will be achieved using the
super-cluster blockchain, so this will be addressed in Section 5.4.5.

The blockchain layers in the personal cluster are implemented as follows.

Transaction layer

As a digital file, containing recorded messaging, camera recording or RF sensor measure-
ments, is saved to the networked memory device, the computer calculates its hash function
and generates a transaction, whose structure might be defined as in Figure 6(a).

The level of resources such as ammunition, battery or memory capacity can also be stored
on the blockchain: this could be used in after-action analysis to assess the rate of usage, as
well as being used to make local command decisions within the unit. A possible structure
for a transaction to register this information on the blockchain is shown in Figure 6(b).
Note that in this case, the data stored includes the transaction number for the previous
recording of resource state: this allows for easier tracking.
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Each transactions is signed using the originating device’s digital signature. There are several
options of suitable public key cryptographic tools – Bitcoin and Ethereum both use the
elliptical curve digital signature algorithm (ECDSA) [206].

FIELD SIZE
(bytes)

Trans. type = “AUDIT” 1

Transaction ID 4

Device ID 8

Data hash 32

Public key 33

Signature 72
(a) Audit transaction

FIELD SIZE
(bytes)

Trans. type = “RESOURCE” 1

Transaction ID 4

Device ID 8

Resource type = "AMMO" 2

Resource used 8

Previous transaction ID 4

Public key 33

Signature 72
(b) Resource transaction

Figure 6: Personal cluster transaction structures.

Block layer

We allow different types of blocks in the same chain, corresponding to the different types of
transactions. The blocks for audit and resource transactions are illustrated in Figure 7(a)
and (b), respectively.

The transactions of the given type submitted by the networked devices are collected over a
prescribed interval, for example, 15 mins, and are assembled into a single block. First, the
structure and digital signature of each transaction is verified: these form the block body.
The computer node may authenticate each device based on the super-cluster blockchain
(Section 5.4.5).

The root of the Merkle tree of the hash functions of the transactions is computed, see Fig-
ure 1. The block header contains its type (audit or resource); the hash of the previous block
header; the root of the Merkle tree to provide data integrity; the number of transactions
included; and a timestamp, which not only supports tracking, but also introduces an extra
source of randomness for the header hash function.

In this example, the resource block also tracks the state of resources, so an additional Merkle
tree is computed based on the output of the transactions, e.g., the number of ammunition
rounds or battery capacity remaining.
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The personal cluster contains only a few devices, so each tree contains few if any leaves,
in any interval. If no transmissions are submitted in an interval, an empty block would
be generated to keep the blockchain growing and reducing its potential vulnerability to
tampering. The root hash in an empty block should be randomly selected, as it serves to
provide an additional variable for the header hash.

Block header�

�

�

	

Block type = “AUDIT” 1
hash(prev. block header) 32
Root of transaction tree 32
Number of transactions 4
Timestamp 4

Block body

�

�
Transaction 1 150�

�
�
�Transaction 2 150

(a) Audit block

Block header�

�

�

	

Block type = “RESOURCE” 1
hash(prev. block header) 32
Root of transaction tree 32
Root of state tree 32
Number of transactions 4
Timestamp 4

Block body�
�

�
�

Transaction 1 132
State 1 8�

�
�
�

Transaction 2 132
State 2 8

(b) Resource block

Figure 7: Personal cluster block structures.

Consensus layer

In the personal cluster, there is a single ‘miner’ generating blocks, viz. the computer, and no
other nodes need to check each block’s veracity. Therefore, there is no consensus protocol
in this personal cluster blockchain.

Chain layer

The blockchain is constructed by the inclusion in each block header of the hash of the
previous block’s header, as shown in Figure 7.

To be able to locate old transactions within the blockchain quickly, they should be indexed.
In this case, the computer should also maintain a database of transaction numbers and the
blocks in which they are held.

5.4.4 Local cluster

In the local cluster, there are multiple computer nodes, which means that a consensus pro-
tocol can be implemented. This also requires the propagation of transactions and blocks
around the cluster. As this is a permissioned, sovereign blockchain, the nodes do not need
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to compete to mine blocks; instead, we assume one soldier’s computer is denoted the clus-
terhead at any time, and it generates the blocks. The other nodes validate the blocks to
achieve consensus, which increases the security of the blockchain.

This cluster provides a registration forum for each soldier’s personal cluster, to increase its
resistance to tampering. The personal clusters can periodically record details of their own
state and register the devices engaged in that local cluster, in an auditing function. The
blockchain can also be used to support resource management among the soldiers in the
cluster: in this example, when the battery resources used by the clusterhead node exceed
some threshold, the blockchain can be used to move the clusterhead role to the node that
has the most remaining resources. As with the personal cluster, authentication of nodes is
achieved using the super-cluster blockchain (Section 5.4.5).

One of the challenges of the mobile environment is that the members of clusters may change,
as soldiers move into and out of range6. The cluster blockchain must therefore accommodate
the migration in of new nodes, and the departure of current member nodes – this departure
may be unannounced if the node suddenly loses connectivity.

Unlike the large, permissionless blockchains like those described in Section 2.3, we do not
aim to have every node in the cluster have identical versions of the blockchain as this would
require too much bandwidth and processing power to exchange blocks, and to manage forks
and sidechains. Instead, we allow that the clusterhead of one local cluster can query nodes
in another cluster to update their own stored information, if necessary. Note that, although
the blockchains stored at each node are not reconciled, all the transactions are recorded
and linked, and can be resolved in after-action analysis, as long as they are not lost.

Transaction layer

As in the personal cluster, the local cluster has an auditing function; in this case, to record
the status of the personal clusters and of their component devices. Computing the blocks
for the cluster requires expendable resources, in particular battery power, thus the role
of clusterhead must be shared among the cluster participants, and this is facilitated by
tracking the resources available at each node. The transaction structures for these two
functions would be quite similar to those in Section 5.4.3. These transactions must be
propagated around the whole cluster, for the consensus process.

When a soldier node migrates from one cluster to another, it must create a transaction
that contains details of its devices and current states. Such a transaction is illustrated in
Figure 8. This transaction must also be propagated around the receiving cluster.
6 We note that there are advantages to maintaining clusters of roughly equal size, and fewer large clusters
rather than many small ones. The actual assignment of soldiers to one cluster or another is not considered
here.

36 DRDC-RDDC-2018-R033



FIELD SIZE
(bytes)

Transaction type = “MERGE” 1

Transaction ID 4

Node ID 8

Number of devices 2

Number of resource states 2

Device ID 1 8

Device ID 2 8
...

...

Resource type 1 2

Resource 1 remaining 8

Resource type 2 2

Resource 2 remaining 8
...

...

Public key 33

Signature 72

Figure 8: Local cluster merge transaction structure.

Block layer

The clusterhead node is responsible for generating blocks from all the transactions within
the cluster. As with the personal cluster, it is proposed this be done at regular intervals,
and on demand for merges.

As in the personal cluster, we propose different types of blocks for different transaction
types, and their structure would be similar to those in Section 5.4.3, with the addition of
an identifier for the originating node. As before, the block generation process starts with
verifying the structure and digital signature of each transaction. The nodes might also be
authenticated by querying the super-cluster blockchain (Section 5.4.5).

We also require a block to incorporate the merge transaction from the migrating soldier
node, which serves to link the blockchain held by the migrating soldier with the receiving
cluster’s to maintain data integrity. To achieve this, we propose a merge block, illustrated in
Figure 9. Note that when more than one soldier node migrates to a cluster, the transactions
would be incorporated into blocks separately. The block header includes the hash functions
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of the last block in the migrating node’s blockchain and the corresponding one from the
receiving cluster’s blockchain, as well as the merge transaction information.

When blocks are generated, they must be propagated around the whole cluster for the
consensus protocol to proceed.

Block header�

�

�

	

Block type = “MERGE” 1
hash(prev. migrating block header) 32
hash(prev. receiving block header) 32
hash(merge transaction) 32
Timestamp 4

Block body�
�

�
�Merge transaction 122 + · · ·

Figure 9: Local cluster merge block.

Consensus layer

In the local cluster, the clusterhead node mines blocks, and the other nodes in the cluster
check each block’s integrity and communicate their agreement, or otherwise. As the number
of nodes in the cluster may be unknown at any time, a fixed window is proposed within
which all cluster nodes are expected to respond; among the responses, a majority decision
is made. As all nodes in the cluster have the block for consensus purposes, it does not need
to be propagated around the cluster again once accepted.

The use of a single node, the clusterhead, to mine the block, and the definition of clusters
such that all nodes are within range of one another, means that the communication overhead
to reach consensus is much lower than in permissionless blockchains.

Chain layer

When consensus is reached on the validity of each block, every node adds it to its local
version of the local cluster blockchain, and performs any indexing required. Recall that
each node is not expected to have the same historical blockchain, but each node in the
cluster should add the same block to its version at a given time.

5.4.5 Super-cluster

We propose a super-cluster that includes all soldier nodes, and any other platforms within
the unit. This blockchain supports auditing for the blockchains at the local cluster level:
this is similar to the auditing function at that level and will not be detailed again. Rather,
we focus on using this super-cluster blockchain to provide asset tracking and authentication
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functions across the whole unit. Note that authentication using a blockchain is an evolving
concept; we propose an outline here of a possible approach but anticipate that much more
work would need to be done in this area.

For authentication on a blockchain, not only do the authentication factors need to be stored
within the chain, but so does the current state of authentication. For example, if a user
can point to an old block that confirms their biometric is valid, that is not sufficient to
authenticate them as their permissions may have been revoked more recently.

In a tactical scenario, it is reasonable to assume that every device in use has been provisioned
securely, and as such can be registered on the blockchain prior to deployment. This means
that system integrity checks, biometric features, passwords, etc., can be hashed and included
as transactions in blocks similar to the auditing function illustrated in Figures 6(a) and 7(a).
The ability to revoke this authentication must be carefully controlled - we conceive that this
might be done through a smart contract that requires two or more inputs, for example, a
failed integrity check and an order from the unit commander7. Similarly, a human override
to deauthentication should be provided, but this is not considered here; nor are the logistics
of providing new authentication factors mid-mission.

Transaction layer

Pre-mission transactions are to register the unit’s devices in the super-cluster blockchain,
and to assign those devices to each soldier. If there is expected to be a significant amount
of device exchange, the asset management might be more effectively achieved using smart
contracts. During the mission, the authentication state of every device will be tracked, and
any changes to their assignments will be recorded8.

Block layer

The super-node is responsible for mining blocks from all the transactions within the cluster.
As with the lower level clusters, it is proposed this be done at regular intervals, and on
demand for changes to the authentication status of devices. The structures of the blocks for
the pre-mission and mission-tracking transactions follow from the lower level auditing and
resource tracking blocks, respectively. Note that only the hash of the authentication factor
need be stored, not the full information file.

Following the principle of different types of blocks for different purposes, we propose regular
blocks storing the current authentication states. This will reduce search time when the
blockchain is queried by a lower level cluster, as the information will always be held within
a recent block. Further, the nature of the blockchain means that the query can be answered
7 A smart contract could handle a more sophisticated formula to address the possibility that a commander’s
device might be compromised, such as inputs from two of three other unit members, but this is beyond the
scope of the present work.
8 This reassignment might be registered automatically using a proximity sensor and RFID chip on each
device; the technology to achieve this is beyond our current scope.
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by any node in the blockchain, as the blockchain is duplicated fully at every node in the
super-cluster.

The format and implementation of smart contracts is highly dependent on the blockchain
ecosystem, but they follow common programming practice. For example, smart contract
pseudo-code to create authentication status storage for a device is loosely illustrated in
Figure 10; similarly, and very over-simplified, an overview of how the authentication might
be revoked based on inputs from an authentication request and human intervention is shown
in Figure 11. In practice, a smart contract might be used to message the commander when
a device fails authentication, soliciting a response to revoke or not.

contract deviceAuthentStorage{
bool status;

// default to false
function deviceAuthentStorage(){

status = FALSE;
}

function set(bool x){
status = x;

}

function get() returns(bool){
return status;

}
}

Figure 10: Device authentication status storage contract.

contract deviceDeauthent{

function deauthent(bool AuthResponse, bool CmdRevoke){

if ((AuthResponse == FALSE) && (CmdRevoke == TRUE) {
deviceAuthentStorage.set(FALSE);

}
}

}
Figure 11: Device authentication revocation smart contract.

Consensus layer

For the super-cluster blockchain, as in the local cluster, a single node generates all the
blocks. These are then circulated to all the other nodes (soldiers’ computers) for validation.
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Achieving consensus is most complex in this case, as some nodes are likely to be multiple
hops away, introducing latency and uncertainty into the communication process. A context-
aware protocol is likely necessary in this case, to take into account the link quality to reach
remote nodes, and to determine whether the consensus decision should wait for their input.
This is a challenging problem that requires further investigation and analysis.

Chain layer

In the super-cluster, all nodes must have the same copy of the blockchain. As noted in
Section 5.3.4, the blockchain cannot achieve consistency and availability in the face of
network partition, or lack of connectivity to some nodes or clusters. While soft forks will
not arise because a single node is responsible for mining, transactions from those partitioned
nodes must be processed into blocks as soon as they re-connect, and the blocks they have
missed must be propagated to them and attached to their local versions of the super-cluster
blockchain in the correct order. This will require additional protocols to be built into the
blockchain.

Authentication queries from the lower level clusters can be answered by any node in the
super-cluster blockchain, including the soldier’s computer node that is the clusterhead of the
personal or local blockchain. These queries can therefore be answered rapidly with minimal
overhead.

The blockchain keeps growing even in the absence of authentication state changes and de-
vice reassignments, because blocks are added periodically to register the state of the local
cluster blockchain. This growth is important to maintain the integrity of the blockchain
(Section 5.3.6). However, unlike the lower-level blockchains, which are not reconciled across
multiple nodes, the nodes in the super-cluster can ‘prune’ their blockchains to reduce mem-
ory requirements. While each node must maintain the authentication factor blocks, smart
contracts and recent status blocks, they do not need to keep the block bodies of older blocks
that contain auditing and resource transactions. The block headers should all be retained,
as their linking provides the blockchain’s tamper resistance. The super-node should retain
the full blockchain, for auditing purposes, unless it can reliably be transmitted to secure
storage via, for example, a backhaul link.

6 Conclusions

This report has given an overview of blockchain technology, from its origins to emerging
directions. The range of references cited has illustrated the wide variety of blockchain con-
cepts that are in use, in development, or being proposed. While cryptocurrencies attract
the most attention, the core technology provides a tool for increasing data integrity using
a combination of cryptography and consensus.

An architecture for applying blockchain to a tactical networked environment has been illus-
trated, showing how blockchain can be used in a centralised or distributed way, to address
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local challenges of power, memory and bandwidth limitations. In the example presented,
blockchain was used to provide an auditing function, which might be used to support post-
action analysis of cyber and kinetic operations; a resource management function to track the
state of networked devices; and an authentication function to validate the devices connected
to the tactical network.

Blockchain is another tool in the network and cyber security toolbox, but it is far from
clear that it is the correct solution for the problem of achieving data integrity in tactical
networks. The strongest tamper-resistance is achieved when the blockchain is continually
growing, is reconciled across a large network, and is supported by a distributed consensus
mechanism. In networks of wirelessly connected devices, the platforms themselves have
limited processing power, battery capacity and memory, and are connected by dynamic
links of limited bandwidth. Network partitions necessarily result in a loss of consistency
and availability across the blockchain, and managing this requires additional overhead.

Further work is required to investigate the tradeoffs among blockchain length and net-
work size, platform constraints and bandwidth requirements, and to determine whether the
security achieved warrants the cost.

In the broader context, blockchain should still be considered carefully. As was noted in [103],
“Compared to a properly configured centralized database, a blockchain solution will gener-
ally underperform, resulting in lower transaction processing throughput and higher laten-
cies”.
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