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Abstract 
 

The Bank of Canada’s Currency Department has used the Canadian Financial Monitor (CFM) 

survey since 2009 to track Canadians’ cash usage, payment card ownership and usage, and the 

adoption of payment innovations. A new online CFM survey was launched in 2018. Because it 

uses non-probability sampling for data collection, selection bias is very likely. We outline 

various methods for obtaining survey weights and discuss the associated conditions necessary 

for these weights to eliminate selection bias. In the end, we obtain calibration weights for the 

2018 and 2019 online CFM samples. Our final weights improve upon the default weights 

provided by the survey company in several ways: (i) we choose the calibration variables based 

on a fully documented selection procedure that employs machine learning techniques; (ii) we 

use very up-to-date calibration totals; (iii) for each survey year we obtain two sets of weights, 

one for the full yearly sample of CFM respondents, the other for the sub-sample of CFM 

respondents who also filled in the methods-of-payment module of the survey. 

Topics: Econometric and statistical methods 

JEL codes: C81, C83 

Résumé 
 

Depuis 2009, le département de la Monnaie de la Banque du Canada se sert de l’enquête 

Canadian Financial Monitor (CFM) pour évaluer l’utilisation de l’argent comptant, la détention 

et l’utilisation de cartes de paiement ainsi que l’adoption d’innovations en matière de paiement 

par les Canadiens. Une nouvelle enquête CFM en ligne a été lancée en 2018. Le mode de 

collecte des données de cette enquête repose sur l’échantillonnage non probabiliste, qui induit 

très probablement un biais de sélection. Nous présentons plusieurs méthodes de pondération 

et analysons les conditions requises pour que ces pondérations puissent éliminer le biais de 

sélection. Nous obtenons ainsi des poids de calage pour les échantillons des enquêtes en ligne 

de 2018 et 2019. Nos pondérations définitives constituent une amélioration par-rapport à celles 

fournies par la société de sondage, et ce, de plusieurs façons : 1) nous choisissons les variables 

de calage selon une méthode de sélection entièrement étayée qui fait appel à des techniques 

d’apprentissage automatique; 2) nous utilisons des totaux de calage tout à fait à jour; 3) pour 

chaque année de l’enquête CFM, nous obtenons deux séries de pondérations – l’une pour 

l’échantillon annuel complet de répondants, et l’autre pour le sous-échantillon des répondants 

qui ont également rempli le module sur les modes de paiement. 

Sujets : Méthodes économétriques et statistiques   

Codes JEL : C81, C83 



1 Introduction

The Canadian Financial Monitor (CFM) survey is a wealth survey conducted by Ipsos, a

market research firm, since 1999. It is a syndicated survey with multiple stakeholders, in-

cluding some large financial institutions and the Bank of Canada. The Currency Department

of the Bank of Canada has utilized the data since 2009, when a section on methods of pay-

ment was added to the paper-based survey. It has served to track cash holdings and usage,

payment card ownership and usage, and the adoption of payment innovations by Canadians.

The CFM survey was initially a household survey with a paper-based questionnaire. This

offline CFM was discontinued at the end of 2018. In January of the same year a new online,

individual-based survey was launched. A methods-of-payment (MP) module was added to

the questionnaire in April 2018.

This paper’s primary goal is to propose an adequate weighting procedure for the yearly

online CFM survey sample, given the non-probability nature of its sampling process. The

main motivation is that, when weighting the full yearly sample instead of quarterly subsam-

ples, a richer set of calibration variables can be used in the weighting procedure.1 Using a

richer set of calibration variables allows for the derivation of survey weights that are more

likely to reduce the potential selection bias in such a non-probability survey. In the end,

we obtain final sets of weights for the 2018 and 2019 online CFM samples and weights for

the 2018 and 2019 MP modules.2 The MP series of weights are specifically for calculating

estimates for the responses to the MP module, and they are not intended to be used for

other modules.

Our contribution is threefold: (i) we fully justify the calibration variables chosen and base

our selection procedure on machine learning techniques; (ii) we improve upon the timeliness

of the population totals used as targets; (iii) we calibrate not only the full yearly sample of

1The weights provided by Ipsos are quarterly weights calibrated on four basic demographic characteristics;
see details in Section 2.

2We focus on the weighting of the 2018 online CFM survey in the main body of this paper. That of the
2019 online CFM is presented in Appendix B.
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CFM respondents, but also the subsample of respondents that filled in the MP module of

the questionnaire.

This report is organized as follows. We provide additional details about the online

CFM survey in Section 2. Next, we discuss potential approaches for the weighting of non-

probability surveys and provide a detailed description of the calibration approach we adopt

for the online CFM survey in Section 3. In Section 4, we outline the procedure implemented

for the selection of calibration variables. Finally, we conclude with a description and analysis

of the final sets of weights in Section 5.

2 The new online CFM survey

Figure 1 presents a timeline of the developments regarding the paper-based and online CFM

surveys in 2018 and 2019. The reasons stated by the survey company for a conversion of

the CFM to an online survey were the opportunity of larger sample sizes and faster data

availability, as well as greater flexibility and expandability offered by an online survey (Ipsos

2018).3 The change of survey mode was also accompanied by a change in the sampling and

observation units. The sampling unit and main unit of observation went from the household

in the paper-based CFM to the individual respondent in the online CFM.4

The initial version of the online CFM did not collect any information on methods of

payment. However, the Currency Department of the Bank of Canada added the MP module

to the questionnaire in April 2018. This module contains questions on cash management and

the use of different payment methods. Although the main unit of observation in the 2018

online survey is the individual respondent (“How many chequing account(s) do you currently

hold?”; “In the past month, have you personally withdrawn cash?”), most questions in the

3The paper-based CFM data has an interesting panel dimension due to respondents participating several
years in a row; see Chen et al. (2017). However, the panel dimension of the online CFM data is unknown
due to the lack of information for ensuring General Data Protection Regulation (GDPR) compliance.

4This change implies that meaningful direct comparisons between the two will likely not be possible.
However, as the online CFM continues, it will be possible to observe if past trends observed in the offline
survey continue in the online version; see Appendix C. Also, the overlap in 2018 between the household and
individual CFMs could be exploited to analyze intra-household behaviours, following Felt (2018).
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MP module collect information at the household level, e.g., “How many times in the past

month did your household use cash to make purchases?” This was modified in February 2019

when the unit of observation was aligned with the sampling unit (the individual respondent)

in the whole MP section. Only a subsample of CFM respondents are requested to fill in the

MP module. Of the 18,005 respondents to the 2018 online CFM, 12,004 also completed the

MP module.

The 2018 online CFM respondents were selected using a quota sample, where the quotas

are proportions determined by household income range (five categories), respondent age

range (six categories) and respondent gender within each region (Atlantic, Quebec, Ontario,

Prairies and British Columbia). The proportion targets Ipsos uses for age and gender are

taken from the 2016 Census, and the target for household income is taken from the 2011

National Household Survey. These quotas are in contrast with those used for the offline

CFM, which had sample quotas based on household income and size, home ownership, age

and employment status of household head, province and city size.

The CFM data sets received by the Bank of Canada include survey weights, which we

refer to as the default weights. The default weights are calculated by calibrating (via iterative

raking) the quarterly subsamples on respondent age, gender and household income, within

five geographic regions.5 The default weights are calculated on proportions (rather than

overall population totals), and each unit starts with an initial weight of 1, so the default

weights average to 1. Due to the quota sampling methodology, the composition of the

raw sample of respondents is very close to the calibration proportions from the population.

Consequently, the default weights are very close to 1 for most units (90% of units have

weights between 0.97 and 1.03). Finally, the default weights are provided for 18,005 CFM

respondents, and there is not a second set of weights for only those 12,004 individuals who

were selected to complete the MP module. Note, however, that the demographic distribution

for the MP respondents—both raw and weighted—still matches quite closely that of their

5 The use of such a reduced set of calibration variables may be motivated by the fact that, in the case of
small sample size, calibration on many variables is likely to result in extreme weights.

3



calibration proportions.

3 Weighting methods for non-probabilistic surveys

Traditionally, survey weights for the non-probability surveys used by the Economic Research

and Analysis group in the Bank of Canada’s Currency Department are created using the

raking ratio method (iterative proportional fitting). They are usually implemented in STATA

using the ipfraking command (Kolenikov 2014, 2019); see Chen et al. (2018) and Henry et al.

(2019), for example. The change in survey design and collection instrument for the 2018

CFM, as well as recently implemented features in statistical software packages, has provided

an opportunity to review the current research on non-probability survey weighting. In this

review, we consider the most appropriate way to create a new series of survey weights.

This section relies heavily on Beaumont (2018), and we also borrow his notation. We

refer the reader to the original paper for further details and additional considerations.6

In part due to declining response rates and high costs of collection, non-probability

surveys have become more popular as a method of collecting data (Elliott and Valliant

2017). Typically, a non-probability survey is conducted by selecting respondents from a

pre-existing panel of volunteer respondents (Mercer et al. 2017). However, there are specific

challenges associated with non-probability surveys; see Couper (2000), Baker et al. (2013)

and Elliott and Valliant (2017). Most notably, self-selection—the decision of an individual to

participate in a panel from which survey respondents are selected—can result in substantial

bias.

Beaumont (2018) describes two groups of strategies by which data from non-probability

sources might be used to replace a probability survey: design-based approaches and model-

based approaches. The main feature of design-based approaches is that they aim to produce

design-consistent estimators, even when there is significant selection bias from the non-

6 At the time of publishing this technical report, an updated English version of the paper is also available
in Beaumont (2020).
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probability data source. However, design-based methods typically require that the user have

access to the values of the variable of interest y from a probability survey. We do not have

access to probability survey values for most of the CFM variables of interest, in particular

those variables in the MP module. Therefore, design-based approaches are not appropriate

for our purposes.

Model-based approaches aim to reduce or eliminate selection bias from a non-probabilistic

source by establishing a model between the variables of interest and auxiliary data. These

methods can be used to obtain statistical inferences, given that certain conditions, necessary

for the model to be valid, are satisfied. In his paper, Beaumont (2018) describes four model-

based approaches: calibration of a non-probability sample, statistical matching, weighting

by the inverse of response propensity and small area estimation. We give a brief description

of the first three of these methods and explain why we choose calibration as the method of

reducing selection bias when creating estimates from the online CFM surveys.

3.1 Definitions and notation

Let U denote the target population, y denote the variable of interest and yk denote the value

of y for unit k in U . In practice there will typically be several variables of interest, but for

the sake of simplicity, we assume there is only one, and that the only estimate of interest is

the total of the variable y for the population U , which we denote by θ =
∑

k∈U yk. Finally

let Y represent the vector containing values of yk for k ∈ U .

Consider the non-probability sample sNP taken from the population U , and let δk denote

the indicator variable for inclusion in the sample sNP , i.e., let δk=1 if unit k ∈ sNP , and let

δk = 0, otherwise. Denote by δ the vector containing δk for k ∈ U .

From a non-probability sample sNP with nNP units, a näıve estimator of the total θ

is given by θ̂NP = N
∑

k∈sNP
yk/n

NP , where N is the size of the population U . The näıve

estimator is known to suffer from significant selection bias (Bethlehem 2016), and the model-

based approaches we describe all use a vector of auxiliary variables, xk, to derive an estimator
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that is less biased than the näıve estimator, when certain conditions are satisfied.

Let X denote the matrix containing the vectors xk for all k ∈ U . For k ∈ U , let Ik be its

inclusion indicator for sP , and denote by I the vector containing all the indicators Ik. Finally,

denote by Ω the collection of all information used to make inferences on y. In the revised

version of his paper, Beaumont (2020) includes in Ω the design information, Z, whether or

not a probability sample is used, and potentially other auxiliary variables. He further states

that the inclusion indicator δk can be used as an auxiliary variable for calibration, and that

the vector δ can thus be included in Z and Ω.

We can now state the following conditions, of which some combination must be satisfied

for each of the model-based approaches.

Condition 1: I is independent of Ω and Y after having conditioned on Z.

Condition 2: δ and I are independent after having conditioned on Ω and Y.

Condition 3: Y and δ are independent after having conditioned on X.

According to Beaumont (2018), one can expect that Conditions 1 and 2 are satisfied in

the majority of cases, and he gives other implications of these conditions being met. The

third condition, called the property of exchangeability by Mercer et al. (2017), is critical

for eliminating selection bias via the methods in this section. Unfortunately, one cannot

formally test whether the exchangeability requirement is met. Conditions 1 and 2 are only

required for some of the model-based methods.

3.2 Statistical matching

Statistical matching is a method of combining two different data sources. A typical appli-

cation is to pair a probability survey and a non-probability survey, where the variable of

interest y is known for the units in the non-probability survey; see D’Orazio et al. (2006)

or Rässler (2002), for example. This method relies on developing a model that predicts a

variable of interest y based on auxiliary variables xk. This model is then used to impute y

for the units in the probability survey, sP , and the imputed values yimp
k are then used with
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the weights wk for the probability survey to estimate θ as θ̂SM =
∑

k∈sP wky
imp
k . If the model

used to calculate yimp
k is linear, and Conditions 1 to 3 are satisfied, then θ̂SM is an unbiased

estimator. One advantage of statistical matching is that non-parametric models can be used

to predict y. However, statistical matching is not a viable approach for weighting the CFM

because we do not have access to an appropriate probability survey with which to match it.

3.3 Weighting by the inverse of the propensity score

In contrast to statistical matching and calibration, which both model the relationship be-

tween yk and xk, one can instead create a model for δk as a function of xk. In other words,

one creates a model that predicts the likelihood that a unit k will be in the non-probability

sample, given xk, for every unit k ∈ U . This model is then used to create weights for the

units in sNP . For each unit k, the probability of participation pk = Pr(δk = 1|X) is estimated

as p̂k, and the estimator for θ is given by θ̂PS =
∑

k∈sNP
wPS

k yk, where wPS
k = 1/p̂k.

For this method, it is typical to assume that Condition 3 holds in such a way that

Pr(δk = 1|Y,X) = Pr(δk = 1|X). In other words, after conditioning on X, whether or not

a unit is in the non-probability sample is independent of Y. Furthermore, one must assume

that pk > 0, k ∈ U . This assumption is called the positivity condition by Mercer et al. (2017).

Whether or not this assumption is likely to hold is a critical question; see also Chen et al.

(2019). The main advantage of this method is its simplicity: there is only one model rather

than several models when there is more than one variable of interest.

Ideally, one would know the auxiliary variables xk for every unit k ∈ U , but in reality

this is typically unlikely to be the case. If xk is not known for every unit, an alternative

method exists for which it is only necessary to know the sums of xk for the population; see

Iannacchione et al. (1991). For other variations, see Chen et al. (2019), Lesage (2017), and

Kim and Wang (2018). Among the various methods, most require Conditions 1 and 3 to

be satisfied, and some also require Condition 2 to be met (see Kim and Wang (2018), for

example). Beaumont (2018) describes several plausible situations for which the estimators

7



for weighting by the inverse of propensity might not have solutions, or the solutions might

give propensity scores greater than 1.

For the CFM, U is the population of Canadian adult individuals living in the provinces,

so we clearly do not have xk for every unit k ∈ U . There is a method of weighting by

the inverse of the propensity score that is applicable when xk is not known for every unit

k ∈ U , but this method can be shown to be equivalent to doing calibration as described

in Section 3.4 (Iannacchione et al. 1991). Given that the methods can be made equivalent,

and fully developed calibration methods are already implemented in the available statistical

software, we choose to proceed with calibration for the CFM.

3.4 Calibration

The creation of survey weights via calibration is commonly used by polling companies that

use volunteer panels for their survey samples (Vehovar et al. 2016). The idea is to model the

relationship between the variable of interest yk and the auxiliary variables xk for each unit k in

the non-probability sample, an approach which is described in Royall (1970) and generalized

in Royall (1976); see also Elliott and Valliant (2017) and Valliant et al. (2000). With the

calibration approach, the inferences made are conditional on δ and X. Finally, this method

requires that the mechanism by which the units in sNP are chosen is not informative. More

formally put, Y and δ must be independent after having conditioned on X, i.e., Condition

3 must be satisfied. Beaumont (2018) states, “The richer X is, the more the conditional

independence between Y and δ becomes a realistic condition.”

One common approach for estimating θ is to consider a linear model for which we assume

that the observations yk are mutually independent with E(yk|X) = x′kβ and var(yk|X) ∝ vk,

where β is a vector of unknown model parameters, and vk is a known function of the variables

in xk; see Valliant et al. (2000). The best linear unbiased predictor (BLUP) of θ is given by

θ̂BLUP =
∑

k∈sNP

yk +
∑

k∈U−sNP

x′kβ̂ = T′xβ̂ +
∑

k∈sNP

(yk − x′kβ̂),
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where β̂ = (
∑

k∈sNP
v−1k xkx

′
k)−1

∑
k∈sNP

v−1k xkyk.

The estimator θ̂BLUP can also be rewritten in the weighted form

θ̂BLUP =
∑

k∈sNP

wC
k yk, (1)

where

wC
k = 1 + v−1k xk(

∑
k∈sNP

v−1k xkx
′
k)−1(Tx −

∑
k∈sNP

xk).

It is straightforward to prove that wC
k is a calibrated weight, i.e., that wC

k satisfies the

calibration equation

∑
k∈sNP

wC
k xk = Tx. (2)

In other words, this method of estimating θ is equivalent to calculating calibrated weights

for the units in sNP under the assumption that the relationship between yk and xk is linear.

To use this approach, the vector of control totals Tx must be known.7

The 2018 CFM data contains several demographic and economic variables for which

timely calibration totals can be obtained from Statistics Canada, so it is possible to use

the calibration estimator for θ̂. Indeed, of all the methods described by Beaumont (2018),

we find that calibration is the most appropriate for the CFM. Furthermore, the calibration

methods described in Deville and Särndal (1992) are implemented in STATA 16.0, which

makes calibration as described above easy to apply for the CFM.

7However, if the control totals for the population are not known, one alternative approach is to replace
Tx with estimated values T̂X =

∑
k∈sP wkxk, where the estimated values come from a probability sample

denoted by sP (Elliott and Valliant 2017).
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4 Calibration variables and linearity

As discussed in Section 3.4, calibration can be effective for reducing the impact of the

selection bias associated with non-probability surveys when estimating a population total

θ, but its effectiveness relies on the assumption of a linear relationship between θ and the

calibration variables X. In this section, we detail how we use random forest models to

identify the calibration variables that best predict several variables of interest from the MP

module of the 2018 CFM. We then describe how we use Lasso and traditional linear regression

to examine whether or not the linearity condition required for the calibration estimator is

satisfied.

4.1 Selection of calibration variables

To determine on which variables to calibrate, we use a non-parametric model to identify

which of the auxiliary data are best at predicting a subset of the continuous/ordinal vari-

ables from the MP module; see Table 1. More specifically, we use Breiman’s random forest

algorithm for classification and regression (Breiman 2001). There are many implementations

of this algorithm available, and we choose the randomForest 4.6-14 package for R.

4.1.1 CART and random forests

The random forest algorithm is an ensemble learning method for classification and regression.

It is an extension of the Classification and Regression Tree (CART) class of machine learning

algorithms; see Breiman et al. (1984). CART is an umbrella term that covers two main types

of decision tree algorithms used in machine learning applications: (i) classification trees are

used to predict discrete (categorical) values, and (ii) regression trees are used to predict

continuous values.

Although there are slight differences between the two types of trees, the CART algorithm

used to predict a variable y using a set of auxiliary variables X can essentially be summarized
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as follows. A binary decision tree is constructed where each interior node represents a split

of the data into two subsets. Each split is done according to the values of a single variable

x ∈ X, and each leaf in the tree is labeled either with a class or with a probability distribution

over the classes.

The tree is constructed recursively, i.e., below a split, a subtree is created for each of the

two resulting subsets of the data. The splits are chosen based on a predefined set of rules

to maximize the accuracy of the model (according to a chosen measure of accuracy, e.g., the

Gini coefficient). The algorithm stops splitting the data when its stopping conditions are

satisfied. To predict y for a new observation, its corresponding x values are used with the

decision tree to determine which leaf y belongs in, and y is predicted based on the other

values in the leaf.

One known issue with classification and regression trees is their tendency to overfit the

model to the training data (Lewis 2000). In other words, a classification tree might be excel-

lent at categorizing the data in the training set, but it fares poorly when making predictions

for new data. This is due to the model essentially inventing relationships that appear to

be present in the training data but are in fact a random artifact not reflected in future

data. One method (among several) of dealing with overfitting in CART is the random forest

algorithm.

The random forest algorithm is an extension of CART where, rather than relying on

a single classification/regression tree, it creates a random collection of trees and then ag-

gregates the results of these trees to make predictions. The primary advantage of random

forests over single trees is that they are less likely to overfit to the training data, and they

are more stable. At a high level, the model determined by the random forest algorithm is

created using the following steps (Breiman 2001):

1. Select (with replacement) a random subset of the training data on which to train a

tree.

2. At each node in the tree, choose at random a subset of the variables on which to split.
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3. Grow the tree to its maximum size using the CART methodology.

4. Repeat steps 1-3 n times to create a forest of n trees.

To make a prediction for new data, use each of the n trees to make n predictions,

and return either the average of the predictions (for regression) or the majority vote (for

classification). The size of the random sample of the training data used to train each tree, the

number of variables chosen at each node and the number of trees are all hyperparameters that

are chosen by the user, where the default values may differ depending on the implementation

of the algorithm chosen.

The random forest algorithm can be used to reduce the dimensionality of a model’s

independent variables by calculating an importance score for each variable, which can identify

the most significant variables for the model. Importance is calculated as follows: for each

tree in the forest, the mean squared error (MSE) is calculated for the out-of-bag portion of

the data, i.e., the data not in the subsample used to train the tree. Then the same is done

after permuting each predictor variable (i.e., re-creating the tree with each predictor variable

removed, one at a time). The difference between the two MSEs is then averaged over all

trees and normalized by the standard deviation of the differences. The more positive the

importance measure is for a variable, the more important it is for predicting the variable of

interest.

Table 3 shows an example of the importance values output by the randomForest al-

gorithm for predicting cash purchase (value), a continuous variable representing the total

amount of cash spent by a respondent’s household in the past month.

One common application of the importance function is to reduce the dimension of the

auxiliary variables for a model, which for our purposes is equivalent to identifying the most

effective variables on which to calibrate.8

For the continuous and ordinal variables of interest from the 2018 MP module, the 10

8There are other models that can also be used for feature selection, such as XGBoost (Chen and Guestrin
2016) and Lasso (Tibshirani 1996).
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potential covariates that we test as predictors are presented in Table 2. Before analyzing

the covariates, we collapse categories for several variables. The four Atlantic provinces are

collapsed into a single region due to the relatively small number of respondents from each of

them. The household size variable on the CFM has 12 categories (1, 2, . . . , 12+), which we

collapse to 5 categories (1,2, . . . 5+) to align with available calibration totals from Statistics

Canada. Similarly, employment status is collapsed from 10 categories down to 3 (employed,

unemployed, not in the labour force) to match the categories of the calibration totals from

the Labour Force Survey. Finally, we collapse the 25 categories of personal income down

to 5 to match the personal income categories used in other Bank of Canada analyses. We

choose to include personal individual income and exclude household income as potential

covariates because the latter is more likely to suffer from measurement error, and more

timely population totals for personal income are available from Statistics Canada. Also, we

find that personal and household income are quite correlated, so there is limited utility in

including both as calibration variables.

For each of the variables in Table 1, we run the random forest algorithm using the

specified auxiliary variables as predictors. Then we use the importance values for each

model to create a ranking of the auxiliary variables in terms of their overall importance.

Specifically, a frequency table is constructed for the auxiliary variables counting the number

of times each variable is the first, second, third, fourth or fifth most important variable in a

given model. These frequencies are then used to calculate a score for each auxiliary variable,

where 5 points are assigned for each time the variable is most important, 4 for each time it

is second most important, 3 for each time it is third most important and so on.

Table 4 summarizes the variable rankings calculated for all the predictors when used to

model the 2018 MP module variables of interest, as described in the previous paragraph.

The total score for each potential predictor is shown. From the table, it is clear that age

is overwhelmingly the most important variable overall, followed by marital status, personal

income, household size, home ownership and employment status. The remaining variables
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are relatively unimportant to the models.

Based on these importance rankings, the availability of calibration totals and the demo-

graphic variables most important for analysis, we calibrate on the following totals for the

2018 CFM: age range, gender, home ownership, personal income range, employment status,

marital status and household size. Furthermore, the variables are nested9 where possible,

i.e., where calibration totals are available and there are a sufficient number of respondents

for the resulting strata. Too few respondents in a stratum would result in unstable weights,

or the calibration algorithm might not converge to a solution at all. For each variable, cali-

bration is done at the region level, with other variables nested as possible. Table 5 gives the

final calibration groups and their descriptions.

4.2 Examination of linearity assumption for calibration

In order to investigate the validity of the assumption of a linear relationship between the

MP variables and the calibration variables, we create three models for each MP variable

of interest: a random forest, a Lasso model and a stepwise linear regression model.10 The

purpose of these models is twofold: First, we check to see if Lasso identifies significant

variables that are not found to be important by the random forest algorithm. Second, we

compare the R-squared values for each of these models as a way to assess if the assumption

of a linear relationship between the variable of interest and the calibration variables seems

reasonable. If the random forest model performs substantially better than the linear models,

that would indicate that the relationship between the auxiliary variables and the variable of

interest is non-linear.

For each of the eight MP variables of interest, the following process is used to test for

linearity. Observations with complete auxiliary data are split into two sets: a training set

9We do not test the importance of the nested covariates due to the amount of computational time
required and the fact that the possible nestings were essentially already determined by stratum size and data
availability considerations.

10The Lasso model is implemented in R using glmnet. The stepwise linear regression model is implemented
in R using the MASS package.
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(80 percent of the records) and a test set (remaining 20 percent). Then, a random forest, a

Lasso model and a stepwise linear regression model are each trained on the same training

set. Finally, each of the three models is used to predict the variable of interest using the

test set, and the R-squared value for these predictions is calculated. Table 6 presents the

resulting R-squared values.

Based on this goodness-of-fit criteria, all three models perform relatively poorly for each of

the eight variables of interest. R-squared values for all 24 models range from 0.0002 to 0.1158.

However, it is worth noting that the Lasso and stepwise linear models perform similar to each

other, and these models almost always outperform the corresponding random forest, i.e., we

do not have evidence of a strong non-linear relationship between the calibration variables

and the variables of interest. We also perform Ramsey’s Regression Equation Specification

Error Test or RESET test (Ramsey 1969) that looks for evidence of omitted variables by

fitting the original model augmented by the second, third and fourth power of the fitted

values from the original model. Under the assumption of no misspecification, the coefficients

on the powers of the fitted values will be zero. This would be evidence against non-linearity

in the included regressors. We can’t reject the null of no misspecification, hence linearity, at

the 5 percent significance level only for three of the variables of interest considered; see the

last column of Table 6.

The low R-squared obtained with all three models signals that important predictors of

the variables of interest are missing, which calls into question whether or not Condition 3

(the exchangeability property) is satisfied for the CFM data. Recall that the plausibility of

the exchangeability condition relies on auxiliary variables being able to effectively predict

both the variables of interest and the propensity of a respondent to participate in a survey.

The low goodness-of-fit measures obtained with the available calibration variables (CFM

variables for which population totals are known) are, to this extent, concerning. It is clear

that the linearity and exchangeability assumptions would be more strongly supported if

there were questions on the survey that provided variables that were good linear predictors
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of the variables of interest, and for which calibration totals from either census data or a

probability survey were available. If such data were available for the CFM, the methods

described by Beaumont (2018) for reducing bias could be applied with greater confidence in

their effectiveness.

5 Construction of the final weights

5.1 Obtaining final weights

There are three main steps followed to create the final weights for the 2018 online CFM.

First, any calibration variable with missing observations are imputed. Next, two sets of initial

weights are calculated via post-stratification by region, age group and gender. The first set is

for all 18, 005 CFM 2018 respondents, and the second set is for the 12, 004 CFM respondents

that also filled in the MP module. These post-stratified weights are analogous to sampling

weights in a probabilistic survey with a stratified sample design. Finally, calibration on the

variables identified in Section 4.1 is performed to create a set of final CFM weights and a

set of final CFM-MP weights.

5.1.1 Imputation of missing calibration variables

Two of the variables selected for calibration have missing values in the CFM data. Of 18,005

records, 220 records have missing values for personal income (PERSONAL INCOME), 56 are

missing employment status (EMP01) and 4 are missing both. In order to run the calibration

algorithm to create weights, we must first deal with the missing values. Because the number

of missing records is quite small, we choose to impute the collapsed variables P INC CAT

(five categories) and EMPSTAT (three categories) using random forest classifiers implemented

with the randomForest package in R. Details on the imputation process are provided in

Appendix A.
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5.1.2 Initial weights and trimming

We calibrate using the svycal procedure in STATA 16.0 (Valliant and Dever 2018). Specif-

ically, we use its implementation of the truncated linear method described in Deville and

Särndal (1992), which is a modified version of the GREG estimator equivalent to the ex-

pression in Equation (1). One desirable property of this calibration method is that it allows

for setting upper and lower bounds on the calibration weights to be specified. This allows

us to bound the weights during the calibration step without any post-calibration trimming,

whereas raking gives the most asymmetric weight ratio distribution among the four methods

outlined in Deville and Särndal (1992) with a particularly heavy right tail, which leads to

more extreme large weights.

The primary purpose of trimming very large weights is to reduce instability in estimators

(Särndal 2007). Battaglia et al. (2004) and DeBell and Krosnick (2009) suggest trimming

weights during the calibration process to ensure that no units have a weight greater than five

times their mean. Such trimming is applied, e.g., in Vincent (2015) and Chen et al. (2018)

for the calibration of the Bank of Canada Methods-of-Payment Survey. The truncated linear

method allows for similarly bounded weights without post-hoc manual adjustments.

One straightforward way to enforce the desired upper and lower bounds on the final

weights is to first derive two sets of initial weights by post-stratifying on region by age group

by gender: one set for the CFM respondents and one for the subset of respondents that

completed the MP module. These initial weights are then used as input weights for the

svycal calibration procedure in STATA 16.0, which allows users to specify an upper and

lower bound on the ratio of the final weight to the initial weight for each respondent.
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5.1.3 Final calibration weights

We limit weights to be between one fifth and five times their mean within each stratum

defined by the region, age group and gender.11 However, with these upper and lower limits,

svycal does not converge for the MP sample, i.e., there is no solution to (2) satisfying

the specified bounds. Consequently, we collapse the five household size categories into two

categories for the MP calibration: households of one, and households of size greater than

one. With this new household size variable, the algorithm converges for the MP sample.

5.2 Final weights description

Figure 2a compares the default weights provided by Ipsos to the initial and final CFM

weights.12 Ipsos weights and the initial CFM weights are quite close, since they are both

derived using similar calibration totals. Both weights are calibrated on region, gender and

age, but the default weights are, in addition, calibrated on household income estimates from

the 2011 National Household Survey.

Figure 2b illustrates the correlation between initial post-stratification weights and final

calibrated weights, for both the CFM sample and the MP subsample. As is typical when

calibrating on many variables, the initial and final weights differ greatly, although for any

given record, the final weight is between one fifth and five times the initial weight. Because

the MP sample is only two-thirds the size of the CFM sample, the CFM-MP weights are

approximately 50 per cent greater, on average. Consequently, the CFM-MP weights have a

wider distribution.

In Tables 7 and 8, we compare unweighted and weighted demographic variables in the

2018 online CFM survey sample and its MP subsample, respectively, to the population

11This is the reason for using post-stratified weights (on region by age group by gender) as initial weights
in the svycal command. If we were to instead use uniform initial weights of 1, we would have to specify
a different upper and lower bound for each stratum—which would require running svycal once for each
stratum—to achieve that goal.

12For the analysis in this section the default weights, which average to 1, are multiplied by a scaling factor
equal to the sum of the final CFM weights. This is necessary to make meaningful comparisons between these
weights.
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targets used in calibration. Table 5 describes these targets and their sources.

As expected, the unweighted CFM sample is very close to population counts with respect

to gender, age and region since the CFM sampling quotas closely match the distribution of

those variables in the 2016 Census. However, the unweighted sample is biased mostly in

terms of individual income, employment status and household size. It is also clear that

default weights have very little impact on the sample distribution and do not perform well

in rebalancing it toward the population’s distribution. But the final calibrated weights wf
cfm

match the weighted sample distributions to the population ones perfectly for all calibration

variables.

Similarly, in Table 8 we observe that the final calibrated weights for the MP subsample,

wf
mp, also match the weighted sample distributions to the population ones perfectly. Inter-

estingly, the unweighted CFM and MP samples have very similar demographic compositions.

This is not surprising as the MP module is assigned by Ipsos to respondents, not self-selected

into by respondents.

In Table 9 we present descriptive statistics about the MP respondents who are assigned

extreme calibrated weights. Compared with the overall MP subsample, they are more likely

to be males, earn low individual income and be single. In terms of age, individuals receiving

extreme weights belong mostly to either the two lowest or the highest age categories (i.e.,

they are either below 35 or above 65 years old). This analysis provides some evidence about

the type of respondents that are under-represented in the CFM sample.

One could worry that individuals being assigned large weights also demonstrate extreme

behaviour (i.e., are outliers), thereby strongly influencing our results. Figure 3 presents

quantile-quantile plots of four response variables across two groups, respondents that receive

extreme (y-axis) and non-extreme (x-axis) weights. The dots below the 45-degree line imply

that, for the response variables considered, the individuals with extreme weights do not also

behave like outliers.
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5.3 Validation analysis

We perform a validation exercise on some variables from the MP module that are overlapping

in the 2018 online CFM survey and the Bank of Canada 2017 Methods-of-Payment (MOP)

Survey, as described in Table 10.13

Figures 4 and 5 compare the unweighted and weighted CFM-MP estimates to the MOP

Survey estimates. Six response variables are considered: cash on hand, precautionary/other

cash, withdrawal frequency at automated banking machines (ABMs), withdrawal frequency

from bank tellers, typical withdrawal amount at ABMs, typical withdrawal amount from

bank tellers.

The graphs in Figure 4 summarize the difference in means and conditional means between

the CFM and MOP measures. They are obtained as follows. Let Y be the response variable

being compared, such as cash on hand. We first compute the squared difference (in percent)

across the CFM-MP and MOP estimates for Y , the overall mean of Y , and for Y D, the mean

of Y on a demographic domain D. The squared difference in overall means is shown in the

first subset of bars in each graph. The remaining subsets of bars in each graph show, by

demographic variables, the average of the squared differences in conditional means Y D, where

the average is taken over all domains defined by this demographic variable. The following

demographic variables are considered separately: gender, age, region, employment status,

home owner/renter, marital status, household size.14 The CFM-MP estimates are obtained

(i) without weights, (ii) with Ipsos default weights, (iii) with the final calibrated CFM-MP

weights wf
mp. The MOP estimates are obtained with the survey questionnaire sample weights

of the 2017 MOP data; see Chen et al. (2018). Finally, to improve clarity, the results in

each subset are standardized so that the first bar (based on unweighted CFM-MP estimates)

13Recall that although the sampling unit of the 2018 online CFM is the individual, most questions in the
MP module collect information at the household level. However, some questions on cash management are at
the individual levels. These are the only questions directly comparable with questions in the MOP Survey.

14For example, for the demographic variable gender, the statistics shown in Figure 4 are 0.5 ∗((
Y MP

Male − Y MOP
Male

)
/Y MOP

Male

)2
+0.5∗

((
Y MP

Female − Y MOP
Female

)
/Y MOP

Female

)2
, where the superscripts MP and MOP

denote their respective estimates.
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equals one.

The graphs in Figure 5 are obtained similarly, but instead of Y or Y D it is the difference

Y D−Y , hence the distribution across domains relative to the overall mean, that is compared

across the two data sources. Overall, Figures 4 and 5 indicate that the wf
mp weights help

obtain mean estimates that are closer to the MOP estimates than those obtained with Ipsos

default weights or without weights, both overall and by domain.

Figure 6 further shows quantile-quantile plots of two variables of interest, cash on hand

and cash threshold, as measured in the 2017 MOP Survey (x-axis) and 2018 CFM survey

(y-axis). It illustrates how the final calibrated CFM-MP weights bring the distribution of the

variable in the MP subsample closer to that in the MOP sample, by reducing the influence

of very large observations (outliers) at the right tail of the distribution.

5.4 Weighted results

Table 11 presents mean estimates for two variables of interest, cash purchases and contactless

credit card (CTC) usage, unweighted and weighted with the final CFM-MP weights wf
mp. The

first variable is the dollar amount of cash the respondent’s household used for purchases in the

past month. The second is a binary variable indicating whether anyone in the respondent’s

household has used the contactless feature of a credit card in the past year, so that its

weighted mean corresponds to the proportion of households that have used it.

We can observe that the CFM-MP weights increase the mean cash purchases of the

overall sample and in most domains considered in Table 11. A notable exception is older

respondents (65+) that see their average cash purchase decline as an effect of the wf
mp weights.

This shift of the sample toward higher cash purchase means is in line with the fact that young

individuals and males, who tend to receive more of the larger weights (see Table 9), also make

more cash purchases than the average individual in the sample (as seen in the first column

of Table 11). In contrast, the CFM-MP weights decrease the mean proportion of CTC users

in the overall sample and in all domains considered. This is in line with the fact that young

21



individuals and respondents with low individual income, who tend to receive more of the

larger weights (see Table 9), also innovate less in terms of CTC usage (or have less access

to credit cards) than the average individual in the sample (as seen in the third column of

Table 11).

Results for the 2019 online CFM survey are provided in Appendix B, as are some com-

parisons between the 2015-2018 paper-based CFM surveys and the 2018 and 2019 online

CFM surveys.

6 Summary and discussion

The Canadian Financial Monitor survey has been utilized by the Currency Department

of the Bank of Canada since 2009 to track cash usage, payment card ownership and use,

and the adoption of payment innovations by Canadians. The CFM survey changed from a

paper-based household survey (last iteration in 2018) to an online individual survey in 2018.

The online CFM survey, like its paper-based predecessor, uses non-probability sampling

for data collection. In this context, selection bias is very likely. We outline various methods

for obtaining survey weights and discuss the associated conditions necessary for these weights

to eliminate selection bias. In the end, we obtain calibration weights for the 2018 and 2019

online CFM samples. Our final weights improve upon the default weights provided by the

survey company in several ways: (i) we choose the calibration variables based on a fully

documented selection procedure that employs machine learning techniques; (ii) we use very

up-to-date calibration totals; (iii) for each survey year we obtain two sets of weights, one for

the full yearly sample of CFM respondents, the other for the subsample of CFM respondents

who also filled in the MP module of the questionnaire.

Several lessons can be learned from this analysis. First, calibrating on more variables

than the default weights does have an impact on weighted estimates. Second, although

the CFM sample and MP subsample both support calibration on many different marginal
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and nested totals simultaneously, the MP subsample requires collapsing categories of one

variable. Third, random forests are effective for imputation of CFM variables, at least when

there is only a small fraction of the data with missing values.

However, the key lesson learned is the need for relevant calibration variables. In order to

be more confident that calibration actually is reducing bias, we need to be able to calibrate

on variables that are highly correlated with the variables of interest in the survey—and

ideally, there would be a linear relationship. A way of accomplishing this is to include, in

the CFM questionnaire, some questions from available probability surveys that could provide

important predictors of the CFM variables of interest. By doing so, population totals would

be available for important calibration variables beyond basic demographic variables.15

15In a similar spirit, two questions from the Digital Economy Survey, a probability survey conducted by
Statistics Canada, were added to the 2019 Cash Alternative Survey, a recent survey undertaken by the
Currency Department of the Bank of Canada; see Huynh et al. (ming). Note however that these overlapping
questions are used as a source of cross-validation, to assess the bias of the 2019 CAS, but not in its calibration
process, per se.
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Table 3: Covariates’ importance for predicting cash purchase (value)

Variable % increase in MSE
Year Month 23844
RESP GENDER 956
REGION 4404
CITYSIZE 2651
P INC CAT 7772
EMPSTAT 14468
DWELL TYPE 7517
OWN HOME 9083
USMAR2 16070
HHSIZE 23303

Notes: Importance is calculated as follows: for each tree in the forest, the MSE is calculated for the

out-of-bag portion of the data. Then the same is done after permuting each predictor variable. The

difference between the two MSEs is then averaged over all trees and normalized by the standard deviation

of the differences.
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Table 4: Summary of covariates’ importance rankings for all variables of interest

1 2 3 4 5 Score
Year Month 5 2 1 36
USMAR2 1 1 3 2 22
P INC CAT 1 2 1 2 1 21
EMPSTAT 1 2 4 1 19
HHSIZE 1 2 1 15
OWN HOME 1 2 2 1 15
DWELL TYPE 1 1
RESP GENDER 1 1
REGION 1 1
CITYSIZE 0

Notes: For each of the eight variables of interest on the CFM-MP, a random forest model was created with

the potential covariates, and the importance for each covariate was calculated. These importance ranks are

used to calculate an overall score for each covariate, where a higher score indicates greater importance

overall.
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Table 5: Calibration variable combinations used for weighting the 2018 online CFM sample

Calibration description (number of strata) Source of population targets
Region (7) × gender (2) × age group (6) December 2018 demographic projections
Region (7) × gender (2) × employment status (3) 2018 Labour Force Survey
Region (7) × gender (2) × personal income category (5) 2017 T1 Family File
Region (7) × gender (2) × marital status (3) 2016 Census
Age group (6) × employment status (3) 2018 Labour Force Survey
Age group (6) × personal income category (5) 2017 T1 Family File
Region (5) × home ownership status (2) 2016 Census
Region (5) × household size (5 or 2) 2016 Census

Notes: The Canadian provinces are collapsed either into seven regions (with the four Atlantic provinces

representing a single region) or into five regions (with Alberta, Saskatchewan and Manitoba further

collapsed into a single geographic area). We obtain custom tabulations for the 2016 Census and 2017 T1

Family File (T1FF) that include only those individuals aged 18 and older.
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Table 6: R2 of random forest, LASSO and stepwise linear regression models, and Ramsey
RESET test

R2 Ramsey RESET
Dependent variable Random forest LASSO Stepwise regression test (p-value)
Cash purchase (volume) 0.018 0.016 0.017 0.630
Cash purchase (value) 0.009 0.015 0.013 0.617
Cash on hand 0.053 0.080 0.082 0.037
Cash threshold 0.047 0.058 0.057 0.000
CC purchase in store (value) 0.086 0.116 0.114 0.000
DC purchase in store (value) 0.028 0.032 0.038 0.008
CC purchase online (value) 0.082 0.088 0.088 0.000
DC purchase online (value) 0.000 0.024 0.018 0.402

Notes: The first three columns of this table present R2 for three different models. For each model, 80% of

the data ias used as training data. R2 is calculated on the remaining 20% of the data set aside for testing.

In the last column, P-values of the Ramsey RESET test are shown. This test assesses whether the model is

linear in the original variables, by adding powers of the fitted values of the dependent variable in the linear

model, and tests their joint significance. Under the assumption of linearity, the coefficients on the powers

of the fitted values will be zero.
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Table 7: Sample vs. population composition–2018 CFM sample

CFM sample wdefault
cfm wi

cfm wf
cfm Population

Male 48.56 48.56 49.22 49.22 49.22
Female 51.44 51.44 50.78 50.78 50.78
Age:18-24 10.85 10.94 10.96 10.96 10.96
25-34 16.38 16.40 17.42 17.42 17.42
35-44 16.21 16.15 16.66 16.66 16.66
45-54 17.96 17.91 16.36 16.36 16.36
55-64 17.50 17.47 17.39 17.39 17.39
65+ 21.12 21.14 21.22 21.22 21.22
Atlantic 6.80 6.83 6.57 6.57 6.57
Quebec 23.49 23.47 23.11 23.11 23.11
Ontario 38.41 38.41 39.31 39.31 39.31
Prairies 17.72 17.72 17.69 17.69 17.69
B.C. 13.57 13.57 13.32 13.32 13.32
Ind. income: <$25K 25.67 25.65 25.71 36.05 36.05
$25-45K 21.34 21.29 21.69 24.04 24.04
$45-60K 15.11 15.14 15.11 13.10 13.10
$60-100K 24.92 24.92 24.71 17.64 17.64
$100K+ 12.96 13.00 12.78 9.17 9.17
Employed 59.29 59.28 59.59 62.99 62.99
Unemployed 3.30 3.30 3.37 3.59 3.59
Not in labour force 37.41 37.42 37.04 33.42 33.42
Own their home 68.93 68.95 69.08 72.99 72.99
Rent their home 31.07 31.05 30.92 27.01 27.01
Single 25.81 25.82 26.36 25.16 25.16
Married/common law 62.85 62.87 61.88 60.94 60.94
Widowed/divorced/separated 11.34 11.31 11.76 13.90 13.90
Hh size: 1 19.68 19.63 20.34 14.43 14.43
2 42.72 42.74 42.16 34.12 34.12
3 17.51 17.52 17.58 18.71 18.71
4 13.34 13.35 13.26 18.56 18.56
5+ 6.75 6.76 6.67 14.18 14.18

Notes: This table shows the composition of the CFM sample across the eight demographic variables used

as calibration variables. Numbers are percentages. Column 1 shows unweighted proportions for the overall

CFM sample. Columns 2 to 4 show weighted results, where wdefault
cfm is for Ipsos default weights, wi

cfm is

for the poststratified initial CFM weights and wf
cfm is for the final calibrated CFM weights. Population

distributions are presented in the last column.
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Table 8: Sample vs. population composition–2018 MP subsample

MP subsample wi
mp wf

mp Population

Male 48.53 49.22 49.22 49.22
Female 51.47 50.78 50.78 50.78
Age:18-24 10.83 10.96 10.96 10.96
25-34 16.39 17.42 17.42 17.42
35-44 16.24 16.66 16.66 16.66
45-54 17.96 16.36 16.36 16.36
55-64 17.51 17.39 17.39 17.39
65+ 21.08 21.22 21.22 21.22
Atlantic 6.80 6.57 6.57 6.57
Quebec 23.50 23.11 23.11 23.11
Ontario 38.39 39.31 39.31 39.31
Prairies 17.74 17.69 17.69 17.69
B.C. 13.58 13.32 13.32 13.32
Ind. income: <$25K 25.64 25.72 36.05 36.05
$25-45K 20.98 21.23 24.04 24.04
$45-60K 14.98 15.00 13.10 13.10
$60-100K 25.24 25.04 17.64 17.64
$100K+ 13.16 13.01 9.17 9.17
Employed 58.94 59.30 62.99 62.99
Unemployed 3.15 3.21 3.56 3.59
Not in labour force 37.91 37.49 33.45 33.42
Own their home 69.47 69.51 72.99 72.99
Rent their home 30.53 30.49 27.01 27.01
Single 26.02 26.55 25.16 25.16
Married/common law 62.59 61.59 60.94 60.94
Widowed/divorced/separated 11.40 11.87 13.90 13.90
Hh size: 1 19.91 20.69 14.43 14.43
2+ 80.09 79.31 85.57 85.57

Notes: This table shows the composition of the MP subsample across the eight demographic variables used

as calibration variables. Numbers are percentages. Column 1 shows unweighted proportions for the MP

subsample. Columns 2 and 3 show weighted results, where wi
mp is for the poststratified initial CFM-MP

weights, and wf
mp is for the final calibrated CFM-MP weights. Population distributions are presented in

the last column.
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Table 9: Characteristics of respondents with extreme weights

MP subsample ≥90pct ≥99pct
Male 48.53 60.28 64.67
Female 51.47 39.72 35.33
Age:18-24 10.83 15.07 42.67
25-34 16.39 19.57 20.67
35-44 16.24 8.91 0.00
45-54 17.96 6.16 0.00
55-64 17.51 14.15 0.00
65+ 21.08 36.14 36.67
Atlantic 6.80 6.83 6.67
Quebec 23.50 22.56 16.00
Ontario 38.39 41.13 53.33
Prairies 17.74 16.74 15.33
B.C. 13.58 12.74 8.67
Ind. income: <$25K 25.64 71.52 96.00
$25-45K 20.98 21.32 2.67
$45-60K 14.98 5.50 1.33
$60-100K 25.24 1.17 0.00
$100K+ 13.16 0.50 0.00
Employed 58.94 53.12 58.67
Unemployed 3.15 5.66 4.00
Not in labour force 37.91 41.22 37.33
Own their home 69.47 70.19 74.00
Rent their home 30.53 29.81 26.00
Single 26.02 29.31 47.33
Married/common law 62.59 47.71 44.67
Widowed/divorced/separated 11.40 22.98 8.00
Hh size: 1 19.91 13.16 1.33
2+ 80.09 86.84 98.67
Cash purchase (value) $321 $387 $346
CTC user 0.55 0.44 0.47

Notes: The first part of this table shows demographic compositions, in proportions. Column 1 shows

unweighted estimates for the overall MP subsample. Columns 2 and 3 describe respondents with weights

above the 90th and 99th percentile of the final CFM-MP weights distribution, respectively. The last two

rows of this table show mean estimates for two variables of interest: Cash purchase (value) is the dollar

amount of cash the respondent’s household used for purchases in the past month; CTC user is a binary

variable indicating whether anyone in the respondent’s household has used the contactless feature of a

credit card in the past year, so that its weighted mean corresponds to the proportion of households that

have used it.
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Table 10: Overlapping questions in the 2018 online CFM and 2017 MOP surveys

Notes: This table presents questions on cash management at the individual level that overlap in the 2018

online CFM survey and the Bank of Canada 2017 Methods-of-Payment (MOP) Survey.
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Table 11: 2018 online CFM mean estimates

Cash purchase (value) CTC user (%)
MP subsample wf

mp MP subsample wf
mp

Overall 321 335 0.55 0.52
Male 371 395 0.56 0.52
Female 273 277 0.53 0.52
Age: 18-24 341 426 0.52 0.50
25-34 301 323 0.57 0.54
35-44 360 376 0.51 0.50
45-54 356 378 0.52 0.52
55-64 303 298 0.54 0.51
65+ 281 262 0.61 0.54
Atlantic 259 245 0.51 0.48
Quebec 279 289 0.53 0.50
Ontario 373 398 0.56 0.53
Prairies 305 297 0.54 0.51
B.C. 299 324 0.59 0.57
Ind. income: <$25K 301 322 0.44 0.44
$25-45K 267 282 0.50 0.50
$45-60K 337 388 0.56 0.55
$60-100K 342 356 0.63 0.62
$100K+ 384 404 0.68 0.66
Employed 341 361 0.55 0.53
Unemployed 292 290 0.54 0.51
Own their home 338 339 0.59 0.56
Rent their home 281 322 0.46 0.41
Single 299 358 0.49 0.46
Married/common law 341 342 0.59 0.56
Widowed/divorced/separated 261 261 0.49 0.47
Hh size: 1 243 273 0.47 0.43
2+ 340 345 0.57 0.54

Notes: This table shows unweighted and weighted mean estimates for two variables of interest: Cash

purchase (value) is the dollar amount of cash the respondent’s household used for purchases in the past

month; CTC user is a binary variable indicating whether anyone in the respondent’s household has used

the contactless feature of a credit card in the past year, so that its weighted mean corresponds to the

proportion of households that have used it. Columns 1 and 3 show unweighted estimates for the MP

subsample, where these two variables are observed. Columns 2 and 4 show weighted results using the final

calibrated CFM-MP weights.
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Figure 1: Timeline of developments in the paper-based and online CFM surveys in 2018 and
2019

Notes: The new online individual survey was launched in January 2018. It is fielded monthly via online or

mobile survey and targets a sample size of 1,500 individuals per month. The old CFM paper-based survey

was last run in 2018. Its monthly sample size is 1,000 households. The key difference between the

paper-based and online CFM is the level of sampling and reporting. The paper-based CFM reports at the

household level while the online CFM is individual based.
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Figure 2: Comparing weights distributions

(a) Correlation between default weights and CFM weights

(b) Correlation between initial and final weights

Notes: The top scatter plot shows the association between the default weights wdefault
cfm and (i) the initial

post-stratified CFM weights wi
cfm (in black); (ii) the final calibrated CFM weights wf

cfm (in red). The

bottom scatter plot shows the association between the initial post-stratified weights and the final calibrated

weights for (i) the CFM sample (wi
cfm and wf

cfm) in black; (ii) the MP subsample (wi
mp and wf

mp) in red.
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Figure 3: Quantile-quantile plots of response variables for respondents with and without
extreme weights

(a) Cash on hand (b) Precautionary/other cash

(c) Cash threshold (d) Withdrawal frequency at ABMs

Notes: These graphs show quantile-quantile plots of four variables of interest (unweighted) across two

groups, respondents that receive final calibrated CFM-MP weights below (x-axis) and above (y-axis) the

90th percentile of their distribution.
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Figure 4: Comparing the CFM and MOP mean estimates, overall and by domain

(a) Cash on hand (b) Precautionary/other cash

(c) Withdrawal frequency at ABMs (d) Withdrawal frequency from bank teller

(e) Withdrawal amount at ABMs (f) Withdrawal amount from bank teller

Notes: These graphs summarize the difference in means and conditional means between the CFM and

MOP surveys, for six variables of interest. The squared difference in overall means((
Y MP − Y MOP

)
/Y MOP

)2
is shown in the first subset of bars in each graph, where the superscripts MP

and MOP denote their respective estimates. The remaining subsets of bars in each graph show, by

demographic variables, the average of the squared differences in conditional means Y D, where the average

is taken over all domains defined by this demographic variable. For example, for gender, the statistics

shown are 0.5 ∗
((
Y MP

Male − Y MOP
Male

)
/Y MOP

Male

)2
+ 0.5 ∗

((
Y MP

Female − Y MOP
Female

)
/Y MOP

Female

)2
. The CFM-MP

estimates are obtained (i) without weights, (ii) with Ipsos default weights, (iii) with the final calibrated

CFM-MP weights wf
mp. To improve clarity, the results in each subset are standardized so that the first bar

(based on unweighted CFM-MP estimates) equals one.
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Figure 5: Comparing the CFM and MOP deviations between domain and overall mean
estimates

(a) Cash on hand (b) Precautionary/other cash

(c) Withdrawal frequency at ABMs (d) Withdrawal frequency from bank teller

(e) Withdrawal amount at ABMs (f) Withdrawal amount from bank teller

Notes: These graphs are obtained similarly to the graphs in the previous figure, but here it is the difference

Y D − Y between the domain means and the overall mean that is compared across the CFM and MOP

surveys. For example, for gender, the statistics shown are

0.5 ∗
[(

(Y MP
Male − Y MP )− (Y MOP

Male − Y MOP )
)
/(Y MOP

Male − Y MOP )
]2

+ 0.5 ∗[(
(Y MP

Female − Y MP )− (Y MOP
Female − Y MOP )

)
/(Y MOP

Female − Y MOP )
]2

, where the superscripts MP and MOP

denote their respective estimates.
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Figure 6: Quantile-quantile plots of CFM and MOP response variables

(a) Cash on hand

(b) Cash threshold

Notes: These graphs show quantile-quantile plots of two variables of interest, cash on hand and cash

threshold, as measured in the 2017 MOP Survey (x-axis) and 2018 online CFM survey (y-axis). The CFM

estimates are obtained (i) without weights (black stars), (ii) with Ipsos default weights (black circles) and

(iii) with the final calibrated CFM-MP weights wf
mp (red squares). The MOP estimates are obtained with

the survey questionnaire sample weights of the 2017 MOP data; see Chen et al. (2018).
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A Details on the implementation of imputation

We impute variables using the following process:

1. Employment status is imputed for the 52 records missing only that variable. The

imputation uses Model 1, which includes personal income as a variable.

2. Employment status is imputed for the 4 records missing both that variable and personal

income. The imputation uses Model 2, which does not include personal income as a

variable.

3. Personal income is imputed for all 220 records for which that variable is missing. The

imputation uses Model 3, which includes employment status as a variable.

For the employment status models (Model 1 and Model 2) we take advantage of the

sampsize option in randomForest to force the algorithm to sample a relatively higher pro-

portion of unemployed individuals when randomly selecting a subset of units for each tree

in a forest. This oversampling is necessary because for the 17,949 complete cases, there are

only 582 unemployed individuals, whereas 10,651 are employed and 6,716 are not in the

labour force. As a result, when we train models for predicting EMPSTAT by sampling the

entire population uniformly, the resulting classifiers are very poor at correctly identifying

unemployed individuals.

We find that models are significantly better at identifying unemployed individuals when

we set sampsize = c(600, 300, 600). What this means is that each classification tree in the

forest is trained on a random subset of the data containing 600 employed individuals, 300

unemployed individuals and 600 individuals not in the workforce. However, using the non-

uniform sampling does lead to a slight reduction in accuracy when identifying individuals

in the other two categories. Note that because the data is quite balanced across the five

personal income categories, we do not use the sampsize option for Model 3.

The other hyperparameter we endeavour to optimize is mtry. This hyperparameter con-

trols how many of the available variables are randomly selected at each node for each tree in
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the random forest. For each model, the impact of this hyperparameter is found to be quite

minimal, and we settle on mtry = 3 for Model 1 and Model 3. For Model 2, we set mtry

equal to 4.

As with the feature selection models, we use 80 percent of the records to train the

model and reserve 20 percent as a test set for estimating each model’s effectiveness, which

we primarily evaluate using the balanced accuracy score for each class to be predicted.16

Table A.1 presents balanced accuracy scores for each model. In terms of overall accuracy,

the respective scores of Model 1, Model 2 and Model 3 are 77.0 percent, 75.5 percent and

65.5 percent. Considering the relatively small number of records requiring imputation, we

are satisfied with the predictive ability of the models.

16The balanced accuracy of a classifier is calculated for each class. It is the arithmetic mean of the true
positive rate and the true negative rate for that class. The maximum value of the balanced accuracy for a
class is 1.
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Table A.1: Balanced accuracy of models 1, 2 and 3

Model 1 (EMPSTAT)
Category Balanced accuracy
Employed 0.8078
Unemployed 0.6540
Not in labour force 0.7931

Model 2 (EMPSTAT)
Category Balanced accuracy
Employed 0.7786
Unemployed 0.6371
Not in labour force 0.7833

Model 3 (P INC CAT)
Category Balanced accuracy
<$25K 0.8486
$25-45K 0.7536
$45-60K 0.7039
$60-100K 0.7821
$100K+ 0.7689

Notes: The balanced accuracy scores for each of the final imputation models are calculated for the test sets

containing the 20% of the data not used to train the model.
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B Calibration of the 2019 online CFM survey

In February 2019, the online CFM survey was modified in several ways. First, the MP

module was modified to align with the remainder of the survey: all questions on methods-

of-payment usage were changed from household-level to individual-level questions, so as to

make the sampling unit and unit of observation coincide; see Table B.1. Second, a question

about the education level of the respondent was added to the core module.

Several sets of calibration weights are computed for the 2019 online CFM data, following

the same calibration procedure employed for the 2018 data. First, we compute calibration

weights for the yearly 2019 CFM sample (wf
cfm) and for the yearly 2019 MP subsample (wf

mp)

using the variable combinations used for the 2018 sample and presented in Table 5. Second,

we compute weights for the subsample of respondents that filled in the new version of the

MP module between February and December 2019: one set of weights (wf
mp∗) is obtained

with the same combination of nested calibration variables as wf
mp, while the other (w+

mp∗) is

obtained by calibrating in addition on region (seven categories) × education.17

Table B.2 shows the composition of the 2018 and 2019 online CFM samples, unweighted

and weighted using the wf
cfm weights, as well as the population targets in both years. Overall,

the compositions of the unweighted samples in the two years are very close. However, we

can notice a significant shift of the raw sample composition toward higher income categories

between 2018 and 2019. Just as for 2018, the final calibrated weights for the 2019 CFM

sample match the weighted sample distributions to the population ones perfectly.

Table B.3 presents means estimates for two variables of interest from the February-

December 2019 online CFM survey: Individual cash purchase (value) is the dollar amount of

cash the respondent used for purchases in the past month; Individual CTC user is a binary

variable indicating whether the respondent has used the contactless feature of a credit card

in the past year, so that its weighted mean corresponds to the proportion of respondents that

17For calibration, the education variable from the CFM is collapsed from eight categories to three: 1 - no
higher than high school, 2 - completed college/CEGEP/trade school, 3 - some university or higher.
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have used it.18 Weighted mean estimates are obtained with two different sets of CFM-MP

weights, calibrated with and without education as an extra calibration variable. Overall, the

estimates obtained with both sets of calibrated weights are very close: adding education to

the set of calibration variables does not make a significant impact on the results for the two

response variables considered.

As in 2018, we can observe that the CFM-MP weights increase the mean cash purchases

of the overall sample and in most domains considered. Again, this shift of the sample toward

higher cash purchase means is most important for young and single respondents. Also, as

in 2018, the CFM-MP weights decrease the mean proportion of CTC users in the overall

sample and in all domains. Finally, we find that more educated respondents use less cash

and innovate more (CTC adoption) than less educated respondents, which is in line with

what has been observed in other studies; see, e.g., Henry et al. (2018).

18Recall that these variables are not directly comparable with the equivalent 2018 variables Cash purchase
(value) and CTC user, which measure cash and CTC use at the respondent’s household level.
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Table B.2: Sample vs. population composition–2018 and 2019 online CFM samples

CFM sample wf
cfm Population

2018 2019 2018 2019 2018 2019
Male 48.56 48.58 49.22 49.26 49.22 49.26
Female 51.44 51.42 50.78 50.74 50.78 50.74
Age:18-24 10.85 10.83 10.96 10.87 10.96 10.87
25-34 16.38 16.37 17.42 17.49 17.42 17.49
35-44 16.21 16.19 16.66 16.75 16.66 16.75
45-54 17.96 17.91 16.36 15.85 16.36 15.85
55-64 17.50 17.65 17.39 17.32 17.39 17.32
65+ 21.12 21.06 21.22 21.72 21.22 21.72
Atlantic 6.80 6.80 6.57 6.52 6.57 6.52
Quebec 23.49 23.47 23.11 22.96 23.11 22.96
Ontario 38.41 38.40 39.31 39.48 39.31 39.48
Prairies 17.72 17.73 17.69 17.67 17.69 17.67
B.C. 13.57 13.60 13.32 13.37 13.32 13.37
Ind. income: <$25K 25.67 23.83 36.05 36.09 36.05 36.09
$25-45K 21.34 20.42 24.04 24.08 24.04 24.08
$45-60K 15.11 14.44 13.10 13.10 13.10 13.10
$60-100K 24.92 25.76 17.64 17.60 17.64 17.60
$100K+ 12.96 15.55 9.17 9.12 9.17 9.12
Employed 59.29 59.72 62.99 63.39 62.99 63.39
Unemployed 3.30 3.19 3.59 3.51 3.59 3.51
Not in labour force 37.41 37.08 33.42 33.10 33.42 33.10
Own their home 68.93 67.41 72.99 73.00 72.99 73.00
Rent their home 31.07 32.59 27.01 27.00 27.01 27.00
Single 25.81 26.33 25.16 25.16 25.16 25.16
Married/common law 62.85 61.51 60.94 60.94 60.94 60.94
Widowed/divorced/separated 11.34 12.16 13.90 13.90 13.90 13.90
Hh size: 1 19.68 19.77 14.43 14.42 14.43 14.42
2 42.72 41.21 34.12 34.11 34.12 34.11
3 17.51 17.69 18.71 18.71 18.71 18.71
4 13.34 14.43 18.56 18.57 18.56 18.57
5+ 6.75 6.90 14.18 14.19 14.18 14.19

Notes: This table shows the composition of the 2018 and 2019 online CFM samples across the eight

demographic variables used as calibration variables. Numbers are percentages. Columns 1 and 2 show

unweighted proportions for the overall CFM samples. Columns 3 and 4 show weighted results obtained

using the final calibrated CFM weights wf
cfm. Population distributions are presented in the last two

columns.
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Table B.3: 2019 online CFM mean estimates

Individual cash purchase (value) Individual CTC user
MP Feb-Dec wf

mp∗ w+
mp∗ MP Feb-Dec wf

mp∗ w+
mp∗

Overall 208 218 223 0.55 0.51 0.50
Male 269 290 296 0.56 0.50 0.50
Female 151 148 152 0.53 0.52 0.51
Age:18-24 232 364 363 0.51 0.47 0.47
25-34 185 189 206 0.52 0.47 0.46
35-44 195 196 196 0.52 0.50 0.49
45-54 211 204 210 0.53 0.52 0.51
55-64 222 229 233 0.54 0.51 0.50
65+ 209 186 188 0.62 0.57 0.57
Atlantic 248 228 228 0.51 0.47 0.46
Quebec 206 255 255 0.50 0.47 0.47
Ontario 208 203 210 0.56 0.53 0.52
Prairies 226 245 253 0.56 0.51 0.51
B.C. 168 155 161 0.57 0.54 0.53
Ind. income: <$25K 187 229 231 0.42 0.42 0.42
$25-45K 209 210 211 0.50 0.51 0.50
$45-60K 179 182 189 0.54 0.53 0.52
$60-100K 199 190 195 0.61 0.60 0.59
$100K+ 278 299 324 0.68 0.67 0.67
Employed 218 235 241 0.55 0.51 0.51
Unemployed 193 188 191 0.54 0.50 0.50
Own their home 213 223 228 0.59 0.54 0.54
Rent their home 198 205 208 0.46 0.42 0.41
Single 197 250 253 0.47 0.43 0.42
Married/common law 215 214 220 0.58 0.55 0.54
Widowed/divorced/separated 195 177 179 0.52 0.50 0.49
Hh size: 1 171 159 162 0.50 0.46 0.46
2+ 217 228 233 0.56 0.52 0.51
High school/college 227 231 231 0.47 0.45 0.45
University 187 200 206 0.63 0.60 0.60

Notes: This table shows unweighted and weighted mean estimates for two variables of interest: Individual

cash purchase (value) is the dollar amount of cash the respondent used for purchases in the past month;

Individual CTC user is a binary variable indicating whether the respondent has used the contactless

feature of a credit card in the past year, so that its weighted mean corresponds to the proportion of

respondents that have used it. Columns 1 and 4 show unweighted estimates for the February to December

MP subsample, where these two variables are observed. Columns 2 and 5 show weighted results using the

calibrated CFM-MP weights for the February-December subsample obtained without education as a

calibration variable (wf
mp∗). Columns 3 and 6 show weighted results using the calibrated CFM-MP weights

for the February-December subsample obtained with education as a calibration variable (w+
mp∗).
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C Comparing CFM outcomes across years

In the paper-based CFM survey (run until 2018), the sampling unit as well as the unit

of observation in most sections is the household. In the 2018 online CFM survey, these

changed to the individual respondent. However, in the MP module, all the questions were

kept identical to the 2018 paper-based CFM; hence questions on methods-of-payment usage

collected information at the household aggregate level. This was modified in February 2019

when the unit of observation was aligned with the sampling unit (the individual respondent)

in the whole MP section. Refer to Table B.1 for a summary of the changes in the sampling

unit and unit of observation in the various sections of the CFM surveys over the years.

These changes in the unit of observation make potential comparison across years limited

to a handful of variables on cash management that were measured at the individual level in

all the successive paper-based and online CFM surveys. They are described in Table C.1.

Note that only the question on cash on hand remained exactly the same over the years.

Questions on cash withdrawal as well as cash threshold underwent slight modifications over

the years. By contrast, the question on precautionary cash changed significantly from “cash

for emergencies” to “cash outside your purse or wallet” formulations, so that comparison

across years is impeded. Finally, it is important to keep in mind that even though the unit

of observation is uniform over the years for these questions, the paper-based CFM surveys

are household surveys with household weights, while the online CFM surveys are individual

surveys with individual weights. This further limits potential comparisons of CFM outcomes

over the years.

Table C.2 shows unweighted and weighted mean estimates from the 2018 and 2019 online

CFM surveys for four questions that are identical or very close across both years. Weighted

estimates are obtained using the final calibrated CFM-MP weights wf
mp. In each year, weights

have little impact on the overall means. They impact more intensively respondents who

are young, who have low income or who are single, which is in line with the fact that

these domains receive most of the very large weights; see Table 9. Respondents in these
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demographic categories see their average cash on hand and cash threshold increase as an

effect of the weights, which is coherent with the previous finding that they also tend to use

more cash in a month than the average individual in the sample; see Section 5.4.

Comparing the 2018 and 2019 estimates, we observe a decline in average cash on hand

overall and across all domains. This is somehow contradictory with the increase observed

in the cash threshold mean estimates from one year to the next. Note however that the

wording of the cash threshold question changed slightly between both years. The wording of

the question on cash withdrawal frequency also changed from asking about cash “withdrawn”

in 2018 to cash “withdrawn or received” in 2019. This could explain the slight increase in

the estimated withdrawal frequency between 2018 and 2019. As can be seen in columns 9 to

12 of Table C.2, the mean number of withdrawals at ABMs per month was estimated to be

2.1 in 2018 and 2.4 in 2019. This slight increase contradicts somehow the declining–although

not steady–trend in the frequency of withdrawals at ABMs observed in previous years, as

presented in Figure C.1c.

Table C.3 provides estimates of the change in overall means of the variables of interest

between 2018 and 2019. The estimated differences are obtained using two different methods.

Column 3 shows the simple difference in weighted means, while column 4 reports the esti-

mated coefficient of a year dummy in a linear regression also controlling for all the calibration

variables used in the weighting. We observe that the regression coefficient and the change

in weighted averages always have the same sign and also tend to be quite close in magni-

tude. Interestingly, this result implies that regression modelling could be an easy alternative

to constructing survey weights for estimating time trends in the CFM survey; see Gelman

(2007) for details.

Figure C.1 shows weighted means of six variables as measured in the paper-based CFM

surveys from 2015 to 2018 and in the 2018 and 2019 online CFM surveys. As discussed

above, these six variables stem from questions with similar wording. However, note that

paper-based CFM outcomes are weighted with household weights (default weights provided
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by Ipsos), while online CFM outcomes are weighted using our person-level calibrated CFM-

MP weights wf
mp. This means that even for very similarly worded questions, the weighted

means for the paper-based surveys and those for the online surveys are measuring different

quantities.

For example, consider the first question from the paper-based CFM in Table C.1: “In

the past month, have you withdrawn cash in any of the following ways? If yes, how many

times in the past month?” When using household weights, the weighted mean for the second

part of that question represents the average number of withdrawals by Canadian heads of

household who have withdrawn cash in the past month. Conversely, when using person-level

weights, the weighted mean represents the average number of withdrawals by all Canadian

adults. This is a subtle but important distinction that makes comparison between the paper-

based survey and the online survey very difficult since corresponding questions are measuring

similar, but fundamentally different, concepts.

There is a clear break in the time series of variable Cash threshold, for which the 2018

paper-based and online results differ significantly. For the remaining variables, the 2018

paper-based and online results are relatively close to each other, especially when the variables

are winsorized.

The new trends that are appearing in the online CFM data do not always align well with

the trends observed in the paper-based CFM. For example, although the average amount

of cash on hand was virtually unchanged over the 2015-2018 period at about $80, the 2019

online CFM measured mean cash on hand estimates close to $70. We reiterate that this

disparity is at the very least exacerbated by the fact that the paper-based survey weights are

household -level, and the online weights are person-level, which hampers the utility of direct

comparisons.
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Table C.3: Comparing the 2018 and 2019 online CFM outcomes–trend estimates

Weighted means Difference in Linear regression
2018 2019 weighted means coefficient of time

Cash on hand 85 71 -14.13 -14.00
Cash threshold 32 40 8.17 8.75
Withdrawal frequency at ABMs 2.1 2.4 0.35 0.45
Withdrawal amount at ABMs 132 138 5.69 4.37

Notes: This table shows the estimated average responses in each year, and the estimated differences

obtained using two different methods, as suggested in Gelman (2007). Column 3 shows the simple

difference in weighted means, while column 4 reports the estimated coefficient of a year dummy in a linear

regression also controlling for all the calibration variables used in the weighting. Response variables are

winsorized at the 99.5th percentile before analysis.
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Figure C.1: Comparing the paper-based and online CFM outcomes–mean estimates for some
variables of interest

(a) Cash on hand (b) Cash threshold

(c) Withdrawal frequency at ABMs (d) Withdrawal frequency from tellers

(e) Withdrawal amount at ABMs (f) Withdrawal amount from tellers

Notes: These graphs show weighted means of six variables of interest as measured in the paper CFM

surveys from 2015 to 2018, and in the 2018 and 2019 online CFM surveys. Cash on hand is the dollar

amount of cash in the respondent’s purse, wallet or pockets right now; Cash threshold is how low the

respondent typically lets the amount of cash in their purse, wallet or pockets fall before withdrawing more

cash; Withdrawal frequency at ABMs (resp. from tellers) is the number of times the respondent withdrew

cash from an ABM (resp. from bank tellers) in the past month; Withdrawal amount at ABMs (resp. from

tellers is the typical withdrawal amount at an ABM (resp. from a bank teller); see Table C.1. Weighted

estimates from the paper-based CFM surveys are obtained using household weights (the default weights

provided by Ipsos), while those from the online CFM surveys are computed using the final calibrated

CFM-MP weights wf
mp. Mean estimates of raw and winsorized variables at the 99.5th and 99th percentile

are shown.
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D Considerations on variance estimation

For variance estimation, we propose the following three options for further consideration:19

1. Create bootstrap weights as has been done for previous surveys used by the Bank

of Canada, e.g., for the 2013 and 2017 Methods-of-Payment surveys; see Chen and

Shen (2015) and Chen et al. (2018). This approach would use the same Rao-Wu-Yue

bootstrap methodology (Rao et al. 1992) that is typically used for stratified random

samples: (i) proceed as if the CFM sample is a random sample stratified by region,

age, gender and income and replicate the sample accordingly using the initial weights

from Section 5.1.2; (ii) calibrate the weights for each replicate.

2. Group the sample into clusters based on the final weights from Section 5.1.3. Use these

clusters as strata and treat these strata as though we have a random stratified sample.

Create bootstrap weights from these weights using replicated sampling, then calibrate

the weights for each replicate.

3. Create bootstrap replicates from either the initial weights or the final weights using a

generalized bootstrap process as described in Beaumont and Patak (2012).

19We thank Jean-François Beaumont from Statistics Canada for fruitful discussions regarding this issue.
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