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Computer Considerations

Introduction

- The ultimate- effectlve use of a computer 1nvolves
the effectlve encodlng of algorithms in a form so that they
can be executed,("eff1c1ent1y") by computers.

An Algorithm is a list of instructions which
in effect specify the sequence of operations (including the
operations themselves) Wthh w111 allow the answer to be
computed to any problem in a given class . _

- A property of algorithms Wthh contributes
to their usefulness . is that in general the number of operations
to be. performed 1n flndlng the solution to a ‘specific problem
is not known a=-priori ‘because it depends on the spec1f1c
problems and is usually only determlned durlng the course
of the computatlons.

- The operatlon of a computer follows thlS Algor—
ithmic process Computer operation is governed by the
instructions which reside in internal storage and which
are 1nterpreted and executed by the clrcultry of the arlth-
metic and control parts of the machlne o

These instructions which are usually nacive
to a particular computer are prlmltlve typlcally each is
composed basically of an operatlon and one or more operands
or modifiers. Instructlons Wthh exist in thlS form in a
machlne are said to be in machine 1anguage ‘

Thus ‘a computer program Or 51mp1y a program
which is in concept an algorithm and a sequence of machine

language 1nstructlons can be deflned as a meanlngful sequence
of statements possesslng an 1mp11c1t or exp11c1t order of

execution and speclfylng a computer orlented representaxlon
- of an dlgorlthmlc process. '
Statements are strlngs of symbols (1etters, dlglts

and special characters) from a glven alphabet The set of
rules that govern how these statements are formed 1s called
the Xntax and the operatlonal meaning, the semantlcs




'LANGUAGES

A language is then collectlvely, the . alphabet,
syntax and semantics. = : o
A machine language has an alphabet of internal

- machine codes, a prlmltlve syntax of 0peratlons, operands

and modlflers and semantic rules determlned by the circuitry

of the machine. Machine 1anguages_as.a result of many .

inherent properties are not suitable for direct use by
humans in problem solving and programming languages and

0perat1ng systems have been developed which 51gn1f1cant1y

contribute to the ease with which humans can program computers.
- Several programming languages have been developed that have

the folloW1ng advantages over machine 1anguages, namely they
- are more suitable for human use
- are associated in some sense with the
problems under con51derat10n
- are de51gned to fac111tate the procrammlng
of computers by those w1sh1ng to- solve problems.
Theattractlve feature of programmlng languages
is the fact that computer programs written in thls form
can be translated to machlne language by another program
running on the same or different machine. Thus the use of
programming languages and translation programs allows the
same machine to process programs wrltten in many dlfferent
languages, provided of course that a translator program
has been developed for each 1anguage.. ‘
The "simplest'" type of programmlng 1anguage
is known as Assembler 1anguage. This language provides

commands or operations that are very similar to the machine
language of the computer being programmed ' The.syntax used .
with assembler languages provides that each line of cod1ng
is composed of two basic fields:

- the statement field

- the 1dent1f1cat10n sequence field.



Thus a statement in assembler language consists
of one to four entries in the statement field, namely left

' to right: location, operation, operant and comments.

‘Because there is a. close. correspondence
between assembler and actna1 machinel1anguage, the trans-ce
lation process is not a difficult task. o

FORTRAN'and.COBOL are examples of procedure
oriented plogrammlng languages, and are more easlly used by
humans than assembler or machlne 1anguages ‘They are,
however, not similar in syntax to that accepted by the
circuitry of the computer on which the programs are: to be
run, they possess sophisticated syntax and semant1cs and
this makes their translatlon to machlne 1anguage a very

involved and complex process.

Problem oriented 1anguages are. 1anguages that

are spec1allzed for the descrlptlon of partlcular problems
These 1anguages often use whole sentences "and words from
the vocabulary of the user,“and GOGO, and ECAP are examples
of these 1anguages.: - s R

META PROGRAMS

The concept. of a meta program pérallels many

of those concepts{thgt have been fruitfully'employed‘innother
areas 1in mathematics, e.g. in functional analysls '
Simply speaking a meta program is a computer_

program which operates on programs. If the output ‘of this
operation is a program then the metaprogram‘is called a
translator. Thus it is the translator that performs the

map of FORTRAN to machine 1anguage

A translator is called a compller when it maps
programs of one language into programs of another language.
An assembler is a special type of compiler that operates on
programs whose statements arepprimitive and independent. An

interpreter is again a special type of translator, which in
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operatlng on a glven program produces anocher‘program oaly

"as an 1ntermed1ate step and dlscards 1t after it has. executed
it. ' S . ' ' <\:

_ ‘ _The execution of an interpreter usually proceeds
as follows: , . : ,

- each statement in the glven 1anguage is flrsti
translated to an intermediate language. This statement is
then 1nterpreted in this intermediate language and’ then is
executed. Only the results of the executed statement ‘are

retained. It follows that statements from the given program

are selected for processing by the 1nterpreter in a sequence
determlned by the execution of precedlng statements.v

The obJectlve of an assembler metaprogram is
to producelmachlne language programs. Although the maJorlty
of compiler metaprograms also produce machlne language

' programs, they are not so restrlcted by definition. In

fact, many compllers do produce assembler language programs

‘The ch01ce turns out to be one of economlcs rather than one

f ba51c phllosophy _

' Most computer appllcatlons require a- comblnatlon
of mathematical file processing, and retrieval technlques,
and these capab111t1es are usually well 1ngra1ned in .procedure~-
orlented languages Metaprograms on the other hand involve
character manlpulatlon table construction and searching,~and‘
various types of error analy51s. For this ‘purpose, most'
procedure -oriented ‘languages. are e1ther 1nconven1ent or
1neff1c1ent for use as programmlng metaprograms, and many
metaprograms are coded in assembler language. Several problem-
oriented languages, more suitable to ‘the requlrements of meta-
programming, have been develOped and are generally avallable
For example SNOBOL is a character manlpulatlonrlanguager_

EFFECTIVENESS OF COMPUTER ‘I‘NSTAL‘LATl‘ONS

The effectiveness of a computeér installation is



measured by its- ab111ty to satlsfy needs for" computatlon To
a large extent effect1Veness is 1nf1uenced by the speed and
configuration of the available computer. To an equally
large extent, however, it is affected by the manner in which
the hardware system is used and by how the 1nsta11at10n meets
its demands forservice and for programming. ‘Thevhardware
‘system, along with the programmed facilities available. for
using it, 1s termed the computer system,  and affectsvthe
work situation in the following ways: .
= by its ability to keep all the system s
hardware facilities as busy as possible;
- by the extent to which the ‘computer systen
is available for program development program
debugging, and for prlorlty proce551ng in
addition to the normal productlon workload; |
—‘by the versatlllty that the system prov1des.
A for 1nterchang1ng 1nput/output deV1ce types
and for acceptlng varied flle organlzatlons,

by the re11ab111ty‘of the system so that
it is ava11ab1e upon demand. :
In de51gn1ng a time shared system three cr1ter1a
must be - satlsfled namely the designer should attempt to
- maximize the use o6f the system s resources
- reduce the complex1ty 1nvolved in preparlng
a program for execution on a computer,
-~ give the user increased control over the way
~ his program is processed by the computer
system. '

OPERATING SYSTEMS

An- operatlng system discussed brlefly below 1sk

an integrated set of control programs and proces51ng programs
designed to maximize the use of the system's resources_and_
to reduce the complexity involved'in_preparing'a’program for




execution on a.Computer; and 4at the same time the operating .
system must meet the above criteria, R
Operating systems also attempt to maximize. the
use of the hardware resources while at the‘éame~time-pfovidé
a range of programmer serv1ces ' | '

- The operating system operates -under the dlrectlon
of user- prepared control cards, which enable it to call any
requlred program or language translator and to pass automa-
tically from job to job with minimum delay and operator
intervention.  This is accompiished by desighing the system
so that it can stack jobs for cbntinﬁous'pr0cessing, thereby
reducing the‘setup time between jobs. User: communlcatlon
with the computer is through the operatlng system.

CONTROL & MANAGEMENT .

Control programs monitor the operation of the
'entiré system, supervise.the execution of the processing
programs, control the location and storage of data, and
"select jobs for continuous proceésing ‘The set- of functlons
~performed by the control programs are separaued 1nto three
categories: , ‘ -

- System~Management functions

- Data Management functions.

- Job Management functions. -

System Managémént héndles all actual input-output

opefations, interrupt conditions and requests for»the allocation
of system resources. It also controls the execution of the
processing programs. '

Data Management handles the cataloging of data
sets, the allocation of space on external storage devices, the

building of program 1ibrarie$, and-the'coordinatipn of input-
output activity between problem programs and the necessary
system management functions.




cards readles programs for execution, monltors the. executlon
of proce551ng programs, and prov1des a varlety of system
services. _ A
Collectively, it is the controlaprograms which
tie the rest of the system together and permit the maximum
use of a central computer facility capable of serv1c1no many
users. ‘

'«prp;essiﬁgfprograms consist of.language trans-

1ators,‘sysrem“serVice"programs and user-written problem

programs. The programmer uses these programs to spec1fy

the work that the computlng system is to perform and to

aid in progran preparatlon. :
SY§tem seryice orograms include the ut111ty

programs avallable with any system as well as standard:
software packages such .as the Scientific Subroutlne Package
for the IBM-360, A comprehen51ve.operat1ng system also
supports the_generation,~storing, and eharing of.user
‘written programst“ | ' o |

" TIME: SHARING

‘The‘primary‘purpoSe of time-sharing is to pro-

vide many users with simultaneous access to a:.central computer.

Although time-sharing syStems are usually characterized by
remote termxnals and a conversational mode of operatlon the
concept is more general and applled to a variety of operating
systems as well. The notlon of a time-sharing system is .
nothing more than a comprehensive operatlng system with
extended features to cover Storage?ailocatioh, program
relocation, program segmentation, job scheduling, and- the
sharing of system resources:i Time-shared operation of a
comﬁuter system permit54theAallocatlon of both space and

time on a temporary and dynamically changing basis. Several



user programs can reside- 1n computer maln memory at one time.

while many others reside also in computer aux1111ary memory,

and temporarily omn other auxiliary storage, such as disc or

drum (see figure 1).

Computer control is turned over to

a resident program for a scheduled t1me 1nterval or. untll

the program reaches

Two memory Level Computer

‘Computer main . p——— Computer
- memory . ' auxiliary
memory
B

vy o Oy

. Other storage devices
(disc, magnetic tape, etc...)

- In most computers we only. have the computer main
memory and other storage devices.

- A growing number of modern cOmputers combine -

large,

relatively slow-access magnetic core memory

(auxiliary memory) with much smaller capacity;
faster and relatively costller semlconducts memories
(main memory) ~

- Programs are executed only when their pages reside
in the main memory.

Figure 1



a delay point (such as an I/O operation), depending upon
the priority structure‘and control algorithm._,At‘this\time'
CPU (central processing unit) control 1s turned over to
another program} A non-active program may continue to reside
“in computer storage or may be moved -to auxiliary storage
to make room for other programs and subsequently be reloaded
when its next turn for machine use occurs. _
Management of a complex operating environment
csuch as this requires a soph1st1cated set of control programs
of the types covered earlier. Obviously, sophisticated
control programs requlre a s1zeab1e investment for develop-
ment and use overhead computer time during execution as well
The w1despread acceptance of t1me shared systems would
indicate that ample Justlflcatlon exists. T1me sharlng ex1sts
for many reasons, and these reasons dlffer 1r0m system to
system. Basically, these reasons fall 1nto the follow1ng
categories: ‘ ‘
- to maximize the use ofithe‘sYstem s‘faCilities;~
- to reduce the turnaround time for small jobs;
- to give the remote user the operational advan-
tages of hav1ng a machine to himself by using
h1s thlnk, reaction or I/0 time to run other

programs in the CPU; _

- to ‘enable ‘remote users to enter data 1nto and
receive data from the system via commun1catlons
facilities; ' ‘

= to provide an env1ronment for real t1me or
"demand type' processing and

- to reduce problem set-up and operatlonal
times and to mlnlmlzeAthe_compleX1t1es,1nvo1ved
with these functions. ' s ’



CPU ALLOCATION CONCEPTS

The most 1mportant resource in . a time- sharlng
is CPU time, without which no job could be- serv1ced Because
of its importance, tlme sharlng systems tend to be classified
on the basis of how this valuable commodlty is allocated.
Five relevant concepts or eqnditidneufor-scheduling~and-CPU
allocation are: , '

- sequential;

- natural wait?

- time 511c1ng,

- prlorlty,,

- demand.

~These concepts; obviously are not mutually exclusive
and are used in various combinations in the different types -
of time-sharing systems. The techniques‘are'defined in the -
following paregraphs; ‘these . gyre. used extensively by all
practidnerslin the'field° - :

Sequential The_systemtinitiateS'ﬁnits of work
depending upon their time of arrival in the input stream. "
Once initiated, a unit of work ties up'the entire resourees
of the system (even though it may not use them all) and runs
until completed &

Natural Wait A natural wait is a condition

. which causes a partlcular unlt of work to be unable to use
the CPU.for a period of time (e.g. an 1nput output operatlon)
Most units of work have natural walts 1mbedded 1n them When
this condition occurs, - the unlt of work that is next in
sequence is given CPU time. _ _

Time Slicing A time- 511c1ng algorlthm

recognizes that a certaln-(dynamlc) number of programs must
be serviced within a reasonable period of time. To this end,
the system maintains a cumulative log of its resources (such



as time) useddby each program. When d’threshold level is
exceeded, the program, being executed,:isvfofced to etop
and wait while other programs have a chance to use the CPU.
- Prioritz As a unit of work enters the.Systen_
it is assigned a priority. The'prngam'With the highest
priority'iS'given use of the CPU. 1If it is unable to use
the CPU, CPU control 1s given to a program w1th lesser
priority.  If at any tlme, the program ‘with highest priority
needs the CPU, it is 1mmed1ate1y given this service.

Demand A unit of work is 1n1t1ated 1mmed1ate1y
upon request. o » : ' _ |
| From these definitions, an obvious conclusion
can be drawn. Time‘slicing‘is more restrictive than the
natural wait concept thus time 511c1ng could be 1mbedded
in a system Wthh uses a natural walt schedullng algorlthm,
while the reverse is not generally true.

Comments on MIS SvstemS‘DeSign Philosophy

Two problems face any student of MIS. ‘First,
there is no unified body of literature and/or theory on this-
subject. and second a log of assumptions have to be made
about the decision-making process. The field is now as far
. as._ any successful'systems are c0ncernedv‘n still in the

growing stage.

Major successful applications df MIS systems
to date have been in banks, some industrial companies’
(Xerox, IBM) and Government. As total systems, most have -
failed. Some parts have worked very well (ie. Accounting
information for decision~making purposes), but others haVel
" not been as useful. One of the most encquntered reasonS,Of
failure has been that the‘syetem has net‘been used. A
multiplicity of reasons can explain this behaviour. It is
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quite 1mportant to note that most fallures have not been for
technologlcal reasons, but for some" mysterlous manmmachlne
1nteract10nso ‘

1t is qulte interesting to note that the only
allegedly successful system has been the one Xerox developed
‘for internal use. People contacted at this company, did.
not volunteer much information other than to say that the
 system was built up (ie. startlng with one appllcatlon
and ‘building from there).

"REASONS FOR FAILURES
- There are three kinds - of decisions made:

(1) Long- term (pollcy) declslons
(2) PrOJect dec151ons (Short term, buc 1nVO1v1ng commlttee
work) '

(3) Every day dec151onsu

Also,ﬁif_ié proven fact that managers have a
fnaturallaVérsion for written material, and try to do most.
of their work through verbal communication channels (telephone,
friendly chats, scheduled and unscheduled meetingé9 etc.) .,
_ Also9 in most- dec151ons, there is always a certaln amount
of "hunch" involved., :

These facts g1Ve us some 1dea, of some of the ways
'1n Wthh a system mlght be built, These are

a) If the system is going to help the manager in’méking
every-day dec151onsD it has to be a fast and accurate system
(”on—llne")

b) For policy decisions (like budget),.an "off-line" system
is very suitable, | -
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c) For project décisibns,‘a combination of both.

 'd) Since the manager deals almost exclusively-in a'verbal
manner, the system should be a tool which is very ‘fast, and
swift (for example, to be able to answer a questlon instantly
at the termlnal) '

e) Mahagément is also.-a status SymbOI; Managers hate to
interact with machines and to type. They are."aboVe this",
the System should then be conversational and minimize

- man-machine interactions, from the "man" point of view. [t
should also be easy enough to understéndg so that a secfetary
~can ihtera¢t with it.”'Thése have been the major drawbacks

of existing systems.

£) The system language should be very close to Engllsh and
allow errors°

' The Department of Communications system has a design"‘
philosophy which takes into account the above considerations.

OBSERVATIONS

Perhaps, the best way to develop a MIS system would
be to 1dent1fy what managers need and in which context they make
decisions. Then, to think of all thoseﬁdec151ons which can
be helped by a computer-based MIS, Thié'identifiéation'process
can be ddné‘by qUestionnaires, interviews and close scrutiny
of typical days of a glven manager. The éyStem should then be
set-up for these appllcatlons9 but with the added. flex1b111ty
to build all _ ‘: add1t10na1 features without major hardware

changes to the systemo- I mlght_add_thatAtechnlcally this is the .
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greatest challenge. An‘easily readable user manual should be
distributed to all potentlal users of. the system9 coupled with

a basic tralnlng course.

A continuous feedback system should be
1ncorporated, so as to ensure that- the system is evolv1ng in
the same direction as management is. An 1mportant fact about
managerial activity is that it is ‘always changing to adapt
t0 new challenges.‘ The MIS system should also be evolving'

" in a dynamic fashion, " ' ;J

One way of getc1ng feedback could be through a
user commlttee, which got together perlodlcally to d1scussv
the system. Another mean of feedbadk could be through a
once-a-week reports asklng questions about the effectlveness
of the system and how users relate to it. These ways of
getting feedback could be coupled W1th a Once a= year study
of managerlal work and dec1slon—mak1ng act1V1t1es compared '
to the prev1ous study to see how ‘it has changed

ANALYSIS OF MIS SYSTERM PERFORMANCE.

What means and criteria should be used to measure
“the eff1c1ency ‘and effectlveness of a proposed system? i
Unfortunately9 an MIS 1ncorporates features Wthh are not
easily quantifiable. ’ o

 Obviously the first criteria would be those
developed for traditional systems and which{ include qﬁeuing
theory, statistical packages and delay-time analysis: In any
good text book, a good descr1ptlon of each of these can be
found., (see, for examplep (1))
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. But other méésurgs of-pérforﬁaﬁce must be’
investigated.. We must try to measure the unquantifiable.
One of these could be to find out, on a given day;'for,What
purposes the computer was used and with what results.
It would be a matter of each user keeping a log of the times he
“used the systemygwhether he was satisfied and what kind of
assistance he received. B o |
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'RE‘FE‘R‘ENC‘E‘S_" FOR MIS ‘SYSTEMS

Each article will have a number (1 to 5) to
give its relative Lreatment of MIS. '

(D) denotes a closely connected artlcle or
book

;‘(sj'denotes only a very general connection.

:BOOKS -

The Evaluatlon of Informatlon Services and Products;
by: D.W. Klng and E.C. Bryant. -1~ *

Data Bases, Computer and the SOClal Sc1ences, by:
R.L, BlSCO. ~5=-

The De51gn of the Management Informatlon System, by
D.G. Matthews. -5- . : .

Management Information Systems: Pregress and
Perspectives; edited by C.H., Kriebel, R.L. Van Horn,
and J.T. Heames. =-1- ‘ _ ;



A)

(7)
- - Naked come the time-sharer - April 1, 1971

B)

9

D)

—17 = - h

ARTICLES

= Datgmation

- The birth of Nasdag - March 1, 1972
- On the boardwalk:- July 15, 1970

- Gefting'Ready‘~ August 1, 1970

- Management Sector - August 15, 1970

- MIS# Data Bases - Nov. 15, 1970

- A Fable of our Timés - Dec. 15, 1971

- De Ludi Natura Leber Serundus - Dec,i, 1971

- Diéplay Systems - Nov. 15, 1971

~HBR o . |
- MIS is a mirage_F HBR . - Jan-Feb., 1972

- Problems in Planning the Information .

System - M - April, 1971, _
-Blueprint for MIS - Nov.-Dec., 1970,
Corporate Models: on—time, real-time
 systems - July-Aug., 1970
At last, Real Computer Power for Decision-
Makers - Sept.-Oct., 1970 o '

Canadian Data Systems

Let's_put Managemént in MIS.fgbct., 1971

L]

‘Data Systems

Management's meditations - Jan., 1971
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" Communications Considerations

" Introduction

- The "dlgltal computer"’found its, flrst usages
in large institutions, and the: suggestion is ‘that it will
shortly be a household word. Early computers were cumbersome
and required.very skilled'personnel to get them to do anything
‘right. Today computen?are-deSigned so that almost anyone -
can be readily taught to use them, at least in a limited way.
Computers now have massive central and peripheral memories
and many people can use them simultaneously (via time sharing).
It is ‘impractical to have all users: phys1cally go to the
'computer, it is easier to bring the computer power to the
. user. - This is accompllshed via communication channels
which are at present predominantly part of the telephone
network. Some of the factors involved in do1ng thS W1ll now
be discussed. ‘ B ' '

We w111 only be concerned with commun1cat10ns‘

for those time- shar1ng systems ‘that are fast becomlng a
31gn1f1cant factor in the scheme of modern business. These
systems usually utilize telephone company facilities - either
ordinary switched-voice telephone channels or some private
line service leased from‘these.companles..

ELEMENTARY NOTIONS

_ Digital communications has unfortunately
been saddled with-terminology from telegraphy;.as a result
numerous confusions prevail; forvexample, data transmission
rates are now given in antiquated terms, in bauds, which is an
old telegraph'term representing a basic rate of transmission
in pulses per second. The amdunt'of bits of information that
can be transmitted in each baud is measured as the number of
bits per baud. ‘ ‘ ‘




Many data communications systems, prlmarlly
the slower- speed ‘systems, use binary 51gna111ng and, in
these cases, the baud and the bit rate coincide. .:

' Another common~term for describing transmission’
rates in data communitations systems is to refer to them in .
units of characters per second. One. reason for_adepting
characters per second errspecifying:data~transmi$sigh‘
rate grew out of a pracfice in some system when all of the
bits that comprise a character are transmitted\simhltaheously.
The pitfall here is that systems using the bit transmission
methods may use a different number of bits, ranging from
5 to 11 to descrlbe dlfferent characters. Thus a compa1lson
of varlous transm1531on speeds in Characters per second can .

be mlsleadlng

COMPUTATiON‘OF‘BAUD RATES

The following two examples illustrate the notion
of a "baud". | X o

By definition a '"Baud? is the transmission'fate
of a digital signal and is mathematically equal to: |

1.

(the time interval in seconds of the smallesf'signal elenent present
| ‘ in a digital signal -

Example 1:

A 33 Type.Teletypewriter output is 10 characters/sec.
each character has » 11 signal elements per character (figure 1) -
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In Figure 1, t is the time interval of the smallest signal

element.

1.

(Character ratecps) x (# of signal elements per character)

1]

1. =1

In this example t _
| (10) (11) 110 sec,

it

But the Baud rate = 110 elements/sec or 110 Baud.

1
T

Example 2:

As a further example, let us compute the baud
rate of the multilevel signal shown below in figure 2.

gy

3 , ot |
2 LA

1 .

0 2. 00 29,

Figure 2 - Multilevel signai
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By the definition, the baud rate of the above

multilevel Signél'= 1

- cr

therefore: ift = i‘msec.:the baud rate woﬁld be 1000 baud.
. Since the example given is a 4 level signal,
there are'z bits per each signal element, ﬁherefore, the
infdrmation rate is 2000 bits/sec. (assuming all leﬁels'have
equai probability of.occurrance).
-Thevfoll¢wing table shows some baud rafés»qf

typical keyboaud terminals.

TYPES OF LOW SPEED (_300 Baud) HARD COPY
KEYBOARD TERMINALS AND "'BAUD" RATES |

Model Manufactu?er Chars. Smallest Character in e Baud* -
Number (or Canadian |/sec. | . . Signal | o - ! Rate
supplier) "~ {Element t . |[Unite of "t" .1
ot ~_jin sec. | Start (Data | Stop. t
14,15 or [Teletype Corp.{6.13 22 1 5 >1.42 '} 45.45
19TTY o ‘ o ‘ N : ‘
6.73 20 1 5 >1.42 - - 50
“lre7 | 17087 1 | s ls1.a2 56.88
33 or.35 |Teletype Corp.|6.67 | 13.64 1 84 |>2.03 73.33
TTY A : :
. 10 .p 9.09 1 8+ 1>2 - - 110
IBM 2740 |IBM - . 14.8 | 7.5 1 74 |>1 | 133.3
or 1 ‘ S : : _ ‘
i5 7.41 1 6 - 1>2 - R - 135

* Baud rate & number of signal elements/sec;



Rates on telephone lines are sometimes specified
‘as "slow", "medium" and "fast". There are no universally =
accepted definitions of these- ranges, but typically 300 b/s is
slow, 1200 b/s medium and 2400 b/s fast. There is now a
growing tendency to shift the slow/fast dividing line upward

. Signals frqm»computers and terminals to each

other are generally simple on-off waveforms. (called baseband).
It is convenient as it eliminates the need for modems if
signals are transmitted in the same form as they are generated.
This can be done, and is common practice“if‘the receiver and
transmitter terminal are linked by short. sections of connectlng
cable. (As in an "in house” system) _

A The telephone links in Canada have not been
ddsignéd to carry baseband 51gnals " iIf data is to be moved
from one remote location to another, the baseband 510na15 .
~have to be translated through modulation, into an accentable
form at the proper frequency for transm1551on. There are

three options as shown in the Figure 3.
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A - when a baseband signal is used

to modulate the amplitude of a sine
wave carrier this is called in

the data field: amplitude shift
keying. o

B - When the baseband signal is

‘used to control the frequency of

a standard signal, this is called

in the data field : frequency

shift keying. This is the most
ﬁopuler mefhod. Here two frequencies
Fy and'Fz are 'in effect two tones:
between 300 and 3000 cps and represent
respecclve 0 and 1.

e «'When the baseband is used to

control the phase of a generated
frequency, this is called phase
shift keying.

All of the-various methods ave used,
and ampllLude 'shift keying and phase
shift keylng have become today

“the most popular for high speed transmission of data, whereas
frequency modulatlon is the overrldlng ch01ce for 1ow speed

applications.

SYNCHRONOUS AND ASYNCHRONOUS TRANSMISSION

There are two modes in which data is transmitted;
namely synchronous and asynchronous. In the synchronous mode

a continuous stream of data,’which contains information

immediately relevant to a message is sent along with some

coding as to how the message is to be acquired and reconstructed.




The asynchronous mode is start stop in nature and elthor Lhe

data 5stream, the 1nterva1 between message streams, or both,
may occur<random1y as shown 1n;f1gure 4 below.

Start pulse
Previous Message ' Stop
stop pulse pulses pulse »

Figure 4: Simple asynchroﬁous:receiyer keys on start pulse,
then samples the remalnder of the messages at an
internally preset time.

The Asynchronous system contalns redundant bits
because a start bit and a HEQE‘bl are added in each character.
Synchronous transmission in which slmple framing patterns are
applied to long blocks of characters ‘achieved higher message
rates. It follows that the synchronous system; 1acking this
~constant reference feature is the ehoiCe for highest transmission‘
rates. Apart from the useful fact that asynchronous equlpment |
is usuélly compatlble over a wide range of data rates it is
also adaptable to prevalllng channel capacltles The telephone
switched network, for example, may provide a suitable 1ink for

peraulon at a particular. data rate at one time, and at another
time the connectlon may be suitable for only a portlon of thlS
rate. ' ' '



ACHIEVEMENT OF SYNCHRONIZATION.IN A TiMB”sHARED SYSTEM

‘ In a time shared system there obv1ously must be
'some way for the communications processor to realize. at what =
instant of time it should extract the message bits, This is
achleved by synchronlzatlon which has two aspects:

- acquisition; that is, the process of establlshlno
sync, and -

- tracking; or the process of correcting for
sync drift.

There is no best way to achleve results. " The
chosen method will depend upon economics, total system.char-
acterlatlcs, and technological tradeoff.. |

' In all except the slowest,tlme'sharedTSystems,
a series Of'pu1Ses is generated at the feiminal to establish
sync. This series of pﬁises%continuesfto.be sent until sync
is affirmed by say an answer back facility, or sent for
some predetermined period of time, if no -such answer back
facility exists, | o L
' ' There are a number of-waYs‘in which synchronization:
is made. If the system is_handling'data at precisely defined,
regular intervals, then a continuous clock messagé,.transmitted
in a portion of the spectrum different from that of the data
stream, and filtered out at the terminal, can be transmitted. It
is unnecessary for each terminal to contain a clock in such

schemes.




Synchronization can be maintalned by extractlng
the necessary clock frequency from the data signal itself.
The terminal then keeps its own clock locked to this derived
frequency or, in the absence of a transmitted signal, its
~clock can be idle for azgiven period of time.-

SERIAL ‘& PARALLEL TRANSMISSION

In addition to a ch01ce of synchronization,

the data user may choose to transmit either in a serial or
parallel mode. Selection usually depends on the original
' format of the data to be sent, although it also may depend
on optimizing channel'use. =

.+ For parallel transmission, the channel is
broken into many subchannels of narrower bandwidthyi- that is,
frequencyedivision multiplexed Typically, each bit of a
character is transmitted over a separate narrow band channel
The bit rate of each small channel is reduced by a factor
equal to the number of channel segments. In serial.transmission,
on the other hand, each bit of an- indiVidual character is
transmitted sequentially over a s1ngle channel

CODES

_ Data systems transmit binary 1nformation and ‘
an alphanumeric character set must be generated from. arrangements
the bits 0 ‘and 1. “There are 2% possible characters that can
be formed from a set of n bits For example-_ five bits can =
be used to express 25 or 32 characters or numbers.

In general any sequence n of binary dlglts whlch
is transmitted can be thought of as a code. In general there
: w1ll be 2K (where k < n)distinct code words that be transmitted
using a set of n bits. The remalning'r_: nfk bits are check bits.
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VExamples* , o o ; :
. The Baudot code is a telegraph'code popnlar'»

in_Europe. Each character is represented by five 51gna11ng

bits. As just explalned five bltS, ordlnarlly, can convey.

only 32 dlfferent characters, by using two of the 32 combin-

ations as a. case- shlft signal, the Baudot code is- expanded

to 60 character capablllty ,

The American Standard Code for Information
Interchange (ASCII) is rapldly becomlng a standard of the
data- communlcatlons field. This system makes use of seven
character identifying bits, which often are supplemented
w1th a parity bit for" error checking purposes. .

The BCD or binary coded decimal, is a code made
up of four bit blocks whose alphanumerlc characters can be
transmitted in two’ ways, namely as ) '

' h - an extended BCD in which two so- called zone |
bits plus a parity blt are added to the ba31c'
‘four bit block; or - - o
- = two blocked together four bit blocks - one for
zone and the other for numeric control.

Most maghetic tape units-make‘ose of extended BCD
computers use a form of blocked together. BCD called extended
binary- coded decimal 1nterchange (EBCDIC).

* For a further discussion of coding theory and its
applications, see my course lectures on Coding Theory,

at Carleton. Dnlvers1ty, Wthh are attached as references



MODEMS, MULTIPLEXORS AND DAA'S - Conditioning the voice network
for Data ‘ : ' :

 In order to use a voice network to handle digitél
signals additional equipment must be 1nstalled This equip-
ment prov1des two prime benefits ' o '
- technical compatibility between v01ce and
digital modes of operation »
- cost reduction by pefmitting.one_telephone.
- line to service many actual terminals, thereby
reducing monthly communications costs. ‘ ‘

. The three major pieces of additional equipmeht
required are ths'mddem, the multiplexor and the data access

arrangement. The modem, short for modulator/demodulator, is

the unit that converts the pulse (digital) signal into an.
“analog signal that can be transmitted over the voice line.

At the recéiving end anothér modem converts the analog signal
back to pulses (digits) for processing and printout. Modems
are now available from telephone companies and from independent
manufacturers of data communlcatlons equipment, .

‘ ‘The multlplexor concentrates the 51gnals from

many terminals onto one telephone line for transmission to. a
~distant computer. Another multiplexer at'the computer site
-segments the signals from the transmission line into separéte
'digital sequences, each of which then represents the bits of
characters coming from the correspondlng remote - termlnal The
investment in multiplexers is thus reclaimed by not hav1ng to
pay for separate lines from each terminal to the computer

The data access arrangement (DAA) 1nterfaces

user owned. modems to the telephone lines: Its main purposes
are to provide spec1fled manual or automatic answer and
originate functions and to procect the telephone company.
equipment and lines from any hazardous situation Whlch might -



possibly occur through the conmection of "foreign" devices.
The telephone company 1eases the DAA to the user.  The DAA'S
used for the Datapoint'Z?OO CRT terminals in the Department
of Communlcaulons rent for about $15.00 per month.

- The key feaLuresof a modem are whether it is
‘high Speed or low speed, whether it operates synchronously'
or . asynchronously, and whether 1t is frequency, phdse or -
jamplltude modulated.

Low speed modems9 by deflnltlon, operate in
ranges ‘up to 1,800 bits per second. High speed modems are
available. in several speeds, the more common ones for
industrial and commercial app11catlons, operate at 2 400
4,800; 7,200 and 9 ,600 bits persecond respectively. As
a rule of thumb modems cost about $1 per baud.

‘The real sav1ng in using a high speed. modem,
provided there is enough:data traffic to warrant its
installation, 1s in belng able to 1ncrease the data Lhrough—
put without raising line cost. However, everythrng else
belng equal the higher the speed of the modem, the more
~susceptible it may be to error. And error will incur.a
cost either in retransmission of the message or in equipment
thac performs error correctlon on the received message.

Asynchronous ‘modems do not require or provide
timing pulses. A terminal, such as a Telecype unlt,
depends on the START and STOP. pulses io dénote Lhe b' TS
““and end - ‘0f‘a character. o

In their rece1v1ng mode , modems must discriminate

between the electrical signals that represent 1's and those-
‘that represent O's, and how well they do so is a s1gn1f1cant
"operational consideration. Telephone lines introduce noise and
- delay distortion, each of which degrades the signal- The

errotr performance of a modem is. a raulng of its ability to_
accurately detect 31gma1s that are noisy and distorted. ‘




A flgure of merlt of a synchronous modem is its
error rate performance as a function of the S1gna1 to~ nolse
ratio ofpthe recelved.transmlsslon. Rated in ‘this manner,

a. synchronous modem can be judged on:its own performance and
not on that of a particular line condition. ‘ | |

: For asynchronous modems the’ performance crlterlon
is called telegraph distortion. Dlstortlon is the time
displacement of a 0-to-1 or l-to-0 trans1tlon w1th respect
to a nomlnal time. Two main. sources are amount of mlsallgnment
or calibration error in dev1ces in the system, and’ Jltter,,
due to random varlatlons on the 1line and in the equlpment.
Génerally, asynchronous systems can operate Wlth up to 20“
total dlstortlon. L v '

The 31gn1f1cance of dlstortlon becomes apparent
when full- duplex communlcatlon occurs on one palr of 11nes,
whxch.ls a:mostcemmoncase° Thls means that transmitted and
recelved 51gnals are carrled on the same 11ne and can 1nterfere
with each other. When these 51gnals cannot be separated
dlstortlon becomes large and errors occur. One common way of
Jratlng an-: asynchronous modem. 1n duplex appllcatlon is by its
dlstortlon under condltlons of m1n1mum recelve 1eve1 ( 49 dBm)

. and max1mum transmlt 1eve1 (0 dBm) A quallty modem would ‘have
about 7% dlStOTLlOH under this condltlon, 1eav1no suff1c1ent
margin for distortion in che_llne."The lnterpretatlon of

this rating is that such a modem can discriminatedbetween a

" received pu1se and a transmitted pulse'even though the ‘received
h.pulse is more ‘than ZSQ'times.weaker than the transmitted pulse.

" HANDSHAKING

Before a modem pair can perform.the main duties
of modulation and demodulation a: telephone connection must be
established.  ‘Control s1gnals from and to modems at each end
of the line carry out this modem handshaklng operatlon as w111
now be described. '




Consider a. simple:instaltation'in which the
Lransmltc1ng terminal -and its orlglnatlng modem are connected

to the line through a manual data access arrangement . Through
a rotary hunt connectlon at the Lelephone company exchange the':

line goes to an- automaLlc data access arrangement and an
answerlng modem to the computer. :

At the‘te1m1na1, the operator pleS up the'
telephohe handset and dials the computer's number. A rlnging
signal goes through_the answering modem to the computer. _ |
Assuming the coﬁputer is avaiiableAfor busihess, it sends_
back a DATA TERMINAL READY signal to the answering modem,.

which in turn sends a tone signal to the orlglnatlng modem,
an action that turns off the line's echo suppressors that -

are needed for v01ce communlcatlon but 1mpa1r d1g1ta1 trans‘ _'

mission. The operator hears this tone, and puts the modem on
line’ by lifting the telephone s exclu51on key.. , p
The o11g1nat1ng modem then sends a tone to the'
answerlng modem and a short time later returns a CLEAR TO SEND
signal to the termlna] Then the answeflng modem sends a.
CLEAR TO SEND signal to the computer. The data 11nk becomas
operaulonal, and the termlnal can start sendlng. ‘

=N

Rotary

hunt
. ialnath f Manual - f Answerling, compuﬁer
Terminal Jremd 0%9012:2{19 . ’ DAA l{ modem :
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| -Multiplexersuperform‘multipleXing'tolsave'
telephone line charges operates in either of two ways: time
division multiplexing or frequency diVision multiplexing. In
FDM the available bandwidth of thentelephone line, usually . -
from 300 to 3; OOO cycles per second is. divided into 1nd1v1dua1
frequency_slots Each channel of data is’ assrgned a frequency
slot. ' _

Of particular importance in multiplexer selection
is the recognition that a communications netmork may use nore
than one type of terminal, " This means that the multiplexer
must be able to handle lnputs from terminale with different
rates and codes. Ideally, a multiplexer should be able to
accommodate Baudot, IBM and ASCII codes and the common term1na1
speeds of 75, 110, 134.5 and 150 bps. Furthermore, the multi-
plexer should be transparenc to the data, that is, any code
and any character set within the code should pass through the
multiplexer without modlfrcatlon ' ,

- Normally, the total number of Dbits a multl—F
plexer can process each second can be equal to or less than the
rated transmission speed of the modem. Thus many of the same
kind of terminals can be multlplexed, or several dlfferent types
of terminals can be 1nterm1xed in the multlplexer For example,
in General DataComm's TDM- 1201 multiplexer, elght 300 bps, 10-
unit ASCII code terminals can be multlplexed onto.a 2, 400 bps .
telephone 11ne. Or, by using spec1a1 technlques, eleven 110- bps
11 unit ASCII"termlnals and eleven ‘134.5 bps 9 unit- ASCII terminals
can be multlplexed onto the same line. ‘

_ An interesting extension of the mult1plex1ng
function is accomplished by a synchronous combiner. Here for
example, each of two 2,400 bps multlplexers scans its own
channels, groups the data streams, and feeds the two resultlng
streams into the combiner which then outputs 4,800 bps infor-
mation to a highspeed modem for transmission.  However, during
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night hours one of the groups of channels might not be in
operation so one half of the combiner can then give full
- service, for example, to a batch terminal operatlng contln—
uously at 2,400 bps.

Data access arrangements prov1de a. way of
connecting user equipment to the tolephone 11ne° One cype
is the manual orlgrnate/answer and the more recent type 1s»

the automatic orlglnate/answer. Manual DAA's require operator
intervention in transferring the line from conventional tele-

phone operation to the modem for data transmission. It contalnsA

the necessary electrlcal controls and safeguards to perform
its operatlons and to protect other equipment. Manual DAA's.
can originate calls and can answer a call from a remote ‘trans-
mitter. Such units are hardwired to the installation.
Acoustic couplers are also a form of manual

data access eQuipment An advantage of acoustlc coup1ers is
that they offer a portable mothod of access. The terminal
is hardware connected to a modem 1n the acoustic coupler.

A telephone handset is used to dlallup the remote terminal -

or computer, " Once the computer is on 1ine, the handset is
nested into a cradle on the'coupler{ The modem in the coupler
‘then converts the digital signals to tones which are picked up
by the handset's transmitter and sent over the line. ‘

‘ A more versatile kind of . access if the automatlc
originate/answer data access arrangement. It contains
appropriate electrical equipment to automatically make or
respond to a call and to convert from voice mode to digital
mode, and then revert the 1ine to voice mode when the call is .
completed. Further, automatic DAA'S are equlpped to. carry

out termlnal polling with 51gnals orlglnatlng at - the compuuer

Some of the Data sets available from Bell will now be discussed.

Bell System data sets are classified in five
major categories or series. A series is determined by kind




of language or transmission mode (analog or digital,
serial or parallel) bandwidth:requiredA(narrova,

V, or wide W) and by its gpeed.

either

voice grade

Wlthln each series, data sets are further

identified by the communications facilities required (dial

‘network DDD,

metter T,
and speed variations expressed in bits per second.
following table

receiver R,

or Private Line service); type of set (trans-

or combined transmitter~-receiver T~R);

The

summarizes the sets now available..

DATA BETS
Trang- - o :
Scries | mission | Band | Speed | Type | Maxiraum:- | Facility Commonly used terminals
moda width sots spead, bps - '
100 Serial- | N Low TR . 150 ; pOD (TWX) Te!elypev}riter«uke deQices.
: ' ' PL ‘
100 Serial \% Low TR 300 ‘DoD Teletypewnter*hke devuces
: . : : PL | tovt specd GRT
200 Serial . \ Medium| T, R ] . Medlum-speed binary quipment;
f ' : T-R 4,800 pon Dataspeed 3, 4; Dataspecd magnetic o
! e 0,800 PL tape; CRT o T apowd v e - ST
so0 | Seral | W |High |TR | 230,400 PL “High-speed binary equipment; .
. ’ DDD— high-speed facsimile; computer-to-computer;
(Data-Phone | high-speed magnetic tape;
50 service) : . :
400 P’ai’allel v Low TR - 600 DVD‘D Medium-speed paper iape systems; card
I T-R 75 cps pL readers; remote telemetry. devices; alarm
) reporting; audio responsa systems
600 Analog | V. e TR —— DhD 1 Medical devices; andwriting deviees and
TR PL similai fasslmiie; telemetry »

conflguratlons of modems,

The folirwmng flgUIe 5
multiplexers and DAA's.

51mp1e type of data connection,

‘illustrates some typlcal

In its

a terminal at the top left

(a) is connected through a private line to the data processing

computer at the right.

A modem is located at each end Qf the



line. When_many terminals located near each'other:(b)fare

to communicate with thé'centfal computer, their outputs are

fed to a'multiplexer (mux) whiéh concentfates all the data-

and sends it out through one modem. ~ Note the sav1ng in

modems and lines in this arvangement as compared with the number

that would have to be used if separate lines were established
for each terminal. However, when the terminals are not close

" to the multiplexer (c), then additional modems must be used

to insure the fidelity of the data signals. In-(d), connections
are made through a telephone company central office. If the

modems are from an independent manufacturer, the installation

needs data access arrangements as shown. Experience indicates
that when termlnals are sw1tched through an exchange then one
output line to the computer can handle three termlnals at the
input, thus allow1ng for'random online time of each termlnal

without 1ncurrlng exce551ve delays from busy 51gnals
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By Sylvain Louchez

THE BASIC PROBLEM of trausmitting

intelligence and successfully re-
covering it from an enviconment

_disturbed Dy noise has given birth

to a fascinating and relatively new
fiald - data communications.
A general conunuuications  sys-

stemn is shown schematically in Fig-

five essential
briefly de-

vre 1. It consists of .
elements, which are

©seribad below:

The Triernfion Sswyea can be
the homan voice, or digital words
stored In @ compuler’s memory,
photograph or a television picture,
anything  that needs (o be
trirsmitted,

he howce
vics that will faterprer the
geace and seoply waves or

Trowvdveay iy a do- .
inielli-
ennrgy

Qﬁ U ey i CInST

related to the input; for instance a
telephone microphone, a television
camera, a magnetic head in a tape

‘~1e(,c>1der and a photo clectvic cell,

are all source transducers.

The Chuumel Encoder can accept
the electrical siguals from the trans-
ducer and ransform or condition
them to a form suijtable for trans-
mission through the selected chan-
nel. Any interface or data-set, from
the simplest to the most -sophisti-
cated code’ generator, is an “on-
coder™, ' :

+ The Channel is the transnaission .

medinn; it s any type of telephone
line or cable or the atinosphere, in
the case of radio relay. Most often
the chaimel carries several messag-
es simultancously, -cach gemerated
from separate sousces. '

The ¥recader yecovers the signaly
which may have been corrupted by
noise in the channel. Tt 2an be 2

simple repeater, or a voice channel

separation network, or a sophisti-.

cated recelving multiplex -terminal,
with Dbuilt-in error deteciion and
correction logic,

The User Transducer

it.may be a loudspeaker, a tcletype

machine or a television sct,

Multintexing consists of combin-
ing scveral (hfmuxt signals, sending
them  thiough
and recovering them at the veceiv-
ing end. ‘

Sroed vers:

3 cout ~

From this point onwe shall con-
sider mainly ouc tolophone system
as the teansmdssion medium, [t s
accessibla o ol cud to Jate s the
moest cconomical wods of trensite
ting a consideruble amoent of fnfer
mation, Thepe i) i {net, every indi-
cation that smove and i

receives .
the proper signal from the decoder;.

the same channel,
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. data at many different speeds. It is

nesscs will be n‘lvmﬂ on diserete
data communications fux their cor-
respondence.
moment, a message sent by Telex or
TWX, costs about onc dollar
against six cents for a letter sent by
mail, However, speed is-of ptimary
concern and the cost per message
by Telex or TWX is constantly de-
creasing. Somc cstimates "project a
cost of ten ceats per letter by 1980.

If truc, we shall all be using a tele-

graph setvice within the decade.
The multiplicity of bandwidths
available permit the transmission .of

usual to- transmit, over an ordinary
telephone line, 600, 1200, 2400,

- 3600, or 4800 bits of information

per second, depending on the so-
phlstlcatxon of the modem (short

form for modulator-demodulator). -

As a result, data transmission sys-
tems (excluding of course, high

speed computer-to-computer  lines)

are designed as a ‘function -of this
telephone channel. :

The telephone system is designed
to transmit speech without undue

- distortion, The user expects intelli-

<

gibility, and ‘sufficient tonal qimlity

‘to permit recognition of the voice of
the speaker. lnlblhglhahty generally |

means that frequencies up to 3000
Hz (cycles/sec) must be transmit-

ted; but phase distortion is not crifi-

cal. In transmitting data, phase dis-
tortion within a given frequency
band is much more important.

The covnmen caryier structure
Amplitude and delay characteris-
tics of a typical voice-grade trans-

. mission circuit are shown in Figure

2. The Pass-Band is ﬂppxommatcly
from 200 to 3200 Hz, there is no
transmission at d.c. and virtually
nothing is transmitted at and above
4KHz (4 kilocycles/sce).

Twelve such  voice {requency
channels arc frequency mu]uple\gd

in the future. At the -

R SORTE SRTES PR LIS

Information "
Seurce

'—"\ Uouree

Transducar

N

TP XA SN N ST B

I\ f.'h;uu-.c'

AT T AN e e NN T o R

o

DD
Channel }Q_.__

theodie

.{;\fo‘rmotion At User <::-»-;-V-..

ser P\~ Tronsducer

Channel

Decodat

;«4,1

\ —

Fig. 1: A basic communication system

to give a basic group chaunel 48
juxtaposition  of .

KHz - wide by
twelve 4 KHz bands.

Amplitude Modulation translates
the frequency of a signal by modu-
latmg ‘(mixing) “a_ high fxoquency
cairier with the voice signal. This 1s

B

I.’}odulafing Currier. . Moddla!e‘d

Wave - ' ave Wave

Ep -

I

f'l

Ep Ea _Wave

Eo . "Envelope
Fig. 3. Amplimda Modulation: By
mixing the modulating wave (desired

Modulavlon indax m =

_ signal) with a ¢arrier wave, the carrier

assurmes an envelope that faithfully re-
ploduces the modulatiig wavé, This
is an additive and subtractive process.
For example, if the carrier frequency
is 100,000 ¢ps (100 KHz) and the
modulatuzg wave band rangés from
200 to 4000 cycles/ sec, then two side-
bands are set up — one from 100,200

to 104,000 KHz, the oiher from 96~~

000.10 99,800 KHz. Since each band
carries- ihe saine-information, one side-

band can be eliminated along w:lh‘,y
the cdrrier "frequency. to reduce the -

bandwidth by half. By re-inserting the
carrier frequency at the receiving end.
and “beating” it with the Single Side-

- band signal, the original inforination

extracted.

shown on Figure 3. and the corre-
sponding frequency spectra in Fig-
ure 4. The information contained in
either of the side-bands is identical
to the original..

side-bands needs be transmitted:

Only one of the-

TXRCICIIER vty

hence the 4KHz voice signal can be
sent as a 41K Hz bandwidth high fre-
quency signal and be recovered
after dcmodnl'\tmn

If a large number of voice chan-
nels use modu]atmg carriers of dif-
ferent frequencies the resulting side

“bands will use ‘different flequency
bands. They can all be sent together
and be isolated again fvem ecach
other by the use of filters. This con-
cept Is iltustrated in Figure 5.

The = amplitude modulation
scheme in this case is the SSBSC:
(Single Side Band Suppressed Car-
rlcl) Only one side band of the

LTIl

wan OIS AR R

fC= Carrier § Froguency
)'iodulaling Modulated
Wave Spectrum  Wave Spacteum » |‘ ¢
4

Al e A’ -

e, 1k A R

Fig, 4: This diagram s/zows the ampli-"

tude modulation - relationsivip of the
upper and Jower s:dcbun(.\ and how
the informaiion can still be trausmil-
ted by eliminating ove sideband by
usmg filters. :

moduiatmd . cattier:” is transmlttcd
over the chaxme] The carrier is also
- suppressed,. reducmg to a minimum
the energy carried in the channel

(see Figure- 6) At demodulation.
" time, the carrier is re-inserted and:
mformatxon is re-

the original
covered. )

Modulating’
equipment is expensive; but multi-

plexing -is essential to reduce’ the =

number of coaxial cables and mi-
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Tutorial .. .

_crowave links. These links, used at

their fullest capability, can transmit
up to 1860 channels. by Juxtqpos».,

‘structure,.

o 12 ¢hannels are translated to the.
: band 60 108 KII/ to form a group.

pergroup..

o5 groups’ arc tr:\nslated to. the .
‘band: 312-552° KHz to foun a-su-

8710 supumoups form a.. master»'
group (60 KHz to 3.1 ‘VIHL)

By . means of this - three—stage
bandwidths than-

wider:
the. basic telephone’ channels ‘are

. avaxlable' in particular the’ 48 Kz

‘band: With the advuht of fhe bic—
,turephone, the ‘standard 1 -MHz. .

channel,” named .. Telpak D should
alsa bccmm avaoilable in the future.
- Low-speed _data communication

" is now achieved’ through tdetypeu
-writer -channels, - which utilize, at a
~speed of 10 -five-bit chamctms per -

second abandwidth of 170 Hz. Up
to 18 sucli channels can'bé nulti-
plexed ~into one’ single “telephone
channel, although for’ practxcal con-

‘siderations a. full ‘channel is- often-

. tion is

group. band

tion of 4KHz bands. o
Figure 7 shows the L1 carrier
system used by Bell Teleplione. It
has been developed for coaxial ca-
ble transmission and is also used on

_ microwave radio systems, Tt is typi-

cal of several systems in use.
Note that the. frequency . transla-

accomplished 'in several
- stages: oo
B RN . ’
21 " Ch‘c;lnn~ls Channals

Comman

Tronsmission
16k \ Medium,
12§
sl

Chqnﬁuls 4131241

oy M ew ved e e e ve e S e T ‘ ce.

Channels -

Individual Voice

Cleeuits Circuits

"lg 5: I”y usmg a number of dsze)eui carrier frequencies:

in say voice transmission, the sume voice bandwidth (200

to 4000 cps) can be l)anslated to sepmm‘e portions of the

frequency. spectruin- befdre bemg applied’ to .a cominon
nansmnsmn ‘medium,

First Madulation Step _Second Modulation 5103

Modulation,  Carrier ' : ' Carricr.
Wave Wava HE Wave .
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0 4 12 ! tea
c i
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200 24 28 dB 52. 56 50
Frequency, ke

Fig. G: In SSBSC (Single Sideband, Suppressed Carrier)
meaedulation, the carrier and one sideband wre removed in
euch (/'mmol used, Nole at the left the transmission band
will be from & to 12 KMz and at the vight it will be 52 to
56 Kz A great many such channels can be accommo~
drm'd in t]l(. mml usable freqiiency spectrum,
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type is linked to a time-sharing

computer by normal telephone line,
a-simple drop circuit, that is, a pair’
. of wires, is all that is required if .

computer and user are in the same
city. In fact in most comections of
up to 40 miles, only drop lines, not

a multiplexing technique, arc em-

ployed.

The defects of the channel de-
pend on its type. Noise in telephone
_communications comes from many

“sources, such as cross-talk (interfer--

‘ence " from other lines), switching

noises, echo in long distance com- -

*munications, etc. :

Noise disturbances in all chan-
nels - sometimes occur - in-.. bursts;
which virtually ‘black out’ all trans-
missions, for a short interval of
timc.. Synchronization  betwcen
transmitting and receiving equip-
ment is then lost and must be re-
covered quickly.

When "a multiplexed channel is
demodulated, the high. frequency
carrier is rec;’eﬂted; A small error i
that frequency will.cause a transla-
tion of thc signal spectrum.

In Figure 8: -

CNTIT R ¥ S

Demodulation
PEA

0fLf oty

Fig. 8: This diagram shows how an
error of 01% of the frequency of the
reinsefted carrier at the receiving can
cause @ szemﬂcmzt translation . of rhc
voice bmm’

[, AR YT

f. 1s the original carrier frequen-
cy: (say. 6‘2 KHz).
f; is the lowest fxequemy of the
voice ngndl spectrum. (say 200
Ha)

¢ the highest frequency of the
voicc signal spectrum (say 3000
Hx).
fam=fot 11 lowest hsomncy of the
transmitted signal (68200 Hz).
fymifoet-far highcst frequency of the
transmitted signal (71000 Hz).
f', is the recreated cartier.
If an error of .01% is made in

He. ,

After detection using f’c, th(, voice
signal will lic. between: f/y==fy—f/ ==
©193 Hz and fo;-:f,~-f'c~_:2993 Hz.

All tu,quencxcs have been shifted
by a significant- amount,” even
though the rclative error in recreat-

- ing f. was extremely small,

Care, must be taken in transmit-

ting data through multiplexed chan-~

nels - affected by such frequency
shifts. -

As far
transniission

channels - are con-

cerned, AT&T has tariffed them as:
TEL PAK channels. In gu»h SCIVICO BT

the bandwidths are:
TELPAK A, 48 KHZ 1 gloup)
TELPAK B, 96 KHz (2 group)

group) .
TELPAK D, 1 MHz ldentlcal to

picturephonc channels

The Western Union Tclegxaph'.

Company also provides an-8 MHz

channel (for missile-tracking sys-

tems), using a radio relay system.
As further data

techniques "are developed, other

bandwidths will likely be offered by

transmission

- the flequcncy, or 7 Hz, flo = 68007 - f

“as the wideband d'lta_

the common carriers in the futuve.

~Picturephone will almost certamly;
be ‘the most significant device im-

plemented w1thm the fmcsceable
future. . S

-, Principles of data comnumications

This section deals with the prob-
lem of sending data through a tele-
phone * channel. Modems (some-
times referred to" as data-sets) are
designed to match the voice grade
channel :

Our goal is dcfmed as follows
given. a stream of m binary pulses,
arrange a signal to be transmitted
through a noisy channel and re-
cover at the other end the original

m’ pulses with an -arbitrarily set

maximum error rate.

. An"fp“tu!c{ -

TELPAK C, 240 KHz (1 super- |

Pulse e

ways be referring to the BASE-

BAND, Barlier, it was scen that the
medulation of ‘a band, say of: 200 to .~
4000 Hz by a carrier at 60 KHz,
gives two side bands,. symme rucaL

with respect to 60 KHz. The Lower

Side Band (LSB) extends from 56to’
59.8 KHz and the Upper Side Band -
(USB) fmm 60.2 to 64 KHz. This
~amounts to a simple: translation of

the frequency spectrum of the band,
Similarly, since a-telephone line is

~Band Pass in nature, we can define
a Bascband from 0 to a certain fre-

quency (for mstance 600 H/), and

“then:modulate it .with a carrier at:

. . Hl Itur,off -t :Frechncy
|

) Phuse

Fzg 9: This. dmgmmmancally ;cpre~
sents an ideal low-pass filter. -

I\IM/A |Vf’“\F"‘3""-D'
T 3T 4T ST
Fig. 1'2 Smc Function: Impulse re-
sponse-of an ideal low-pass Jilter.

P

" the center of the voice band (say

1800 Hz) for transmlsqxon thlough
the channel.

To consider this example, let us
assume that we have an ideal low-
pass filtcr (Baseband filter) as in
Figure 9. If we send a pulse
through it, the output is the familiar
sinc funcnon (see Figure 12). This
function has the. particularity of

" being zero at all times (k/2T), ex-

cept for k = 0, T being a period
defined by the baseband filter.

1 A g

‘ n ﬂ Ideal
.._.. et Low Pass

Time Filter

3
1

1-

2
1
}
YA\

ETSRI.. .

B T;Erk!wr'rinfe

f*lg 11 S(qlmllmg at speed ]/T pulses/sec through an
ideal low-pass filter shows how the response .of the filter
to pulses 1, 2 and 3 are the sinc function curves 1, 2, and
3 at the right showing zero intersymbol interference. .

Tn the nbxtuparagmph, I shall al-

Time-

3
2

e




In our-example:

Cut-off’ frequency of the base-
band filter = 600 Hz-~
T =1/ 600 sec: ‘
Sinc function zéro cvcry T/Z
1/1200 sec. :

It is now apparent that we can
conceivably send a: pulse thxough
that filter every 1/1200 sec. with-
out Intersymbol Tnterference (in
. other words, at that rate of speed,
the output of any single pulse will
not interfere with the output.of all
other pulses). An illustration of that
fundamental concept is. shown .in
Figure 11.

A Brud is a time interval durmg
which a unit of information is sent.
One pulsé per baud is transmitted:
the Baud rate in- our example is
1200, corresponding to 1200 pulses
per second,

From -this point the Bit rate (or
number of binary digits of informa-

tion) is easily defined. The height of -

the output wave at T out == O (see
Figure 12) is directly proportional
to the strength of the pulse — or
energy — applied at thc input of
~ the filter.

- 1If we recognize two mdepcndu\t
equally probable levels
stance: pulse or no-pulse) depend-
"ing on the height detected at the
output, we have one hit pet signal;

it is then said that the bit rate is.
“equal to the Baud rate (scc Figure .

13). If vie dlffcxcutmte bu.twr‘cn four

-

.

" Pulss :
1 Bit .
. 1 ' | Thieshold
.‘.‘.MD..... [/ ann - Leevel
Fig. 13: Two-level detection: One

level-of detection is pulse or no pulse.
The second level is if the output is

below a given threshold level — read:

0. If the output is abov ¢ the threshold
level — read 1.

RS TN TETAL EsY

—al independent and cqudlly prob-
-able - - amplitude levels for one
pulse. 2 bits of information can be
corgsiued - da that pulse (sce Figure

(for .in-

14). T h.is éfcatcs a bit rate of 2400

for a Baud rate.of 1200, In a tcle-
phone line, the use of a 2400 Hz
bandwidth means that a Baud rate
of 4800 can be achieved with 2-
level logic. Using a 4-level logic (2

bits: per pulsc), a bit rate of 9600 is’

possxble

Levels

Fig. 14:- Four. level “detection: Each
detection level corresponds to one of

the four possible conibinations of two
Bits are (ransgs’

bits of. information.
mitted in . four combinations — 00,
01, 10, or-11, These four cona’mons
.can be coded into pulses that effec-

tively double . the bit rate for a glvén
~line Apeea'

Pulse Width, as opposed to pulse

of ‘a cosine roll-off baseband filter

“with- linear phase (see Figures 15

and 16). The same basic concept
apphes.

' Amp]i!udo :

t
N N
o i
. 1

Phase
Fig. - 15: Cosine Roll-off Filter: Pre-

servation of pulse width is aclueved
by usmg tlus baseband lerer

;,{“,g

4g~ -

Cosing’
Roll-Off
Filtor

_”.J_f_

F ig. 16:')5)llsé width preservation .

N

Ny’quist originally -derived ‘those.

results. Figure 9 shows the ideal
haseband .- flltcl demonstrating the
Nyquist. criterion No. 1 or pulse
height preservation; .and Figure 15
shows the ideal
demonstrating the Nyquist. criterion
No. 2-or pulse width preservation.
Note that real filters —— see Figure
17 for.a real filter approximating
the ideal Jow pass of Pigure 9 —

“allow the realization of no-symbol

interference in an extension of this
theory, achieved i practice in the
4800 bits/scc ESE modem.

This signalling thieory applics’

only to.an ideal channel, free from -

Detection

HMDHIIM' O Fraquaney
mmmtz- Frequancy

baseband filter

Amp'i!ude\ A

3
Phasc

Flg 17 App)oxzmauon to an zdeal

low pass filter

noise. and dxstoxtxon The effect of
phase (and also’ amplitude) distor-
tion is to change the shape of the
output pulsc so that the .zerocross-
ings (see Figure 12) will not occur

“at the expected times and will cre- -

ate intersymbol interference..
" Intersymbol interference is not

encountered when a narrow! ‘band at

the cénter of the . telcphoné line is
being used- (i.e. for low. speed data

" transmission); - but equalization — -

- . R R X | .n .t. i A i
height can be prescrved by means O line conditioning ~ -of the line

becomes necessary for high speeds.
Henee the adaptive modem; at high

speeds (say: 9600. bits/sec). an ad-

justable — sometimes auto’nanc e

equalizer is part of the receiver, to -

compensate for chunnd distortion,

If the dommunication is to be done

on the switched- nctwmk where the

‘characteristics of the clxanncl being
useéd are not known in advance, the

cqualizer needs to be adjustablé,
Another. crucial, factor is the

“amount of noise in 111&, channel. The
‘signal to nois¢ ratio of “the sighal

power over the power of the noise

“must be known. With perturbcd

output there: is unccrtcunty in re-
covering the original information.
The maximuni possible capacity is
then: :

N

C(bits/sec) = w log. —111“ —

S .
W 10g9 - .
' Nk 1) _
.+ W: bandwidth of the channel (in
Hz) ‘ :
S: average signal power
'N: noise power

This forimula states.that if N == 0

‘(noiseless channel) the mnformation

rate is theoretically unlimited, ie. at
every pulse an infinite’ number of
pulse amplitudes of pulse widths (or
pulse phases in different modula-
tion schemes) are recognizable,
hence an infinite amount of infor-
mation is carried. With a Signal to

e s 5 i o i P8t e s Bt el 8 o b

s i e
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o
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Noise power ratio of 31 and - a
Chanunel Bandwidth of 3500 Hz:

3141

C o
1

5 = 17500 blts/scc

The price of a modem will neces-

sarily depend on its complexity.
Cost and channel distortion consid-
erations will normally limit the-bit
rate to .a somewhat lower figure.
Presumably the advent of Large
Scale Integration of digital circuits
- will allow the enginecring of more
complex networks for a reasonable
price and we are looking forward to
“a wider range of speeds available
ona tclcphone channel.

The  Amplitide Modulation
scheme of the common -earrier
structure outlined earlier allows us
to develop the Nyquist theory using
thc Baseband only because a fre-
quency translation is employed.
There are, however, many. other
modulation schemes, which do not

" involve amplitude moduhtlon The

frequency of the carrier can be-

f £,

X
AN B W
) Band | 1 Bond

Fig. 18: Frequency modulation. In-
stead of transmitting actual pulses
over the medium, a given carrier fre-
quency can instend be shifted for the
duration of the pulse to a higher or
lower frequency. This shift and its
duration can be detected and con-
verted back to a shaped pulse. If {,
is the carrier it counld be read as no
pulse present and the bit value would
“be 0. If f, represents the. frequency

produced. with a signal pre.sent its- bztA

valite would be ]

. Carrler
A
/ ‘\ /! 7“{ '/\\
‘;3 \1/
h b

Fig. 19: Phase shift keying (PSK). The.
plzme of « sine wave signal can be
advanced or retarded relative to an
original reference point through: -the
v« of phase shift networks,
than T — the bit value may be 1
e OF 3f ty ds grecter than T -— the
bit value may be O (or 1). :

-changed according to the signal
~ (FM); (sec Figurc 18) the Phase of
“the carrier can be controlled to rep-
resent a coded information (PSK' or

3500 logy ——mmm :_' 3500

If {l ls“

--= (50e
~do not

Phase Shift Keying

19). Such schemes lend

-themselves o baseband analysis;

direct analysis (sometimes quite dif-
ficult) must-be done.
Given . a fixed bandwidth and a

fixed signal-to-noise ratio, the chan-

nel capacity employing any one of

these schemes remains the same.
. The choice between these Modula-
tion schemes depends on such crite-

ria as:
¢ Simplicity of the circuits.

@ Convenience of use (ease of syn-

chronization with. the ocquipment
sending and using the data).

© Resistance of “each of the

schemes to partieular types of chan-

nel distortions. -
Most .of these matters are the ob-

jcct of active research at the present °

time.

eclnnques used: jn data commmuu :

catiotis

The most widely used lcchmques
used in the Data Communications

industry are as follows:

MODEMS

Modulation Schemes ~
o Amplitude Modulation:
(Singte Side Band) is used very

widely becausc - it makes. efficient

use of its assigned bandwidth.

o Its lmplcmentatxon in modems is
the VSB schemc (Vestigial  Side
Band).

. Frequency Modulation (FM) and
I’,hasc Modulation (PM) are attrae-
tive when simplicity of equipment is
required. FM is invaluable for low
speed data transmission, because

the bandwidth it requires can easily -

be provided. Tt resists some channel
imperfeetion such as amplitude var-

- lation. Telctype’ systems often use

FM modulation.

Phase-Shift .
mathematically

Keying (PSK) is
identical to FM.

However, the distinction lies in the
- difference "between the equipment

required to detect frequency and

- phase variations. PSX has been em-.
ployed  in high- frc,quencv applica-

tions where fadmg is” a’ problen.
The receiver derives its information
from the phas\ difference between

two successive pulses. If the pertur-

bation is slow compared to the in-
tervals between pulses,

Figure .

‘sec) the operdtion: of - the,

o
- SSB

“successive |
pulses will be disturbed by the same’
"_amount and the information will be--

_required successfully.

~ Quadisinre Amplitade Mﬂdul.}-,

tien (QAM), a HLI]CII](, mCt,ntly im-
plemented by ESE Ltd:,
cally as cfficient as VQD

The message is dmdcd‘ into two.
halves and each half is used to gen--

erate a different bascband swnal

“is theoreti~

The first baseband modulates the = -

carrier and the sccond one modu~*
lates the carrier in qmdratme with

the first one.
The resulting signal is a combi-
nation. of the two basebands, and

has theoretically the same band-

width and the same information

" content as a signal ‘obtained thh a-

VSB schcmc

Types of Ox)emia(m _
At low speeds (up to 1800 b1t5/

can be asynduonom The transmis-
sion speed is allowed to vary within
certain limits. At speeds at and
above 1800 bits/sec the receiver
usually expects data at a.fixed rate;
sync}nouous operation of the.mo-
dem requires joint timing of. trans-
mitter and rceeiver.

Line Condifioniug must be used

tablished, which can be compen-
sated onec and for.all by equalizer
networks.

An adaptive modem is oftf‘n re~
quired on the switched network and

as its price goes down with the ad- -

vent of more efficient techniques
and cheaper iitegrated - circuits;

these modems will be widely used. -
lhe trade-off between speed and -

price is dramatized here:

A 1200 bit/sec modem co;ts
about $800. :

A 2400 bit/sec. modem: costs
about $2200.

A4800 bxt/sec non adaptnc mo—A

dem ‘costs about $5000.
A 4800 bit/sec adaptlw modem
~ costs about. $12000

COMMON CAI’\RIER

- Multiplexing methods
Frequency Division Multiplexing

can be composed” of  frequency
bands. coming from Amplitude

“and/or Frequency modulated car-

riers. In FM, the frequency. spec-
trum being used s a function of an

arbitrary modulation index; the fre--- -
quency deviation is plOpOlthIml to -
.the . amplitude of the siunal.

The

modem -

“1on- adaptwe circuits - in- high -
speed applications. At the present’
. time, dedicated data eircuits are es-
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o function of that index.

(4s Bandwidth increases,.
noise imnwnity) by varing this in-.

Tutoriul

bund occupancy of an FM signal is
Indeed,
this 1s the basic advantage of FM:
the ability to exchange ‘bandwidth
occupancy for._ noise performaice
so - does

dex.

Time  Division »I\'Iul_ﬁp!exing:
TDOM works on the basis.of .allocat-
ing ‘time slots’ to cach channel
rather than whole frequency bands.
Figure 20 illustrates’ thc conccpt of
TDM.

A sine wave must be S'm'lplCd at

least twice during .cach cycle in or- .

der to reconstruct it accurately. at
the receiver. If the highest frequen-
cy to. be transmitted:is' 4 KHz, the
minimum sampling rate is 8000
samples per second,. or one . every
125usec. According to the length of
each transmitted pulse, the “space
between pulses can be used for oth-
er channels. : ‘

In theory the number of channels
possible per cable is equal whether
using Frequency Division Multi-
plexing or Time Dijvision . Multi-
plexing; but the tlmnw cqmpmcnt
required for TDM is very critical.

The three modulation sehcimes
commonly employed in TDM are!.

PAM (Pul';c Amplitude” Moduia~

tion).

PDM - (Pulse Durat[on Modula-

tion).

PPM  (Pulse Posmon Modula-~

tion). Figure 21 shows the princi-
ple of these schemes.
PCM — Pulse Code Modulation

— is a 2-level PAM scheme: dis-

crimination at the receiver is per-

* formed between pulse and no-pulse.

For instance, if the riessage. is an

“made.

analog signal, the sampled values

are coded into anm arrangement of
several binary digits (0 for no-pulse

and a fixed amplitude for -pulse).
m pulses will represent 2 2m different
finite levels in the original signal.

Quantizing must be acco_mphshcd'

as shown in Figure 23. This PCM -

is cfficient in overcoming noise and

It is apparent that; as in the im-
plementation - of Multxple*(mg, the
extra- cquipment required’ at cach
end -of the lind will pay for itself
- many limes over,

Conclusion
1t is hoped that the success of the

' new communication devices, such:

interference, as degradation of the -

-'shape of a pulse lel not ‘affect the

message. - PCM  schemes are .em-
poned in- tr'ms'itlantlc cables. e

THE CONCENTRAIOR ,

As the load - incredses on the
communications network, research
installations ave increasingly prob-
ing the problems of efficient - path-
finding and full usage. _

Data communications are’ bemg
developed :to -the point where " effi-
cient use. of existing lines can be
This is largely due to the
current development of the concen-
trator. - -

The concentrator is. a small spe--
cial purpose computer that will-

send and receive data fo and from

several users at the same time using .

user qccoxd.nsr

_the same line, allocatmg ‘time slots’ -

“to  each to ‘the

amount of information that is sent -

~or received. Buffers will store some .

messages for a short- time if many
users at one particular time want to’
send data, -

Snmlmly, in a tmnsatlantlc cable,
two pairs of wires are required per
conversation, even though, on the

“average cach circuit is-used. at 50.

percent efficiency in each direction.

. A concentrator, using the lines: at

100 percent  cfficiency ~in each
dircctioit will permit twice as many
conversations with the same nwmnber -
of wires, .~
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. Amplitude

as adaptive modems and concentra-
tors, in cutting costs and. imploving
efficiency in the data communica-~
tions field will have a far reaching
effect. In spite of inflation, we may.
~well see, someday, .two bits worth
less thm a qumter. B

i
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Fzg 21: This illustrates the kmd of
puilses’ transmitted in. time -division
mnlnpleung using various modula-
tion schemes. If (@) is the sine wave
to be transmitted,” (b) shows what
PAM (pulse amphtude modulation)
would. appear like; (c) PDAM (pulse
‘duration modulation); (d) PPM (pulse
- position modulation) and (c) PCM
(pulse code modulation).

Actuol Signol Wave

Quantized Weve

Time .

Fi g 22: Quannzm-” of the or:gmalug—
nal for PCM iy auamphshcd as
shown. The andalog signal is sampled
~and coded. into an arrangement of
binury digits to indicate the mnphtmle
level, This wransinission system is ef fi-
cient in overcoming noise -and is used
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share the same fransnission med i but at different iimes.
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Because the public telephone network was designed only for voice:
communication,. problems arise when data communication is
attempted on this same network. Data waveforms can be converted
for ease of handling but it is difficult to maich the discontinuous flow
of data from a terminal to the conimuous flow of mformat:on in ihe

commumcat:on channel

“

Harry Rudih, Jr.

Despite the rapid advances in many régions of data

transmission, there is a rapidly growing number of ap-
plications for which existing data-transmission tech-
niques are inefficient. A look at the status of data-
transmission development indicates that, although a
very successful campaign has been waged to map the
data waveform -into-a waveform ideally suited for
transmission on the communication channel, very
little has been done to match the often discontinuous
flow of data from the terminal to the continuous flow

‘of information in the channel. Combining randomly
occurring messages from several sources into'a more ‘

“continuous flow is described by the mathematics of
traffic theory. Although this theory has been exten-

plication of traffic theory,” the multiplexer—concen-
trator is examined. In the author's opinion, it is in this
area:of appltcauon of traffic theory to data communi-

opments-in data transmission will be made. To be
sure, some work has been. done, but it is relatively
l:ttle when the gams that can be made are conszdered

IEEE spectrum FEBRUARY 1970

atig n th7ﬂt many of the morg significant future devel-

e—

IBM Zurich Research Laboratory

" The public telephone network naturally enough, was

designed only with voice communication in mind. The.

result of this design is that efficient data communication
over the telephone network is difficult to achieve be-
cause-a number of factors that do not affect the quality

- "of voice transmission seriously impede the flow of data.

Delay distortion in the frequency domain is an example
of one of these phenomenons

A tremhendous research and duvelopment effort has

.been made to overcome many of the restrictions im-

posed by the voice-communication network. The bit

“rate (and the reliability) at which data can be transmitted
. has been markedly increased within the last few years as
\ ‘ " the result of such technological advances.
sively applied to speech traffic, it is rarely applied to
“data traffic.. As a specific example of the gains in -
channel efficiency that can be had through the ap-

strange and fascinating -aspect of this effort is that it
has been carried out almost exclusively in the domain of
signal design. That is, rescarch has been almost exclusively
concentrated on the development of techniques that con-

* vert the data waveform into another waveform that will

casily pass through the transmission channel,
However, the public telephone network was designed

- not only with the voice wavelorm in mind, but with the
statistics of voice communication in mind as well. Al- -

though it has been Wcll-mcognizcd that the telephone

But the’
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network is not suitible for transmission of many pure
datat wanvelorms, the assumption is usually- made (albeit
taeitly) that the statistics of data communication allow
direet transinission of data over the. telephone -neét-
work. This--more often thin not—is a bad assumption.

Trallic theory is the study of the statistical flow of mcs-
sages ind this theory is largely responsible for economical .
voice transiuission as it exists today, In fact, the de-
velopmient ol the theory was motivaled mainly by tele-
phony itself. Unlortunately, traflic theory is only now be-
ginning to be upplu.d to the ddtd-(.ommumcdtlon prob-
fem,

In this article, the prt.bcnt du u.tion of data-communica-
tion development and possibility for improvement is
assessedt in a cursory fashioil, Next, the efficiency of con-
versational and interactive data-communication systems
is examined, Finally, an example (slightly rigged to be
sure) is considered to illustrate the gains' that can be
made in certain circwnstances, The point of the example
is to show that there are cases in which tremendous in-
creases in channel ellicieney. can - be made by taking
wallic statistics into acc.ount

Recent developmenis in data transmission

Recent developmentsin data transmission can be
divided into thiee arcas: modulnuon tt,chmquu qulclllld-
uon techniques, and error control, -

The term “modulation techniques™ is used in the most
general sense—i.e., the'modulation process is that process
which maps the data signal (ofteri digital) into a form
that is suitable for transmission over whatever trans-
mission facility ‘is at hand. It might include serial-to-
parallel conversion, translation from baseband to a
higher frequency, and band-limiting mwethods, There
are two techniques very risuch in vogue. ‘

The first modulation technique is multilevel baseband
transnmsmn combmed with vestigial sideband modula-

tion.*? Multilevel” transmission permits sevéral bits to

be sent at the same time so that hxgher speeds may be.
achieved. The vestigial sideband modulation is a'good,
practical approximation to achicve the spectrum utiliza-
tion efficiency of single-sideband modulation, =

A sccond technique is that of partial response.® In

this technique a correlatxon is mtroduced between what is

FIGURE 1, Simplified data‘-communication i:omplex._‘_

transmitted at one signaling ‘instant and one or more
other signaling instants, with the result that various
speetral shapes can be obtained.” Praetjcully, the ad-
vantugo of this family of Lechnigues is -that it permits
transmission at new combinations of speed dnd sensi-

" tivity to noise.4

The (lLVLIOj)antS in modulatxon techniques have per-

. mitted very eflicient design of modems that convert the

data signal into aform ideally suited to a specific, known
communication charinel (the average. telephone channel,
for exdmple).- Unfortumtcly, the difference between a

-specific channel and the average channel can be quite

large,-and this difference (in addition to manufacturing

“tolerances) was the inajor hindrance to cfficient data com-

munication uhtil a few years ago. 1 he development of a
variety of automatic cqualization techniques has since

" removed that hindrance.®? Using these techniques, it is

possible to compensate automutically for the variations
of the, individual .channel and also thc mdnufdcturmg
tolcrances.

One of the more up-to- ddlL devu.us 1‘01 thxs ap-
plication is the tmn.svusdl‘ filttr, It provides a -dynamic
and flexible approach to the problem of cyualization and

- 1§ wellsuited to adaptive as well as automatie operation,

qualilying it for use when distortion is time variable.

A very large peréentage of the literature devoted to
coimmunications and information theory concerns vari-
ous coding and decoding techniques. for the detection
and correction of: errors incurred in the process of data
transmission. It is posmbic to duswn a data-transmission
systém that operates with a very high speéd but with

“an undcceptably high error rate.t However; by using a
small percentage of the transmitted information for the’

insertion of redundancy, a disproportionately large gain
can be made in the reduction of the error rate:-Un-

“fortunately; the coder and, particularly, the decoder in
“the. vast majority- of cases described in the literature
‘are prohibitively expensive. However, these techniques
‘can be both practical and economically reasonable.®

The techniques just described have been put into

. practice in the case of the telephone channel, and the re-
-sults are truly impressive: For example, it is possible to

transmit ‘at. the rate of 9600 bits per second (b/s) over
carefully prepared leased lines.10 Also, very .extensive

. FIGURE 2. Efficiency of some data-communication sys-
.“tems—dial and transmit (computer processing included).
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tests have been made over the Direct-Distance Diafed
(DDD) network to prove the reliability of 3600-b/s
transmission over unprepared facilities. 1 Experirental
work indicates the possibility of still higher speeds over
the DDD network. Unfortunately, these units are very

complex and the complemy scems to increase rapxdly .

with speed. .

The qtmuon should be aslu,d “How much room for
improvement is there?” Shannon’s theory!? provides
the answer for crror-free transmission in a white-noise-
only environment in terms of the following equation:

C = W logs (PIN + 1)

where ¥ is the channel bandmdth in hertz and BIN is
the signal-to-noise power ratio. Estimating. the band-
width of the voice channel to bé 2400 Hz and the signal-to-

noise ratio to be 30 dB results in a very rough approxima-

tion of the channel capacity; C equals 24'000 b/s. There
is, then, room for improvement, but not very much. What
progress there 1s to be made in this dircction is apt to
come at great cost. This is not to say that the advent of
large-scale integration (and With it the promise of eco-
nomical digital- and active-filter technologics, for example)
will not sharply reduce the cost of modenis even ‘more
complex than the ones produced today. However, there
may wetl be a mon, proﬁmble dlrccuon in which to carry
out fesearch.

In summary, much eftfort has been expended and much

success has been had in matching the transmitted signal
waveshape to the channel’s characteristics, In the voice-
communication-channel area, excellent work has been
done in making the data waveform look like the speech
waveform so that it will easxly p'\ss through the channel
designed for speech. :

Data-transmission system efficiency
As long as thé flow of data is continuous, the con-
ventional data-transmission system performs very well

xndFed But when the flow of data becomes nonregular or
. random, the data-communication system can be rather *

inefficient. The vast majority of research and development
efforts in data transmxssxon have been devoted exclusively
to the case of continuous or mnearly continuous data
flow. A look at one of several books devoted to data
transmission will verify this, 1314

Unfortunately, there is a rapidly growmg_»number of
applications in which the flow of data is far from con-
tinuous. One example is found in a large inquiry system,
Here, several remotely located or satellite terminals make
requests to a central computer—perhaps to ascertain a
customer’s credit, 10 find out if a seat is available on an
aircrait flignt. or to check the inventory of a ceriain
flem. Botn the request for informaiion and the required
information are usually very short messages; further,
these short messuges are very lxkdy separated by long
idle-time periods.

Another example of discontinuous data fiow is the use

of a time-shared computer, perhaps for scientific pro- .

‘gramming. In this case, the likelihood is that a com-
munication channcl will remain idle for long periods of

time while the programmer’ or the computer ponders .-

some aspect of a problem.
One way of characterizing the continuity of data com-

munication is by means of message length: Given the -

message length, the bit rate of the communi_cation chan-

Rudm—-—-—Data transmission: a dxrecuon for future dcvelo;;ment

5 seconds. to represent a conventional,

o

nel, and the tinie required to set up the connection, it is .
possible to determine the efficiency of a communication
system in terms of the percentage of time actually spent
tmnsmmmg needed mformatmn The efficiency M is,

) glvcn by

Time requm.d to transmit the information.

T —

Total time required to make the connection .
and’ lra‘lnsmit the requiréd\information

For the very simple, smglu-qwnch communication system
shown in Fig. 1, m can be plotted as a function of the

-message length for assumed switching time ‘and rate of

transmission as shown in Fig. 2. Two data rates are as-
sumed: The 1-kilobit-per-second (kb/s) rate is taken as a
fairly representative number for many data modems

“capable of operating on_ the Direct-Distance Dialed
“telephone network; the 50-kb/s rate is taken as repre-

sentative of a wide-band data service or of a smgle~
pulse-code-modulation voice channel., . :
Two sthchmg or interconnecting times are ass umed
mechanical
switching system and $ ms to fepresent a futuristic solid-
state switching system, s (It should be noted that these
switching times include the processing time of a com-
puter used to control the switch itself.) Combinations

- of these parameters and.a specified hlcssage length de-

termine the efficiency.® The results of this simple calcula-
tion are shown in Fig. 2. It is clear that in many cases of
interest the efhcxe,ncy is indeed low., Of course, this is
not the only criterion of goodness that exists for: the
evaluation of a communication system.

In the face of such tow efficiency, there is another path:
open to the user. Rather than reestablish the connection
for each call (and thereby suffer the penalty of connect
txme), the user can establish the call only once and ac-’

¥ The combmatxon of 1- kb/s transmission specd and 5-ms swntchmg
time does not appear as-it is an uarcasonable combination. In
the 5-ms period there is insufficient time to transfer the information

. necessary_ta establish the call, even at the 1-kilobit rate,

FIGURE 3, Efficiency of some data-communication sys-

tems—hold and transmit—at a 1-kb/s data rate.
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cept, instead, thepenalty of holding time between mes-
siages. when the hm is idle. A simple caleulation car also
be made for this cuse whm, the t.lhcmu,y e 18 now des
hmd as tollows : -

Fum réq ml to transmiit the i

_ Sum-of cht’d},u hol
and time ruquupd to transnnt information -

The L}ﬂlClLl}C)’ i I8 plom_,d as a function of the average:
message length for o number of assumed holding times

between transmissions in Fxg. 3 A d'xtd-tr'lnsmxssmn rate
of 1 kb/s is assumed;’ anothier set of curvés could be drawn
for transmission‘at-50 kb/s with o corruspondmw degrada-
tion in cfticiency. Again it is seen that the dﬂmenaes are
not high for many cases of interest. .

The recognition of such inefficiencics is not' new. In a
forward-looking paper?® published in 1961, the authors®
caleulate a “system utilization index” or efficiency for a
spcciﬁc system of some 2 percent,. Unfortunately, not a

~ great deal has happened. in the intervening period. For

example, a very recent ('md very timely) paper. by Jack-
son‘and Stubbs gives a range of 1 {0 5 percent for the com--
munication -efficiency of several multxaccess computer
systems., 17

So far, only the point of view of the commumcauon
user has been considered, but the present state of affairs
is also a.source of difficulty to the ‘communication sup-.
plier. If the customer chooses to operate in the-fitst mode
(dial and transmit) and makes many such transactions,
the computer that directs the switching in a modern ex-
change may become overloaded. If the customer chooses
to operate in the second mode (hold and transmit) many
trunks are blocked for very long. periods of time, Thus
there is pressure for change from the commumcanon
supplier as well. 18

These inefficiencies are all a result of the nonuniform

character of data flow or, in other words, the traffic

statistics of data. The job of converting the often discon- -

tinuous data waveform into a continuous waveform
suited to the transmission channel’s capabilities has been
well done. The job of converting the often dxscontmuous

_traffic pattern of data into the contintious flow of in- -

formation in the transmission channel has’ barely been
begun, ‘

Some approaches toa solutmn

In order to discuss and. compare several solutxons for
the problem of data communication with random-mes-
sage flow, these solutions will be discussed with. respect
to a specific system—that shown in Fig. 1.. The -geo-

giaphical distribution implied in Fig. 1 (a cluster of ter- -

minals far removed from a common destination) is chosen
to emphamze the gains in efficiency th'\t can be made if

circumstances are ideal.

Although the geographical clustering of terminals in
Fig. 1 may secem arbitrary, such clustermg is commonly
observed.!? Yet another system might be one wherein
communication costs are negligible and no extra hard- "
ware costs are warranted to reduce already negligible
communication costs.

Obviously, what is necded to - xmp:ovc trunk-line
efficiency is a technique for combining the communica-
tion nccds of many terminals (when this is feasible) so

that the total data-communication flow becomes more
regular and the commumcatlon capacxty of the trunks

u,n lmnsmxsslons b

better utilized. In fact, this approach has been taken in
some nopvoice transmission cases, but infrequently and
for: relﬂtwuly long messages—telegraph messages, for

“example. 20

The. most straightforward approa(,h is:the use of a
pure nmltmlcxmg technique. Multiplexing is here de-
fined asa lcchmqu(, that assigns pomons of the channel’s
capacity to-various sers on'a ﬁxed a pnorl basis. -A
mulnploxcr has the same total mput and output capam—
ties determined on an instantancous basis. ,

The channel capacity can Be subdivided either in fre-
quency or in-time. Compared” with transmission on an’
entire trunk, cach terminal “sees” a reduced capacity. -
When this reduced capacity can be tolerated (for ex-
ample, when possible resultant delays are 1easonable),
the restriction on trammlssxon rate itself acts as-a filter
to smooth the varymg traffic flow. Since several termin-
als C'm use the same trimk, unhzahon or efficiency is
hxghcr

Frequency-dxv:sxon multxplex (FDM) is a well-used
technique in the telephone system.?! In ¥DM, a segment

_ of the chaiinel’s frequency range is allocated to each sub-
_channel. The other multiplex possibility is time-division
- ‘multiplex’ (TDM). This is the approach used for sub-

dividing pulse-code modulatlon channels?® émd in which

. time: slots rather- than frequency slots are assxgned to

subchannels or terminals.
~ FDMs and TDMs are made by a number of manue
facturers for subdividing the voice channel mto anumber

. of low:speed data channels.

A’'more flexible system can be had by usmg concentrat-

., ing, as opposed to multiplexing, equipment. “Concentra-
_tion” is here defined as the assigning of the trimk’s
capacity on a dynamic ot demand basis. A concentrator,

however, may have more mput that output.capacﬂ.y and
$0°rmay generate errors.
A’concentrator can be simply a: relatxvely fast switch

‘that oonnects the various terminals, upon request, to the

lines ‘or trunks leading to the- information-processing

" unit. The switch c¢an be made -to function very rapidly
- because it has a very limited number of customers and .
meed only perform a limited number of tasks for these

" FIGUREA Message-mult_iplexersystem. .

1]
1
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customers --in contrast 'to a conw.n(iom__x] telephone ex-
change. : -

If two mus.xgu rOQUIre lmnsmmxon at {he same time
in this approuch, one must wait until the other's trans-
mission has been completed. One such system has been
described by ) Walson,*¥ The Bell System has recently
announced DATREX, Y which performs a similar function.
Devices such as these are essentially line-switching con-
centrators.

Alihough the line-switching concentrator permits signi-
ficant improvement in the utilization of transmission
facilities, it dous have its limitations, This is so because
it is restricted to sctting up-a line connection and main-
taining that conmglion until the entire message, includ-
ing the possibility of somu idle time, has been transmitted.
Other messages cannot be accepted by the concentrator
switch until the first message has completely cleared the

system. The signaling techniques (used for specifying. the
_connection path and end ol message) are conventional,

thus limiting the connection speed,

A system that is capable of higher transmission cﬂicxcn- .

cies is the multiplexer—concentrator with buffer storage,
shown in Fig. 4. This system has three main features:

1. Signaling (vonsisfing only. of  the address of - the’ .

calting terminal) is handled by the n1ullxpluwr~concm-
trator and at the trunk’s bit rate: .

2. The messages are of fixed length but can be very
short—perhaps only a single bit or charactur——and each
mu,sayu is addressed.

3. A queue or waiting line lor messages is provided so
that every terminal may make the assumption that the
systgm always has room for another message.

As a result of these features it is clear that this system
also has several disadvantages.

First, the maximum efliciency of the system is hmited——

a result of the fact that the address is transmitted with

each message. If, for example, five bits are used to repre- -

sent the miessage (a single character) and there are 32 =
2% termninals, the maximum attainable cfficiency is 50

. percent (five information and five address bits). In con-
trast, the line-switchiitg concentrator may approach 100

per,i:ent, but ponly for very long messages. A glance at
either Fig. 2 or 3 reveals, however, that 50 percent or
even 17 percent (if the message is a single bit in the
example above) is a relatively high efficiency compared
with that of many conventional systems.

Second, the system is not a very flexible system be-
cause of the heavy depcndmce of efﬁcxency on the num-
ber of addresses. ' :

Third, since the queue niust be of hmxtcd size in a
realizable system, there is a definite prolmlnhly of error
in this system. This is a key parameter and will be dis-
cussed further.

The notion of such a multiplexcr-concentrator is not
new.!s In the field of digital computer input-output
systems, a particularly large effort has been made in this

arca. In fact, such an approach is mandatory if a com- -

puter memory is.to have the capability of communicating
cfficiently with card readers, punches, printers, disks,
tapes, and terminals.242 The preoccupation of the de-
signers of these internal’ multiplexers for large digital
computers has been to provuh. the most ellicient use of
the computer’s memory in an cfort (o minimize the
interference of the communication process with the in-
ternal operation of the computer, What would seem de-

Rudin—Daia wransmission: a divection for future development

complish a great ‘number of othe

sirable in the case of the time-shared computer system is

_the exlension of the multifilexing from inside the com-

puter to a point closer to the remote terminals so that

the communications facilities canbe (,lhucnlly shared as -
_well as the compuiter’s memory is.

Some work has been done in this direction by es-
sentially using a full-size digital computer to achieve
multiplexer-concentrator performance as well as to ac-
services simulta-
neously. 22 Some computer mdnuﬁctururs and some
manufacturers -of peripheral computer - equipment do
provide . remote multiplexer-concentrators that arc em-

ployed to inctease communication efficiency. (Un--

fortundtely, the design of such units is:apparently con-
sidered highly proprietary and very little information
appears in the open literature,) IBM, for example, has
models 3967 and 3968 in.its product line. These units,
as well as the IBM model 2905 (which has recently been

“described in the literature®), can serve as multiplexer—

concentrators,

A closer look at a multiplexer<concentrator
A specific form of the. multiplexer-concentrator with

buffer storage provides an interesting modet for closer”

examination  and demonstmtlon of increased com-
runication channel cfficiency. “The messige length' i

chosen as short as possible, i.c., a single bit or a singlé .
character. This author has recently been engaged in a

study of the statistical behavior of such a model. 2

This niultiplexer~concentrator is an interesting model
because it represents an extreme in simplicity and attain-
able elficicricy. The system examined here can be thought
of as purha ps the most primitive message switch? because
the messages are all of the same and shortest possible
length. Also, the “header” (which identifics the message)
has the shortest possibie length, consisting only of the

address. Exa‘mination of this system, then, should pro-’
vide a kind of lower bound that can be improved upon

by more sophisticated systems of the future.
Although the multiplexer discussed here provides an

interesting model for study, it also  has a.number of

practical advantages. One advantage is that the multi-
plexer looks like a variable-speed terminal to the user:
Whenever the user wants to deliver a bit or a character,
he may. This is important, for example, in the case of re-
mote display of computer graphics where the need is for

a burst of high-speed data followed by a long quiescent,

period.® Another advantage is that, in addition to shared

_costs for expensive trunks and modems, a vuy powetful

crror-control unit might be shared as well,

A high attainable line utilization or clticiency results
from the statistical averaging process of the many ran-
domly operating input terminals. Specitically; it is the
inclusion of memory that ailows the messages to collect
randomly in a queue for subsequent transmission at a
regular ratc on the trunks.

As stated carlicr, it is necm.ssary to limit thb size of this

queue in any physical device and it is clear that such a '

restriction introduces the probability of error. A question
that must be answered immediately is, “How large must
the memory be to achieve a high informition-transmission
eliciency and at the sanie time maintain a low probability
of ervar Ironyoverflow of the queue 2 IT the menwory must

be extreniely large, the syslum is unre: wonable from the

econoinic pomt of view,
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In the work mentioned mrhu"‘ suuh an analysis wis
made assuning 1h\1L'

i. The messages (o be transmitled are of conxtant
length in agreement with what has been stated here.

2. The nuwuber of terminals connected is finite (specifi-
cully, 15 in the enrves shown hu‘u)

3. The maxinum queue tength is sl)uuln.d

4. The number of messages arriving dtmm; the tmns-
misston period of one message is binomially distributed;
the terminals operate independently,

The results of this analysis are most encouraging and
are- shown for a single trunk-in Fig. 3. The probability
of message loss or probubility of crror is plotted as a
function of the maximum allowable queue length, Three
curves are drawn: for varyxm, tevels of channel utiliza-
tion p.

The channel uuhmuon p is simply the percentage of the
time during which the chanael is ¢ urying data. The over-

all chiciency of the system is thus determined by multi-

- plymyg the channel utilization by the percentage of useful
information in the data, For example, for p = 0.75 and
the five information- and five address-bit message men-
tioned carlier, thi overall efficiency is

= (0.75)0.5) = 37.5%

‘The memory capacities indicated by Fig, 5 are quite
reasonnble in the light of what is expected by contempo-
‘rary data-transmission standards that often have an error

® It has recently come to the author's attention thata study simitar
10 that In Refh 29 has been made—using somewhat different
assumptions—ih a paper by W, W, Chu, 3! .

FIGURE 5. Probability of error vs, qum}o length for 16
independently. operated input mrmmals dmi thrne utilizae
tion factors.
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rate of onc in 10% The crror rate in the multiplexer—
concentrator, for example, could be held to one in 108
with a maximum queue length of about 70 miessages cven
for the very high trunk utilization of 90 percent,

In addition to providing the desired smoothmg-of‘ data
flow, the memory must introduce delay. It is, of course,
important to make certain that this delay remains within
reasonable bounds. Figure 6 shows the average waiting
delay (in rolation to the unit time required to send a single
message) as a function of the maximum allowable queue
size., As in Fig. 5, three valucs of utilizdtion are indicated,
It is evident from Fig. 6 that, even in the case of hxgh

-utilization, the delays are reasonable,

As a summary, consider a system consisting of 15
high-speed (1000-b/s) terminals  clustered together and
connected by 2000-bit trunks to a distant information
processing unit, The terminals can operate at 1000 bfs

but do so only 6 percent of the time (producing uni-_

formly distributed, smgluchamctex messages) in an in-
dependent fashion.

One communication possibllity is 15 separate lines with
anassumed error rate on the trunk of one in 109 messages.
Alternatively, two channels can be multiplexed on cach of
seven channels, reducing the required number of trunks
to eight. Through the use of a multiplexer-concentrator,
all th(, wxmmals can be mxmd by a smgle tmnk witha

R

Number of Probability of a
System - Channels Message in Error*

1,000 X 10-*
1.000 % 108

Direct connection 15.

Multiplexer-concentrator
with 20-character buffer 1 ©1.001 x 108
*Approximate error -rates, The exact calculatnon of probability

of error in a message would depend on the details of the trans-
mission system. } .

FIGURE 6. Average delay vs. queue” length for 15 mput
terminals and three utilization factors.
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negligible increase in ereor rate, if the bufier storage hus a
capacity of some 20 characters. (Characters, cight bits in

size, are given four-bit addresses so that the channcel

“utilization is 0.675.%) T'xbh, I provides a comparison of
the systems.

This example is only an indication of what cun be
achieved by a very simple systum under ideal circums-
stances, Efliciency, it must be added, is not by any means
the only criterion of goodness for such a system. Ideally
the entire system should be optimized, say from the point

of view of cost, taking careful account of the traflic

statistics. There is room for much effort in this area.

Conclusion :
The purpose of this article is not so much to present a

. solution (it1s not a new solution) as it is to cncourage dis-

course and further work in the data~transmission arca.

_ Considerations indicate that there are tremendous gains

that may sometimes be made in adding trallic considcras
nons to the popular signal-design considerations, which
represent the bulk of the current efiort in data-trans-
mission research.

When pulau-codu modulation becomes w1ddy avail-
able, thereby increasing the datastransinission capacity of
the voice channel by a factor of roughly ten, the mis-
maich between low-speed terminals and channel capacity
will become even greater and thic use of multiplexing-
concentrating techniques may well "be even morc de-
sxmbk '

® The total number of message bits that each second flow into the
trunk from the output of the 15 terminals is: 15 wrminals X 1000

. bls per terminad X 0,06 udilizationn = 900 bfs, Since each cight-bit

character is accomipanied by an additional four-bit uddress. the
trunk must carry an extra 450 b/s, The total trunk load'.is 1350
b/s whereas the total space available is 2000 /s, The ghmmd
utilization i is, therefore, 0.675.

The author is deeply indebted to- many of his colleagues for
exciling discussions_on this subject, Particularly, the author wishes
to thank H. R, M»ucller, E, Port, and D, Scitzer. .
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Although digital ecommunieations.emerged in its present

form in the early 1950s, much of the terminology and -

basic knowledge derive from the old art of telegraphy.
One result of the carryover is the varicty of ways in

“which data-{ransmission rates are now given, and. the
" confusion that has been ereated thereby.

For example, there are those who have trouble dis- )

“tinguishing beiween a baud and & bit. The baud—an

old telegraph term—represents a basic ratc. “of trans-
mission in pulses per second. The amount of information
that can be packed into each baud is represented by
the number of biis per baud. With many data-com-
munications systems, primarily the slower-speed systems,
it has been customary to use binary* {two-state) signaiing
and, ia this instance, the baud and the bit rate are
equivalent. Although the baud | rate is limited theoretically
to twice (and, px’tctrcally, o only) the width in heriz
of the bandwidth being transmitted, bit rate can be
increased sEVéTiﬂfold by nonbinary signaling technigues.

Whereas some people bandy bits and others bandy
Bauds, still others describe their systems as transmrttm;,'
50 many cmxrncters CI'S per. second, o pet minute.

" At least onc Yeason for adoptmg characters per unit
time when specifying data-transmission rate grew out
of a method for transmitting the data: in some systems,

“all of the bits that comprise & character are tfansmitted

mmultaneonsly (see multiplexing), One problem here, -
however, is that systems using ithe simniltaneous-bit
method may use a different number of bits—ranging
from 5 to 11—to describe chavacters and so direct com-
parison of various transmissiol speeds in. characters
per second may be misleading,
- Data-communication rates on voice telephone channels
also generally are specified according to the broad cate- /
gories of “sil__gﬁwg’ “medium,” and “fast.,”” Although thete
are no universally accepted definitions of these ranges,
few would argue the point that data transmission at -
300 b/s is slow. But one equipment manufacturer might ,!
consider 1200 b/s high speed; anotlier might consider /
1200 b/s moderate and place the fast crossover at 2400 /
b/s. In general, However, it appears that, as the data Teld/

matures and as techniques improve, there is a tendencyk_

to shift the slow/fast dividing line upward.

" Aside from the fact that they may be misunderstood,
daia rates possibly may be misinterpreted, For instance,
some equipment must operate with built-in delays; bits
anay be added for error protection (and, as sueh, are
not message-information bits); and retransmission may.
by rvequired in the event of errors, These factors, and
others, reduce actual datmtransmissmn rates,

r’ramsm:ttmg the data signal

Signals from computers ahd most other data terminals
are generally simple. gn off waveforms. (C'lllcd baseb'md)
Most terminals receiving the data message “also operate
with baseband signals. It would be convenient if the
sipnals were transmitted in the form in which they are
gencrated. This can be done, and is common practice
if the receiver ‘and transmitter terminal are linked by
short sections of connecting cable,
2 Also called mark-space.
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But, for the most’ part the commumcahon links

sxgnais If the data are o b moved from one SLCthl)
&t the eouniry o another, the baseband signals must
be translated, through modulation, into an ac form at
the proper frequency for transmission. There are three
options, as shown in Fig, 1:
o The baseband signal can be used to control the am-
plitude of a sine-wave carrier. This eontrivance is am-
plitude modulation or, as sometimes termed in the data
field, amplitude shift Keying (ASIQ
o The signal can be used to Tontrol the frequency of a
generated signal—better kiiown in the data-communica-
tions field as frequency shift keying (EBK).,
o The sighal can be used to xegulate the phase of a
generated frequency—more often called phase shift key-
ing (PSK). «
All" of the modulation methods are used, although
_ASK -and PSK are the most popular for high-speed
transmission n of ¢ data, whereas FM is the ovemdmg chmce

for low-speed applications.

'AS¥, The nattre of amplitude modulauon is such that

two’ sxdebands, each ¢containing equivalent information,:

are produced. Arn analysis- of ASK re'vejals that nmiore
efficient use’ of the' communication c¢hannel is possible
if either one or the other of the s:debands———mther than

: both——xf {ransmitted.

In general, a double-sxdeband system must have a

bandwidth equal. To at least twice the baud rate; -the.

smg}e-stdeband system is about . twice ‘élsweﬂicrent in
its USa"of bandwidth,

To demodulate ASK, it is necessary for the receiver
to “work against” some reference carrier. The reference

'is intrinsic to double:sideband systems; single sideband

requires the precise reinsertion of such a reference. More-
over, single sideband is exiremely sensitive to ehannel
impairments, As a compromlse measure it has become
common practice to tr;msmrt all of one srdeband and »
vestigial, part of the other. Although it"is possible to
extract carrier information at the receiver using pure
vestigial sideband (VSB) techniques, for practieal pur
poses, reference tonesms_u.ally are added at the extreme
ends of the available bandwidth.

Tt should be noted that VSB_requires expensive tech-
niques-and care inust be - exercised to . ensure. careful
system adjustment. But VSB is among the most useful
techniques for implementing high-speed data {rans-
mission ‘over band-limited channels because good SNR
is possible with a minimum expenditire of bandwidth,

FSK. Frequency modulation is angle modulation in
which the instantaneous frequency devrauon xs propor-
tional to the modulating voltage. ...

The FSK technique operates by having two or more
different {requencies transmitted within the bandwidth
of the communications channel in order to convey two
or more levels of information.

Since amplitude exeursions are unimportant for de
tecting an FM wave, frequeney modulation is relatively

immune to dxslurbanccs that create errors in an am-
- plitude-modutated system. However, FSK, like double-

sideband modulation, limits a channel’s bit-carrying rate
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to about the frequency of the bandwidth. (Capacity

varies somewhat with the degree, or index, of modula- -

tion.)

FSK might be termed a “quick and du'ty” approach
to transmxttmg data—so long as s data rates are less than
about 1200 b/s and bandwidth conservation is not a

factor, 1t is “rugged" in the sense that it has good .tol-

erance io manﬂcmds of channel | impairments and it
offers the very ativactive advantagu of low-cost design,
PSK. in phase modulation, as the term implies, the
phase of the transmitted carrier is altered to conform
with the information being conveyed, In the simplest

system, the phases used are 180 degrees apart; when

more than two levels. of information are carried, addi-

tional phase differences are added—usually in multxples”

of two (thus making the difference between existing
phase shifts smaller), There can be a coherence problem
and a reference must be obtained by the receiver. Alterna-
tively, this problem can be overcome by using differential
PSK (DPSK). Here, each successive phase -change is
made ‘Telative to the last existing phase rather than

" relative o some standard. Although a slight SNR penalty

is incurred, DPSK is less susceptible to phase jitter and

Hersch—Data communications

‘A—Riultitevel ASKK,

© acqUiEiTon—that is, “the process of establlshmg syne—

~

other ch'mnel disturbances. PSK, for Inghest-specd sys- Z
tems; can be complemented wzth amplitude modulation.
When this procedure is followed, results are said to be
comparable to those obtained with VSB )

M-ary techuniques, Most low-spua “data-communica-
tion systems operate on a binary coding principle. In
such instances, the rate at which bits are transmitted.is
limited to about the available bandwidth. Howevef,, if
the level of noise and . other signal distortions pexmit,
morve than a dual-signal amphtude fevel, or more than
opposite-signal phases of a PSK signal, can be trans-.
mitted. (See Fig. 1.) In this way, each baud carries
with it more than one bit of information—more ‘spe-
cifically, the logarithm to the base two of the M amplitude
or phase options.? These A/{;g,ry techniques can also be
used with FSK; however, M-ary: ASK and PSK smnahng

" is accompﬁshed without mcre,asmg bandwndth ‘whereas

M-ary FSK usually buys added bifs at the expense of
bandwidth, M-ary techniques using ASK-PSK. or VSB,
have been used to build systems capable of dam«txamu
mission rates as hxgh as' 14 400 hls over Eell System
leased, conditioned voice- W__l},,

Although the typ&st “modulated dam swnals that the
communication. channel carries is an important. con-
sideration, so are the ways in which the channel is used {o
mteract the transmxtter and the receiver eqmpment

The modes of uanSmi slon

There are two {ransmission modes. sync}lrﬁgnous ‘and
asynchronous (see Fig. 2). The former method feeds a
conﬁ’rffmus stream of data, which contains information

: xmmud:ately relevami to a message along with sorie cod~

ing as to how the message is to be acquned and recon-
siftcied. The latter method is start—stop in nature and
eiffier the data stream, the mterval between message
streams, or both, may occur xrregularly

Some of the advantages favoring one system. over
another are obvious; others are not. For example, the
asynchironous system wastes bits because a start bitand a
stop bit are added to each character, thus detraciing more
fFo‘r‘foffE real- message rate than with synchronous trans-
mission in which simple frammg patterns are applied to
long blocks of characters. It follows that the synchronous
system, lacking this constant referencefeature,isthechoice -
for highest transmission rates. On the other hand, asyn-
chronous cquipments can usually “talk” with one another
over a wide range of data rates and, in this sense, com-
patible systems may be more easily organized from diverse -
pieces of equipment, The asynchronous systems also may
prove more adaptable in “acclimating” to prevailing
channel capacities. The dial-up phone network, for
example, may ’provid'e'a suitable link for operation at a
particular data rate in one instance. On the next call-up, -
the connection may be suitable for only a portion of thts .
rate.

Synchrenization. When mformatxon is: transmmed
there obviously must be some way foi the receiver to .-
“know™ at what instant of time it should look for the
message  bits, Synchrommtmn mO aspects: (1)

and (2) tracking, or “the process of correcting for sync
drift. There is no best way to achicve results. The chosen
method will depend upon economics; total-system. char-
acteristics, and technological tradeoff, .
In all but the slowest sysiems, a series of pu]ses is

j}\(“? |
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- missed, the receiver will substitute a subsequent chdracter

7y
generated at the transmitter to establish sync. The Geries - represented by five s signaling bits. As just explained, five
continues until sync is affirmed—if there is an answer-back . bits, ordinarily, can convey only 32 dilferent characters;
facﬂlty-—or as long as is deemed necessary if no such, by using two of the 32 combinations as a case-shift signal,
facility exists. ‘ Baudot is expanded to 60-character capability,
There are several methods for mamtammg sync, If the< The Ameérican’ Standard Code for Information Inter-
system is throughputting data ai precisely defined, regular / change (ASCII) is rapidly becoming a standard of the

‘intervals, then a contmuous clock message, transmitted in ¢ data commumcauons field. The systern makes.use of seven

a portion of the radio spmum different from that of the chmtemdexmfymg Bits, which often are supplcmented
data stream, and filtered .out at the receiver, can be ." with aparﬂ_l"t“nt for error-checking purposes. '
transmitted. With such a.system, it is unnrcessary for the {_  The BCD, or or binary coded decimal; code compmes
receiver to contain a clock., . . four-bit blocks. Alphanumeric characters can be trans-
Alternatively, syinc can be maintained by extrdctmb the . mitted in twoways: (1) an extendedﬁCD in which two so-
necessary clock frequency from the d'n_'l signal itself, The called zone bits plus a parity bit are added to the basic
receiver then keeps its own clock lonkec to this derived  four-bit block; or (2) two blocked-together four-bit
frequency or, in the absence of a transmmed signal, the * blocks—one for zone and the other for numeric control,
receiver clock is able to “fnecwhed” for a certain specxﬁed " Most magnetic tape units make use of extended BDC;

duration, computers: use a form of blocked-together BCD called
Aiiiiough data - systems operatmg above 100 baud extended binary-coded decimal interchange (EBCDIC).
usually require a continuous synchronizing system, con- There is also a Hollerith code that i is used extensively

tinuous synic is dispensable for telegraph-speed start-siop  with computer card readers. It too makes use of zone and
operation. The recciver for such low- Speed systems is  digit arcas. Analphabet character is coded as two holes in
resy: Jmnnud at-the begu}g_l“r_;_g of each character; then a ~a 12-position. column, a dlglt is. replesentod oy a single
simple clock in the receiver merely keys the samplmg rate . hole.. .
for the forthcoming bits of character. n
Detection of the start signal in - this telegraph-type
system i$ highly influenced by noise. If the start-pulse is

bit for it and entire character trains will bc g'lrbled until Start pulse
sync is reconfirmed. fmmrn o -
Parallel or setial. In addition to a choice of synchroni- - I A \ o N . i\
zation, the data user may choose to transmit either in a o : :
serial or parallel mode. Selection usually depends on the “Previous  ° Message : _ . Stop
stop pulse . pulses. .. pulse

original format of the data io be sent, although it also FIGURE 2. Siniolo asynohronous veceiver kevs on start
may depend on optimizing channci use. puise, then san[:ples tyhc remainder of the me);sage at an
For parallel transmission, the channel is broken into  jyarm ally preset rate.
many subchannels of narrower bandwidth—that s,
frequency-division multiplexed; see Flg 3. Typically, each- - , , _ -
bit of & characier is transmitted over a separate narrow  FIGURE 3. -ryp‘;ca; frequency-multiplexing scheme.
channel. The bit rate of each small ¢hannel is reduced by a ' : ;
factor equal to the numiber of channel segments, In serial
transmission, on the other hand, each bit of an individual e
character is transmitted sequentially over a single channel. . T 480 Hz -
Channel direction. The user of data-transmission equip- :
ment can decide either to-send or receive (Simplcx), or to
send and receive (duplex) In the latter instance, he may
elect to send andreceive on an alternating basis Q]’llt
duplex) or simultancously (full duplex). Half-duplex
transmission can be accomplished over two-wire service;
f LLU,_dngxlex transmission can be achieved either with two
wires (using a device:called a hybnd Jjunction) or four
wires. Most computer termmals operate in the half- duplcx
mode. :

‘Bandp:

660—780 I

Codes To
: : : 1o . . te s =3 transmission
Since data systems transmit binary information, i is system -

necessary to structure an alphanumeric character set by
arranging the zeros and ones so that different formations
correspond to different numbers of letters. With the most
straightforward combinatorial codes, therc are 2" possible
alphanumeric representations in an n-bit word. For
example, a five-bit character set can be used to express 25,
or 32, characters or numbers.

Several systems for translating the alphdbet and other
symbols into a series of binary signals are now in use,

The Baudot code is a telegraph code. Each character is
A s _ : ! :

. Bandpass -
3060»-3180

' Reference carrier

- generator
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Errovs

in the data ficld. The wiost basic sort of data receiver must
deeide only whether the signal represcnis a Zero or a one.
With the more sophisticated M-ary cquipiment, a decision

also must be made among more than two alternatives, -

Although many factors influcnce erfor creation, noise is
the chief culprit. If noise adds to, or detracts from, the
signal being transmitied—depending upon the longevity
and severity of the noise, and the elegance of the hard-
ware—Dbits, characters, or entire blocks of mformatxon can
be destroyed; see Fig. 4.

Noise can appeat in two forms: bacl\ground and burst

The former, commonly called Gaussian 1 noise, is always
present since it is a creation of such phenomenons as the
random (thermal) motion of electrons throughout the

system. (Its effect is heard as a hiss during an ordinary .
telephone conversation.) The other (burst) noise results
from such events as nghtnmg strikes and dlopouts or

crosstalk from nmkmg #nd t breaking of channél circuits,
“Biirst-noise effects are typified by abnormally high
signal transients or, alternatively, the loss or near-loss of

received signal for a time span upW’ll‘dS of several milli-

RzsTItCREELT

seconds.
“The errors caused by burst noise ‘tend to cluster in
groups, whereas the errors due to background noise most
often occur in widely scattered, individual bits, Unless
coding againsi burst noise is used, it tends to be the

dominant cause of errors, When coding against bursts is

employed, then both forms of noise have to be considered.

Although almost all errors in data transmission are
caused by noise, the susceplibility of a system to these
noise-induced errors ofien is determined by other signal
distortions that occur during transmission. The most
important of these signal distortions is caused by the im-
perfect frequency response (amplitude and phase distor~
tion) of the typical telephone channel, This distortion
causes a tendency for pulses to'be distorted or to be
smeared into one another during iransmission, Other
sources of signal distortion include frequency offset, non-
lingarities, and phase jitter. - T

Most errors that"dccur with low-speed data-transmis-

“sion systems arc caused by burst noise, Other error-

inducing factors attain significance as the datarate grows.

FIGURE 4. An :mpulse sp:ka (B) interjects a “one”’ (C D)
whetre a “zero' had been (A).

gransmilted ‘ I il ' { ! . l )
ata ‘ . BEE - A
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Received data
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before
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Error rate is a factor commanding considerable concern

Reletive delay, us~

1000

500 ;_

o 1000\/ 5000 S 3000

. Hertz .
FIGURE 5. Typical loaded-line. delay cuvves: (blach) be.

" fore equalization and (color) after compeiisation.

Thus, the hlghest -speed systems often are limited by phase
jitter and nonlinear channel characteristics. -

' Improvmg the transmission sysu,m

The problem of line amplitude and phase distortion cain
‘be attacked in several ways, The commumuanon‘ImeAca_n
be measured and elements inserted to compensate for dif-
fering distortions at different frequencies; see Fig. 5.
When: channel characteristics are variable, the. recéiver
equipment can be supplied with variable circuit com-
ponents to compensate for nonuniform channel attenua-

-tion and time delay. This procedure can be accomplished
manually of by the equipment as an adaptive process.

. There also are compromise equalizers that can be added
“to the front end of a receiver and/or transmitter and

thereby provide nominal improvement of a very bad
channel; however, their use sorhetimes will degrade,
rather than improve, an existing good channel. i
To overcome Gaussian noise, in theory, a message only
need be transmitted With s suﬂmem power, For example, in
a two-ltevel (on-off) system the SNR at the recciver must

- beatleast 10 dB in order to reduce transmission errorsto a

generally acceptable level. (“Acgeptable” has. different
meanings for different systerns, but many of the systems
operating over common-carrier facilities tolerate one
error in every 104 ¢ or 108 bits.),

Raising the transmitted power level is not the solution
to the noise problem as it would bein a radio system. For
‘telephone-line data transmission, the power is limited by
crosstalk- considerations that come about because of the
‘potential overloadmg of wide-band amphﬁers used for
carrier transfussion, Also, thé' T patterns of burst noise
would be more or less unaffected by system power level.

Thus, in any real system, some errors are inevitable.
These errors can be ignored if they subsequently can be
deciphered. In other instances, itis important to provide
some arrangement that at least detects received errors, so
-that a retransmission can be requested: In still other in-

stances, it is not enough 51mply to detect, automa’uc cor-

rection is required,

Both error recognition and error correctlon are possible
if the orlgmal data message is supplemented with'an error-
coding scheme. Obviously, error correction requires more
complex codes than simple error recognition.
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Ervor control

It is worthwhile to note here some of the techniques
that are used in an effort to note and/or control the num-
- ber of errors.

To conirol errors, some sort of information about the
“appearance” of the original message block is incorpo-
rated info the original message.? )

Parity codes. The simplest procedures are exemplified
by parity codes such as ASCII that contain an added
bit, which is a function of {fie number of Ones or.zeros
in t‘he character-bit string; that is, parity depends on
whether the number is odd or even, This type of protec-
tion can break down if e enors oceur in pairs. Therefore,
the technique can be upgraded by storing ‘each character
in a bufer “one under. the other,” whereupon parily is
checked both horizontally and vertically, It is also pos-

AV p:(‘(g’ sible io add another dimension to this sort of parity

check! the bits of the stored character matrix can be
parity-checked on a diagonal.

There are other, more powerful codes that use more -

than single-parity checks, Their facility has been made

possible by the development of low-cost shift registersand-

modulo-2 adders. One of the most extensxvcly used of
these codes is the cyclic type.

. The code is enaBied by adding a number of zeros (which
depends on the -anticipated noise) to the original code
character and then dividing the enhanced character by a
suitably chosen series of ones and zeros. The number of
bits in the divisor is equal. io the number of zeros
appended to the orxgmal coded character.

Then, the enhanced character and the remainder a_fter‘

division are transmitied. At the receiver, the enhanced
codeis divided by the same series of bits that comprise the
divisor at the transmitting end. The remainder derived at
the receiving station is compared with that recem.d from
the transmiticr.

Constant-ratio codes are yet another variety for deter-
mining when an ercor_has been committed during the
passage of a message. Each character is composed of a

constant number of ones and zeros. As long as a switch of -

a one to a zero and a zero to a one doesn’t’ oceur ‘simulta-
neously, the code will detect the exror.
ARQ (ACK/NAK) Usmg these codmg schemes, the

Carrier systems

It is axiomatic that the key element of any data-

transimission system is its transmission channel. -

Thc data user has options, and several suboptlons, on
thesy systems at his disposal, Basict cally, he can build.a net-
work of his own; or he can su ibscribe to a service supplxed
by some contmunications carrier.

A private long-haul carrier system may be constructed'

for various reasons, Often such a systein is a logical exten-
sion of existing, limited facilities (as the signaling facilities
used by the railroads). Sometimes it must be constructed
because no other (or only a limited common-carrier)
service exists. Many fine HF and microwave systems are

- on the market, and recent technological advances have

opened a broad, préviously little used, tow-frequency
spectrum, However, the data user who chooses to be inde-
pendent of the common carriers must deal with problems
concerning righis of way, inter fcrence with other carriers,

data communicator increases his chances of detecting
_errors—often to the extent of picking out all errors
‘exceeding one in 10°, However, once alerted to the error,

the data user must have some way of discarding the errors
and substituting correct informatioin. A method for doing
thisis called ARQ (automahc repeat request) confirming a
good message or re'Tatmg that an error Has occurred. On

full-duplex lines, this answer back can be performed while

new information continues t6 be received. On the more
common half-duplex lines, the line control discipline?
causes the direction of transmission to be reversed at the
enid of each “block” of many characters, so as to send to
the transmitter either an A{C}f,& {positive acknowledge-

ment) if no error is detected, or a Néﬂg (negative
acknowledgment-—ihat s, repeat requesty 1f the block

Adsinerror.
In eontrast to ACK/NAK is t‘orwmd error corr ecnon'

gFFQ, —that is, the coded message, if it is received in
error, is corrected at the, receiving station,

"T'lve codes previously mentioned for smxple error deiec-
tion also can be used for error corredwn»—uf they pmv;de
suitable redundancy, -

Other codes used for forward error correctmn are i)f‘ the

cortvolutional class. These do not have a block structure

and, in some cases, are easler to decode than the codes
hitherto discussed, In pnncnple such codes alternate
panty bits (computed on "fiie basis of the conient of & pres

vious segment of the message) with one or ore message

bits. Parity bits also are computed at the receiver station

. and compared with the transmifted parity bits (in much
the same way that was described for the cychc code). Thxs

process is performed continuously.

"Two basic methods generally are used for dccodmg
convolutional  codes—threshold and sequential. "“The
former 1S eas1er to 1mplement the latter is more powerful
bui requires. relatively complex circuitry. Whereas
threshold decoding manipulates the message and parity
bits and computes an adjustment within a particular
length of message, sequential decoding attempts to best fit

the received datg sequence with a tentative correct one
postulated on the basis of a past history of received data.

When there is no immediate match, a search begins—
backward and forward—along a prescribed coding tree. -

and careful evaluation of the best system over a prolonged
time span. (For example, cable may be more costly
initially but prove to be a cost saver over mlcrowwe or
RFequipment in the long run.) _

_ Usually, the reasons for employing private facilitics
are insufficient for the 1mjority of data 'users; and so
the remainder of this section is devoted to comimon-
carrier facxlmes

The Beil System -
- At the moment, the prospective user of communication
channels can obtain network* facilities from three

sources: Microwave Communications, Incorporated; the
‘R‘%_

‘Compames other than MCI have filed wnh ‘the FCC However,
MCI anticipates formal FCC approval fo occur at about the time
of publication of this article,
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Bell Telephone System;.and Western Union (which, at the
moment, itselfl is predominantly dependent on leasing
Bell channels).

By far the largest network is that oﬁhc Bell System—a
vast 300-miltion-channel-mile system of loaded cable,
open wire, coaxial cable, and microwave fAcitriies, with
most of the 1Shg-Kaul transmissionsTiandied by micro-
wave and coax, (Future plans call for the addition of
wavq,uxdc “and satellite facilities.) The largest share of the
sysTf’m is dLsxgnL(ﬂox analog transmission and the major

-portion of it is for voice communication. Several broad-

band facilitics are available and straight dlgltuﬁ‘m"s
(i.e., no DJA conversions), though' qm{“uhm\t&.d at the
moment are scheduled to becort€ co_mmoxmiace within
théiiexy two or three years,

~ Because of ceBriomic factors, the Bell network has been
built so that each improvement, in general, has been

compatible with existing facilities. The network includes
an assortment of switches (for example, step switches,
crossbar swilches,

A point-to-point connection can coniprise a large numbu

R Y

of diverse elements,
Dialed and ieased lines. Bell offers two options—

leased line and direct distance dialing. With DDD,  no
W . -mwm\w‘ R N )
special line prcparation is made (other than from the

customer to the local switching office comprising an
overall connection) and the customer musi take whatever
circuit is made available. Sometimes the connection
will be relatively direct gnd good; other times it will be
qQuite cwcuxtous——generally with- de&,radgd resuits, The
data user may establish a connection’ Within a matter of a
few seconds. Chances are, however, that the average
connection will consume 10-20 seconds; during peak
periods of traffic, it may take even longer.

In general, because the quality of the line cannot be
optimized on DDD, the data user is restricted to message
vates not greater than 4800 b/s.* Whether the user will
wani this maximum rate is another matter; he must con-
sider tradeoffs in the cost of equipment to achieve
suitable transmission at that-specd, and other factors.:

If the communicator decides that he would rather have
a more reliable channel—one that is always available and
one in whicly he can have relative confidence with regard

to performance, or if he can’t wait to gain line ‘\ccess——ht. o

can lease a private line. Moreover, he can ask the tele-
phonc ToMpany 1o condition the line according to his
sending-rate needs. Conditioning is available on three
levels, C-1 (least), 2, and 4. These correct for thcﬂwh-
tude and phase characteristic of the line.
- ItigiMmporiant fo oie with respect to line conditioning
that these corrections may apply only for a single point-
to-point hookup. In a multipoint situation, for example,
where there is an intermediate station between end sta-
tions, it is not possible to obtain C-4 conditioning at the
present time. The result of C-4 conditioning in such an
environment is C-2 conditioning. In fact, any conditioning
will be degraded a notch when apphed toa mulupomt
facility,

The user of the leased line mnght assume that the same
line is const'mtly ,gf;hxs disposal. This need not be true.
Changes sometimes must be made in routmg because

*Equipment is aV'ulablc that is said to operale up .to 5400 b/s on
DRD X

P
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and - computer-driven crosspoint
. switches, such as the Bell ESS No. 1) and other devices.

1

of facility outages. Morcover, switching arrangements
may be altered at the local switching office.- Because each
level of C conditioning is perforined within certain

limits, if there is a line switchover the user may be aware -
of an overall conditioning change within the condmonmg i

range due to alterced circuit parameters.
Any line fluctuations still present must remain un-

resolved or special automatic compensating electronics
must be incorporated with the equipment used, either by.

the customer or manufacturer.
As previously mentioned, the majority of DDD and

leased lines are voice- (or lower-) grade. analog_ types.

Available services using these DDD facilities include low-

speed (to 150-b/s) TWX, wide-arca teléphone servicef

(WATS) on either a part-time (t¢fi hotrs minimum) or
full-time basis, and dial-up. voice-grade single-time-rate
facilities. The customer has the option of  using. Bell-
supplied equipment and/or service, or can use his own
equipment - through a Bell lme-protcctxon device (ddh
access qrranyemer_x) :
anate-lme oﬁcrmgs of fc\Clhtles that are vmcebhnd

A wide; or narrower, include narrow-band telemétry. and
teletypewriter services (to 150 b/s), voice band, and a Data '

Line Concentrator System.

Up 1o the present time, the Bell System does notreqmre
the data-access arrangement on its private lines that-it
does for the DDD network. The customet. can hook

“dircetly jpia.ths-Bell system. This situation js u.pect&.d to

change, however, within the next few months. .
In addition to the on‘u‘mgs just described, ‘the Bell
System provides wide-band facilities—both. of a pnvate-

“liné and digl-up.nature. Of the private-line offerings, then.

arfﬂ"i“clpak C and D-and Secries 11 000. The last two

provide bandwidths up to 240 kHz (although part of this’

bandwidth is reserved for telephone company use). Series

11 000 service is of a limited nature (seven: siates, 47
terminal points) but those customers who have access to it
have more bencfits than Telpak users. (For example, they

. can bring in shared users Without restrictions.) Rates are
also lower for 11 000 than For other comparabk Bell w;de« ‘

band offerings.

~ Another wide-band oﬂ“ermg on the dnl-up network is a,
still:experimental Data-Phong 50, which provides 50- kb/s

data rates betwcen ertain cities.
ngﬁ"" | carrier facilities. At the outset of this artxcle

“mention was made of transmlttmg digital information

over communication channels without digital-to-analog
conversion. Bell, at the present time, does plOVlde digital
data offerings, although they are limited and have not
been tarified. The company makes this series available
over its T1 system, which is a digital carrier currently

" used_for voice transmission via pulse code modulation

on repeatered cable pairs. (In pulse-code modulation, the
voice signal is sampled at a certain rate—Bell and othexs
use a frequency of 8000 samples per second—and the
signal level is then coded into digital pulses.) The first

- such system, T1/D1, went into operation in 1962, Each
‘cable carries 24.voice chqnnels, each of which requires 64

kb/s in digital form (8000 X 8 bits). The T1 carrier is
not suitable for toll-call né¥vork use since the range of

‘the system is'limited to less than 8@g This service was

1The customer may call out "md/orv receive incoming calls ‘on a
flat-rate basis between his station and any othu- shuon withm one
of five "mdu of his choosing.
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originally .developed to relieve the shc;rtage in urban

, central-exchange—to-centxal-exchange usage of copper-

wire pairs, each of which carries-only one voice channel
in normal analog fashion but with digital 1. 54—megabaud

* PCM can carry 24 voice channels (24 X 6455 = 1.54 Mb).

The system has been deployed about the U.S. in isolated
pockets and a total of 500000 channels is available.
Although not originally developed for data communica-
tion, it is clear that this service is an important 1esource to

- betapped for future data traffic.

In the next few years Bell expects to put an improved

version of the D/T system into operation. Thig T2 system .
will process and transmit the equivalent of f 96 voice- -

grade channels and, additionally, will be suitable for tolt

. calls. The area that the improved service is to cover also

will be extended to arange of up to about 800 km.

These digital carricr facilities, together with other new
types of long-haul carriers, will be able to form the back-
bone of an all-digital data network in the near future,
American Telephone and Telegraph Company has an-
nounced plans for a private-linc data network, which it
calls a data pipe, to vE available late in 1973, Customiers

using ; this pr cuected data network will be nme-multxplexed ’

onto the. dl{,ﬁal"( arvier facilities. "“he eCONOMY Of opera~
tion Bi-such a systein. should be obvious since each voice
line occupies 56 kb.of T1 carrier capacity. (Present analog
voice facilities are limited to 14.4kb.)

Another offering that is expecied to grow is data servxce
that will become available as an adjunct of Picturephone®,

The Picturephone channels will permit mfprmation

transfer at speeds up to 1.3 Mb/s,

Datran -
In many respects, a system proposed by Datran (Data
Transmission Company) in Novem'bek‘ 1969, whxch is

pendmg approval before the FCC, is sam:hr to a dxgltal
network that Bell has beeri planning. —

i FIGEWhen 1atean 18 approved as a common carrier, $
it, in the sense that it will be an alternative to Bell service,
will be in a league with the recently inaugurated MlClO-

wave Comraunications of America MCI offerings.

Datran’s proposed offering represents a dxrch.leiance. :

dial servicg (desigried) for transmlttmg data without in-
__,..:::x—'—‘x-)

termedzary .analog convession, -
The Datran communication net is based on 4800- b/su

capacity channels of less than 2-kHz effective bandwidth.

These channels may be tied together for transmitting 9600

—mc.-.—ﬁu—

or 14 400 bfs; or the basic channel can be paréeled into

150- b/s subchannels. A 48 000-b/s leased-only service
also has been proposed.’ lﬁe four transniissions speeds
constitute the options available to the Datran customer.
" On the basis of surveys, Datran has adopted a specified
number of channels for each of the 35 cities it initially

proposes to service. (The system readily could be ex-
~panded to encompass 353 cities, accotding to Datran,) .

As shown in:Fig. 6, the Datran system will be all mxca O
wave, except for somg very short spurs.

-The activity on the Datran network will be controlled
by several rgeional offices, each of vihich will have control
over as many as ten distnct offices. Coniections for 1000
to 6000 terminals are said to be possible through the

switching centers in each of the district offices. Custoniérs’

within 80 km of district offices will be serviced directly via
microwave; beyond this radius, line concentrators will be
used. A special feature that Datran will provide is' the
feasibility of broadcastmg any one message to up to six
subscnbers

B

‘FIGURE 6. The proposed ‘M'C( carrier neéwpf‘:< (color)
and the Datran data coniraunication system (black).
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‘Datran’slines presumably will enable data transmission
with an error rate of only one in ten million, Datran also
will provide and maintain cust_&“ﬁé’r equipment at the
customer’s option as part of its total service—in the
manner of today's operating telephone companigs.
Planned features of the future include stq'rg_g_nd forward
capability (see ““System Design™), :

atran emphasizes that connect time will be consum-
mated in less than 3 seconds 99 percent of the time,
assuming that the 'ad'd/rsssee is not engaged with another
call. Moreover, it is said that a maximum of but three
switching centers (at the outset, but only four regardless
of expansion) will ever be mvolved m putiing through
acall,

An important economic aspect of data»r‘ommumcanon .

carrier facilities concerns the shortest duratioh of a call
for which the customer will be billed. The requirements of
computer-to-computer, and particularly terminal-to-
compuier, communication are quite unlike those of voice;
many inquiry-response conversations take only a few
seconds whercas users. of time-sharcd terminals or re-
search computing may connect for tens of minutes ata
time. The Bell System is considering a new - minute
minimum billable time and Datran plans to use a Gn
second Hgure, :

Datran in its proposal to the FCC says that it expects to
be ready for about 48 000 clients by 1975, assuming
that FCC approval is foxthcommg thhm tﬁ“next several
months,

Mat

MCY was conceived for reasons d:ffcrent from those of-
fered by Datran.® It was said to be created as a private-line
alternative to AT&T's offerings. The broadband irans-
mission channels that 1t will use witl be chopped into a
multitude of smatller channels provxdmg taxlored analog
and all-digital service. e

The MCI network, as shown in }’mg 6, is madc up of 17
separately owned, autonomous affiliates, with the paxent
comipany coordinating services and providing consulta-
tion. Although a private-line network, its operation is
premised on the voxce/data use ratio existing for Bell's
DDD network—that is; 70 percent of the traffic is ex-
pecied to be voice, Although the company anticipates the
beginning of operations in 1971, the entire network would
not be in operation before 1978, ,

As planned—and needs are - constantly being’ reas-
sessed—the final form of the MCI network will provide

the equivalent of 100 000 separate voice-grade telephone’
channels in 1975. According to the original proposal,

fhe equipnent

A compuier and its peripheral devices connect into the '

communication system by means of a transmission con-
trol unit or “front-end processor,” as shown in Fig. 7,
In addition, there are at least two components at either
end of a communications channel: (1) a termal for
generating outgoing information and/or recording incom-

g information; (2) a device | for condxttonmg the signal .
:-tor transmission over the ¢ommunication facilities and/or

conditioning an incoming message for acceptance by the
teriinal, In addition, there will be some sort of auxiliary

Herscl—Data commuaications

‘that will add considerably to its

-
“w

~

the systong uset was to have been responsible for getting
his information to and Irom the ceniral transmitting/

-receiving station,

it was MCl's contcnhon that terminal-to-transmitter
hookup could be accomplished by patching into Bell's

network facmms AT&T objected (unavailingly) that
_such a sefi‘fpwmuld only aggravate a situation that MCY

said it was trying to eliminate—overcrowded central

offices in (certain) urban areas, (buch a connection, it -

should. be noted, seriously xmpalrs one of MCI's most

AT ST Sy

important - reasons for being, namely, low-error-rate
transmigsion.)

In light of the questionable practice of hooking MCI

transmissions to existing telephone equipment, MCI has
revised its original concept and a customer accordmgij

. will have one of three optioris:
1. Hook to telephone facilities if convemmt and prace

ticable,

2. Prowis own link between hls sites and MCY'y
transmntter/recexver

"3, 'Ask MCJ to install the short~range hool-'up be-
tween the central mlcrowave tower and the customus
sites, . o
. In the latter two' mstnnces, the customer could choose
among_cable, wire-pair,’ mxcrowave, and Optlcal lmks,

“as well as other methods, dependmg on- lccatnon needs :

and strictures.
A novel feature of the MCI concept is thqt it provides
the user with .onlyas much long-haul bandwidth as he

_ needs for one- and/or two-way communication. In all, 138

differently sized channels, .offering from 200 Hz to 0.96
MHz, are to be available. for either full- or part-time
data-communications use. Radio-frequency chanriels wtll
be offered in seven basxc gmUps s
Wesnern Union.

Western Union’s oﬁermgs include Telex md startmg
in March, TWX. Much of the network that the utility
now uses is, itself, leased Bell facilities. However, in
the past several months, WU has made two proposals
“in-house™ capa-
Bility. One of these additions, a 700-km hybrid extension
to its. cxisting “transcontinental” facilities, represents
WU’s first extension into the South——serving a region be-
tween Atlanta and Cincinnati. This extension will provide
for 165 low-speed digital channels and 216 voice channels.
The other system, forming a network between the cities
of New York and Chicago and including Philadelphia,
Cincinnati, Cleveland, and Detroit, among others, will
be an all-digital system with a 20-Mb/s capacity.

equipment contained in the terminal or situated between
the terminal and-conditioning equipmem for error detect-
ing, delaying, and/or grouping the data, and for handling

ling turnaround and-other demands of the line control

discipline.

Modems : _
The equipment that conditions the incoming or out-

going signals is known by a variety of terms. It has been

called a line adapter, data set, and modulator. One of
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FIGURE 7, The computer nust opevate ihvough a {raiis-
milssion contrel unit when it is a part 0? a d’ata-communi-
catlon sysﬂem.

_the more popular terms is “modem” (signifying its modue
lation/demodulation functions). A modem by any name-

has one primary task— to take a dc signal and convert it
into an ac representation using ?SK ASK PSK or
combinations thereof. The modem “also’ may havé such
other features as automatlc equahzatxon, provision for

iuil—duplex Operatlon “or operatlon with a second channel

. haVitig a fraction of the bandwidth of the main channel.

The modem. Ophonally may have 'a. buﬂt-m encoder/

* decoder.

Most, of the modems for use on DDD _voice- grade
facilities are avmlable with certain, standard data-rate
capabilities.® These are 75 130, 300 600 1200 1800
2400, 3600, and. 5400 b/s. (Some compames offer infer-

medxate specds ) Some modems can be operated at speeds

higher than rated others can't. Company standard prac-
tices vary. .

If the modem will be used with a le'lsed line, it often
will be capable of operating at better than nominal DDD

voice-grade: 1atmgs. And 1f modems are speciaily pur-
chased for ptivate-channel use, they can ‘be obtained
with operating speeds to 14 400 b/s in very special cases,

Many low-speed asynchronous data sets are compatible -

with one another regardless of their source of manufac-
ture (depending, of course, on whether they use the same
modulation techmques and opemtmg freqm,ncms, among

* other factors).

On the other hand, hxgh~speed modems invariably are
intended for synchronous operation, These scts are de-
sxgned for specific operatiiig speeds, and when a set has
more than one operating speed, they all are usnally multi-
ples of some basic clock frequency, Most high-speed units
today will lock receiver and trausmitter together in a

S L rmnd
‘ mattcr of Eggonds. Somie eqmpment ¢ will- achieve acquisi-

tion in a matter of tens pf milliseconds. There is steady
pressure to improve the figures, since for frequent line
turnarounids or frequent short calls, the modern “settlmg
timell consumes as much time as the message. T
Apparently, there’s a vough rule-of-thumb formula

‘that the cost of a-modem is about a dollar per baud,
This estimate accounts for the extras thai dre usually

added as rated speed 1s mcrcased 1o gwe tne device its
maximuin wility.

Some modems will aceept several channels, but.in this’
‘ respeoct they function as several independent modems with-
outpuis over several lines and, therefore, are not con-

centrators. (which we shall discuss shorily). Other fea-
tures, which may or may not be to the user’s advantage—
depending o1 the complexity of his system, include provi-
sion for buili-in testing and a voice/data option.

A modem either may be hard-wmed to the communica-
tions channel or tied to the channel acoustically. The
acoustlc-coupled modem offers a degree of f portability in
that it can be used with any available telephone.” Acoustic

modems readily can be used for telegraphic data rates.

Most are rated at 300 b/s, but some manufacturers con-
tend that their units will perform faster, and one manu-
facturer claims a rate of 1800 b/s for one of his devices,
However, it generally is conceded that acoustic-coupled
modems are prone to ambient acoustic noise and, because
of the nonlinear-and unprédictable nature of the acoustic.
coupling interface, they are specd»hmlted —

A dxre"f hookup to the communications channel is,
therefore, preferable: it is a more secure and ervor-free ar-
rangement. However, it the modem is not pxovxded by the
telephdne company (and there is a trend toward terminal
equipment that includes the modems internally) it may be
niecessary to interpose a so-called data—gcc_es’s unit be-

tween the modem and channel, This unit, which functions -

to protect the telephone network by limiting output signal
level, is-available as automatic or manual, The automatic
version provides for automatic call and answer back.

For star{-stop operation, performance is judged by the -

distortion in the transition of .the output waveform.
Terminals operating with nonsynchronous modems usu-
ally can operate with up to 20 percent distoriion on sim-
plex or half-duplex facilities. The disfortion criterion
takes on increased significance when the modem is op-
erated full duplex. In this instance, incoming and out-
going signals can interfere and the tolerance of an asyn-
chronous modem to distortion is reduced -to about 7

' percent. On the other hand, the performance of a syn-’

chronous modem is Judged onits error rate with respect to

SNR.
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Torminals

The modein, as cxplamcd setves as an 1nterf‘acc be-
tween the linc and the terminal. Among the terminal

" facilities are push-button . Touch-Tones-type devices,

printers, paper_tape, magnetic tape, CRTs and fac-
smmlc (X*AX) machines,

The Tanner in which a terminal is apphcd usually
falls into one of three classes:

With transaction terminals, the user is operating in a -

conversational mode with a compuier, Messages in both
directions tend to be quite brief, . .

Batch terminals output a string of transactions—usually
on a scheduled or polled basis. :

Retrieval terminals are used to gam access to computer
files. The reply messages tend 1o be much longer than the
inquiry messages. -

Touch-Tone. One of the smlplest and least costly
terminals now in existence is the push-bution telephone
facility (in which no modem is required). This can be
used with or without a card reader either as an integral
part of the telephone or as an attachment, in which case
it may be obtained froin a'source other than thie telephone
company and in versions that provide more than the
standard 12 buttons. (These lattér units require a data-
access-arrangement interface; the phone company units

do not.) Such a terminal in combination with a computer

that provides recorded-voice answer back can perform
simple query service. For example, the push-button-tone
terminal can be and is used to carryv out credit checks on
credit-card holders. -

Printers, Except for the' Touch-Tone terminal, the
printer is perhaps the most pervasive piece of terminal
equipment in service. It can be obtained in “stripped”
slow-spced teletypewriter (50 words/minute) versions,
up through variants that spew 1200 or more words per
minute onto a page.® Some are versatile enough to ‘prinit
out line diagrams and equations,

A fundamental difference between printers is ﬂlelt
character set. Any given device may have only a subset
of the full character set available with the code that it
operates. Thus, some printers will provide upper and
lower case; other printers using the same code may pro-
vide upper case only, '

Most printers operate with an eight- bxt ASCH code.
Telex and some TWX equipment also use five-bit Baudot.”

The slower machines print character by character in the
fashion of a typewriter. Faster machines will gerierate
several characters, and even lines, ata time,

Recently, several machines that jet-spray two or move
characters at a time onto the page have appeared on the
market There are also printers that use electrodes to

“burn’t an image onto a page and others that use thermal— ,

transfer techniques,’

The mechanical machines, although perhaps not as
fast as the jet or elecirode types, do have the advantage of
being able to provide the uscr with multiple copies with-
out running the added expense of a copying machine.

The jet machine has an advantage over the electrode’and |

thermal units in that no special paper is required,

A printer must be provided with some sort of control
unit-—cither attached or built in—p code, power, .and
switch, This unit may serve one or a cluster of* printer
terminals,

The printer may be a receive-only model, or it may have
& keyboard for send capability as weil, - ‘

HWererh—-VIata sammuninatinne

|
&
The printer’s utility is increased sipisificantly by adding
auxiliary rccords. These devices store information on
magnetic tape, paper tape, or punched cards and allow a
user to (1) gather information during the day—inputting
at typewriter speeds and editing as necessar y—and then at
rapid speeds transmittiiig at night; (2) receive at'a rate too
rapid for the prmtcn—-—but economically more satisfactory ’
for the user—-for later.* readout" at the printer’s ca-
Jpacity. o '
Paper tape. Paper tapu contitives fo be a communica-"
tion staple. Although ‘paper-tape units are slow (top -
recording rate is ten characters per second, whereas

" playback rate is a maximum of 100 characters per sec-

ond), they do offer visual editing capability and are less

) costly than magnetic- tape machiines.

Three paper-tape machine types- are avaxlab]e Ali
punch holes in' the tape;, but some diiter in readout pro-
cedure. Mec}lﬁucal readers, which are rehable and fow in
cost, detect perforations by pins that pass through ihe
tape: However, they are the slowest of the Iot aud induce
excesswe tape wear.

Pneumanc readers push air streams through the hole~ in
the tape “onto’ sensitive thermocouplés, These nits are
faster and cause less wear than the miechanical devices,
but do not provide the speeds possible with photoelectric
machines, the third type of machine. Most photoelectric
readers, moreover, employ friction rather -than sprocket
drive, ’

Magnetic tape. On the other hand, magnetic tape can - °

record, fypically, 100 times faster than paper tape. (Tape
units operate at 36, 75, or 112,35 in/s at densities ranging
from 100 to 3000 bits per inch, with typical densities
being 200, 556, 800, or 1600 b/m ) It follows that magnetic
tape ‘also afforcf’ faster replay. Other magnetic-tape ad-
vantages include reusability and possxbly more con-
venience in handling and storing.

CRTs. Although teletypewriters can be ('md are)’ used _
for man- computer information exchange, they lack
some of the versatility afforded by cathode-ray- tubes.
The CRT, for example, can be used with a “light pen” - -
to make drawing changes, Perhaps the main use of the
CRT, however, is in situations reqmrmg a succession
of rapid plesentatxons——as, for example, in conjunction
with airline reservahons. Basic applications are sketched
in Fig. 8.

Just as different printers operate using dxfferent prm-
ciples, CRT operation covers a wide range. One basic
group functions with a predetermined character set, code,
and speed convention, and c‘()mmonly is used with a key-

-board inpuf. Other. CRTs “paint” each character and

other mformaixon in a television-like manner. Some units
combine character gencxatlon -with graphical- dlsplay
capability,

There are also differences in the way that CRTs reiresh -
their display..Some are effectively storage’ tubes, others
use some sort of memory (buffer) constantly to upd'ite the
presentation. Using a buffer of this sort, it is possible to
design displays that operate at telegraph rates (and, as a

.matter of fact, a CRT operatmg at 150 baud has recently

beén. marketed)

Because it is annoying to the human user to have the
screen fill up with characters at a rate slower than the
natural reading rate, it is often necessary to present a
complete display within.a matter of some seconds. For
this reason, CRTs usually operate at transmission rates
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FIGURE 8, fTypical CRT applications, A—Computoy-
output display, B—Tiime-share display, C—Keyboard
em;‘y angd display, D-Communications wonltor, E=
Video answer back. F-—Inte":gent terminal G—Party-
line comimmicaiion. . ;

FIGURE 9. In a typical character-interleaved TDIM sys-'
tem, the original message (A) first is stripped of its start
and stop bits (3). Next, the character (channel 1) is put
into its frame (C), Fmaliy, the synch romz.lng information
(D) is added. .

-exceeding 3600 b/s. This figure, as previously mentioned,

> just about taxes.the capability of the switched Bell net-
work—althought it is well within the capability ot pre-
pared leased lines. -

For optimum utilization, the CRT terminal should be
used together with a display control unit (DCU) that can
preprocess and buffer the data, and thereby relieve the
central processor of tedious and time-consuming “cleri-
cal” functions. (Some units can’t be operated without a
DCU; others can. Some DCUs serve a local cluster of
units.) Whereas CRTs are useful for rapid, changing
displays of information, miost have the disadvantage of
not providing for hard copy. However, at least one unit
has recently been marketed that provides this capability.
For those that don’ t, it :s always possible to use both a
CRTand a printer.

Last but not least, it is important to note the potential
of Picturephone as a CRT device for displaying informa-
tion from computers. At the present time, Picturephone
is limited to intracity operation— in Pittsburgh and Chi-
cago—over analog facilities. However, plans arc that, by
1972, a mod 2 system will be instituted that will operate
over digital facilities on an intercity basis, Customers of
the service will therefore have a particularly svitable
combmatxon ‘of equipment and transmission facilities for
accessing computers at a very high data rate.

Another picce of equipment useful for data commumca-
tion is the facsimile (FAX) machine, This sort of equip-
ment has been-in use for a considerable time, but, until

recently, was the beneﬁmary of little technologxcal im- -

provement.

Most machines still tmnsmxt a standard 8- by 11-inch
page. within six minutes with a definition of some 100
lines per inch over voice-grade switched-network chan-
nels, In the past few years, somie machines have been made

available that provide page transmissions in about half

€' k—cn1—sk—ch2—sk—ch3-—sk—cha—sl—cns—l
N . Next
. Sync  [ChiChiChIChCR) o g through Ch 26 Ch frame
bits  |1{2}3|4]|5 27| '
D , e sy
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_ the time using ordinary_tcl‘cphone facilities, cither by

sacrificing resolution or by improved information-packing
techniques, For leased-line facilities it may be possible
to transmit a “standard” page in about a minute.

Data concentrators and muliiplexors
" For reasons of economy, it is often desirable at some.

point in the system to combine many data channels into
one, using either a multipléxor or a concentrator. A
multiplexor- is a device that,sihﬁply' adds the incoming
channels together in some way—for.example, by putting

them side by side in frequency (frequency-division multi-

plexing, or FDM, depicted in Fig. 3) or in time slots

(time-division multiplexing, or TDM, depicted in Fig. 9).
In a multiplexor, the bandwidth of the single output

© channel is the sum of the input bandwidths. A concen-
~trator, on the other hand, attempts to take advantage of

the intermittent nature of the traffic in each incoming line
to provide an output whose data flow is more constant
with time, and therefore of smaller bandwidth than the
sum of the input channel bandwidths.

Up to.the present time, FDM remains the most \Vldl.]) ’

used muitiplexing scieme. FDM is easier to implement
and, up to a certain numberﬁ‘t’rmmals (the figure de-

'pends on many factors), is less_costly than TDM. A

typical FDM multiplexor might integrate a dozen 110-
baud channels, or alternatively two 600-baud channels
over one voice-grade line. Part of thﬁ'\ble FDM band-
width must be rclmqulshed to channel-guardmg duty.
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.TDM, although it must give up message space for
syne, framing, and channel-identifying bits, husbands the
available channcl to an extent greater than FDM,

. And, most specifically, TDM represents the only practi-
¢al multiplexing method over a true digital network since

_ the packed-together bits needn’t be put through a digital

[

At a recent seminar sponsored by the National Elec-
tronics Conference, onc lecturer stated that most of the

data-transmission systems he had scen in his role as con-

sultant could have been implemented for half their cost.
Many knowledgeable people in the industry advise the
prospective data user not to buy more than he can use..
Often they will recommend that equipment be leased

rather than purchased; and ihcy will often alert data-user -

prospects to the fact that some systems are available-on a
lease~buy-option basis. N

Among the important factors to consider before setting
up any system are the volume of data, response time,
accuracy (etror rate), terminal locations, terminal types,
and reliability (making the connection). Weighed against
any of these factors is the economic criterion, ' )

Urgency determines whether or not one should even lisc
data telecommunications. After all, there are the postal
service and private delivery systems, Often the data con-
tent of a magnetic tape can be flown to its destination
more quickly than it can be {ransmitted by a voice-grade
line, (One bank in the southeastern U.S. usés a helicopter
to pick up data on magnetic tape from its branch offices.)

The choice between ARQ and FEC depends on such

questions as the expected message length, availability of

full-duplex lines, turnaround time, and the availability
of buffers to storc at the transmitting end a block of data
in case it needs to be retransmitted. FEC is the only prac-
tical technique for errot control when no reverse channel
is available or justifiable. - : A
Most data terminals are designed. around a particular
method of error control, and usually the user has no way
of modifying it. In making his decision he must consider
both the terminal équipment and modem as interacting
subsystems, : - ' ' S

Larger sysiems -
Ug%to this point, only the simplest_sor_t of system has
been analyzed—namely, a terminal-to-terminal hookup.
A wide choice of néiwork geomeiries is available; star

" (individual lines from the central to'each terminal), muiti-

drop (all terminals appear as drops off a single line run-

" ning from the central to the most distant terminal), and’

loon (in which a single line leaves the central, and threads

through all terminal points before returning to the.central;

By “central” is meant the main installation, or concen-
trator/multiplexor serving a group of terminals. Each
geometry poses its problems in line.control, error re-
covery, and economic tradeoffs. For example, in the
multidrop situation, the entire multidrop net is tied up’
whilea single transmission is in progress. Another geoms
etry is the “multiconnected” one used where alternate
routing is desired. Here, any one station may be linked
to one or more of the other stations. These geometries are
shown in Fig, 10.

Herseh—Data communications -
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PO

‘to-analog converter,

There is a wide variety of data concentrators in use,

These are often specially programmed data computers

(cqmmonlyminicomputcrs) that may use for the buffering
of incoming:bit streams -the ‘main core memory - plus
possibly auxiliary storage devices such as disks.

“There are various options for switching and routing
the traffic on its way from source to destination. In line
L. . . . . . el
synﬂthcj}mg, such as is vsed in the common-carrier voice

plant, the initiation of communications between {wo

points sefs up a physical patch path that is maintained
for the duration of the transaction. In message. switching,
each message is sent into the network before routing to
the destination is determined, The inessage makes its way
through the network with the destination address (given
in the header preceding the message texi) telling each
station in the net where to forward the message. Since
some circuits or stations may be busy; the message must

often be stored at intermediate stations (thus leading to
the term “store.and forward” as an alternate name for

this formi of switching). Lo
Egch kind”of switching has its advantages and disad-

vantages. Circuit switching currently requires connect

times* (time to set Up the connection) that arg yery

1ong for data transmission (often tens of seconds), and.

ties fip transmission capacity for long periods. However,
the connection, once made, has a low end-to-end. delay.
Mcssag_g__ switching makes. more efficient use of lines by
time-_shaﬂgg;t_h_mﬂ, provides quick connect time (so that
the sending station can -get rid of the message immedi-
ately), but may impose long engd-to-end delays,

‘An example of a major system that makes use of mes-

»Computer people employ this term' as used here, whereas in
telephone company parlance, the term is used to designate the
duration of the connection, L

FIGURE 10. Network geometries Include (A) star, (B)
multidrop, (C) loop, and (D) multiconnected. Geographical
jocations are .the same in each case-and the central
station Is indicated by the letter “C."" '
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FIGURE 11, ARPA network with expanded topology at a

cost of about $59 000 per node per year aﬁd a capacity of
23 kb per node.:

sage switching and buffering over a multiconnected to-
pology is that constructed by the Advanced Research
Project Agency (ARPA), This system isintended to allow
the use af onc computing facility, for example, at a major
university, of particular hardware and software capabil
ity unique to another remote such computing' facility,
The system (Fig. 11) uses 50-kb/s channels {o interconnect
computers in various universities and research institutions
throughout the United States, Bell lLLJS_?,are used, but the
switching geat, concentmtors store-and-forward equip-
ment, smalﬁcj_ggntal computers, and other components are
ARPA-proyided. -

A likely system of the future resndes with cable televi-

- sion (CATV). Presently; there are 2000 CATYV station clus-.

ters (usually multidrop arr'mgcments) serving some 4
million homes. Industry observers expect, however, that
by~T980 CATV will have become a broadband system
providing two-way communication over 20 to 40 channels.
The pg&gmml of this network fosa(ig_}_g_l transmission largely
has been un untapped, but there has been considerable talk
of possible data services that could be offered economi-
cally by the CATV industry, particularly for !oca[[y con-
centrated network applications.

Many data-communications experts will impress the
potential customer with the fact that a large data-com-
munications system cannot be put together and be’ fully
operative within a matter of months or even a year, The
system must be carefully thought out before the first
picce of equipment is considered, and & complex system
should be designed from the ground up if maximum util-
ity is to be achieved. Consideration must be given to
compromising between peak and ‘average loads. Alter-
nate, substitute, and temporary routings must enter into

" any scheme. It will usually profit the user to have:corm-

puter simulations of possible system options. Many simu-
lation languages exist, as well as several software packages

- for snmul'\tmg large portions of an entlrc teleprocessing

system. .

A final thought about systems. It would be’ foolish to
create a complex data- commumcwtlons scheme based on a
single type of communications channel. If the systcm de-
pends on leased lines, perhaps DDD backup should be
provided. This provision also will entail some thought
about the capablhty of the eqmpment in the system to
operale at a reduced rate or to cope with poorer channel
characteristics without degraded results. -

As for those users who are dissatisfied with today’s
communication facility service—for reasons of cost, con-
: ard to the

-digital nctwo_rk's now being planned and implemented.
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CODING THEORY & APPLICATIONS

eCoding theory has a history no doﬁbt‘uhiqﬁe among

engineering disciplihes; the ultimate theorews came first..
practical‘applioations later. Between 1948 —‘whenrshaﬁnon;
first pro@oéed his basic theorems on information theory m
and the start of the spece age, little practical application.
developed from the 1essons‘of'coding tﬁeory° in fact a
. standard feature atithe TERE cohventions during this.beriod'
was a session entitled . "Progress in Informarlon Theory
in whlch talks purportlng to show that the theory was: approachlﬁg
epractlcal appllcatlon tended instead to confirm the prejudrces
~of praCtlcal men that information theory would do nothlnq for them.

| “In retrospect there was two pr1n01pal reasons for

this lag. First, Shannon's codlng theorems were ex1stence

“theorems‘whioh shoWed"thatAwithin.a large'class:of éoding schemes,
these exiStedvsome-soheﬁes‘— nearly ail,'éotuailyxé that could |
give érbitrarily.low error rates at an§ iﬁformation rete up to

an initial rate cailed’ohaﬁnei.capaoity;-'The»theorems gave no’
clue'to‘the'actual conetruction of such schenes, hoWever;:aﬁd..
the search for codlng Lechniques capable of remotely approachxng
the actual capacity proved 50 dllflcult that a folk Lheorem was
proposed: "All'codes are  good except(those.rhat we_can flnd

or think of"..




‘The second probleﬁ was‘rhat;‘the.channels of
practrcal 1nterest - telephone llnes, cable, mlcrowave,
Lroposcalter, and HF raﬁlo proved not to have anynhlnq 11ke
the statlsticalpregularity_assumed-rn the prbof of the codlng
theorems; :In fact, most theorems are.based:on the assumption
of statistical_independence of the hoise affectingceach |
bransmitted symbol, whereas on the chanhels.just cited
"diSturbances tend to be manifested in bursts'spanningvmany_
bits. This is to say hothing of other anomalies that.arise
in practlce° n o | e

| Over the past decade, Lhe sltuatlon has 1mproved
cohsiéerably. The problem of rlndrng workable codlng schemes
has been recognlzed to. be fundamentally a problem or flndlng
decoders of reasonable complexrty ' | I
The solutlon has been sought in conslderlng
classes of codes so structured that eff1c1ent decodlng becomes
feaS1ble (but not so much strucLured thaL the codes themselves-

are no good) The most popular approach has been to use the

strLcLures of abstract algebra to generate classes of good,
deco&able’block codes,f A second approach uses linear

sequentlal circuits to generate a class of codes that are _ I |

called convolutnonal for most of Lhe appllcatlons that the“ ( >}

author is aware oi, convoluc1onal codes seemn to have a

better balance between structure and randomneskthan is capable

with the perhaps too srructured block codes.




Basic Binary Codes

Suppose Lhat we w1sh LO transmit a seqﬁence of"
‘blnary dlqlts occurs a’ n01sy channel Athough we are unable
to prevent the channel from causing efrors, we can reduce thelr
.undeslrable effects w1th the use of codlng The ba51q idea is
simpie "'we Lake a set of k message dlglts which'we'Wish to .
transmlt, annex to them r check digits, and transmit the entire
block of n x'kdbr channel digits. ASSuﬁlnq that'the:chanhel
noiSe'cﬁangestﬁfficiently few of these n tfansmittededigits,
the r check digits may preﬁide the receiver with'sufficient
information to enable'him to detect and correct the channel

exXrors.

Encéding'?roblem
leen any parnlculal sequence of k message dlglts,

the transmltter must have some rule for selectlnq the r check

digits. |
Infofmafion Rate R B L3 @ ~;;§;_;;’ .~ message’
: o : B n kpx - 7 message = check

block length

Code Word
‘Any n tuple - j.e., sequence n whicﬁjthe encoder
‘ﬁight transmit is called a code word. _

NOTE Although tﬁey are 2" different binary‘ | n.ev3'binery
 sequences Qf'leﬁgth“n,*ohly ékﬁof these 123 =8 Siigerent ‘

are code words, because the r check

digits within any code word are
A S o code

compleétely determined. by the k message words

digits.




Code

The set consisting of Zk.codewbrds is called:the‘
code. - The coding problem is given the n received digits; -

the decoder must attempt to decide which of the 2k possib1e o
code words was transmitted.

Decoding Failure:

We commit a decoding failure when we cannot
‘decode.

Decoding Brror:

When we decdde incorrectlya
We have that if R = 'k is small then the block length is
.iahq;and'the prdbabilgt§ of’decodihq‘éxfor is Véry smallgj"We
are ﬁsually mére'infétésted in codes'wﬂidh ﬁave a'hiQhAiﬁformation

rate.

Review of Algebra.

Linear Codes

Mod 2 Arithematic

i Addition‘ . 3 Multiplication
= 0 1 X 0 1
0 0 1 0 0 0
1| 1 o | 1 o | 1

& L T®
The modulo 2 sum of two n bit code words is definea_as
the bit by bit modulo 2 sum; that if x and y are code words .

théen-the bits:ﬁ'in their sum arve

z2y = Xy Q@ ¥y [ i =.T‘.L,--—=--,n?7



‘Shift Register Sequences

v

».»{_l}»»,-.» y

V .

Figure 1 Geheral Shift Register of Degree

n with logical feedback

A shift register of‘degree n is a devioelCOnsistiﬁg
of n consecutlve blnary storage p051t10ns Whlch shlft Lhe
conuents of each pOSltlon to be next posxtion down the llne,

.1n tlme to the regular beat of a. clock (o: Other timing devices),
in oxder to prevent the shlft reglster lrom emptylng by the end
of n clock pulses, a."feedbaek term" may be computed as a 10g1ca1
'Lunctlon £ (1 €., Boolean functlon), of the contents of ‘the n
-pOSlthﬂS and fed back into the first pos1tlon of the shift
reglstern

The maﬁimum 1ehgth sﬂift register (of pseodO'random
or simplek) codes make a QOod introduotion:to”aldebfaié- |
-block codes; their propertles are 1nterest1nq ‘and easy Lo
'derlve, and serve as an easy entree to the mysterles of finite
flelds, upon whlch further developments in block codes depend.
(Remark ~ the number and quality of the»plctures of
retorned from Mariner probes depend on the use of codes like

thesea



‘lExamEie

Consider first a digital feedback circuit such -
as the one depicted in figure_Qn That is.a (m=4) bit shift

register. .

: ......... ;—;m:xz‘mgl X3 A:r_j,%xé((mg}OUT K _Yl_“:“:_f;

Fiqure'Z'

. . 4:7}.\ . "
The input Ky om Xyg Xy ‘the state

‘quﬁ : o , -  output

We find that fifteen shifts
cycle the register through
all non zero states and
return the register to the
starting state, The name
maximum length linear shift
raegister is given to this
circuit since, given that
0000 must go to 0000, the
fifteen state cycle is the
maximum length possible.

L3




Theorem
Even an SR of length R,'the butput_Sequencé is
alwaysﬂpériodic with a period'pé?znu If we have an LSR the
_ K ,

period p is atmost 2 1, for p = zkwlo“The shift register

is called a Maximum length LSR.

Corrollary -

‘It is a nontrivial result of algebra that for any
number of stages n we can always find a circuit (shift register)

likeAfigure 2, with a state diagram like figure 3 and a

]

period p = 2% 1, The“input will always goes in£b3the z2ero

state on a shift. The remaininé 2.1 form a max 1ehg£h éyc1e,
The following table specifies input connections to the modilo
2 adders that will give a max. length shift regiéter for

1§ k & 14,



message k = 7

—t

HEHEH AL

e 3 Register S s
no. of stages = 7
rate R 7 o
- Sk-T 77

period p = 127
| @Ma | B | fhases conmectes
1 (1}113 2 1.
2 | (3,2 1,2 - Nore:
REER 13 Ta%e Peoomar "
I
6 - (63,6) 1,6 ngggisggggigo§222
! (127,7) Li7 : | ggpggggiions, o
s | @ 1567 | homever; the s
o | 16 AonEepeRting
10 (1023,10) 1,8 ',.gﬁgiiagzgigigi a_
n | o, 1,10 the Teature of
12 (4097, 12) 1,7,9,12 R
13 (9145,13) 1,10,11,13
14 (18391,14). 1,5,9,4
34 1,8,33,34




A block code using the circuit of‘figuﬁe 2 as an .
encoder operates as follows:v‘Thé message tolbe ttanﬁmitted»:
which is‘assumed_to be a sequencebof bits,-is'segfégatedlinto'
-4 bit segments. ‘Each.segmeht is loédéd“into the 4 bit shift
fegiéter and theréqister is shifted 15 times. ‘The_fifﬁeeh-
bits:comingiout of the right most stage Of‘the register are
~transmi£ted és a block orlcode word. 1Téble_2 givés.the 15 bit

code words corresponding to.éach;4.bit information segment.

Table 2 (look at figure 3) Code words in (15,4) code from MLSR .

Message Bits 1‘ Lo 7 code Wdrdé r
0000 : I bobboopoboobboo.
o001 - ~ 000111101011001
wo0  100011110101100
o100 S 1010001111010110
0010 o _'.__ ;"_ D ~ 001000111101011
1001 L | - .
1101 .

0110 | - i .
1011 | : - | = ‘ e;c;'v.u
0101 | | .

1010 :

1101 :

1110 j

1111 :

0111 .

0011




- 10 -

Properties of Sequences generated by Max1mum Length ‘
Llneal thft Reglsters _

(a)

()

(c)

output bits of the 2

- Given a 2%-1 bit sequence

Pirst the bits in this sequence are the right-most -

-1 non zero state sequences of . -

length k.
since exactly half of all k bit sequences end in‘1,

k . s , S
Ones poccur in any maximum length sequence

precisely 2
(foxr examp%e 8 ones out 01 15 blts in flgure 3)

In any period of Lhe sequence the number of ones

differs from the number of zeros by at most 1.

(Called Balance property).
in'a 1ong sequence, if we leok at the'butputxatja’

ﬁandomAfime the probability Ofﬁ"seeingwna l,‘is .

Xk .
2]. A -l/zo
221 ‘

Furthermore since all k bit sequences except the all
zero sequence, occur somewhere in the maximum length

sequence, the'probability'of seeing'é one given‘any

k-1 or fewer preceedlng bits . lS stlll nearly 1/2.
- These and other statistical propertles below, make a
-max1mum length sequence dlftlculL to dlstlngulsh from

a sequence generated truly randomly, ‘as by fllpplng a

coin, yet these sequences axe easy to generaLe and are

'3;repeatab1e,' Thus-they are_commonly used to generate

pseudolrandom.bits. They are called pseudo random sequences,
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(@) (Run Property) .Amoﬁg the ones and zeros in each

| period one half the owns of each kind are of length
.one,'one fourth Df each klnd dre of length two, one

'celghth are cf length. three, ete. as long ae.these

fractions give meaniﬂgful nUmber:of~runs.d

(e) ‘(Cofrelation Property) If a pefiod of the sequence
is compared term by term, with any‘cycle shift of
itseif" the number of agreement diffeﬁe from the
number of disagreements by at most 1.
U31ng flgure (3) to 111ustrate (e), con31der the code

word, outllned

,000111101011001¢‘cc o Number of agreements = 7

. : R\Note this is again a dlsplacement of
1 001000111101011¢ one of Lhe code words.’

called parity check sequenceo

001111010110010

Theorem

.Afor.all-mex.iength shift register.sequences, its modulo 2. sum
with any non trivial.dieplacement'of itself qiﬁes a'parity check
sequence which is agaln a dlsplacement of one of the code words.

»Corrollory

If we,form the.modulo 2 sum of any tWo‘ccde words we get another
code word. This-is.a grcup'property of shift register codes
and gives immediate answers to guestions about distance or

- correlation between code words.




- 12 -

Definition_

. Hamming distance: between two code words is defihed as the
number of places in which the two words differ.. ' pactac
NOTE: ‘ If we form

. } o ‘ A e
dlstapce (a,b) 3 # of ones_(a@§b) mod 2 Sum ‘1 in the
“which they
‘disagree.
The # of

distance.

CEITETASIGY

1 the modulo 2
§ sum, we have

pogition in

these is the

Theore@.

The diétance‘betweeh any‘twd code:words = EE o 16 ~ = 8 in our
: _ R BN 2 2 example.

which is. exactly the number of ones in their ‘

sum whiéh»is the ‘same as the number of ones in

any of ﬁhé’codéﬁwbrdéa» |

Proof

From fhe>group property, their sum is another code wora,
but’wé had that the # of ones is 2° in any code WOrdasf;i;

: 2 A _
Number of ones and distance under modulo 2 sum coincide:

' This the distance betweén any two code words in these codes

is 2k

or about half the code length..

This equidistant‘broperty of maximum length shift register’

codes makes them an optimum solution to the following problem.

k

in Signal design. = "How can one construct 2~ equal energy signals,
to minimize the cross correlation between any two signals, with

no bandwith limitations®?
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Let us suppose that a code word is sent by P.S. K°

'so Lhat ado 1s sent as a band of amplluude -1 and 1 as an -

amplltude of & 1. The >k k-

k

ccde words then correepond to 2
»vectors in 2™-1 dlnen51onb, all of equal energy (duto

correlatlon)° The Cross correlatlons (1nner-products)‘of

any two vectors is a sum of baud by baud correlation equal to
41 if they agree and -1 if they dlsagree.

‘But we have jUSL proved that Lhe Hammlnc dlStance

between any two code words is EE , so that the vectors dLsagfee‘

, - e 2
- . [+ 8 . .

in EE places, and , o agree in the remalnlng Zk -1,
Consequently any two vectors are anti-correlated

with crbss correlatien -1. This implies'*hat-as.vectors’in

(2"
2

a s1mplex, Wthh is’ unlversally belleved (though 1t has never

- 1) space, the code words form a geometrlcal ob1ect called

'been qulce proven) to be the dleribunlon of equal energy
51gnals in 51gnal space that mlnlmlzes the probablllny of
incorrect detection. Figure (4) shows the'51mplex corresponding

to the k = 2 maximum length shift register code, which takes -

the form of a tetrahedron in 3 dimensions; ‘Hereiis-eh‘intriguing

contact‘between algeb;aic coding theofy»and £he;geometry“of'

N dimensions.
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. . . - Y : :
. o ‘ o . S Ll
G
1oLty
(+1-1,-1)
- ) . . N R . (:.'4
Figure 4
Simplex (tetrahedron) formed by k = 2, (3,2) code in three
dimensions. ' ‘
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Brrors Their Treatment and Error Correcting Codes

In these lectures wn shalT con51der the tieatﬁenr.of
4errors arlslng from n01se and dlstortlon on Lommunlaatlon lines,
The follow1ng Table 1 glves Cyplcal average eTToT ratesg'
'_and ‘you can use them as a rule oI thumb flgures for d01ng
.probablllmy calculac1ons.‘ Wth then 1t w111 be posswle9 as
'we shall see, to answer such questlons as what degree of error
E checklng and what block 1ength should be used 1or transm1551on

- for dlfferent systems,;f‘i=

Average Type - ° |Transmission Rates |- Bit error rate

of Channel o - (bits/sec.). , ' 1 in,
50 baud telex |  so. | 50,000
150 or 250 baud 150 or 200 - | 100,000

%

subvoice grade lineg

Public voice lines 600 | 500,000
. S T 1200 - 200,000

*)2400 | ,100 000 (10°)

_P0551b1e Approach

(1) Slmply 1gnore the n01se, in fact ~the majority of tele-
graph 11nks in operatlon today, for example, have no error

checking facilities at all. Part of the reason of course 15,

"*) It is 1likely that transmission over a:voice 11ne
at 4800 bits/sec, will glve higher error rate than
those above. :



is - expen51ve, but 1et us estlmate whac 1t means to have 1 in 10

.16 -

that thew normally transmit english language text and errors

caused by the ranglng of a bit or small group of blts usually

- are almost always automatlcally corrected by the bra1na If

the text. 1s unlntelllglble, then the recelver can’ always ask for
a re-~ transmlssmnu | | )

A second reasons9 is. that one b1t in 10 errors is noc
qu1te as bad as 1t sounds. For example James Martin . eSleaLed
that his book of about 300 pages and contalnlng about 110 000
words, after belng edlted word by word by team of profe551ona1

4.
edltlon, st111 had an error rate of 1 b1t Ain 2 x 10 bits u31ng

a five blt code° Taklng each word to be 8 1etters and each 1etter

5

;requiringls bits we‘need-S X 8 x\lo blts to code the book 1f
_we then transmltted over a 11ne w1th error rate 1 in- 105 about
_~40 of these letters would be wrong. Thus the error rate of -
1x 105 on- an. nocheck transm1331on 11ne is. better than the

' carefully proof read texto_

On che other’ extreme,ba cod1ng scheme is on the market
14

Wthh glves an undetected error rate of 1 b1t in 107, but thls

4
Suppose we - transmlt at 2400 blts/sec, for. 2000 years since

the time of (Chlrst), we would have transmltted (Rzz X 103 1014)_

b1ts and probably not have had an error yet

2400 x 60 x 60 x 365 X 2000
2.4 x 1011 x 5.62 x 2

R
o @é,z x



" Griteria for Choice of A Code
The ﬁefit of any‘scheme for correctlng transm1531on
errors is a function of three propertlesn .
o : ZM ' (i). What is “its efflclency in dececting
.{errors7] How many 1ncorrect messages

.does it 1et through* Ideally; we would
‘ >e:11ke a scheme Wthh catches all errors° if“”
(Zj.fHow much does 1t reduce the 11ne c. L

~"-u'-'i:'.h'Jc'oughpu‘t‘? Both redundanc blts and
1:'ftretransm1551on 1essen Lhe tO'al data

3*f;thYOUghpui on - the 11ne‘-

N

33(3) How much does it cost?

In the early days, (3) dlctated that 1ow |
'_accuracy was often taken in favour of hlgh cos;s.' However,
w1th the advent of hlgh speed modemsand 1ow cost 1arge scale

1ntegrated clrcults the ‘balance is now sw1ng1ng in favour of

more complex codes. B

Error Correcting Codes

h . : : The ablllty of a code to correct errors 1s related

to its ability to detect then., For~1nstance a code that can

detect double errors can’correct single ones. In general a




a devicebthatfcanjdetect‘zx errors can correct xa.

Similarily, some codes can detect two error burts of

‘1ehgth'5 bité; such cddeé could éorxect dne"such'bui';sfc_;,i
In data transmission a Singie”noise pulse or

| arop'out (1oss of.signal)_is freQuently.of greater duraiion

than the length of one bit. This is more likely to be so

when 'a high bit rate'is used. - Even at 10w bit rates double -

errors are common. A CCITT*) study of 50 band telegraph

11nes glve the f0110w1ng flgures -

‘ISoiated Singie'bit errors 4;¥~+%r~f»f5Q—GO%

‘Brror bursts W1th two erroneousttl S
DILS =mmmemmmmmmmmmmimmememmmmeen 220102208

“Error bursts with thfeef._ S L
- erroneous bits ---e---em-m-eoo ~eees 3-10%

Error bursts with four S .
- erroneous bits ~=m-memee—woa- —————— 2-0%
A burst was defined here as bits in error -

separated by less than ten non-erroneous bits.

*) . CCITT Special- Study Group "Date Transmission" '
Contribution 92, Annex XIII p. 131 (Oct 18, 1963)
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Polynominal Codes %)

o

Ail.cpdes;'suchias_M oﬂf of N-cbdeé; Hammfngfcodes; Bose- .
Chaudri Codes, The Fire Codes, the codes of Milas, etc.)can be.
deécribednin Terms~of the divisibns of.polynomigis, Pdlynbhlal
‘Codés can-be'made to perform wi+h very hjgh éfficiénéy;:

Let ué‘sypposé_+ﬁe‘dafa block to be transmitted has k bifs;
.SWe can répresenT +his és a'éolynomial'fﬁ éiVaFiébre"x“having‘k :
i%e;ﬁs. i.é:; a:polymial of order kff, f§ff§kqmbIe; suppose }hé; ~

message being is 1010001101, the polynomial.

in génexl:'a{’ll L WO,

Ny

K2

Ay X e
Where tThe high order term Of'+He-polyhomial.féiih§ybi*7*ha+QFé n

transmitted first. 'fhaT is we +ransmi+'fromlﬁkigﬁ}5+o léf#" :f__ f*fﬁﬁ?V' ‘

Addition .in Modulo 2

Wl o [ |
0 | 0O l
| T [ 0

Now there is a convenient way‘bf'expressing th
to be sent. We will manipulate them using the laws of or
algebra, exéep+ That modulo 2~addi+ion.mus+"be eméloyed.

illustrate tThis as,

¥) "Cyclic Codes for Error Detection" by W.W. Peterson
& D.T. Brown, proceedings of the IRE, January l9§l.
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Mod 2 £Q4<3f Two«polyn6m1a| is

x| 4 x5 + XO b == 4 X2 a |

;‘To'fréhsmIT ThéFR data block M(X) we need'aiéééond polynomial
referred to as fhe.géﬁefaffng‘polynOmfaf P(nf;'o%.dggreés r, Whéfe
l<>|*?0." P(x) has uhificéefflcienf on the xq, ies'fhejlowésf A
Térm is . | | | |

For example To transmit The message -

M(x) = x2 +‘x7~+nx34+ x? + b
 we might use a.génerafiﬁg'poiynominal
P (x) = ‘xs +xt e %2

the steps involved In the. transmission are in effect as follows.

“step’l  The data message M (x) Is miltipiicd by x7, giving

r zeros (o's) in the low order positions.




Step 3

Suppose

C ahd P(x)

Step |

~ Step 2

then Tix) = %

The result is div

‘quotient Q(x)'and

- 2] -

tded by P(x) , this gives é_Unjqpe

‘rémalnder.R(ni.

CxP M = ot (3) RGO

Pix)

The remainder Is
up. to r tenms in
the message that

-

Pex)

addéd To +he message Thus'ptacing

The r~|ower.6rdérs positions, this is

is fransmitted. Let us call It T(x),

e (B Rem

X
+
X
+
it
o . -
o
o

i
o
o

10100601 1°0100000-

T TR S T R TR IR

T
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| cot X,
« %'xz t x4 XIZ + x84 %! 4 x o _ ,
14 i - Q(x) = 1101010110
+ I, A |
X . X + X r x ‘ Arexr = 1110
AN L e R L
le + l2+ xlo 8
Xll + x|0 + X9‘V+ 7'.+.
U 10 4 8y 6
x9 + X8 LI R
‘X7 '*'.‘X + y .
: o !
x! o+ %8 Xt K2
_ ' ‘
T ‘
x® 4 %7+ X2
. X§ X5 X3 + X
ROX) =55 x> + x2 + x

(3) The remainder R(x) is added to x" M(x), to give T(x)

the méésage +ransmiT+ed
LoTx) 10100011 0100000

o

< 1110

=

AP ——
101 OMW

We are thus
sending the
original bit
pattery, with
five bits
accompanying it for
érror detection.

Check Bits

il

"‘.M’(xﬁ

R )

L PR Sy s e, e
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The ques?ioh femains; what is this all fh aid‘of, lot us
return to. - | ; |
" Mo = ot (B RGO

P(n) .. P(x)

we have réwrifing'This

K MG = Q00 :ch)'i@ R(X)

since subs?rac+|on and addl?lon ln modulo 2 ." ‘ B ‘.of(The, .

ﬁ‘same, we can xewrlfe +he above equa?non as

M(x) + R(x) Q (x) P(x)

‘?7T(x) =0Q (x)“P(%)A:

"The message transmitied Is Therefore eXac+ly d|vIS|bIe by The

1q*nera+inq Polynomnal P(x);

I+ is his proper?y ThaT we check ln aTTem Ting +o see
' _whe?her an error has churred., The recenv:ng mach |
divides the messége,polynomiaf T(x) by P(x) if fh
is non zero, fhen,an erfor has occurredr lf %T:iétzefo,'w‘
,ei?her'Theré is no' error or an undec?able error has.occur;e
. To See Théf to spéak of an unde?able error makes s
conqnder - the pa??ern of error bits,- E(x) ie, bits of TG
Tha? are.changed by noise in the Transml?%ed message..fT
.receive = - T(x) + E(x) -
,TBUSij .‘T(x) + E(x) } |5 exac?ly oivnsible by P(x) then
The'fema;ndgr is’ zero-énd we qanno+ deTech On The other hand‘.

if'E(x)'is not mviswle.by'P(x)‘we wiil_defecf 1+ Knowing‘fhe




characﬁerisfics of The,communicafion,lines, we must, therefore.
‘pick The'generaring polynomial. P(x) so ThaT The‘paTTern of error

bits E(x) will hof be dryisiple.by Pt

Error DeTecTion Probabillfles .

The cholce of generafing polynomial should be dependen1
on a knowiedge of The error parTerns khaT are Iikely to occur
on the channél in qUGSTIOH , There are cerTaln error -

‘characteristics ThaT_we qan.be;sqre-fo;prOTecfffhe data from.

Caée |- Snngle B:r Errors'“

lf The message block M(x) proTecTed by rhe polynom|al
code T(x)»= M(x)Q} R(x) has one single bit. inler ”r:+hen E(x) = x
where is is Iess Than 1he Tofal number of ths;+n ﬁhe message T(x).
C(let .us say niéAr%k). b
.Then xr canno+ be dlvided by FT exactly Then all single bit errors

will be de+ec+ed

Case 2 - Double Bit Errors

Double biT errors can be represenfed by The po!ynomlal E(x)
=‘xi +_xJ where i and-J-_areAbowh less Than the number,of~b|Ts ia
T(x), ie, less rhan n.e Le% os say i{;j,‘fhen he cah wriTei -
E(x) ='><i ( + *j~l)° Therefore The error to be deTecTed neither
xi.(l + xJ i) may be dnvnslble by the generaflng polynomnal Thus
if this polyhomlal P(x) has a_facTor,W|+h Three Terms, Then This.‘

““will'be so and all double errors can be detected.

; .

»

if we guve our generafing polynomlal P(x) more than one term,




et
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Case 3 r'Odd'Numbers of Errors

\

. . . R ! °. . . ° v. . . ) . A \. ) .
Theorem Lf “he error message conTatns'an odd number of bits

In error, then the polynomial T(x) Thaf represenTs

N

"1+ Is not divlsible by (x + 1)‘, P(x)

Proof Suppose Thar the message ls represenTed by a polynomial
AT(x) Wthh is divisxble by (x + I) Then e have |

FUE(R) = (x) Q(x)

,l we. ge1

(I+l) Q(x)

Thenefore'E(x) musf confaln an even number of Terms, hence

042

el 4 k€72 4

_(x + 1) sfnce‘(xc 1) = (x4 1) (x
Therefore any generafnng polynomial of the form (ng,f"' 

all errors w1+h an odd number of bits incorrect.

Case 4 Burs?sAof Erroré

Defn. a burst of length b s defined as the numbe

in a group having at least its first and last bits in erro

Thus if.E(ﬁi represents. the error paTTern

00000101 00110000
\““‘m:*«-m —-—;::::‘/"zm g A&:y
b = 7

this conféins-a burst of lengthb = 7



. . E(x) = x!o +ox° o+ x4+ X

" .'message,

=26 -

8 5 -4

now we can always factor E(x) = x; E(k).where i Is less Than

fhe number of biTs in the message for examplé,

E(x) '=_x4 (x® + ><.4 + x4+ 1)

Now in general x' is not divisible by a P(x) containing only
one +erm.’"Theref0ré the burst error will go undetectable off

E,(x) Ts exactly divisible by P(x) {x +1). Now uhen the length

" of the burst b is Iess"*han the IéngTh'r'+sle$.P(x), the
" generating Polynomial El(x) can. be deTec+ed.z Thus'if we use V>

‘a generating polynomial of 13 bits, all bursts of length 12 bits

o

or less wili»bleide*l*e‘m“e_ci‘.° (recall fo}.= kﬁ.Mix5-+.R§X)_.-.'To

~ achieve This ve Wi'jAhéve.fo use r = 12 redundant bits idVThé'  .

° [N

. R(X) = 12 bits Y

Case 2 b& r +I

‘Now 1f b = r+l that Is the number of bits In the burst =

number of bits in_The,generaTJng'polynomial; Thén the error willi
“go undetected .if the burst E(x) Ts fdenfiéal +o the generating

“polynomial P(x). Since The first and last bits in the burst

are by definition error bits, therefore the remaining (r=1) bits
mus+_corresp0ndvfo %hoSe ofNThe:generaTLng-pbiynbmiaI; I we
regard all combinations of bits as equally prébable fhen the
probabiley'if find a specific pattern of (r-1) bits we be o
the probability that (r-1) jndependenfibifs'afé identical Wifh

that of the generating pdlynomial.

PAp) e gy Y




This probability Is (L} F=l for r =12 2 .00049. So
| | - \3Y | -

e that the probability of an unde+ec+ed error isVe very rare

‘event given Thafia.bursf, b = r+l = 13 bits occurs.

Case 3__b % gl

When the number of 'bits in The burst b is greater than

by P(x). (The question is hcw<many)}' bf E;(x) 1s divisible by

P(x) Thed_we can write . .

A . Ei(x5‘= ) PO
- oo . _._\;\«:f._:;::,. 3 “{\“"‘F‘V““‘) | . """*X&:.. st B
degree b~l ‘fdegree beléri"ir_'ﬂiff

gay7E (k5 is a polynomlal cf degkee (bel) con+a|n|ng b erms, p(x)'

is a polynomlal o. degree r and conTains i Terms in The degree of

polynomyal Q (x) = b-l—r, .~ tThe number of bi+s ” resen+ed by
Q (x) = b~r.. The f%rsT and Ias+ +erms of EI(X) are always J,i

This causes the first and !asT terms of Q (x) to always be ln”

ai+erna+e_|n value° Thls,means ThaT'These;are b?ﬁe

which P{x) can divide E, (x).

] o
NoW-Ei(x);can~havé"Z(b‘z) possible combinations giv

the first and last are fixed, . . the probability of an er

~ being detected, ie, the .probability that P(x) divides E,(x

Comment -

On the above example in which r=12, the prcbabfmqu of an

undetected error is 2 =12 .00024, glven fhai the bursT conTalns

a Jengfh_greafer than I3 bits (agatn @ rare occurrence)

e g e e
o

(r+1), there is a varlety of.poéslbleverror'pefferns.fhaT are divisible

the




pattern
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To Summarize

ving x or

Per gent of error rmessages ha

If we choose a polynomial

and one factor with three or more

“than (r+1) - bits-

100%

g

-
\\
\..

A L T

more error bits

20%

10% '
0oz 5 10 5 20 25

) t\gumberw error bits in message (x)

30 35

I3

 Figure |

P(X);havihg‘(x+l5 as a factor

terms, then The follewing

'EXp|aﬁa+ioh o f

~ Figure

¥
‘burst Iené hfhodefon?étfohg

‘dis+ahce leased Iine

Fig. 1

) pro?ec+fon wiltl be gIVen
) Single blTxerrors 100% prorecirons
Two bifs'in error (separate or noT),_” IOOY pro+ecwion
An odd nUmber of blis in error IOO% Pro#ecfion”
‘An eFror burst of length less than I
(r+1) bits L : 1009% profec+ione
resume fﬁﬁh:error burst of exacTIy '  :1 F¥f
aﬁ'SQUa. Ll bits in length @—(—» probab||s+y
_probability - ‘_y;ﬂ__ ' S g} of- de+ec+|on .
for bits in J° = =~ ; ' , N A N
an error An error burst of length greater B I & B » '
| : j}"@?ﬁ‘%)~ Srobability of

detection

hows. measurements of

in Europe.

in +hese measuremenTs +he da+a o

was sen+ in b|oc,

‘biTS of +hese blo

in error

of those
bit in error, BI%ﬂ
10 bits, bu+

I5 percen+ had .

numbers of errors

large




100%

20%

length x or grecter
+
!

10%

5 810 15 20 25 30 35
Burst length in bits (x)

~ Per cent of error messogss having burst

Fig. 5.3. Burst Iengths and numbers of error bits per error message

encountered on data transmission tesis, at a 2000 bit/sec transmission

xate, on a multipoint leased voice line from London to Rome.* Fixed

message Jengths of 792 bits were used. * Dara Transmission Test on a
" Multipoint Telephone Network in Europe, CCITT Blue Book, Supplement

No. 37. Published by the Imemalwnal Teleconnnunication Umon, Geneva,
. Novembe; 1964. : . .

Eiguféfzul

Comes from "Data Transmission
Text on a Multipoint Telephone
. Network .In Europe", CCITT: blue
S book, Supplement. #37 published
' by ITU Geneva Nov. |964 S

From +he'ébové figure 2, we see’

that rhere is a fa|rly hlgh
'~pP0p0rTIOH of long bursrs,,'iei
35 blts sn4reng+h, This means
j%haf some ehfors ake‘noT-going.
to be caught by.fhe poiynomfal
checks, 6r for Thaf maner'by
- any other éheckfng_schéhes Thaf

are reasonable fo Implement.

'Explénaffon 6f'Fiqure.2
.Figufe"z $hoWs Thé disffibufion of
bur§+ Iehgfhs;‘ A Eursf here is
defined as the distance in bits

be%ﬁeen The‘firsf bifyérror and
last bit .error inVThe.blocks. This
curve STaTeSVTha+-36 percent bf the

error blocks have a burs* length of

only one bit, 34% have 2 - 8 bit

\

bursts, 30% héve grea+er than 8 bits
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: +elephone
predic+ion,

measuremenrs were made on a

Results Obtained In Practice

Resul+s obfained'oh pracfiVe wffh polynemia! codes on -

~transmission speed was 2000 bps.

Ieased

Figure 3 shows a ryplcal set of results.

llnes have been reasonably close to The Theoreflcal

Thesel

line from London To Rome A

fransmi++|ng random bit messages in blocks of 729 blTS. ‘The

Fracfiqn of

'Expec+ed

Undefecfed Error
Message

Gehefafing Polynomiai Used

- SR . L Predicfeq_l ‘Actual
K8 1 L0156 Ze;.dfoi o
x6~% x§:+ I ’{61%61;  ,067553
x® x4 ;OI56e' ,0066
x4+ x4 ;00§§i* .0035
x'2 4+ 0003, . .0021
x!Z 4 e L0003 L0021

12y .0003

‘Figure 3

the division of x" M(x) _

(exclusive or circuits),
the same as the degree of

in figure .

Encoding and Decoding CfrcuiTs'

Pofynomiai codes are qu1+e easy To code .and decode~

P(x)

perfofmed with a series of | bit shift

number of | bits in the divisor -

Q(x) + R(x),

régis%eﬁ.and

The number of shlfT regis?er pOS!?thS‘l§.

The number of exclusive or circu}fs

% 3 for fjgufe‘¢‘

+o ge+ R(x) can be

modulo 2 adders

MR i e e

the d|V|slons - flve for fhe division

is equal to the

°




/s

4

| Bits fo be

" {| transmitied,
' y1010001101

-;g‘(d-v‘i.g, 2% 532:6‘ \

" T Contents of shift registers:.

>
o

- Input bit

o . . Initial conterits:
. Step 1§ T
Step
Step
. Stap
- Step -
Step
Step.
Step

> Message to: be sent .

D N B DWW

.Step
Step 10
Step 11
Siep 12
Step i3
“Step 14
Step 15

_‘LFive O's added

- 8 O e e .- s O - OO - O = O Clo

C O = = O = O = 0O = = O 0 O C C
~°.._ao‘.a"......°.-oo'-»o-om

ooooé-no-o—‘o.oo-oc-a

,_.o..o.._..-.a..;c-‘oooo

\Remcmder (whlch is sent

o : - : L ' S s the five check bns)

nguré~4

Circuit with shiff regisrers for divlding by fhé"”
polynomial (x + x4 4 x2 + 1),



The following Tigure 4, shows The C|rcuxr whuch performs ihe

PN

) Mx) where_r—B M(x) = IOIOOOIIOI and Ieaves the
P(x) o | o

remainder R(x) = IIIO in the regnsTers, snmllarily |f X M(x) + R(x)
was enTered The C|rcui+ would divide |+ by P(x) and |f ?ho r@g|s+ers
were empTy, There would be no" remannder, ie a bunch of zeros,

|ndlca1|ng no remalnder.

Reference -

J. Martin = TeleproceSSIng NeTwork Organlza+|on ‘
: PrenTice Hall, I970. , '
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228 PROCEEDINGS

The conventional solution to the problem is shown in
Fig. 10. A few moments of study will indicate that it
does in fact perform the requxred operation. The Flow
Table Logic solution is shown in Fig. 11. Again the
problem is easily checked for correct performance.

The simplicity of the wiring and the regularity of the
circuit are quite apparent. Such an approach should
certainly prove valuable when batch-fabricated devices
become a reaility. As was stated. ea whier, when applied
to one such techunlogy (EL- ’(‘) the design and fabri-
cation of circuits is. greatly smxphﬁcd An. carly model
of an EL.PC combnmtlon lock is shm\ nin Flg 12.

Cowcnumov

The Flow Table. Logic techmque for ‘circuit desigh
presented here was intended for.use with batch-fabri-
cated (or perhaps micro-minjature) dcwces, heénce the
emphasns on’ simplicity. and regularity. These are ob-
tained in some cases at.the expense of actual compo-
vent count. The e\chanqc was felt to be. acceptable,
however, since minimizing - the number of active ele-
ments is not guarantee of mininum cost. An interesting -
poinr that should be. considered is the logical delay as-

Cyclic

W. W. PETERSONY, MEMBER, IRE,

Summary=-Cyclic codes are defined and descritfed from a new

. viewpoint involving polynomials. The basic properties of Humming

and Fire codes are derived. The potentialities of these codes for

error detection and the equipment required for implementing error
detection systems using cyclic codes are described in detail. -

S~

- o
B 2
. . -~

INTRODUCTION N .-

e

W F THE many developments in'the area of error-
. - }J'detection and error-correcting codes during the

—" past three years, probably the.most important
have pertained to cyclic codes. Since their introduction
by Prange,! very attractive burst-error correcting cyclic

* Received by the IRE, August’ 1, 1060; r(.\lt.e;l nanuse npt re-
ceived October-28, 1960, )

¥ University of Florida, Gitinesville, Fla.

{ IBM Corp,, POUF'I'\CC[)NIU N Y. -

! E. Prange, ‘Cyc]u. Errov-Correcting Cades in l“o Symbols,”
Air Force Cambridge Rescarch Center, Bedford, Mass,, Tech? Note
AFCRC-TN-57-103, Septeatber, 1957: “Sone (‘) clic Error-Correct-
ing Codes with ‘Slmplc Decoding \l;;onthms. Tech, Note AFCRC-
TN-58-156, April,’ 1058; “The Role of Cosct Equivalence in the
Anaiysxs and Dccodmg of Graup Codes,” Tech. Note AFCRC:TR-
59-164; June, 1959. ¢ . o o

. ' o v ' ) o 4

®

: . /

for Non:Independent Errors,”

JIF .1“4 N : C . T ey

sociated with circuits designed by the Flow’ labh- Lr.‘u(, :

tecnmque The circuit can go from oue staie to any
other state in approsimately two logical delays. Thus
one has not sacrificed speed in the quest for regularity.
The ease of circuit design mould also be an adv antdqe
of this techmque

As is true in most dcvo!opmcuts, there are some
problem areds that still requlre investigation. The cod-
ing of the input fines and, in.fact, the coding of the
states of the flow table are far front optirmunu, Only fur-
ther work can reveal whether this can be improved
without sacrificing the simplicity of the civenit. 1n addi-
tion, the uecessary delay requirsd is not found in all
technologies and thus must be carefully consnclucd in
the solution of a problem

AckNOwIL. EDGMENT

The material presented représents the efforts of the
authors plus that of R. J. Domenico. In addition, the’
authors are indebted to E. T. Skzko J. Earle, and R.
Robeien for nmm helpfut discussions. The EL-PC com-
‘bination lock was constructed by Dr. J. A. O'Connell
and B. Narken. A 0} :
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Codes for Error Detection®

axp D. T. BROWNH, /Mm;iém, IRE

codes have been found by Abramson,?
and Reiger.® Cyclic codes for correcting random errors
have been found by Prange,! Green and San Soucie,”
Bose and. R:W-'Chnudhuri,9 and Melas. 10 Encodinq and

. M. Abmmson, "~\ Class of sttemahc Codes for Non-Inde-
pendent Errors,” Electronicg Res. Lab,, Stanford University, Stan.
ford, Calif., Tec h. Rept. No. 51; Decembgy, 1938.

3\1. ’\I Abrmmon, “Error Correcting Codés from Linear Se-
‘quential Networks,” presented at the Fourth London Symp. on In-
fornmtlon'Ihcory London, Eng.; August, {960,

4 P, Fire, “A Class of Multlple Error—Correchg Binary Codes
Sylvania Electric Products, Inc.,
'\Tount.un\lc\\ Calil., Rept No. RSL-E-2; March, 1959..

5 C. M. Mel.xs, ‘A new group of codes forcorrectlon Tor dependent
errors in data transmission,” IBAf J Res. Dev. vol. 4, pg& 58 63;
_Iammr) 1960.

a8, H. Reiger, “Codes for the correction of clustered errors,”
}}){6% TRANS, ON I\romnrxon Tutory, vol. IT-6, pp. 16-21; March,
.7}, H:Green, Jr, and R, L: San,Soucie, “An error-correctmg en-
coder and decoder of high eficiencyt”*Proc. IRE, vol. 46, pp. 1744~

'175‘2 Oclober, 1958. .
“On a Variation of the First Order Reed-Muller

LBN, leﬂer
C(;)cg:s. ML l‘ Lincoln Lab., Lexington, I\Iass « pp. 34-80; October,
195

2 R, C. Bose and D. K. Ray-Chaudhuri, “A class of error-correct-
ing’ lmnry group codes,” Informatiosr and Control, vol. 3, pp. 68-79,
Mare h. 1960; “Further results on error correcting bumry group
(odes In/‘ormatwn ami Control; to be published.

o C.. M. Melis, “A cyclic code for double error correction,” B/
J. Re: Dev. .\ol 1, pp. 364‘366 juiy 1960
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95l Petercorr ond Brown:
error correcting proccdurcs for these codes are relatively
1511} implemented using sluft -registers with lu.(]b wk
Connections, 12 : o

“—~Tha first function of tlm paper is to introduce cyclic
codes from a new viewpoint requiring only clementary
mathematics and to derive the basic properties of
Hamming and Fire codes. Second, the potentialities ol
cyclic codes for error detection and the equipment re-
quired for implementing error detection sy stcms usmg
cyelic cocks are described in detail.

PoLynoaiaL Rr-i'ur&;r\rr ATION aF
Bivary Immm ATION,

We will be concerned with coding a message of
bmar; digits by appending #—k binary digits as a
check and transmitting the 2 information digits and
then the 1 —k check digits. It is convenient to think of
the binary digits as coefficients of a polynomial in the
dununy variable X, For exawple, a message 110101 is
represented by the p‘ol};lomial 14+ X+ X34 X5, The
pol\nomml is written low-order-to- hlgh order because
these_polvnominls will_be transmitted serially, high-
order first, and it is convcntmu.ll 1o m(lu ate signal flow
as occurring from left to right.

These polyvnomials will be treated according to the
laws of ordinary dlg(.l)rl \\xth one exception. A(l(htton
is to be_fl_cixlg_n_\odulo tWO.

1Xo 4 1Xo=0X 1X040Xt=1X0= 00X 1Xo
0X° 40 Xe = 0 Xo — X" =1 X",
For example: _ \
addilion , n‘m/liplic.alimz
X XN 1EX R
X+X £X 1+ X
14 X+ X2 + X1+ X + X3+ X
X +X+x X+ X XX
| S R T I

In a.ddition to (.luz agsodativc.vdiérriburi\'c. nnd- com-
mutative properties of polynomials under this kind of
algebra, we have, as in ordinary algebra, unique factori-
zagion; that is, every polynomial can be factored into
prime or irreducible factors in only one way ¥

ALGI' BRAIC DI SCRIPTION OF Cyerie Cony %

A cvelic code | is’defined in terms of a generator p()])«

u j E. Meggitt, “Error correc m\g codes for correcting bursts of
errors,” [B 3 J. Kes. Dev., vol. 4, pp. 329-334; July, 1960. = R
. B W, W, Peterson, “Error Correcting and BError Detecting

~ Codes,” Technology Prcsa, Cambridge, Mass., to be published.

B See, for example, R. D. Carmichael, “latroduction to the
Theory of Groups of Funte Order,” Dover Public ationg e, New
York, N. Y., p. 256; l ¢ . s e
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Cycllc Code - for bos

Code polynomials is also a code polynoraiat,

ls Dere‘twn . YA
thau 7 is a_code p@inonnal 4.e., acccptable for trans-
mission, il and oniy if it is divisble by the generator’
polynomial P(X).1 Witk this definition, the sum of two
for if
Fi(X) and F(X) are polynomials of degree less than n,

which are divisible by P(X), tnen A(X) 4+ F(X) is also . .

of degree less than # and divisible by P(X). Therefore,
these codes are a special case of group codes, us studied
by Slepian.t

I P(X) has X as a factor, then every code polyno-
mial has X as a factor and, thercfore, has its zero-order.

coefficient equal to zero. Since such a symbol would be ™

uscless, we will consider onlL__dcq for which P(X) is
riot divisible by X

« Code poly nomials can be formed by dlmply multiply-
ing any polynomial of degree less than & by P(X). The
following method has the advantage, however, that it

results in a code polynomial in which t the hlgb._QﬂLQL_

coefficients arc message “symbols and the low-order
cocfficients are check symbols, To encode a message

‘polynormiat G(X), we divide X™*G(X) by P(X) and
then add the remainder R(X) resulting from this dIVl- :

sion to X=+G(X) to form the codc polvnomml
Xr#G(X) = Q(X)P(J\) + R(X),

W hEIQ Q(X) is the quotient and R(X) the remainder re- '

sulting from dividing X"*G(X) by P(X) Sinee in

modulo two anthmcu(. ad(htnon and subtmctxon are
aulo two anthn .
/fﬁ_c samc, :

" g

\ r(k) = X"HGX) R(X) Q(X');P(,i)l -

- which®is a multnple ol P(X). and therefore, a code

polynomial. Furthermore, R(X) has degree less than
n—k, and X"*G(X) has zero coefficients in the n—%
low-order terms. Thus the k highest-order coefficients of -

F(X) are the same as the coefficients of G(X), which are

the message symbols. The low order n—#% coefficients
of F(X) are the (‘OCﬁ’l(‘lC\llS of R(X), and these are the

" check symbols.

nomial PLX) of degree n—k. A\ polynomial of (legrcc less

v

e M Ac(or(lmg to the usual <lchn|tlon, a cyclic code is a group code
_with the added property: mﬂ_ﬂ_(}.(.)ﬂlﬁs“lielm'l Tote VECTOr 1S Also

I'\(unplc' Consider a code for which 71*—15 k=10,
and #—k=35 which nses “the generator pelynomial
P(X)y=14X24- X"+ X5 '10 engpde  the message

1010010001 corresponding to the polynomial G(X) =1

H X2 X04-X0 we divide X8G(X) by -P(X) and find

the remainder. B} long division it can be found that "

vl\, +\I+X1(\+X“_(1+1\2+X4+ ‘3{5) .
A+ X4 X+ X X4 XX 4+ (14 X).

‘The Codqpolynofnial'is formed by adding the remainder

(1+X) to~~X-"G(X)_: -
¢ Fs L

a code vector. Codes obtained by making a number of the leading
iformation symbolstidentically zero and dropping them are called
shorténed (\chc codes. The codes described in this paper are eyclic
codes if X™—1 is evenly divisible by P(X), and otherwise are short.
ened eyclic codes. See Prange, footiote 1, and Peterson, footnote 12, .
© 13 1), Slepian, “A class of binary signaling alphabets,” Bell Sys.
Tech. J. ’\ol 35, PP 203- 234 Jmumry, 1056 .
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/a -terected. If the remainder is zero, cither no error or an
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= (1 + X) + (X + N7 X104 XM
110()0101()()1()001-'

. ——

F(X) =

mf()rm'umn

“symbols

. . . {

PrINCIPLES OF ERROR DETECTION AND
Error CORRECTION®

symbols

An encoded message (‘ont‘umnq errors can he repx e-
bented by

H(X) = F(X) + B(X)

2 po[ynonnal which lms 4 NONZLro term in ea(h errone-
ous position. Because the addition is modulo two,

F(X) 3 E(X) is the true encoded mcqmuhe_w the
Srroneous positions’ changed. :

If the received message #(X) is not divisible by
P(X), then clearly an error has oceurred. If, on the
other hand, II(X) is divisible by P(X), then H(X) is a
code poiynomial and we must accept it as the one which
was transmitted, even though errors may have occurred.
Since F(X) was constructed so that it is divisible by
P(X), H(X) is divisible by P(X) if and only if E(X) 1s
also. Therefore, an_crror pattern E(X) is detectable if
and only if it is not evenly divisible by P(X). To insure
an enective check, the generator polynomial P(X)
must be chosen so that no error pattern L(X) which
we wish to detect is divisible by P(X).

- To detect_errors..\we. d:vulc the received, possibly
erroneous, niessage H(X) v P(X) and test_the re-
~Taiider—fthe remainder is nonzero, an error has been

Example: , he
FX) = 1+ X + X0 X7+ X1+ X1
=11000101001000 1,
E(X) = X34 X0 4 X7
' =000100110000000,
HX) = F(X) 4+ E(X) | »

=14 X X0 Xo o X0 X0 XN
=110101100010001.

This F(X) was taken from the previous example. The
remainder after H(X) is divided by P(X) =14+X2+ X4
4- X5 is —i—X‘+X‘ and the fact that this is not zero
shows that an error must have occurred. The same
remainder occurs if E(X) is divided by P(X), since
"F(X) is divisible by P(X).

The ability of a code to correct errors is related to
its ability to detect errors. For example, any cnde
which detects all double errors is capable of correcting’
any single error. This can be seen by noting that if only
a single error occurs, we can try to correct it by trying
to change each symbol. A polynomial with oife erros’

Ay

PROCEDD LGS

A e AU W
and onc symbol changed can be a code polynomial only
if the.crroncous symbol is the one which was changed,
since all other combinations are equivalent.to double

.errors and, therelore, are detectable, Similarly, a code
which detects all combinations of 2¢ errors can correct .
iy combination of ¢ errors, since if ¢ or fewer errors

“occur, changing. all combinatious of ¢ or fewer positions
results in a code polynomial only if all the erroncous
positions are changed. The same argument shows that
any code capible of detecting any two error bursts of

lenqﬁfb or less can correct any single burst of length b
Ol"lchth“y the converse of these statements is also
p————

frue; any f-error correcting code can detect any combi-
nation of 2¢ errors and any code capable of correcting
any single burst of length b can be used instead to detect
any combination of two bursts of length &.-

DETECTION OF SINGLE ERRORS

Theorem 1: A cvelic code generated by any poly: nomial
P(X) with - more than one term detects all smzzl(, errors.

Proof: A'single crror in the Tth position of an encoded

message, (counting from the left and numbering the left--

most position zcro) corresponds to an error polynomial

Xi To assure detection of single errors, it is necessary -

only .to require that P(X) does not divide X' evenly,
“Tertainly no polynonial with more. than one term di-
vides X evenly. Q.E.D.
“The simplest pol) nmmal with more than one term ls
14+X:
Theorem 2 Lver\ pol}nomnl dxvmble by 14X has

3$@%ﬂmﬁEMh |
roof: Let (X)) =X+ X"+X°—}_— ..
Substituting X =1 gives o »

PO)=1+1+ 1+ :-=(1+1Q) =

- There is one “1” in F(1) for each term, and since the
sum is zero, there must be an even number of terms.
Q.E.D.

It follows that the code generated by P(X’) =1+X
detects not only any single error, but also any odd num-

-‘=(1+X)Q(X).

" Ber of_errors. In fact, the check symbol must simply
be an ov er-all parity check| chosen tq,make, the number
of ones in the code polynomial even.

Any pol) nomial of the form 1-4X¢ contams a factor
f+X since 1+X=(+X)( XU Ne—2 4 oo 1),
Thercfore, if P(X) contains a factor 1—{—X“, any’ odd
numbcr' of errors will be detectéd.

DOLBLI‘ AND TRIPLE ERROR DI‘TECTING '
C()DFS (Hayving CoDEs)

A poly nomial P(X) is said to belong to an exponent

eif ¢ s the least positive integer such that P(X) evenly

divides X¢*—1(=X+1 mod 2). -

Theorem 3: A code generated by the polynomial P(X)
detects all singlé and double errors if the length # of the
“Codc is no greater than the e\ponent e to whxch P(X
belongs,

Prooj Dctectlon of all d0ub[e errors requu‘es tlmt

2 : "y . - ¢
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P(X) does not ¢venly divide Xi+X7 for any 4, j<n.
We can factor X14X7 (assuming <j) to X¥(1+X7—7),
It is sufficieiit to require that P(X) should not divide
-t X9, sinee P(X) is assumed not to be divisible h) X.
Butj--1 <nge and therefore, since P(X) belongs to the
exponent ¢, P(X) cannot divide 14 A= Thus the code
will detect double errors. Since P(X) is not dnmble by
X and certmnl} could not be just the constant 1, it

have X as a factor, it could divide £i(X) only if it could
“divide Ly(X). But if bSn—k, P(X) is of higher degree
than E(X) and, therefore, cert.unl\ could not divide
E(X). QED -

~ A high pcrccnmge of longer bursts are detegted as

well. . - :
Theor ent 6: The fm(‘ttou of burqts of length b>n—4k
that are undetCCed 157" ‘

must have more ‘than one ferm, and wilf, by T hcorom 1,
detect single errors also. Q.E. D, :
1t can be shown that for any m there exists at least
one polynomial P(X) of
e=2"—1, This is the maximum possible value of e.
Polynomials with this property (usually called primitive
polynomials) are always irreducible. A-few-such poly-
nomials are listed in Appendix 11, and more extensive
tables are available.'26 Thus for any m there is a double-
. error detecting code of length #=2"—1 generated by a
polynomial P(X) of degree m, whicl therefore, has m
check symbols and 2+—=1-m information . symbols.
These codes cin -be shown to. be completely equivalent
to Humming single-error correcting codes. 281247
Theorem 4: A code generated by P(X) = (1-+X) ¢ Y)
detects all single, double, and triple errors if the length
: 12 "6 the code 15 no g,real.cl than the (.\ponent e to which

PiX) belongs. ,
“TPraaf: 'The single and tnpl(. errors are dcte(.tcd b} the

presence of the factor 14X, as is-shown by ‘Theorem 2,
and double crrors are detected because Pi(X) belongs
to the exponent ez n, exactly as in Theorem 3. Q.E D

Codes of maximuni length result if Py(X) is a primi- -

tive polynomial, and these codes- are cquivalent to
Hamming singte-crror corrcctm;,, dnuhlc -Crror (lclm ting
codes Lzt

B : ._ o . .
DrrecTioN or.a Brrst-Lrror

A burst-error of’ lengeh b will l)(ﬂgtu__l_c‘(j_w;_pmm:n
of’mm ol symbols between the

“hrst and last errgrs, including thesc errors, is b

- TTTExXGmple: | S

The E(X) X + X5+ b

' 000100110060000
——2 ’

-

|

of the previous examiple is a burst of length §. ‘
Theorém 3: Any cyehic code generated by .1__pﬂlv
nomiul of d(.gr(.c n—Fk detects any burst-cerror of lepeth
T~k or less.
"'""PF&FFTIM, AI\\ burst-error polynomial can be

factored into the form 1.;()&)~X Ei(X) where £4(X) is

cgree o that belongs to

n—k-41

2700 §f b > p o kA 4, 2mUkU o=

Ty Proof: The error pattern is K(X) = X'E\(X) where
E\(X) has degree b~1. Since £,(X) has terms XV and
Xt=1, there are b—2 terms x\’,‘\\he.re 0 <j<h—1, that
can-have (.llhc[ zero or oue coelhic xcnta, and so-there are
“25=2 distinct polynomials £y(X).
The error is undctectecl if and only i Ex(ﬁ) has

I’(,\) as a factor,
- Ey(X) = P( X’)Q(X

Sm(e P(X) haq degree n—k, Q(X) must h'we dcg,ree :

b—1~—(n—Fk). If b—1=pn-—k, then Q(X)—l. and there~ *¢

is only oue E(X) which results in one undetected error,
namely E(X) = P(X). The ratio of the number of un-.
rl(.te( ted bursts to the total number of bursts is, there-
fore, 1/7" Y= 2=G==0 for this case: If b—1>n~k,
O(X) has terms X0 and X108 and has b2 — (1 — k)
arbitrary cocfiicients. There are, therefore, 26—2=(k
choices of Q(X) which give undetectable error patterns.
The ratio fm this case is 2bmt=lumky 202 = 2= QUELD.

“DETECTION OF Two Bursts oF ERRORS (ABR AMSON
anD Fire Cobis)

leor("m 7: ;I‘he cyclic code generated by P(X) =(1
-+ X) P\(X) detetts any combination of two burst-errors

ol Tength two or Tess if the length of the code, #, is no
" Tgreater than ¢, the exponent to which Py(X) be}ougsi.’”

" Proof: There arcfour ty pes ot error pntterns

1) E(X) = XX

2 E(X) = (Xi+ Xy + X0

3) B(X) = Xig (Xi4 Xty -
4) E(X) = (X' X-'HHS'(YJ - XY

2) and 3) have odd numbers of errors and so they are
~détected by the 14X factor in P(X). For 4),” E(X)
= 4+XHX4XY). The 14X factor is cancelled by the

{+X factor in P(X) so we will require for both 1) and
_4) that Xi4X7 is not evenly divisible b) P(X).
Xi4 X/ is not evenly divisible by Pi(X) as is sho\vn in

the-proof of Theorem 3. Q.E.D. .

-

4

;’% of degreed ‘“‘1_-"1‘11“’" bnrst“c;gn be de“{?‘-t?‘-‘ ‘“' P(X) does These codes are equivalent to the Abramson codes,
B mot.evenly ;hwdc E(X). 51“(‘0 P(X) is assumed not to  which correct single and double adjacent errors.®? They -
E{ - } . are also the same as the Hamming single-error correct-
gl e BA A, Albr-rt. “Fundamental Concepts of Higher Algebra,” - ing, double-error detecting codes of Theorem 6.

#

Theorem 8 :'ATh_c cyclic code gencrute\_d'by

‘j, Uniivi ersnty of Chirago Press, Chicago, flL.; 1956, This book: contitins
P(X) = (X° + 1) Py(X)

a table of irreducible polynonuals giving the exponent e to which they
belong (secp. 161).
1N,

M. Abramson, “A note on single crror corree tmg binary i ‘ . : : -
codes,” IRE Trans. oN lhrouM,\nm. Tarory, vol. [,!, -6, pp 302— . . s 3 . °
503; September, 1960. . o will détect any combination of two bursts -

P (e e
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E(X) = X Fl('\’) + XiE, (\’), We tow repcat this chx ision employing (ml) the (oef
- . . - \ 1 als: .
provided ¢--1 is equal to or greater than the sum of the ficients of the polyvomials:

{

E fengths of the bursts, Py(X) is irreducible and of degree _ . oy io0t

| §  at least as great as the length of the shorter burst, and ‘ . - /————-————

i provided the length of the ¢ode is no greater than the : S 1ovit1010 .

' least common multiple of ¢ aud the oxponent e to which . : 101,
|~ Pa(X) belongs. - 10910
{ The proof, which is clem_entai'y but rzu:lwr long, 1s A : .
i given in Appendix IV. These are Fire codes. 412 ‘ o o101

; Oruer Cycric Coprs ~ 0 _1 10
| There are several important cyclic codes which have ‘ : 101 .
‘, not been discussed.»Burét-error.correcting cocdes have A1
3} been treated also by Melas,® Megyitt,'"" and Reiger.® S S
i Codes for correcting independent random errors have- [t can be seen that modulo two arithmetic has sim- -
! peen discovered by Melas.!® Praiige,! ind Bose and plified ‘the division considerably. Furthermore, we do
¢ Chaudhuri,® 1218 Any of these codes can also be used for not require the quotient, so the division to find the re-
. error detection. The Bose- Chaudhuri codes are par- mainder can be described as follows: -
é tl(:‘ularly important. FO‘I any choice. of m and ¢ 'thel:e 1) Align the cocfficient of the highest clegreeferm of

’ :'i exists a Bose-Chaudhuri code of length 2 —1 which. is thie divisor and the coefficient of the highest degree :

| capable of correcting any combination of ¢ errors (or term of the dividend and Subtra(‘t (the same as
alternatively, detcctmg any combnmtmn of 2 crrorb) addition).
. .and which requires a generator ?ol)xlc)t11x11 of degree np 2) Align the coefficient of the highest degree term
| greater than mt, The description of the structure of of the divisor and the coefficient of the highest
these codes and the methods for choosing the polyno- degree term of the difference and subtract - again.
X mials is beyond the scope of this paper. 3) Repeat the process until the difference has lower
{?, I‘wPLEMENT atton L - o "degree than the divisor. The difference is the re- .
8 : mainder. o
‘ Thus far, an algebraic méthod has been given for en- ‘

tacy

coding and decoding to detect various types of errors. The hardware to implement this algorithm is a shift
Briefly, to encode a message, G(X), n—k zeros are an- register and a collection of modulo two, adders. (A
nexed (7.e., the multiplication X"*G(X) is i)crformed) modutlo two adder is«(_:quivalcnt to the logical operation
- and then X"“‘G(X) is divided by a polynomial P(X) of -EXCLUSIVE OR). The number of shift register posi-
degree #—Fk. The remainder is then subtracted=from ~ tionsis equal to the degree of the divisor, P(X), and the

st
- X+G(X). (It replaces the # —k zeroes.) This: encoded (dividend is shifted through high order first and left to . Jf" |
. message is divisible by P(X), but we have shown that = right. As the first one (the coefficient of the high-order :gp |
if P(X) is properly chosen, the message will not be term of the dividend) shiits off the end we subtract the TZ,
| “Svenly divisible if it contains detectable errors. The divisor by the following procedure: ¥
| only iontrivial mm{:p(;tlatxou to be per [0”":1 for both * 1y 15 the subtraction the high-order terms of thE‘(llVl- :E:
| en?odmg an% ‘3;10' etection is division by a fixed " (o0 00d the dividend alivays cancgl, As ghe high- e
; polynomial, P(X) . order term of the dividend is shifted off the end of Tk
! The followmg is an example of dlvnsnon under addl- the register, this part of the subtraction js done o
g tion modulo two: ' ' _.automatically. _ &
\f 1 X3 + 1X24+0X 41 2) Modulo two adders are placed SO that when a one ;:
%;; 1%24-0 X +1/1 X X +1 X3+ 0 X2 + 1X+0 . shifts off the end of the register, the divisor (except 3
, , the high-order term which has been taken care of) o
b tx+0X +1 X3 . is subtracted from the contents of the register. 5,'!
b X“ +0X3+0X+1X+0 The register ‘then contains a difference that is x;
% . s . ~ . .shifted until another one comes off the end and |
5 1 X+ 0X +1 X N - then the process is repeated. This continues until’ By
: 0X3+1X°+1X+0 the entire dividend is shifted into the register. RS
‘ A w 2~ Fig. 1 gives a reZister that performs a division by 4
oo : I1X+1 14Xx24X14-X5 Note that if alighment of divisor and i
‘ W, ' ' ‘ ! dividend is considered to be accomplished when the’ »]
W P, “Encoging s rvorcorcton rocsres o higheorder term of the dividend shifts off the end, then g
TG, pp. 450-470+ September} 1960. - " thedivisor is automatically subtracted. o
. : : . 5 N
/ hel
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~ The shift register shown in Fig. 1 has, if used for en-

coding, oné drawback that can be overcome by a slight
modificaticn. Recall that when encoding a message
polynomial, G(X), we caleulate the remainder of the

division of X**G(X) by P(X). The straightforward .

procedure is to shift the message followed by n—2
zeroes into the register. When the last gero is in the
register we obtain sthe remainder. Because this re-
mainder replaces -the n—# zeros to form the encoded
‘message, it is necessary to delay the message n—& shift

‘times so that the remainder can be gatcd in from the .

encoder register at the proper time.
An example of this method of encodmg is gtven in
Fig. 2

o ‘be calculated. After the message plus n—Fk zeros is
shifted in, G, is shorted and G: is opened. This allows
the rcmamder which is now in the register to replace
the n—#k zeros in the output. Error detection with this

circuit requires that gate Gy be open and gate Gs be’

shorted. After I{(X) has been shifted in, the register

DIVIDERD .
{IXGN OROER FIRSTY

{4+
x
> .
S
x
(]

- 1x0 . ! X2

SHIFY
REGISTER FOSITION

(D excusweon _ .
Fig. 1—A shift register for dividing by 1+ X24 X84 Xs, -

[

Duzssagevope DA *

RECODED -
i %ﬁ.&gﬂg& o oLt DEBAGE(FLM| .
i :
LEABORS W0 .S "BEVAY OF N SHIFTS 0] 0R |

4 | e
é}» et * e B

hg ?—~—Om, methncl of eucodmg on detecting errors.
(ln tl‘llh example, I’(X)= -2 XX, )

ERCODED

(G(X)} OR CHEZKED FOR MESSAGE F(X)

TIJES'}AGE V0 BE ENCODED
WEHROHB thin;

4

Fig, 3—A more efficient circuit for en(mhng and ermr dcto( tion.
(In this em{nplc. I’(X)~= 14Xt \"-{-,\6 ) &
- ?

Peieisen and Browi: Cyclic '.i'odr,:s for f"rrm‘ Datection

2. [nitially, the gate G, is open and the gate Gy is
shorted, allowing the remainder on dividing X*#*G(X)

’ same fOI’ €rror: COX‘K‘ECth“ as. fOl' error d(‘:“tectlon

235

contains the retmmdex if thxs is non?ero, an error has

",occ urred. -

The delay of n—k shifts can be avoxded if Fxg 2is
modified to give the circuit of Fig. 3. In Fig. 3, instead
of shifting the pol;nomml into the low-order encl of the

register, it is treated as if it were shifting out of the

high-order end This is equivalent to advancing every
term in the polynomnl by n—k positions, or multiply-
ing by X*~% Now in encoding, as sooti as G(X) has been
completely shifted into the register, the register con-
tains the remainder on dividing ,X“'“‘G(X) by P(X).
Then gate Gy is shorted, gate Gy is opened, and the re-
mainder follows the undclay ed G(X) out of the encoder
to form I‘(X)

To minimize hardware, it is desirable to use the same
register for both encodmg and error detection, but if
the circuit of Fig. 3 is used for error. detection we will
get the remainder on dlv\dmg Xo=+FI(X) by P(X) in-

~stead of the remainder on dividing H(X) by P(X). it

turns out that this makes no dlﬂerence, for if H(X)’is
evenly divisible by P(X) then obviously H (X)X n—t g

- evenly divisible, and if fI(X) is not evenly divisible by

P(X) then II{X) X+ will not be evenly divisible cither,
provided the divisor P(X) does not have a factor X.
Any useful P(X) will satisfy this restriction. The cir-
euit of Fig. 3 can, then, be used for both encodmg and
error detection.

" Error correction is by its nature a much more dxfﬁcult
task than error detection. It can be shown that each

- different correctable error pattern must give a different

remainder after division by P(X). Therefore, error cor-
rectxon can be done as follows:

1) Divide the recexved message H (X) ==
by P(X) to obtain the remainder.
2).Obtain the E(X) corresponding to the remainder
from a table or by some calculation. .
3) Subtract E(X) from H(X) to obtam thc corrcct
- transmitted message F (X).

I'(X) +E(X)

Both the encoding and step 1 of the decodmg are the
The
error-correction equlpment is x\,ore cgmplex in that 1t

tion of step 2, and it requires that the, entire received

 message I1(X) be stored temporarily while the remainder

is being calculated and E(X) is being determined. The
calculation required in step 2 can be done simply with
a shift register for burst-error or single- error correcting’
codes, but is quite comple\ for codes that correct mul-
tiple random errors. Details of error-correction proce-
dures are beyond ‘the scopd ¢ of thxs paper, but can bL

“found in refereuccs 112,17

CONCLUSION

‘A snmple presentatlon of cyclic codes has been gwen

" in terms of polynomials. The attrac tive features of these”

codes for error detection, both their high efliciency and
the ease of ixljple,n.)én_ta‘tio‘n k;ha‘ve‘_:_bcc'n ¢mpl-m?:in-<l. '

' oo g o
// - L .

“ requires equipment for the table look-up or computa:



ArpENDIX 1

NoOTATION
k=number of binary digits in the message before ]
encoding,
— n=number of binary digits in the encoded mesmqe.
fﬂ A " . p—k=number of check digits,
;,»g ‘ b=length of a'burst of errors,

G(X) = message polynomial (of degree k—1),
P(X) =generator polynomial (of degree n—k), -
R(X) =remainder on dividing X""‘G(X) by P(X)
. R(X) is of degree less than n—k,

.+ F(X) =encoded message polynomial,

e

4

FF(X) = Xt G(X) — R(X),
_F(X)=errvor polynomial, 7
H(X) =received . encoded message, polynomial,
’ H(X)—I‘(\)—I—I'(X) :

l
’ APPL\!I)I\’ H
A Snort T ABLIE OF PRI\HT!VL PoLy \m\u\L‘;

"M%—mm-: -
<

El _
!
5 " - |
; . Primitive Polynomial e ‘
- : ' Ca4x « Y
.o 14+X4+x2 0. ] 3 "
% . . : 1+X4-X3 . ) 7
i : : 14+ X4+X0 : 15
} ’ . 14+ X2+ X% S . 31 S . )
k - SR b S A , 63 - S :
i - 14+X3-+X7 - Bt : R - [0
. l+A’+X“‘+X‘+X” - . 255 ' T4
¢ : 14+X . . . 511 ’ R
U C . l+X3+\"° ER 1023 B .
: : A4X2 X 2047 !
. : 1+ XX X052 ) 1095 ;
- : 1+ X+ XXX 8191 '
y . o R XX N X 16383
B XM 32767 ,
] . s .
i ArrrxNpix HI
- DaTa For SoME REPRESENTATIVE CODES ’
Dcteotion'Capai:)ilities I P(X) Reference
A - —
8 Any add number of errors : any valie | 1 1+X Theorem 2 -
} Tu.o errors, a burst of length 4 or less, 88 per cefit of 1 4 14 X+X1 Bheorems 3, 5, 6
§ ¢ bursts of length 5,94 per cent of longer bursts* . 5 <
il .
£ Two errors, a burst of 9 or less, 99.6 per cent of the 502 9 14+ X444 X0 Theorems 3, 5, 6
's ~ bursts of length 10, 99.8 per cent of longer bursts ) : : e
]g ‘Two bursts of length 2 or less, any odd number of 10 S5 (XX EX) =14 X Theorems 2, 5, 6, 7
: errors, a burst-of 5 or less, 93.8 per cent of the bursts . + X34 X5 :
i of length 6, 96.9 percent of longer burstst ,
: o Two bursts of combined length 12 or less, any odd| 22495 22 | (14X X (X)) =14 X2 Theorems 2, 5, 6, 8
; numher of errors, a burst of 22 or less, 99.99996 per . + X84 X122 : . " .
K ceat of the hursts of leng,:h 23 99.69998 per cent of . o B '
.1 longer bursts ' e . S ' "
R, N - . e I;\'
4 1 Any combination of & or fewer errirs, a burst of 12- 11| 14X X4 X0 4 X0 X104 X1 Theorems 5, 6, and footnote 1
: fength 11 orless, 99.9 per cent of bursts oflcngth 12, .
99.95 per cent of longer bursts
-Any combination of 7 or fewer errors, any odd num- 992 3t (14X X34 X10) [ Theorems 2, 5, 6, and foot- ?
ber of errovs, a burst of length 31 or less, all but . (14 X+ X3 X34 Y0 notes 9, 12, 18 gt
about 1 in 109 °of longer bursts . 1+ X4 X0 X4 X10) E
. © Nefe: i +X +X* belongs to e=15 and 114415 N . ; 3
t Note: This is the code med m all’ e‘mmplcq ‘.,f) ; 0 - . - . ¥
, . . i v e ¢ '? . § - [ a'!i‘ . . b
: o
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. Arpenpix IV

Peierson and Brown: Cyclic Ceucs for Erm& Leleciion

Proor oF THEOREM &

g _The.error p.oiyuomia_l has.the form:
E(X) = Xi[E(X) + XE(X)].

" Ey(X) has'degree hi—1 and Fa(X) has degree by—1.
The generator polynomial P(X) cannot have a factor

X so we need only consider the factor of E(X) in brack-

‘ets. Let j—i=d, assume E'(X)=/[y(X)+X"E(X) is
divisible by X°+1 and let d-—cq+; w ith r<e.
Then,

E(X) = E(X) + Xer [1y(X) B
= Ey(X) + X EAX) + [XEu(X)] [Xee - 1] (1)
Now Xe14-1 containa a factor X¢ 41 for
Kot e 1= (X* 4 1)(Xrto-D 4 Netg=2:
.4:~,{.'c(q~3) 4 e XY,
Hence the'rightﬁ\b‘st term in (1) is divisible by X +1.
E'(X) was assumed divisible by X¢41 and so from (1),
EX) +XrEy(X) nust be divisible by Xc4-1, stnq this
i‘eault we can let
Ey(X) + X,Em =[x +1][Q(\')]
Ey(X) + XEu(X) = Q(X) + XQ(X). -~ (2
We will assume thit QY) 0. I.ét the degree of
Q(X) be b The degree of the right-hand side of (2) is
¢+ and the degree of the left-hand side is either b1 —1
or r-b6.—1. Then, for (2) to.be true we must have
either ¢-+-h=b—1 or c+h=r+4b—1. Since it was as-

sumed that c=bi4+b:—1 we must have the second
-relation. , : .

. o ,
ct+h=r4+086 -1,
Again using ¢ by+b:— 1 we have
hdb=-1+hsrd+ba—1 or +bEr

From this, b 57 or"bl—-l <& and as 5#0, h <r.

Applying these results to (2), we sce that both T X)
and Q(X) are of lower degree than any of the terms in
>X”1ACg(lX) It follows then, given the assumption that

Xﬂn*mm”"  @

As Ex(X) always _conta.ms an X° tern, the Jowest
order term in X7Ey(X) is of degree r.-The lowest order
term in X°Q(X) is of degree at least ¢ but 7 <c so (3) can
never be satisfied. Therefore, the only solutlon of (2) is..
\uth Q(X) =0 giving Ey(X) -+ X Ey(X) =0. '

As Ey(X) always coutains an X° term, 7=0 aund

CEy(X) = Fa(X). Substituting in (1) gjves

L E(X) =By [xei1].

This is the form of the ervor polynomial if it is evenly.
divisible by X¢4-1. It is sufficient to show that this
polynomial is not evenly divisible by P;(X) to guarantee
that E(X) is never evenly divisible by P(X) =2(X),
[Xe+1]. Py(X) is irreducible, so to divide B/ (X) = E:(X)
[Xee4-1] it must divide one of the factors. For this
special case, By(X)= Ex(X) so by= by, and since both
bursts have the samme length, this is the length of the
shorter burst. It was specified that Py(X) is of degree 110
less than the léngth of the shorter burst so it is of higher
degree th'm £5(X) and cannot divide Ex(X). . ,

It remains to show that Pi(X) does not evenly divide =

Xet4-1. Make the substitution cg=ue-+vwhete e is the
c\poncnt to which P3(X) belongs and v<e. Now 9520
because cg is less' than or equal to the length of the
message and the length of the message is less than or
equal to the least comimon multiple of ¢ and e. Since
cq is a multiple of ¢, it cannot be a multlple of e.

Xc:,»}_i_;‘xu(-}-h.l.,i . | ~
X ] = X 1+)&"(X“"+1)

X‘”+‘l is dlvmble by
by definition, divides

As was shown previously,
X*+1. Purthermore, Py(X),

- Xo4-1; therefore;, Py(X) divides Xvw41. Hoyever, Xe+1
* is the lowest degree palynomial of this form that Py(X)

divides, so Pi(X) does not divie X 1. As 970, we

have shown that P;(X) does not dxvnde Xend-1, com—‘

pleting the proof

e

o
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