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Communications Processor Theory

Introduction

In these notes, a brief outline of the ways
in which auxiliary storage and 1/0 devices gain access to
the resources of the main memory is presented. The study
of these ways is called Communications Processor Theory.
It is conceptually useful to think in terms of conventional
communications theory as these theofies stand almost in a

.1:1 correspondence.

METHODS OF CONNECTING DEVICES TO MEMORY MODULESl

Direct Connection

A basic problem with auxiliary

storage and I/O devices is gaining access to a direct-transfer

- path to main memory. Further, logic is requlred'to determlne

where in memory to transfer to or from and to determine how
much information to transfer. 'TheOretically, these problems
can be solved by prov1d1ng a direct-transfer path, addressing,
and count logic for each device to each memory module. Such

a séheme‘is shown in Figuré 1. This approa;h’is usually
unsatisfactory because of its cost in terms of line-selection
logic and line-driving circuits. This cost can be reduced

by the use of information available about device and memory
information-transfer fates. From Figure 1, it is apparent
that a memory module can transfer information to only one
device at a time and devices can transfer to only one memory
module at a time. Transfer can take place over a maximum of
n orAm lines, depending on which is larger, but there are

n x m lines., Therefore; at a given instant, most of the access
lines will be 1dle and their associated logic and driVey‘circuitry

not used.
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The above fact, suggests that the logic associated
with each device should be used to determine which access line
to use and the logic associated with each memory module could be
used to arbltrate between competing. requests for access and.
centrallze it in the interconnection scheme as shown in Figure
2. The 1og1c requlred in this scheme, for determlnlng the

The circled points Called’sWitCthints, determine  the
connection path from devices to modules. Conflicts for access
to a given module line would be resolved by a priority scheme
and analyzed via queuing theory. This use of a crossbar switch
reduces the number of line drivers requifed, but the switching




logic required to set up a tfansfer péth‘ié probably as great

as in Figure 1. The cfossbar switch however has the disadvantage
over the‘dirécthonnectibn scheme in that localizing the switching
logic in one ;enttal unif makes thé system ﬁighly dépendent on

the reliability of the crossbar switch. ‘

My | Mg - mm M : _
Figure 2: A crossbar switch
R ‘-_u~_ﬂ;__—-~j for n devices to communicate
By D D— %)) : with m memory modules.
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Distributed Connéction

A The‘logic of the cross bar switch can be distributed
into the memory modules to increase reliability. The resulting
organization is shown in Figure 3. In a pracfical system n is
usually larger than m. Thus, not all devices can have access

to memory simultaneously, however since devices transfer at
varying rates, access paths between them can be shared.
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Some devices transfer at very low rates of a few
bits per second, and others transfer.at véry high rates of
hundreds of thousands to millions of millions of bits per
second. Therefore, slower devices can share'access paths.

Figure 4 shows a method of sharing access paths.using timeshared
(multiplexed) busses. |

' ‘'The limitation of the number of devices which can
multipiek a transfer path is determined by the bandwidth of the
path and the transfer rates of the devices. The maximum transfer
rate of a device must be less than the bandwidth of a path. The
maximum transfer rate of all devices on the system which can '
transfer concurrently is a function of the memory-bus and memory-
box bandwidths. This function is a statistical function based
on the traffic flow. If at peak transfer points the transfer
rate exceeds that of a bus or memory box, saturation is said to
occur. For example, all memory busses may be operating below
saturation, but the system can be saturated because all busses
are-trying to access the.same memory module. The design goal




is to have the system:operate near saturation atAallbtimes.
Without buffering (temporary storage) of information, a
saturation condition may cause informtion to be lost. The
amount of buffering required for a device depends on the stat-
istical properties of the system (the distributions of transfer-
rate requirements to the memory modules. and busses),.the
transfer rate of the device, and the cost of;poésibility of
1051ng information from the device. ‘ |

There are many tradeoffs between numbers of access
paths, bandwidth of access paths, buffering, and the costs of
each of these, in order to meet a given information-transfer
rate. . The concepts discussed above apply to memory-bus struc-
tures and to other I/0 busseé eennected.to 1/0 pr0cessors;
as discussed below. ' ‘

MULTIPLEXING AN ACCESS PATH

Access to a shared transfer path is commonly
governed by a control line which runs"serially through all
devices on the path (Figure 4). The simplest scheme is
to assign prlorlty by p051t10n in the control ring. ‘When a
transfer is completed, control goes to the device requesting
access iﬁ the higheet priority position. With this approach,
devices are assigned positions based on worst-case transfer
conditions. However using such a scheme may prevent the
path from utilizing its maximum bandwidth. This rigidity
is unnecessary 1f devices can request access to the patﬁ
with variable priority. ‘
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CODES

As has been pointed out in the notes in Volume 1 on
"Communications Considerations", character information is
coded into' a string of‘bits, both for handling by the'
computer and for transmission. Many codes . are in use, but
one code format, the ASCII (American Standard Co&e for
Information Interchange) is rapidly gaining w1despread
use in North America. It encodes 128 characters (see the
Table of the code on page 12 of Volume 4 ) into 7 binary
information units (bits) and then some equipment uses 1
additional bit to give an error-detection ab111ty, thereby
encodlng characters in 7 or 8 bits. '



SYNCHRONOUS AND ASYNCHRONOUS TRANSMISSION

Multiplexing teéhniques were.introduced to
increase channel utilization and thus reduce the communication
~costs in tlme sharing systems Two technlques are commonly
used for this purpose. These techniques are also discussed
in the volume 1 on .Comﬁﬁnications:Aspects.

1. Synchronous Time Division Multiplexing (STDM)

Example: consider the transmission of messages
from terminals to computer, each terminal is assigned a fixed
time duration. After one user's time duration has elapsed, the
channel is switched to another‘user. The mainiadvantage of
STDM is that buffering is limited to one charac%ér per user
line and thus addressing is usually not required.

STDM has certain. dlsadvantages which can be
realized 1mmed1ately from the fact that any terminal is
assigned a fixed time duration, whether it is idle during
this time or not makes no difference to the multiplexer.

Thus the channel remains idle during certain time durations ,
(assigned to idle terminals). This is an inefficient utilization
of the communication channels. Data collected from several
representative operating time sharing systems revealed that
during an average Call,(95% of the user-to-computer channel

and 65% of computer~to¥user'channe1~are.idle. |

2. Asynchronous Time D1v151on Multiplexing (ATDM) (see Fig. 5)

(Statlstlcal Multlplexers)

The multlplexer here sw1tches from one user to
another user whenever the one user is idle, and asynchronously
time multlplexes the data. With such an arrangement, each user




would be granted access to the channel only when he has a
message to transmit. The crucial attributes of such a

multiplexing technique are:

a) an address is required for each transmitted

‘ message; ’

b). buffering is required to handle the statistical
peaks in random message arrivals

(see figure 6).

An operating example of an ATDM system for analog
speech is the "Time assignment speech-Interpolation" (TASI)
system used by the Bell system on the Atlantic Ocean Cable.

! 3 The ATDM systems operate efficiently under the

following conditions:

1) Low overflow probability (same or lower order
of magnitude as the line error rate). »
. 2) An acceptable expected message queuing delay
due to buffering

To study the overflow probability and the expected
message queuing delay, analyses of the statistical behaviour
of the buffer are needed_(see Chu . (1) for detailed discussion
of this topic). | \ S
" We shall discuss now the design aspects of these
statistical multiplexers and try to identify the‘trade—offe
among the different design considerations. '

An optimal multiplexer is the one that yields
minimum operating costs and at the same time satisfies the
required performance (delays and overflow probabilities).

The operating costs of the multiplexers can be divided into
transmission costs and storage costs. The transmission costs



are dependent on the transmission rates of the lines and the
number of lines used. The storage costs are dependent on the

buffer length required, the cost of overhead in ‘buffer manage-
ment, and the cost of waste spaces of fixed-size messages.
4 , The queuing delays imposed by multiplexers are dependent, for
o example,‘on_delays due to buffering; and computer schéduling
algorithmé. - 1
_ Figure 5 shows the componenté of a statistical
-multiplexer. The asynchronous multiplexer's buffer behaviousr
can be analyzed by queuing models with finite waiting lines..
In describing the buffer behaviour, we are
” intefested in the following parameters:
. o Pog 2 buffervoverflqw probability (the average fraction
“of the total number of characters that overflow
from theibuffer).<f

P = traffic intensity (a measure of the degree of
congestion of the multiplexed ¢hannel)

D = expected queuing delay

N buffer size

t 1

9 = the average length.of a burst (string of
~ characters). "

: Studies of several existing time sharing systems
. ‘revealed some results that relate the previously mentioned
parametérs (figures 8, 9,10,11,12 and13, Chu (3)). _
‘ Three typés of messages are commonly considered
in the design of the statistical multiplexers (figure 7).



The'constant'1engthxmessage model corresponds
to the user-to-computer trafflc where users type characters.
one at a time at the terminal. _

The random length messages correspond te the .
computer-to-user traffic. The central processor of a time-
sharing computer sequentially performs fraetions of each
user's job and the output traffic to the users is'strings of
characters which are called bursts. The random nature of
the message length greatly complicates the problem of storage
allocation. A way to simplify this problem is to segment
messages into fixed-sized blocks. An address as well as
linking information to subsequent blocks is -assigned to each
block. Since each block has an address and is unlform in
size, a block can be stored in any vacant p051t10n in the
buffer. Thus the storage allocatlon problem is greatly simpli-
fied. The wasted storage space ‘created by segmentatlon is:

1) some number of address characters to

identify each block and to link the subsequent'
blocks. ' ' .
2) the unfilled space of the last block.

The trade-off between the extra storage cost and
the saving in buffer management is the main consideration to
decide whether the random length messages should be segmented
into fixed-sized blocks.

A design example:

Consider ‘the desigh of a time-sharing system that
consists of many remote terminals and that employs the ATDM
tecnniquegwith full duplex operation between the terminals and
the!central processor.

The typical value of'the character interarrival

time per user line can be approximated as exponentially




- 11 -

distributed with mean 0. S seconds (from the study of
several operatlng systems) Thus the character arrivals
can be treated as Poisson arrivals with a rate = 2 'char/sec.
Voice grade private lines can easily transmit 240 char/sec.
from users. Suppose this operating system consists of m = 48
terminals, and assume all the terminals to be statistically
independent and have the same average traffic éharacteristics.
" The buffer should be designed such that the
overflow probablllty is less than 10 6.
"Requirements: determine the buffer size and the queuing
delay incurred by each character.

© P = traffic intensity = 1.5 x 48 X 2/240 = 0.6

where total no. of characters/sec = mo. of termlnals X characters/

n

sec/termlnal
48 x 2.

H

and the factor (1.5) is introduced to account-for the characters
necessary for addressing and framing (assumingvSO% of the
source information is necessary for that pufpose.) From figure
8 the buffer size that corresponds to Pof =107% and P = 0.6
is 14 character length. From figure 9, the normalized queuing
delay dﬁe to buffering is equal to 1.25 character holding times.
Since each character holding time is equal to 1 = 1 m.sec.

H : o - U'm )
= 4,16 millisecond, the waiting time of each character is 5.06

milliseconds.




transmission lines

Encoder |
. computer
& - . — 4 |
' | . - ) switching | !
<t::::ﬁDecoder >t Buffering witet |
o ' circuit .
t ' . ¢omputer
o user's - < N
terminals multiplexed line buffer

FIGURE . 5
Asynchronous time division multiplexing system for

time sharlng computer communlcatlons.

Note: the switch circuit is used when we have more than

one transmission line.
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Concentrators .

_ Rental of communication 11nes, partlcularly hlgh—
speed 11nes over long- d1stance is expensive and therefore
‘a number of techniques have been developed to share this resource
among several terminals. For example a commerc1a1 timesharing
service might have a machine in Tel-a-viv and customers-in
Jerusalem, Haifa and Gaza. The average customer wont want to
pdy long-distance rates and the timesharing firm could 1eese_
one telephone line between each of these places and its central
computer and place a concentrator. 1n Halfa Gaza and Jerusalem.

The customer then dials the computer with a local’ number and 1s
~connected with the concentrator. As far as the customer is
concerned, he has made direct contact with the computer. The
concept is 111ustrated in Figure 14. ' i

Local low speed lines. - » . local low speed lines

L1 4] | : . AU
_foncentratoy ' 4 Concentrato?
in - in
Haifa : - ‘ . Gaza

Long Long
Distance Distance
high speed high 'speed
line line
Computer centre [— - : ~
in — Local low speed lines
-Tel-aviv S
Long _ ' Figureld : Communications
Distance . : using concentrators to
high speed : multiplex high-speed
line - : lines.
Concentrator}— Local
in — low
Jerusalem —— speed
' lines



Concentrators are usually small computers that
colldct-meseages from the users'in a given area, Via low-
speed asynchronous telephone lines. The concentrator then
transmits the messages over the high- speed leased line to
the computer, either asynchronously or synchronously. A
dmessage contains a special character or characters, such as
a carriage return, recognized by the concentrator. When
the concentrator recognizes and end-of-message Character
from a user, it enters the user's message, preceded by'infor—
mation to identify the user, in a buffer. - The output of the
buffer then feeds a high speed telephone line.

Messages from the central computer are sent to
the concentrator preceded by approprlate 1dent1f1cat10n The
‘concentrator then sorts the messages into buffers for each user
and transmits them to the user at slow speed. With this
technique, an expensive resource, namely the long dlstance

telephone line, 1is shared by soveral users,

Multidrop and Polling Techniques

It is p0551ble to have several concentrators
on one line or to attach several term1nals to one line. ThlS
can be done, using a technique called multidrop. for sending
information to terminals and called polling for rece1v1ng
information from terminals. With multldrop, the message 1is
~preceded by a device address and followed by an end-of- -message
character or characters. The message is sent down the line,
and all devices decode the address, only the device addressed
connects itself to the line. When the end—of-message character
is received, the device disconnects itself. The network may
be able to precede the message with several addresses or have
a broadcast code indicating that several or all devices should
receive the message. .This concept is'illustrated in Figure 15,
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- Figure 15: Communications where several concentrators
‘share one line. :

Only one device can transmit to the computer
at a time, and the line is organized by polling the devices
under computer control. A polling message is sent down the

line, which asks "terminal X do- you have anythlng to transmit?"
Terminal X replies with a code for yes or no. If the answer
is "no" the next polllng message is sent.

Line Buffers

The incoming serial string of bits at the computer
interface must be converted into 8 parallel bits representing
a character and stored in a buffer register. To accomplish
this function;reqUired‘stripping off:the start and stop bits
on asynchrohous transmission. The error-detection bit may
also be. utilized to check the-transmission at this timere
Similarly on output, the parallel bits representing a
character must be converted to serial form and have the start/
stop bits added. An error-detection bit may also have to be
added if the character is represented in the computer without
the error-detection bit. ~These functions are performed by

a device commonly called a line buffer. The concept is

111ustrated in figure 16. ' The 11ne buffer has additional
tasks of sending and recelving control 51gnals to data sets
to connect disconnect and for proper synchronization. The
line buffers also receive status information from the modems

indicating, for example, whether or not they are still connected'

to the line.  This status information can be tested by the



'

computer, or it can be used to generate a signal if the state
of the line changes. These functions are imporfant for auto-
matic answering of the line and to avoid system difficulties.
on accidental or erroneous disconnect, When such a disconnect
occurs, it is important that the user on that line be auto-
matically logged out, in order to free the line and protect
the user. There is oné line buffer for each line.

Communications Controller

The line buffers must in turn communicate with
main memory. This communication- is handled by attaching

the 1ine'buffers_to a device commonly called a communications

controller.
. 11 StoP - -
gty pt ' PARALLEL
AN 1 T R S LINE |1 '
h o gupFeEr | INFORMATION LINES
SERIAL LINE _ PARITY A - ¢
CONTROL LINES

COMMUNICATIONS
CONTROLLER

‘ CUNE
o BUFFER <::;:::::::::f22>
) n .

y

To-From
. Multiplexor
Processor

Figure 16 - The communications line intérface at the computér.




Timesharing systems. are 1ncrea51ng1y called'
upon to handle terminals with a variety of transmlsslon
speeds from 110 to several thousand bauds. It is impor-—
tant that new devices be ea511y interfaced without major
hardware or software modificafions, These goals cannot
"be easily achieved with the simple communications controller
described above, which scans each line in sequence, and
a communications controller with a Variable-priority _
system is usually required. Such a device,'after'completing
a service request, would simuitaneously»scan all line
buffers requesting service and service the one with the
highest priority next.. '

In some systems, the communications controller
is connected to a separate small computer whlch allows a number
of proce551ng tasks to be‘performed such as editing,
message assembly, file creation, and so forth w1thout
1nterfer1ng with the work of the central machlne

The' Terminal Interface

~ The terminal is the point of interface between
the user and fhe'system., It is here that the Capabilities.
of the man and the machine must be matched. There are many
terminals available from manufacturers which can usefully
be classified.into'typeWriter,;cathode—ray tude, and
special-purpose terminals. These are discussed in more
detail in Volume . '

' Memory Protection

Memory protection is a problem common to all
.time- sharlng systems. It can be approached in a variety
of ways. Protection i5 needed in general for two reasons,




namely intentional and accidental attempts to address the
wrong areas of memory. Inia.system:serVing‘a number of
users, there is frequently a need to keep information
confidential. Human nature being what it is, it is con-
ceivable that one person would want.to'look in on someone
else's information. Mistakes can be made by both humans
and equipment. Mistakes can be costly in that they can
destroy informatioh, or even disrupt operation.

It is therefore necessary'to allow certain
areas of memory to 'be accessed only under tightly#controlled
conditions. This protection can be accomplished by |
software or a combination of software and hardware.

Either approach involves a responslblllty on the part
of the executive .program.

The essential technlque is to check addresses
as they are generated to make certain they are valid.

Many time- sharlng CPU's 1nc1ude special reglsters whlch
automatically check addresses ‘These registers are set
by the executive when the program is entered. They define
the limits of memory to be accessed by the program. If

an address is called for which lies outslde the limits,
the execution is automatlcally trapped for checklng

Other ~memory protection schemes use various
types of codes =-- or combination 1ocks. A code might
“be contained within a user number (orfdetermlned from a
table keyed to user numbers) which would define the areas
of memory and storage open to that user. If a user or
his program attempted to address any other area, the‘
execution would again be trapped. Codes can be inserted
af the begimning of pages to indicate which users are to
have access to the information. Such codes could also
indicate if the information in the page was to be read
only, and not changed, by users. The code could*also‘




indicate if the.contents'were.executable‘by a user but not
readable by him. A case in poinf‘might'be a grading
routine in a computer-assisted-instruction situation.

In a random file, it might be necessary to
prefix a small code to each . item to indicate whether it
holds permanent or temporary 1nformat10n. Random flles
also encounter the possibility of two users requesting
the same information -- such as a stock number or airline
flight. Such events must be guarded against so that one
‘'updating can't occur until the other has been completed
The executive might check a- table of information in use
and place the second request on a queue until the flrst
transaction has been completed

Magnetlc tape offers a bullt -in form of
‘protectlon in that read and write operations can't occur
at the same time. - Before a tape file is "opened" for
either readlng or wrltlng, the’ executive can requlre a
check of the label at the beglnnlng of the tape to
ascertain that it is the correct one. When a tape is
"closed" a master table can be updated giving the locationv
of data and an indication of its status. Code words could
also be used on magnetic tape to prevent the read1ng of
conf1dent1al information unless the user or program pre—
sented the proper comblnatlons '

Memory protection is usually pronounced in
general purpose systems where users haVe more cOntrol‘over
what the computer does. In single application systems,
 where only precoded programs are used, protectlon schemes
are often less complete For example, in a sav1ngs system,'
a teller at his terminal could not create instructions to
read records from another institution. Thus, protection
at the teller level would be necessary. Management terminals
mlght have the capaclty to insert special instructions into

the system, so memory protection might be necessary at this level.



Control Protection

-Certaiﬁ'instrﬁctions in the machine are usually
not generally available for any process to execute. ‘Fer
example, processes are usually prevented from directly
performing I/0 instructions because other processes may
be using a particular device. All attempts to perform I/0
operations generally go through the system so that these
requests. for service can be scheduled. Further, user
processes must be prevented from halting the machine or
executing‘any'otherzinstructions which.might interfere
with the system or other users.

User and System Mode

To handle the above problem many machlnes are
designed to operate in two modes, usually called ¥ystem mode

and user mode. In_system mode,,all-lnstructlons in the

machine are executable. In user mode, certain classes of

instructions, called privileged instructions, are prohibited.

If an attempt 1s made to exeeute a privileged instruction,
a fault interrupt is generated which transfer control to
the system. - '

Switching Between User and System Mode

The problem of communications between modes is
one requiring careful consideration, because if the design
of the mode switching scheme has not been carefully'
censidered programmlng can be awkward and time can be
wasted in extra checking on the valldlty of the calls.
between modes.



A straightforward modefswitching scheme, imple-
mented on the XDS—940 utilizes programmed operations. The
programmed-operator concept is in effect a method for
making subroutine calls logically appear’to the user as
machine instructions. When a bit in'the"ihstruction word
signifying a programmed operator is detected, the bits
which are normally interpreted as the opetration code are
then interpreted as an address to which control is trans-
ferred. Two types of programmed operator exist on the
XDS 940: 1) a system programmed operator in which the
transfer is made to locations in the system-code and the
mode is switched to system mode (the-previous mode is.
saved) and 2) a user programmed operator in which transfer
is made to locatlons in the user's process. All calls to
the system for assistance are thus made with system
programmed operators. ‘To return from system mode to user
mode, the system executes a Jump instruction addressed
through the user map rather than’ the system map. While
in system mode, the system can access locations in ‘user
processes by use of the user map. -Besides giving a
simple interface betﬁeen'modes; the'programmed operator
concept allows the user to think he is programming a
machine different and more powerful that that provided
by the bare hardware.
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A study of asynchronous thne division
nrultiplexing for time-sharing computer

systems

by W. W, CHU*
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INTRODUCTION
In order to reducs the communications costs in time-

sharing systoms and multicomputer communication
gystoms, mulliplexing technigues have been introduced

to increase channel utilization. A commeonly used -

tochnique is Synchroreus Time Division Multiplexing
(STDM). In Synchrorous Time Division Multiplexing,
for -example, consider the transmission of messages
from torminals to computer, each terminal is sesigned
a fixed time duration. After one user’s time duration
has elapsed, the channel is switched to another user.
With, synchronous operstion, buffering is limited to

ono character per user line, and addressing is usually -

not reguired. The STDM technique, however, hes
cortein disadvanteges. As shown in Figure 1, it is
inefficient in capacity and cost to permanently assign
% gegment of bandwidth that is utilized only for a
portion of the time. A move flexible systera that off-
ciently uses the transmission facility on an “instanta-
neous time-sheared” basiz could be used instead. The
objective would be to switch from one user to another
veer whenever the one user is idle, snd to asynchro-
nously time multiplex the data. With such an arrange-
mont, each user would he granted access to the channol
only when he hag a mesvage to transmit. This is known
43 sn Asynchronous Time Division Multiplexing

System (ATDM) A segment of & typxcq.l ATDM date

* Prosent address: Computer Science Dept., UCLA, Los Angeles
Celifornin, 90024.

stream is shown in Figure 2. The (,mcmi aﬂnbutca of
such & multiplexing technique are:

“1. An address is requmd for mch transmibted
message, and

2. Buifering is reguired to handle the rﬁndom
meJssage arrivals, ¢

If the buffer is empty durmc' a tranemisaion m‘tﬂwai

" the channsel will be idle for this inteyval.

An opersting example of an ATDM system for-
znalog speech is the ‘“Time Assignment Speech Inter-
polation” (TASI) system used by the Bell Systen: on
the Atlantic Ocean Cable! Using TASI, the effective
transmission capaeity has been doubled and the system
operates vith a negligible (with respect to veice braus-
migsion) overflow probability of &L‘out 0.5 percent,
even without buffering,.

The feasibility of the ATDM system depends on:
(1) An scceptably low overflow probability—of the
same or lower order of magnitude as the line error

Tate—that can be achieved by & rezsonsble buffer

size, and (2) an ncceptable expected message queuing
dolay due to bufiering. To estimate these parameters,
analyses of the statistical behavior of the buler ave
presented below. The user-to-coraputer trafic is in

*¢ There may ba othee reasons for pmvidm" buffering such 31
tolérating romentary loss of sipanls {e.g., fading), monutuwiary
interruptions of data flow, permitting error conrtrol on the ling,
etc. Under these conditi.ons, the buffer should be desigaed to

-sobisfy also the above spocific requirernente. -
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Figure 2—Asynchronous time division multxplexmg
data stream . .
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units characters, while the computer-to-user traffic is .

in units strings of characters which we shall call bursts.
The length of the bursts are different from one to
another and are treated as random variables. Because
of the asymmetrical nature of the traffic characteristics,
the statistical behavior of the buffer in- the user-to-
computer multiplexer and the computer-to-user multi-

" plexer are quite different and, therefore, are treated

separately. An example is given to illustrate the multi-
plexer design in a time-shared computer-communi-
cations system that employs ATDM technique.

Analysis of buffer behavior

User-lo-computer buffer

An ATDM system consists of a buffer, encoding/
decoding Acircuft, and s switching circuit (in the case of
multiple multiplexed lines) as shown in Figure 3. For
the analysis of the statistical behavior of user-to-
computer buffer, the character (fixed length) arrivals

¢ BULTIFLERED

Ot o Lines
N QUFFERRO o
[ p
O ENCODING
. . by

SWITCHING | §
DECOOING

couPUicA

|

|
USERS
]

}

oA

Figure 3—Asynchronous time division multiplexing
system for time-sharing computer communications

PULTIPLEXED  LINE

GUFFERING

{rom the sources to the buffer are assimed to be gener-
ated from a renewal counting process; that is, the
character . interarrival times are independent and
identically distributed. Since the line transmits with

" constant speed, the time it takes to transmit each

fixed length character (service time), 1/u, is assumed
to be constant. For reliability and Simp]if‘ity in data
. transmission, . synhchronous transmission is assumed.
The data are taken out synchronously from the bufier
for transmission at each discrete clock time. The data

- arriving at the buffer during the periods between clocls,

times have to wait to begin transmission at the begin-
ning of the next clock time, even if the transmission

», facility is idle at the time of arrival. In queuing theory '

terminology, the above system implies there is a gate
between the server and waiting room which is opened
at fixed intervals. Thus we shall analyze the quening
modelt with finite buffer size (waiting line) and synchro-
nous multiple transmission channels (servors). Powell
and Avi-Itzhak? analyzed a similar queuing model

.with an unlimited waiting line. Birdsall? and later

Dort analyzed a queuing model with limited waiting

. room but with a single server.. In here, the model is

generalized to accommodate multiple servers with
limited waiting room.

To establish the set of state cquations for analysis
of a buffer with a size of N characters and ¢ servers,
we assume that the system has reached its equilibrium.
Let p, be the probability that there are exactly n
characters in the system (in the buffer and in service)
at the end of a service time, and a, be the probability

1 The results derived from this study can also be used a3 a con-
servative estimate (upper bound) for the case in which tho lines
are permitted to transmit the characters arrived during the
service interval. The estimate yields better approximation for
‘the heavy than light traflic intensity case. Becauso under heavy
traffic case, the lines are usually all busy and the characters that
arrive during the service interval have to wait and cannot be
serviced during the service interval, The maximum over design ir
a buffer system with e transmission lines that permits to transnit
the characters arrived during service interval is ¢ characters,
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there are no more than ¢ chamcters in the system at

that time, i.e.,

8o = E P (1)
- (L]

- Without loss of generality, we can let the service
intorval equal to unity. We shall express the proba-
bility of number of ‘characters present in the buffer at
the end of the unit service time interval (left side of
equatxon (2)) in terms of the probability of the number
present in the system at the beginning of the interval

(right side of equation (2)), multiplied by the proba-

bility of & given number of characters arriving during

the service inteyvael. As this can oceur in dlf”elent: A
conmbineations, we add the probabilities. With synchro-
‘nOus tra,nsmiﬂsion, “all characters .in service. would

finish their service and leave thzs aystcm ab the end of

_ @ service interval.

Thus in & unit servxce !nterval of tlme_, we have

p,o == DoWo
P1 = QoW1 T Dop1Fo
Ps = 8% 1 Dost¥1 + Poyso

s Bon F Poristu—t + * 7+ DopaiTr
~ =+ Potatwo, for n < N —¢3(2)

Da = 8ofa - Pogafa-t o+ * 2o
+ PH—xﬁ'n+1—(n—o) -+ pn'i?'n--(n—c)
forN—12>n>N—e¢

ar
S pi=1
=0

Due fo limited buffer size,

Pisy =0 ‘ .(3)
Where ‘

#» = probability of n characters originating from &
renewal counting. process during a service
interval

N = buffer length in characters

¢ = number of transmission lines

The first equation describes the case in which the

buffer is vacant, if no more than ¢ characters are in
transmiaston at the beginning of the interval, and no
arrivals occur during the interval. The second squation
describes the case in which one charaeter is in the bufler.
if no more than ¢ characters are in transmission at the
beginning and one arrives during the service time
interval; or there are ¢ -+ 1 in the buffer at the be-
ginning and no character arrives during the service
interval, ete. In the numerical computation carried
out in this paper, we assume the character arrivals -

" are gonerated from a Poisson process; that is, =, =
exp(—Ay)A"/n!, where \, is the average character ar-

rival rate to the user-to-computor buffer (offered lend)
from the m independent users. Since the builer has a
finite size of N, -p;,x = 0. Thus, when a character
arrives and finds the buffer is full, an overflow will

-result. Therefore, the average character departure rate

from the user-to-computer buffer (carried load), a. is
less than the offered load from the users M. The carried
load can be ¢omputed from the buffer busy_ period

f?.—:lp.-i—ch. @)

=0 i=e ) °

.The, overflow ﬁrdbabiﬁty of the user—to-computer
"buﬁer, the expected fraction of total number of charac-

tersrejected by the buffer, is thenequal to

ofiered lopd—earried load _ .
Py = ‘ =1—a/\ 6
- offered load , ~/ )
The traffic intenéi_s’:y from user-to-computer, Ay,
measures the degree of congestion and indicates the
impact of a traffic stream upon the service streams.
Itisdefined as

pe = Nofop _ (6)

Channel (server) utilization, 4, measures the fraction -
of time that the lines are busy. It can be expressed a8

= (1 —P\Jop=afou<pu (D)
Since physically it is impossible for the transmission

lines to be more than 100 percent busy, the utilization -
is limited to a numerical valie less than unity. In the

" no-logs cese (unlimited buffer size), Po; = 0, ther y

= p.
The time average queuing length in the user-to-
computer buffer, L, isequalto
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LA
Lw = 2, (i ~ o)ps + A\o/2 characters
‘ fwo ' for N > ¢. (8)

The fivat term in Equation (8) is the oxpected number
of charactors in tho system at the beginning of a service
intorval. Since the characters could not leave the
aystem during the service interval, we add the time
average number of character arrival (for Poisson
sarivals) during the service interval which i8 A./2. The
oxpected (time averago) queuing delay of each charac-
tor at the user-to-computer buffer due to buffering,
Dy, ocan be evalusted by using Little’s result. We have

Dy = Lu/(A(l — Py)) service times . (9)

For the ningle server cese, that is, ¢ = 1, ¢he set of
atote equations (2) becomes an imbedded Markov
Chain, and can be solved. iteratively to obtain the
state probabilities as shown jn References 3 and 4.
For the multiple server case, however, the multiple
dependence on the various states prevents us from
using the iterative techniques for solution. Thus, the

gat of state probabilities, p's, must be solved from the -

geb of Linear matrix equations (2). The overflow proba-
bility. queuing delay, and queue length are then com-
puied from the p’s via quations 4, b, 8 and Q,

The sige of the matrix (Equation 2) corresponds to
the bufier length. The matrix equation was solved by
the Gauss elimination method.® For purposes of ac-
ourzoy. double precision was uged in all phases of the
computation, From the character arrival rate, \,, the
coafficient values can be computed from (2) and they
gve otored in the computer program. Due to the limi-

* tation of the computer word size, double precision on

IBM 360/65 provides 15-digit accuracy. Therefore,,
whien the coafficient value is less than 107, it is set
equal to zero. The computation time required to soive
this type of system equation is largely depsndent on
its size. For a 1010 matrix the computation time is
about 0.8 geconds, while a 50X50 matrix equation
takeg about 1.67 minutes. - . -

- Numerical results ave prosented in Figures 4, 5 and
6. Thesa vesults reveal the relationships smong the
overflow probabilities, number of transrniesion lines
used, traffic intensities, and buffer sines.

Computer-to-user buffor

In o previous geotion, the buffer behavior hes bsan
anslyged for a finite queue with multiple server,
Poisson arrivals, and constant service time, which
corresponds {o the users-to-computer trafiic. The
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. computer-to-user traffic, however, is quite different
-from the users-to-computer traffic. The central pro-

cessor of a time-sharing computer sequentially per-
forms fractions of each user's job and the output

traffic to the users are strings of characters which we *

shall call bursts. The length of the bursts are different
from one to.another-and are treated as random vari-
ables. It is assumed that the internal processing speed
of the computer is very fast as compared to the line
transmission speed. Further, it is assumed that the
various processing tasks generated by thé user-com-
puter interactions are-independent from one user to
another and have exponential interarrival times for
& given user. 1In ATDM operation with these assump-
tions, the arrivals of bursts at the common output
transmission buffer for the group of users are approxi-
mated as random. In this section, we shall analyze this
buffer behavior under the assumptions of a finite queue,
single server with batch (burst) arvivals, and constant
service time.

Using the burst length and traffie intensity as param-
eters, we would like to find the relationships among
the overflow probabilities, expected burst delays due
to buffering, and buffer sizes. _ ‘

Let us consider the case that the burst length, L
is geometrically distributed with mean, ¢ = 1/0; and
the number of bursts arrived during & unit service
interval (time to transmit a character from the multi-
plexed line), N, is Poisson distributed with -mean, A,
bursts/service time. The distributions of L and N are

" asfollows:.

wt

£4() = 0(1 — )t = 1,2 .- (10

)
fu(n) = exp(—NIN/n! 0 =0,1,2, -+ (i)
] ' .
The total number of characters that arrived during

the time to transmit a character on the multlplexed
lineis a random sum,; Sy, and i is oqual to

S : |
Sv = 2, L (12)

4=10

where L;, a random variable- distributed as (10), is
the number of characters contained in the ith zurlv'mg

" burst. N, a random variable distributed as (i1), is
the total number of bursts _arriving during the unit .

gervice interval. For Slmpll(:lty in notation, wé let
B = Sy

"The characteristic functlon of 8, ¢s(u), can be ox-
pressed in terms of the charactermtw funetion of . Ix
¢e(u),and>\

' galn) = expl- Mo - xm(u)] ‘ f13> :

Smce the buxst lengths are geometncally dlstnbuted '
the cha,mcterxstlc function of L is

. or(u) =’0~’exp(iu)/<1 — (1 0)o‘xp(iu)> (i) -
where | = «\/?1' Substituting (14) .ix'ito (13), then

' (155(11.)11.: exp[—?s)\c +> RC*O‘-es}p(iu)i/
(1 =@ = Oexp(u)]  (15) -

From (15), it can be shown thst the probability
density of j characters arriving: during. & unit service
interval, f(S = j) = {;, is a compound Poisson distri-
button a8 shown in (16)

i -1
(! (N$ )’*
=@ =) =1 (k ) :

» (1 - O)I*Eexp(——-)\,,)/k!

B j=1,2 -
exp(—A.) i=0
(16)
The expected value of S is given by E[S] = B{LIE[N)
= \/6, and the variance of S is given by ‘
Vax[S} = M2 ~ 6)/6° - an
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The time required to compute the probability density
function of 8, f;, from (16) is dependent on the size of j.
For large j (e.5., j > 1000), the computation time
could be very large and prohibitive. A convenient and
legs timeo consuming way to compute f; is from ¢z(u) by
using the Fagt Fourier Transform? inversion method as

follows:

M .
f; = 2, ¢s()enp[—2sirj/M]
ol

j=01,2 -, M—1 (18)
where

¥ ;=~27ru/M

M = total number of input points to represent

¢3(r) = total number of output values of f;.

In order to accurately determine ¢ 4(r), it is computed
with double precision on the IBM 360/65. Further, we
would like to use as many points as possible to repre-
sent ¢ 5(x); that is, we would like to make M as large
ag possible. Because of the word length limitation of
the computer, double precision provides 15-digit ac-
ouracy. Therefore, when {; < 10-1, it is set equal to
zero. M is selected such that £;5p < 10-%. The M'’s
aradifferent for different values of \.and?. '

The following is the set of state equations for a
buffer size of N characters with batch renewa.l arrivals,
smgle server, and constant output rate.

14

Pa ™= ®0Pat1 - Z Ta—i41P¢ 1= FnPo
) -1

-oor
. 1 .
pﬁ+l =2 — - Z 'ﬂ'w—i-i-lpe‘ - W5”‘p0:] (19)
.‘ri'o ‘ - gu] ‘
m=012 -, N—1
- . : .
2, pi=1 (20)
=0
and
pé;m- = 0. (21)

The above equations are xeduced from Equ&tmn (2) by
letting e¢=1.

Rt

¥

The average character departure rate from the bufiox
(earried load), «., is less than the average charactor
arrival rate to the buffer (offered load), 8 = Xx./4,
from tho computer. The earried load can be computod
from tho probablhty that the bufferisidle, -

=1~ , (22)
The overflow probebility of the buffer with burst
input, the expocted fraction of total numboer of charae-
ters rejected by the buffer; is equal to’ '

P,', - offered load-carried load o 1 — a8 (23)
offered load

The traffic intensity from computer-to-user is -

pe = B/u = N/ (0:“) = Nof/ 1 (24)

The set of sts,te Equa.tmna (19) is an - 1mbedaea
Markov Chain. In the following numerical compu-
tations, we shall assume that the character a*mvals
are generated from a compound Poisson process, i.c.,

; = f:. The state probabilities ean be solved iterative-
ly and expressed in terms of p. From (20), we can

 find the value of p,. Thus we find all the state proba-
- bilities. The .overflow probabilities for various burst

lengths can then be computed from (23). These results
are presented in Figure 7 which provides the ralation-’
ships (at P’oy = 10-9) between bursi lengths and bufier

sizes for selected trafficintensities.

In the sbove analysis, we have treated each charac-
ter as a unit. However, in computmg the expected

burst delay, D., due to buffering, we should troat cach

burst as & unit. The service time is now the {ime re-
quired to transmit the entire burst. For a line with
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constant transmission rate, the service timo distribution
is the same as the burst length distribution oxcopt by a.
constant transmission rate factor. ‘When  overflow
probability is very small, for example, P’, = 10-9,
then D, can be approximated by the expected burst
delay of the infinite waiting room with Poisson Ar-
rivals and single server with geometric service time,
M/G/1, model.8® Hence

NE(LY) M@ —0)
2(1 - p) 2(0 - Ac)

e =

character-holding times (25)

where E(?) = second moment of burst length, L. The
delays are computed from (25) for selected traffic

infonsities and burst lengths. Their 1esultq are por-
trayedin Figure8. ‘

1000

100}

0.4 0.2 o4 08 08 o
TRAFFIC INTENSITY p = )\l/p.

Figure 8—Traffic intensity vs expected burst queuing
delay

Discussion of resulls

We shall first discuss the user-to-computer bulfer
behavior. Figure 4 portrays the relationships betveen

- overflow probabilities and buffer size for selected

traflic intensities and selected numbers of servers. The
curves for two-, three-, and four-gervers lie in the
region between the single and the five-server curves.

For a given traffic intensity, the overflow probability

decreases  exponentially with buffer size. For a typical
traffic intensity of 0.8 ,a buffer of twenty-eight charac-
ter length will a.chleve an overflow probability in the
order of 10-%, A larger buffer size is needed for p, > 0.8
in order to achieve the same degree of buffer perfox-
mance. For a given p, the queuing delay increases as

the overflow probability decreases (or the buffer size

increases). When the overflow probability is less vhaun
10~ (for p, = 0.8, this overflow probability corresponds

to a buffer sizo of about eig_hteen characters), the delsy
increment with buffer length becomes negligible and-

the delay can be approximated as independent of buffer
gizo asshown in Figure 5.

For the data transmissions in tlme-sharmg systems,
the buffer overflow probability. should be somewhat
less than the line error rate. For currently avsilable
lines, the error rate .is about 10-5. Therefore from

+ Pigure 5, we know that the queuing delay range of

interest is almost independent of the buffer length.
Figure 6 deseribes the queuing delays (at overflow
probability = 10~%) for various traffic intensities. The
queuing delay increases exponentially with p: For a

given p, the queumg delay decreases with the incresse of

number of servers. Figures 4 and 6 agree with our -

intuition that whenever multiple servers are needed,
it is always advantageous to use a coramon buffer
rather than using several single lines with separate
buffers.

Next we shall discuss the computer—to—use«r buffer
beha.vxor The overflow probability depends uporn the
buffer size, the traffic intensity, and expected burst
length. For a given average buffer length, the overflow
probability increases as the traffic intensity increases.
Yor a given traffic intensity, and a desired buffer
overflow probability, the required buffer size increases
as the average burst length increases. Figure 7 provides
the relationships between the average burst length
and required buffer size to achieve an overflow proba-
bility of 10~ for selected traffic intensities.

When the average burst length equals unity, ihen

. the result reduces to the case of Poisson arrivals,

gingle server and constant service time.as had been
analyzed.®* For a given traf’ﬁeintgm&;ity, required
buffer size for average burst lengths ¢(z > 1), Ny, to
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achieve the same .degree of overflow probab'ili‘ty is
much greater than that for unity burst length, Ny, In
general, Ny > ¢XNi. As 7 increases, the difforence be-

_tween Nt and ¢XN; increases. For example, for p
.8, =1, the required buffer size to achieve Ploy-

= 10~% is Ny = 28 characters. When ¢ = 4, then from

Figure 7, Ng= 212 > 4X28 = 112 characters. In’

the same manner, .if £= 20, Ny = 1200 > 20X28
= 580 characters. This is due to the fact that the
variance of S is proportional to £ as shown in (17).
Figure 8 portrays the relationship between expccted
burst queuing delay and traffie intensity for selected
expected burst lengths. For a given expected burst
length, the expected queuing delay increases as traffic
intensity increases; for a given traffic intensity, the
expected queuing delay increases with burst length.
These are important factors that affect the delay. - '

Optimal design of multiplexing system

Let us first consider the design of thé user-to-
computer multiplexer. Based on the user-to-computer

traffic characteristics, the number of user-terminals,

maximum allowable queuing delay, and overflow
probability, several different buffer system configu-
rations might satisfy the desired requirements. Hence
there are trade-offs among the number of transmission
hne we might use, the transmission rates of the lines,
and the buffer sizes. We would like to design the multi-
plexing system whose total cost (transmission cost and
buffer storage cost) is minimum. One way to proceed
w1th this is first to select the set of possible multiplexing
syatem conﬁguratmns based on the queuing delay

requirements from Figure 6. Based on the maximum
allowable overflow probability; we can obtain the,’

required buffer length for this set of possible multi-
plexing system configurations. The optimal user-to-
computer part of the multxplexmg system can then be
selected as that which minimizes the cost of the system.

Next, we shall consider the optimizations of the
computer-to-user multiplexer. Data collected from

_several operating time-sharing systems! revealed that

the average number of characters sent by the computer
to the group of users is an order of magnitude greater
than the number of characters sent by the group of
users to the computer. Thus, using high transmission

" rate line for computer output data would significar tly

reduce in buffer size and the queuing delay due to
buffering. Further, the change in the computer sysﬁem
such as changes in the Bchedplmg, algorithm!~" in the
contral processor ean strongly influence the compuiter
output traffic statistics, which will directly affect the

buffer performance, and the design of tho dacoding
system. ‘ ' ‘

In practxce, we would like to design a systern thev
has minimum total cost yet satisfies all the require-
ments such as the inquiry-response delay, average
holding. time of each user, etc. Since the multiplexing
gystem and tho central processor intimately intorset
with each other, the muliplexing system should bs
trented as a subsystem of the time-shared computer
gystem. The economical and performance optimization
should be carried out jointly between the central pro-
cessor and available communication facilities.

Tizample

Consider the design of a txme-shuung system that

‘consists of many remote terminals and that employs .

the ATDM technique with full duplex operation be-
tween the terminals and the central processor. Measure-
ments of the traffic characteristics from several oper-
ating systems have revealed that the character inter-
arrival time per user line can be approximated ‘as
exponentially distributed with mean about 0.5 seconds.’
Thus, the character arrivals can be treated as Poisson
arrivals with a rate of 2 char/sec. A reasonable conserv-
htive guess is that 50 percent of the transmitted
information is sufficient for addressing and framing.

Voice-grade private lines can easily transmit 240 chax/

sec from users. Suppose this operating system consists
of m = 48 terminals, all the terminals are assumed

to be independent and have the same traflic character-

istids. The buffer is designed such that the overflow
probability is less than about 10-9, We ghall use our

"model to determine the buffer size and the sverage

queuing delay incurred by each character. R
~ The traffic intensity is pu. = 1.5XmAy/cue = 1.5X
48%2/240 = 0.6. To achieve the desired overiiow
probability; from Figure 4, the rcqulred buffer length
i8 14 characters. From Flguxe 6, the normalized queuing

delay due to buffering is equal to 1.25 holding times. .

Since eachholding timeis equal to 1/u, = 1/240 = 4.16

* milligecond, the waiting time of each character is 5.06

milliseconds. Now suppose the number of terminals
is inereased from 48 to 96. In order that traffic intensity
be less than unity, two transmission lines are required
and the traffic intensity is still equal to 0.6. ¥rom
Figure 5, the buffer length correspoading to the desired
overflow _probability for two transmission lines is
shout 14 characters. The. waiting time is about 0.8
holding times which is equal to 3.33 milliseconds.

“Although. the difference between 5.06 milliseconds and

3.33 milliseconds may not be detected by a user at a
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“terminal, & common buffer of the same size operating

with two output lines can handle twice the number of
input lines as with oneé output line. Thus, the-common
buffer approach permits handhng s wide range of
traffic without substantial variationin buffersize.

Next, we shall consider the buffer design problem
that employs the ATDM technique to transmit data

from central processor to remote terminals, The traffic

statistics as well ag the message length are different
from that of the users. The burst intorarrival time®
can be approximated as exponentially distributed
with & mean of 2.84 seconds. Thus, the bursts can be
approximated as Poisson arrivals with-a rate of A, =
0.35 bursts/sec. Further, data collected in the same
gtudy indicate that the burst length can be approxi-
mated as geometrically distributed with a mean of ¢
= 20 characters. Suppose we use a wideband trans-
migsion line that transmits 480 char/sec to provide
communications from the central processor to 48 ter-
minals. Assuming 20 percent of the transmitted
information is used for addressing and framing, then
the traffic intensity, p, = 1.2\.4u; & 0.84. To achieve
an overflow probability of 10-%, from Figure 7, we
find that the required buffer size is 1,400 characters.
From Figure 8, the expected queuing delay for each
burst is 85 charaeter-holding tnmes, or 85/480 = 0.176
saconds.

" Suppose now we changed our transmlssxon rate from
480 to 960 char/sec; then the traffic intensity p. & 0.42.

" The corresponding required buffer size in order to

achieve an overflow probability of 10~ is 480 charac-
ters, and the delay is 15 chayacter-holding times or
16 millispconds. Thus, these results also provide in-
sight regarding the trade-off between transmlssxon

‘costs and storage costs.

The above example is based on the output trafﬁc
characteristics of & specfic computer scheduling algo-
rithm. As the output traffic statistics changes with
different scheduling algorithms, the buffer performance
in the multiplexing system is affected. To design an
optimal aystem, wé should jointly optimize the sched-
uling algorithm and the multiplexing system such that
yield mmimum total cost and also meet the required
gystem performance such as maximum allowable
inquiry-response delay, desived overflow probability,
ete.

CONCLUSIONS

Queuing analyses indicate that’ for an &l]ov;able over-
flow probability and queuing delay, moderate buffer
sizes can be achieved for asynchronous time division
multiplexing for time-sharing computer systems.

L)

TFurther, when multiple transmission lines aro requircd,
better buffer performance will be achieved by using «
common, buffer rather than by using separate oncs.

Because of the asymmetric nature of the traffic
characteristics of user-to~-computer transmission versus
computer-to-user transmission, & much larger buffer
is required for the computer-to-user multiplexer to
handle the larger volume of data-genérated. by the
central processor.

The multiplexing system and the central proces,bor
in a time-shared environment directly interact with
each other. To design an optimal operating system,
we should jointly optimize the central processor and
the multiplexing system (for example, the interaction
between scheduling algorithm and buffer performance)
t0 obtain a minimum cost system that meets the system
performance requirements. It is apparent that closer
coordination between the computer and communi-
cation system designs would be fruitful in tcrms of
economics. and . technological improvements to the
overall system design.
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Design Considerations of Statistical iultiplexors

Wesley W. Chu

ABSTRACT

Deslgn conslderations for statistical multiplexors’

with Polsson message arrivalsvand the following-three types

of messages are considered: ]) constant length me“%age%,

2) random 1ength_messages ~and 3) segmented random 1ongth mese—

sages with flxed-size blocks. The operating costs of the-

multiplexors .can be divided intovtransmission'costs and storage .

.sion ratos of Lhe
storage costs are dependent. on the buffer 1ehgth reguired, the

" cost of overhecad in buffer management, and thé.cost of Qasté
spaces of. fixed-slze bio;k messages.. The queulng delayb 1mpoacd

by'multiplexors are depehﬂoht for exwmo]e, on delays due to

costs. Uh° transmjsuion costs are deoendnnu on the transmio—

buffering and computer

'amonv tranomlssion costs,‘storage costs, Qnd delays are .
described. An optimal multlplexor is the one that yields mini-
mum operating costs yet Satisfieé the reouifed performances_(e.g.,
.delays, oﬁerfioﬁ probébilitjes)  Some deswgn con51derationb of

multiplexing systems are then illustrated via examoles.

. . )
This work was done while the author was with Bell Telephone

Laboratories
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INTRODUCTION

In order to reduce the communciations costs in time-

sharing systems and multiple COmputer communications.systemsl

multiplexing techniques have'been_introduced to increase

channel utilization. A commoﬁly S@d'techhique‘is.synchro~

nous time division multiplexing (STDM);' In synchrbnous time
division multiplexing, each terminal is assigned a fixed time .

duration—for the transmission of messages from the terminal

to-the computer. -After onc user's time duration has elapsed,

the channel is switched to ancther user. With appropriately
designed synchronous operation, reguired buffering is limited

to one character for each trarsmission line, and addressing

is usuélly not required.. Thé_STDM technique; however, often

has éertain disad?ahtages. As shecwn in Figure 1, it is
ineffiéient inféhannel_capa%ity, énd"so transmissibn'coéf,

to permanently-aésigh a segment of bandwidth that is~uﬁilized
only a portibn of.thé timé. Data collected frdm‘several

representativéaoperating time-sharing systems [1] revealed

]

that during’ an average call, 95 percent of the user-to-computer -

channel and 65 percent of computer»to—use% channel are idle.

[y

These idle periods could be made availablé for additional
users. A more flexible system that efficlently usss the trans-

‘mission facility is to statistically multiplex the data. With

such an arrangement, each user will be granted access to the

‘channel only when he has a message to transmit. - This is.

b



'handlé statlstical peaks in random message.arrivals.'

,known as asynchronous time divis ion multhlehing systemv

(ATDM) [2].. The erucial attributes of such a statistital-
multiplexing technique are: 1) an address is requi ed foi\
each transmitted message, and 2) buffering is required,to'

%

If the buffer is empty during a transmission interval,

‘ the channel will be igdle for this interval. Queuing analyses

indicate that an allowable overflow probability and queuing
delay can oe achleved by a moderate>size'buffer [2]. Design
trade-~offs among such oarameters as transmission rates, number
of lines used, buffer‘]engtns, queuing delay, and computer
scheduling algorithms are discussed in thc following sections.
ANALYSIS OF STATISTICAL MULTIPLEXORS |

A statistical multlplexor consists of a bulfer,
coding/decoding circuit, and a- switching circuit (in the case
of multiple lines) The. bufier behavior can be analyzed
by qQueulng models with finite waiting lines. Data measured
from several operating time- sharlnv Systems shows that the
message arrlvals can be approximated as a Polsson prodess [3]
The three types of messages (Figure 2) cons1dered are:
1) constant length messages, 2) random length messages, and

3) segmented random lengtn messages with flxed-sized blocks.

There may be other reasons for providing buffering such as:
tolerating momentary loss of signals (e.g., fading), momen-
tary interruptions of data f{low, permitbing error control ,
on the line, etc. Under these conditions, the buffer should
be designed to satisfy also the above specific requirements.




- ''he pdramctor" of interest in dOSolibth vhe butfer

behavior. are: thn buff@r bchﬁvior ovnrflow pPObdbl]ithJ, Pof’

N . o which is the average fraction of.the Lotal nunber of' characters

that overflow from the buffer; traffic-intensity, p, which
gives a measure. of the degree of congestion of .the muitiplexed
channel(s); expected queuing-delay, D; buffer size, N; and

average burst (a string of characters) length, 2.

Fof reliability and simplicity in data transmission,
synchronous transmlssion 1s a“sumed The daﬁa are téken out
'Asvrchronously from the - buffer for transm1551on at eavh dis-
creto clock tlme. When the buffer ano server are empty
(transmission faéiltty iv idle) at the beginnlng of a cJock
v ' . otime, data arriving at the buffer during the period bctwccn
clock Limos nave to walt to begin trdnomisuion at the bngin—

1ning of the next clock time.k In’ queulng theory terminoloegy,

the ébove sysfem~implies there is a gate betweén the sevver
- _ _ and waiting room which io open at fixcd intervals. | .

f - The constant length mebsage mode] corresponds to
thc user-to- computer triffic where ugers type characters one
at a time at the’ terminn The’ service Lime, 1/v, corre-
sponds to the timp to tzansmit a constant 1ength ohar cter
The relationships‘among the overflow probabilibies, number
of_transmiséionolines'USed,.traffic inﬁensiﬁies, and buffer

sizes are portrayed in Figures 3 and 4 [2]. We noted that when

.

3t

:

£
4

7
!
*




multiple transmiSsiOn lines are required, better buffer per-
formance will be achlieved by using a common buffer rather
_than by using Separate oncs.

The "random 1ength HOQ%dLOx cory vspond Lo the

computer-to-user Lraffia The central processor oi‘a tlme_f
sharing

computer’sequentlally performs fraﬁtiOns of each us er's

job and the output traffic to the users is strings of char-

acters which we shall call bursts. ‘he lengths of  the bursts

‘can be  approximated as geometrically distributed £37J. Again,

‘the service time is Lhe anc Lo tlancmLL a conouant 1enth

character. - The number of chnracters arriving aL the buffer

during-a unit service tjne is ‘compound Poisson distributed [2].

v The: buffcr‘behavior can be analyéed.by a finite waiting room

queuing modelywith'POisson bateh avrivals and constant service

() time [2]. The relationships, 'at Pop = 1\0”6

average burst lengths and buffer olZeb for seleotcd traff;c

5 bctwpﬁn Lhe

“

intensities are portrayed in Pigure 5.

ﬂhen the averago burst lcnth equals unJLy, then the

-
fesult rcduceb to the case of Po;saon arrivalb, single berven

andlconstant service time as. prev1ou ly have been analyzed [h, 5]
For a given traffic"intensity, the reou1red'buffev size, No.

for average burst lengths 2 (2 > l), Lo dchneve the same de~

grec of overflow probabllaty 1s much gre ater than that of- unity

burgt length, N. In general, N£‘> szl. Fon example, ‘for
F P _ - :
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D =‘0.8, E'ﬂ'l, the.. ~vqujrrd buffcr aifo to achiewc a P or © 107
'i ] is N1,= 28 charaotc &, When 1 é ?0 chnrxcters, Lheu from '
P : , L e
y - S FiHUPP 5, N20 = 1400 > 20%28 .= 5 O churacteru. Puther, as - h

; . ' _incrua%es,'the diffcronce bﬁt“zpn N *and £xNJ increases. This
1ls duc to the fact Lhat the Va“iance of Lhe totdl number of
chardctero arriving dt tho bu er durlng a unlt serv1cu'uLma
is proportlonal‘tq 7. Fxgu e & shows the relatlonshlpo betwhcn
expected queuing delay. for each burst W1th.varlou§ traffic
infensities | '

In the above, we havé diucqued the buffer bohav1ov o
for random length meseage lTPUbS. Tho random natufe of the

P . .message~length,-hpwever~ grcab]y compllcaues the problem of

‘Sto""ge allocation.' A wav to slmplify this probJLm is to
segment messages into flxea—slzed blocko;L6]. ‘An dddPeSS’aS
vell as 11nk1ng informataon to subsequent block% is aq31gncd

b, N
to each block as shown in llgure 2, _ ulnce each blOCK»haS an

_audreu and is uqlform in slggg a block can be st¢reé-in anyu
. vacant position‘in_the»buffer; ,It:is‘ho# nécegsary to rear-
. range the buffef-to obtain ah‘adeqdate'sﬁacﬁ for tbeven*iré
burst. Thus, the stdfage'ﬁl‘ocation problem s greatlv Sme1l—

fied. The wasted storagé»soacc created ‘by oegmentgtlon is:

et et ait e o

1) some number of'address cnaracters; b;;to identify each
block and to link the subsequent blocks, and 2) the unfilled

space of the laét'block.




Lhe optimaL scgmented block size, B', that minimlzes the waste-

' nacc 16] i“

~ . | 3/2 B
B! = »/ b/3 + 3—1«b + 0(1/2) (1)

9\ 22

The actual block size B is equal to the sum of tﬁe

2

oegmented block size and the requirod Qddveu% length, that is“
B=EB +b - (2)

We shall now study. Lhe buifer behavior for the seg~v

mented flxed~51ze block anuts It can be shown that when

A burst lengthS'are geometrically distribu%ed with parameters P

’

and q = 1 = p,‘

_ ‘blocks B', then the number of blocks per burst is also geo-

o

metrically distributed with parameter Q = q - and P = 1 -- Qu

Edch block consists. of ﬁaﬁy characters. Although eachichérac~
ter ls synchronous ly Lransmltted service for thé biock may bé

assumcd to be asynchronous (i.e., if the chaﬁneiris idle, the

message arrlving at the buffer iIs transmitted immédiately) as

a good approximation. For Polsson burst arrivals with geo-

metrically diStfibuted burst iengths, the number of segmented

R - o ‘
~When the block is very short then we should assume the block
"service is synchronous and the buffer behavior is the same

as the random message case, except characters now should he
viewed as hlocks. . ' -

When the message length is gcometricéliy_distribﬁted,

and when the burst is segmented into fixed-sized
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blocks ‘arriving during unit service lnterval (the time reduired

.to transmit a‘fixee—sized'block\ef characters) is‘compouhd
Poisson_distributed{~ Using the finite walting room queulng

model with compound Poisson arrivals,“and asynchronous constanﬁ

serv1ce [[J the relationshipo among b]ock ovcrflow probabL11»

tles (the average fvdut:on of Lhe total number of blocls that

:overflow-from‘the buffer),»avcrage-number of blocks per burst,
'H(Q), and buffer sizes are portrayed ih Fipgure 7. The average
vdelay of each block for seleeted-traffic ihtensities 1s. shown
- 1n Figurn 8. . |

" DESIGN TRADE-OFFS.

Let us first consider the design of Lhe multlplexov

with constant 1ength message. anuts Based on Lhc average .

. arrival rates, the number of user Lermlnols, maximum allowablc

queulrg delay, and overflow probab1]1ty,~oeVOra] dlfierent -
buffer system conflgurauwons might sathfy Lhe desired roqulre

ments. Hence there are trade- ofis amon5 the number of 1rsn>

mission 1¢nes we night: use, the transmlssion'rates of \he ]inos

.and the buffer sizes ' Uo would 1ike ta des:vn Lhe mulflp1CXLn

sysLem whose total cost (transmisojon cost and buifcr Lorage
cost) is mininum. One waJ to proceed w:th this is flrub to
select the set of possible multiplexlng svstem conllguratlons.v
baued on bh° queulng de]ay requlremert from bibure N Basedv

on the naxzmum dllowable overflow probabilltv, we can obtuin

"~ the requlred buffer.length for thisesetsoi_po snole mu]tlpleXLnr




B T T T R T

system configurations. The optimal multiplexing system.can

‘then be selected ‘as that which minimizes the cost of the

—system.

|

N

Hext We Shaii consider‘thc opt imLzatlon of the multl-
plexor with random message ]enth jnputs Since bufrer size
is dependent on traffic intensjty, a hlgh transmission rebe
would dccreabe Lrafflc 1ntensity and weuld sign111cant1y roduce
the buffer size and the ouuulng do1ay Hence Lhere is a Lradef
off between transmission cost and storage cost, Tarther,
changes in the csmputer'system snéh as chanéeSjin schednling
~algorithms [8-13] of.the central processor'cancstronvly‘
infiuence the computer output trafflc stetlstics, wh:ch will
directly affcct the buffer perfornance, and Jts output sta-
tisties. 1In Lurn, the output St&LLSLluS affect tle deslgn of
the:demultiplexor; For eyample for a mui"clplexor w1th random ‘

inputp and constanb service time, Lhe instantaneouu output

‘rate can be 1esQ_thanthe insLantaneous input rate, however,

the output traffic stat%sticsvare new statistically dependent

N

on each other, Statistically correlated output traffjc from

a multiplexor could greatly affect the buxfer performance of a

demultlplexor. ‘For the same average input rate and service

time, random‘message arrlvals yield bet er buffer performance

For a queuing system with Poisson arrivals, exponential service
time, the output process is still.a Polsson process with the
same rate as the input process [14]1. Further, this is also

the only type of process has this unlque property.
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than that of corlolatco wﬂssage 1nputo. 'This is because cor-
re]dtcd messages tend to form cluoters.s,The degree of-
correlation may be deoendent on‘thestraffic intensity of -

the'multiplexor, vhich is dependent on computer scheduling

.algorithms.

Pinally, we shall consider the buffer behavjor of.
the flxed~sized blocx 1nputo.' Due to the extra 11nk1nbv
information requlrcd as well as the wasted space in the 1ast

unfilled block the 'storage requlrements will be ldrgcr than

'that of the randomllength HGSQage»lnputu.f On the other hdnd

zsince the mcssages have addresses and are unlform in size, it

is not neceosary to rearrange the buffor to obtain an’ edcquate

space for the entire burst. Thus ,- the storage allocation prob-

dlem is greatly slmollfieu._ The traéemoff between'tﬁe extra

storage cost and the savlnv in buffer management is the maln‘
conslderatlon to decido whehher the random length messagcs
should be segmented into flxed~siaed blocks. = .

There are two J&JS to segment the random messages

into f1xed—s1zed blocks Instantaneous segmentatlon and ‘hold-

~ing'segmentation. The former method transmlts~iixed~s17ed

mes sage blocks immedlately after th01r segmentatlons, regard~
less of wnOuher the blocx is full The latter method trdnsmlts
message blocks instantaneously ir these blocks are full but

hold for a oeriod of time, T, before tranqmlsS1on if a blook




ﬁ“via ‘not 1u]]._ The holding time not only pxovndcn trade—-of' I

sbe, ) alsor

bnfwocn pcr“ormancc (delay) and storage costs, but

1n11ucnces the outpuL tvafflc statistics,’which in turn affecet

‘Lhe design of dcmultlplexor.

In practlce, we. would 11kc to design a syofom Lhwt
has minimum total cost ycL saLnny @ all the requlrsments

such as the 1nqu1ry—response delay, average holding time

ol gach. user, “ete. . Since Lhe multiplexing sv tem and the

central processor intimate]y Jntcract dith each othﬂ* ~the'
multlplpxjng system should be Lreated as a subsysbem of Lhe

time~shared computer system; The ccorom"cal and performanoo

E optimization should be carrned ouL JOlnt]y oetwoen central

processor and the avallable communication facilities.
EXANMPLE |
Consider the des¢gn of a ti] sharing.system that‘

. %,
consis 1ts of many remote Lermlnals and Lhat emoloys Lho ATDM

-technique with full duplex operatlon teuween the Lermlnals

and the central processor. Mrasuremehts of the trafch char—~

acterlstics from several operating systems have revealbd that

the character interarrival Lime per user line car be approx1—

mated as exponentially olstrlbutcd with mean about 0.5 sec—

onds [3]. Thus, the.charaoter(arrlvais can be treated as

‘Poisson. arrivals with a rate of 2 char/Sec. A reasonable con-

‘servative guess is that 50 peroent of the source information
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1s sufficient for addroqsing arq framing. Volce-grade private

lines can easily transmit 240 vhar/sec from users. Suppose this
operating system consiqtﬁ of m= 48 Lermlnalq,.all fhe terminals

are assumed to he ubatluLLCdllj Jndepcndcnt and havo the sﬂme

average tralflc chavactclL stlces. The buifer is designed such

¢

that the overflow probebx].Lty is less than about 107°. Ve shall

use our model to determxne the buffer size and thé'queuihg délay
incurred by each character. N ; R .

The traffic intensity is pu_='l,5X48X2/2MO'% 0.6

‘To achieve the desired overflow probability, from Figuré”B,

the. requlred bﬁffer'length is 11 characters. From Figure U,

the”normalizéd queuing delay due to bufferiﬁg is equalnbd 1.25

charadter~ho1ding.times. Since each character~hblding time is

equal to l/u = .1/240 = i, 16 m¢11lsccond ‘the waLLan TLmL of
ach character.ls 5. 06 ml]livaOde Now suppose the numbnr ol

termlnals is incroa ed from ﬂ8 to )6 In order‘that Lpalec

1ntenuity be leqa than unlby, TWo tranémigsion'linos.bf the

same. capac1ty are requLfed and. thn Lralfnc 1ntons:ty is still

‘cqual to 0. ( . From Flgurb 3, uhe buffcr length cozrcsponglng

to the dcoired overflov ploba01lLty {or Lwo Lran;misoLon lines

is about 14 characiera. The halulng'time s about 0.8 ho?dlng _

times which is equal to-3.33 milliseconds. Although the dlf—

ference between 5.06 milliseconds and 3.33 milliseconds may not

be»détected'by'a.user'at a terminal, a common buffer of the




same slze opcratinngith two outbutﬁlincs‘ean haﬁdle-twice the
number of 1ﬁput lines as With one output J1nn .Thﬁs, the com;.
mon buffpr dpproach uelmlto handliny a wide fango of Lrarfic
wtthout subotantial var1atjon Ln buffer size.

Next, we shall consider the buffer dgsign‘problem~
that employs the ATDM technique ﬁo trahﬁmit data frém éentral
procéésor to remote terminals. The traffic statistics as
'well‘és the message 1¢ngth ére different from that of the
users. The burst interarrival'time 3] can-be an approximated
és expoﬁéntially diStributcd Witﬁ a.mean of éq8ﬂfsécond$f Thus ,
‘the bursts can Be_approximated‘hs:Poisson arriﬁals with a. rape
of A = 0,35 bursts/qec. Fufthcr LhL burst Jength can be

N

appromlmated aS geometrical]y dlstrjbutod with a mean of

e N

% = 20 characters. Suppoee we use-a- widcband Lrlnumj381on

s ‘1line that Lransmitu 480 char/occ to’ prov1de communJcatlono from’
the central proceosor to M8 termlnals Assumlng 20 percont of

the transmitted informatlon is used for addre881ng and framing,

\“/then the traffic intensity,'pC = J 2°0. 35‘20/”80 x 0,84, To

'achleve an overflow prowablllty of 10 6, frovaigure 5¥JWe find'
that the rcqqucd buifor siée is 1 MOO characters. From F1?~

ure 6, the expeoted queuln5 delay for each burst 5s 85 character—
holding lees, or 85/480 = 0. 176 seconds.

A Suppoue now we change our tranomission raté from

480 to 9€0 char/sec' then the traffic 1nLensnLy Po = 0.42. The

-
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'sﬁ've B = 12 4 A

corresponding required buffer size in order to achieve an

6

~overflow probabilj ty of 107" is 480 charuc Lu*,, and the delay .

is “V‘chaldcter—holdxng LiNUD or 16 mil1iuoconds Thu‘

these results alsorprovide insight rogardlng the Lrad~~off

'between'transmL0uion costs and storage. costs.

For,the convenience of buffer managemant , we would

like to segment the!random'length'messages inboffixedusized*

blocks. %uppoqc the requjred aadreas mesud"cs is abouL 20 per-

cenu of the average burst length; tbaL LS, b m.0.2xa0 = 4 char- °

‘acters. From Equation 1, we find that.the optimal segmented

block. size, B’ = 12 charactevs. Heﬁce theAactuai.optimal block

-16 characters. "The average nunber of b] cks

it

i

per bur° (R) 2. 32 blocko/bur,t Supposc‘g wideband

~transm;551on 11ne Lhat Lvan smits 960 chara cters per second 1s

used to provide commun1catlons from the central Urodeqsor to 48 «

termina]s The traffic 1ntgqs3ty is p-«NS 0.35-2. 32416/960 = 0. 6)

10 ‘achieve an overflow probabllity of 10° 6, fron Plgure T, % ,e‘

‘rcqqued buffer 5170 is 65 blOCko or IOHO characters. From'

blgure 8, the avcraoe dolav for each block is h.5 b]ock»serLcc

'3 ¢

. tlmcs or 75 milllseconds Comparing wlth the rdndom mosuage

1nputs, the requrred buffer size for the fixed 51zed bioc«s is

about twice as ]arge as Lhai of the random ]cngth mesaag

inputs




- multiplexing system such that yields mlnimum'total cost and

" CONCLUSION

The above cxample is based on the output tralfic
charvacteristics 'or a specific round robin computer scheduling

algorithm. As the output trafficvstatistics ohanpesvwith dif-

© ferent chndu]ing algorlthmo, the buffer performence in the

multlplsxing system i" affected To deslg an optlma] syotem,
we should jointly opt1m17o Lhe schodu11ng algorlthm and Lhc
also meet the requlred system performance such as maxlnmum

allowable 1nqu1ry—rcsponsc delay, desired overflow probabllity,;

etc.

Statist»cal multiplexors and central proce sors in»
a time-sharing cnvironman dlrecLLy 1nLeracL with eech oLher.
To design an opLimal operatlng sysLom, we shou]d JOlntly R ': I
olemlac the central processor performance ard Lhe nu1t1plex1ng
uysLem to obtaln a minimum’ 00st sysLem *hat meeLs the system
performance requ;rements:'.bor example, the intcraotmon between”
scheduling aigorithms and buffer perforﬁanceeend,the»trade»off'

3

between the extra storage»cost of fixed~size blocks with the

" overhead of buffer management are significant in planning an

ATDM time sharing system vFurther research a]ong these"]ines

would be desirable It is apparenL that a. c100er coordinat1on
between the computer and communicatnon system designs wou]d be
fruitful in terms of economics<and technical 1mprovements to_‘

the overall system design.'
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| Rbstract |

Dcmuitiplcxing sor?os:a§ an imporcant :unc~1(u for ALJT)\tX(
multipiexors, Its pl}po%c_is to ?(1;‘owblc ﬁﬁg TCuéiQQd méssége nnd:
distribu{é it to"the appropriate destinétion. An iwwcrtuut Cost comsidor-
ration for this function is the size of 1h0 buffer nreessayy Lo noot a
specified overflow serviée requirement. The dcmultiplexiﬁg buffer can be
modeled as a finite waiting room queuing model with batch Poisaoﬁ arvivals
and mult:ple distinet c01%tant SeTVers. Stimulﬁtion is wsed to study
buffoer bphav;or for traffic arr:v:np at 1hc buffer according to the
“und. formn, Jincar, step, and oconcrvlc dc tlnqtjon func11ons.. The relation-
ships among ‘buffer overflow prcbabiiity, buffer size, traffic intensity,
éverage msssage~iangthg and message destination.are prescntec in graphs to
provide a gnide in.yhp'dcsign of demultiplexing buffers. Simulation
resulis veveal thét buffcr input messagéskwhiéh havé short avera ge message
lengths ané uni form trﬂfxlc destinations yield'the best bﬁffer'behavlor.
fhus, in piahning the_CPU schcduling algorithm:and in selectiﬁg the demulti-
plexing output rates, tho d951gn1up of a compuzer communications system
that uses thﬂ statistical multlplexlnv G"hﬂLQUL should a]qo COWSldLr the

output sfatlstlcs needcd to achleve ont)m J demultiplexing performance.
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To increase information processing capability and to share computer
gsources, remoiely located computers and/or terminals are comnccted

together by compunication lanks Mﬂny such computer communication 5ystoms

as time sharing sys stems and dJstllbutcd computer systems are a]«oadv in

cxistcncéland in operation. In many cases, the communication.cost of such
systems is a sigdificant portion of the tofal Qﬁcrating cost. To

increase chamel utilization and reduce communication cost, ésynchronous
time division multiplexing hag been proposed for data commﬁnications.l

The design con§jderatipns of such a-multipléxing (stétiétical multiplexing)
. | s 2-6

system have becn,reported in recent literature. Here, we study design

con51derat10ns oi an asynchronous tlmc d1v1510n de mu1t1p1cx1ng system,

which is an integral part oflthe dcsign of a statistical multiplcxof, in
. o s A :

a multiplexing system, outputs from thc system go to.a single destination
for example to a computer while outputs from a demul 1plex1ng system go
to many destinations, such as to d1ffc1cnt users and/or computers as

[

shown in Figurc 1. ' .

The demultiplexor may consist 'of a buffer, a buffervcontrol unit and -

a switching circuit. Input messages to the buffer consists'of strinos of

characters (bursts). Tho switching circuit dastrlbutes the output from

the buffer to the approprlate deatlnatlons accordlng to the d051gnat10n in

‘thc message address. Thus dcmultlplexor performance is strongly 1nf1uenccd

by buffer behavior vhich depends on buffer input Lraff;C andAlts

distination characteristics. A queuing model with a finite waiting room,

batch Poisson arrivals, and>multip1e ﬁistiggg_constant'Outputs (Figure 2)




is used to study buffer Lehavior. The complexity of the demultiplexing

buffer makes cxact mathematical analysis of such a model very difficult.

Thcacforcy computey simulation has been us ed to study the relatlonshjps

among message destination functibn, average traffic_lcvcl;-mcssngo burst

length, overflow probability (the fraction of the total numbey of
messages rejected by the buffer),.and buffer size. These relationships,

in graphsg arve important in designing demultiplexing systems and storc-

~ and- forward computcr netw01ks.

1I. Analy%1s of Domu111p10x1ng Buffcr'

- Input mcssages to the buffer can be repreqcn*ed by threc paramete1°°

mess age arrlvals, message lengths, and message destinations., These para-

. meters are intimately related to buffer behavior. In order to describe

the input messages arriving at the buffer, thrce random number' generators
are uscd. o which corresponds to messagc inter~arrival time, B which'

gorresponds to the number of charactcrq 1n the mossage, and Y Wthh

corresponds to the destlnatlon of. thc mosqage., In the 51mu1at10n modcl

the message 1ntcr arr1va1 tlmes o are aqsumcd to be exponentlally
distributedg ‘and the message lengths B are assumed to be geometrlcally
distributed. The destlnatlon dlstrlbutlon is transforncd from thc

destlnatlon function as dlscussed in the fOllOWlng

In the distributed computer network shown in Figure ib, the traffic input
to the demultiplexor is the output from the multiplexor.: In some cascs

the traffic output from the multiplexor can be apbroximatcd as Poisson

- distributed, - Should the multlp]eyor output become very different frOn

. 7
Poisson, then Lhe actu11 message - 1nter~arr1va1 tlme statlstlcs should

" be used in the 51mu1at10n.

« @
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of m destinations; that is,

The destination function describes tzuiflc intensitics for the set
_ o .
fd(i) =Py o d =L 200 m ‘ S
. . LEho, . . o
where P; is thc traffic 1nlcns:ty for he i destination.
The message destination functlnn for a given sct of uscrs depends on
their applications and should be derived from measured statistics.
In order to pexform random sqmpllng on tlaiflc dcqtlnatlon for
simulation, we nccd to trans forn f (J) into a message do tlnatlon distei-
bution, fY(i). This transformation can be carried out by normalizing

Equation (1) to a probability function; that is,
ﬁy(l) = fd(l)//jgﬁ pj i = 1,2,...,m ' (z)

Thus,

A set of random numbers,'{E s 58’ & Y, corrésbonding to-fandom
variables o, B, and vy, are gCncratcd to rcpresont a nesqagc ar11V11g at
the demhltiplcxing system. When a message arrlvcs at the buffe1 two
operations take place: First, the‘status of the dcsignated.fapllity is
interrogated. If the facility is busy and the buffer is not fqll; the
burst enﬁers>the buffer and is concatenated with the queue of characters.
If the facility is idle, and if the buffer 15 not full the first

character of the bu1at is sent to the fac1111y while the remalaing

characters enter 1n£0 the buffer and output at each subsequent’ clock time.

Sccond, the conténts of'thé régister which keeps tract of the total

length of the buffer is updated. Bccausc'of‘distinct‘déstinations, the



i

. ~total volume of output {rom the buffer varices with o, 8, and y. The

+output from the demultiplexing buffer depends on both the number of

éharactérs iﬁ {hc buffer and théir dostinations." The simulation progran
keeps a record of the number of chqlacicrb in the buffo'~ at the beginning
| of gach message s crviée"iﬁterval. When thcvlength of an arriving message
excecds the unoccupicd storage space of the buffer, & buffer overflow event
h#s occurred. The ffcqucﬁcy of occurfcnce of such an'bv-rflow évcnt,givns
the3estimafo of btuffer overflow probability, Péf, Usiﬁg:thé abovclfinitc
buffer éizc nodel for cstiﬂéting'buffcr overflow prbbability requires
. ,. ) fszmulatlng buffer bohav1or af varlouglbuffcr 91zqu As a résult the
computﬂtlon tlme rcqulrcd for such a model, espccmallv for CQtqutlng.

e small\overfloq probab111t1e5§ could- be proh1b1t1Vo. Thorcforc, Ve xntro~

;ducéﬁan infinite buffor size model, as shown in the following flow chart
_ , : ‘ g v

; . (Figuve 3), to cstlmate buffer ovcrflow probabllltles, In this case, we

.
i
:
]
1
{
1
1
]
3
2
3]
i
:
¥l
]

say Lhat -an overflow event has occurred 1f the bupier qucue ]ength irom
“simulation cxceeds the flctltlous buffcr slze° Thus, th}s prov1dcs‘us
with a way to cstlmatq buffer overflow evcnts for Garious buffér sizes
via buffcr queue length stat1stlcs hhlch can be obta-ned from a single

s:mulatlon pass° ThlS rcpresents a slgnlflcant rcductlon in computation

K1

time, In the case of small overflow pxobab:lwtlcs (e.g. P o < 107,

R T e e

\thls modol prOV1dcs a good approx:matlon of the “finite buffer size model.
Traftlc 1ntcnaluy is one of the most 1mportant pqrameterx that
descrlbes the traffic congestion of the dcmu1t1p10x1ng system, Slnce the

'output‘ﬁessagps from the buffer are sent to various déstiﬁations, the

‘traffic intensity of each destination would be different and would equal



Y, B eelimeile . : . ] ’ ‘4 )
R . : o . ‘.(.
whero

) . . .th C e
‘Ai = message arrival rate foxr the i destinations

- : th .-
v ” . (; - 1 - *
Qi = average message length' for the 17 destination
.. o PN > <f- e 3 t}l .S .3 5
By = transmission rate for the i destination
The average traffic level, P, for the demultiplexing system-is the

-~ average of the traffic intensities of the m destinations; that is,

— o B
D 1==] : ' ) .
To study the effect of destination distributiens on buffer behavier, five

types of destination fﬁnctidns'are uscd in the simulation mode}“p§ sho§p”ip «
-Figure 4; I'urther;, to isolate the“cffecﬁ of meséage length of various
destinations on bﬁffer beh;vior,‘we assumed the average mcés;ge}lcngth
for various.chtinatibns are §qua1§.that ié;»z = Ei. The relatioﬁships
among Pof,‘buffcr s};gs, and’destinétion distfibutipns for sé1ectcd 
E's‘and P's are obtained from simulation and are prdtrayed‘iﬁ Figures 5
“and 6. : . "- o _‘ e

The expected queuing dclay'due to buffering during demultiplexing is.
ianothcr.impOrtant paramctéf in cdnsidering_thc dgsign of.statis{ical
multiplexors. 'Sincé'most systems allo&_a'very low overflow probﬁbility,
the expected waiting time dué to buffering éaﬂ be approximatcd,by that

of an infinite waiting room queuing model with Poisson arrivals and

i

geometric service time. The expected waiting time W, for sending

messages to thcvith destination is




cpy O R
)\jr:(xi ) pj (29«1"1) _ _ :
W, = wfemmiice m wioooto o character-sorvice-tines, (S
‘i 2(0-p.) 201 <7p0) rrh 7 o )
i o
‘ R _ - \ e . th
“where E(Xi } is ihe sccond moment of the message length Xi for the i
destination.
Since the traffic intensity and the average messape length for cach
destination are different, the cxpected quening delay due to demulti-
plexing for cach destination is also different and should be computed

from its associated traffic intensity and average message length.

III. Discussion of RNesults

ihc relationships botween bdffefAsize and bﬁffcf overflow prbbability
- for selected a&erage traffic levels, average Burstilengths, and traffic
bdestinafion.funcﬁions are shown in Figures 5 and Ql For a given avéragc
‘message length and desired level of overflow probability, the required !
buffcr.size increasés as the average. traffic level incre?ses; Further,
the required bufﬁer size varies drastically with message destination
fuﬁctioﬁsn Comparing thehfive types 6f_traffic‘dbstination_functiéns used
~in our simulation, for a given éﬁerage traffic level the uniform destina-
tion function rquired the smallest buffer size, aﬁd thé step 2 destina-
tion function reéuired fHe‘largcsk‘buffer size,'Aihis ig‘becauseibotﬁ
buffer size and queuing delay iﬁcreése exponéntially with pif Thus for
a given averégc traffic level, different types of-destination functions
yield diffcfcntlﬁuffer behavior, For gxampie, if oﬁe ofAthe dostinétions
is heavily loaded, the aféfage ﬁ:éffic Levellbf.the.Systém could be very
low, but an extremely.largé'buffcr.is‘nééded. Furthéf;‘the expected
queuing-dciay for sepding messages to that heavily loadcd destination
Qould be very long. We nbtice fhat the effgﬁt of destination function on

buffer behavior increases as average traffic level increases,

-




Pesults of hllfx\, behavior simndation shoed Jight on the yelzstionsiin:

-~

batweon dg:nuxli_ii)j exos traffic Inputs and damoitipiexing systom poeion s s
The results show thet to mjnimizu thoe size of the demul inn q0B )ﬁw puiter
Cand the aucuing delay due to buffering, we shoul& schedule whe inpues 1o
the‘dcmnliiplcxor buifer approximaiely cqua]l)" This can be achicved by
controlling the voluwe of luput traffic to the buller fov \3?1Q05 centina-
tions and sclecting the ovtput trmmsuission rate of ‘the buff@r, or hoth.
In a time-shaving system, input traffic to the dcmuitiplcxor buff&r i#
governed by the cdmputor.schaduling nlgorithm; such as -the proccss
scheduling and the size of CPU quantun hmoc I we 1now the TC(‘(]OHRI ip¥®
Beeween the CPU quantum t1m0>aad the volhmo ol the CPU ovtputa, thn a
variable quantum time.schqduling‘algorithm would‘be effective to schedule
an equal anount of oufput trafiic to ?arious destinaﬁions,v Thd process
scheduling as well as {ﬁc buffer output rate éah also he chqﬁéed o

adjust the traffic infensity, To achieve a uniforﬁ {raffic destination
diStribution; we hould assjgn high ilanstSQJon rate IJHC" to ihocc
dcst1nat1on§ that have hlgh volumcs of tJaff1c°

In our simulation modgl, ten buffcr output_destiﬁations‘;reVu&;’udc

Since thé inbut‘traffic té‘thc bu%fef is randoma thé tcn>output destinations
can dlSO be viewed as ten groupc of 0utput§ prOJJdcd the Outpuva in-each
group have approxlmatcly the sane vuluc of traffic 1ntun51ty o .%ﬂn a
demultiplexing buffer has more than ten outp;ts,‘wo gould group them into>
ten groués according to their tréffic intensitiéS{ and then sclect the

'appropriate graphs to estimate its buffer behavior,

- b n s o

. :
Khls relationship dcpcnds on the computcr system and program bohWV1or in
question, and could be obtained via measurement or simulation.

Yo . ..

Simulation results verified this conjecture for two or threc outputs in

& group,
-




-

IV, By

Gt s T a1 e

Consider the dcsﬁgn of a domnltiplckéng.syatcm for a tine-zhariag
system that ewploys the-st§ti51jcal multip}ciinﬁ technigue shown in Figine L,
mput traffic to the dcmu]tip}hxdr‘is‘gcncratcﬂ_frmm ihe cémputer &nd’is
approiimntcd nslroisson arrivals, _ﬂcs&aﬁo’}cngth‘iﬂ nppfoximﬁtcd as
gcomctricujly distribuied with @ mean of 20 chevocters.  Furthew, message
destinations are partifionnd into fcn Froups, and the dmstination‘fhnction

is a step-like function as Shown in Figure 4e¢.  The average traffic level is
. 5

about 0.8, TFrom Figurce Gb, to achicve an overilow probability of 1077,

“the required buffer size is 4,850 characters. From Equation (6 the
R A , 4 s .

expected queuing delay due to buffering for the higher traffic destina-
tion group is 271 character-scrvice-times and the lower traffic destina-

tion group is 35 character-service-times. Therefore, the average-scrvice-

time is (271+35)/2 = 153 characters-service-times, ~Now supposc we change
the CPU scheduling to a variable quantum time scheduling algorithm, By

assigning larger quantum times to those lower traffic intensity destina-

tions, the destination function changes from a step<like function to an

approximately uniform function. From Figure 6b, the requived buffer size
. :

¥

to achieve Po = 1077 is 2,200 characters, and from Fquation (5), the

£

queuing delay is 78 character-service~times. We note that both the required

Dbuffer size and the queuing delay due to buffering have been improved after

changing the CPU scheduling algorvithm. In a practical system design we

should further consider the inquirynrcsponse time gonstraints, ﬁhe overs
head cost of various scheduling algorithmé,‘and the CPU thfoughput;

The simulation‘was pciformcd by using the GPSS‘pngTam.bﬁ the IﬁM
360/91 at UﬁLA, The computing-time'rcqui;cd for the simulafion depoends

largely on the sample size and the number of destinations used. For a

&~




~

given 38, and a destination distribution, the computing time yeguired

- B . 1 B
. . Lo b . . o “ - ™ S Y A N " ) o
for an experinent (which represents o curve on the grapl) of 167 sawples

.

and ten destinations is about five minutcs,‘ hs is éommon Anowey siarhestle
periments, the wesults are sensitive to s;nnlﬂlé: &3 :-:c’;‘ .’\K'J.:i;rf;cr saw
yicids_n more accuratc ostiuation, For a compfomisé Legheon seourary and
‘ ' ' g o
ihe computing Ghwe wocwired, a sowple siuc of ;Q‘ HHS.‘C]C"fd for cach
\p01£m“1$ . o o . S * 3
Ve Conclusions
The aLntLats ~al dﬁnult1p}"x01 cunb ists of tuffer; a hufﬁmr control
wnit and a switchiny circuit; buce to che complox outﬁut struufnré of
demu]t)pJP\an buffer, its EchuVior is sindied via compuiC‘ sinulation,
Simulation results r;vea] that the traffic.dcs{ination function has &
drustic effect on tﬁe béhavior of the d0mu1tiﬁ]cxing buffcr, Optimal
buffer behavior is achicved by the un{form dcstinatioﬁ functionj'th:t is,
wvhen equal amounts of traffic are selt to the Qarious desﬁinhtionsp Since
the CPU scheduling algo thim in a tlmn-shayiﬁg‘system and the>méssagc
routing algorithm in a‘distributcd c0mputer‘systcﬁ strongiy~affcct'thc
traffic destinatioﬁ function, éompgtcr Op;?atiﬂg sfstcms and/oi nessage
outnng algorlthm" growily Jnf]uonrc dcmulclplcxul pﬁllormancc, Fou
cxamplc, a variable C’U quwnium tlmo scheduling ﬂlgowjihu.MLy be cf ‘ective
in prdducing a uniform destination fuuctiqn and may yicld better demulti-
plexing performance.. Thus thcvsimulation modcl and the rcsuits in this
paper should sexve as a guide in designing a dcmultiplexiﬁ; systém and in

.

~planning an optimal computer commmications system,
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V
Corapuie overflow probabilities
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*The buffer overflow. probabilities were computed from the
buffer queue lengths obtained: from the GPSS simulation.

A ‘Logic Flow Chart for. ihe Buffer Simulation Model
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ABSTEFACT: Computer interconnections allowing h:\l?—ddplcx data”

commuaications have been analyzed using a singleserver. deal-

queue model, Storage usapge for message queuing at cach computer

and associated messagie delays are comxdcud as Funcuons of ¢om-
munications paramcters.

IntropuctioN

.
EOR 7 ITH TIIE advent of thme-sharing eomputers,
YV many systems are being pliamed that involve the
change of hformation between computers. Two ex-
agaples of systems in which data comanmications be-

wveen compuiers are a neeessity are the following:
1) messuge switeching systems in which messages
septed by one compuler ean be destined for delivery

o station served by another computer,

2) lurge-seale inquiry-response systems in.which the
data base exceceds the capacity of g single computer.
When this happens, a local computer occasionally must
obtain the requested information from another compuler.

In these and similar systems, the compulers involved
are hiterconnected by means of data links. The char-
acteristies of the data link chosen for a particular system
depend on various factors and paramelers: the volume
of ressages to be transmitted, the delays that can be
tolerated, the cost of various types of transmission
facilitios, ele. Toar many systems, computers may be
intereonneeted wiih facilities allowing half-duplex nies-
suge transmission, i.e., Iacilities that allow transmission
in cither direction, but in only one dircetion at a time.

This paper presents a mathematical queuing model

<

that can be used to represent two computers that com-.

. municate in a hali-duplex mode. The solution of this
gqucuing mocel has led to formulas for estimuding two
related quantities of major importance in a data com-
munication system: 1) the average delay of messages

Ty waiting transmission fro1i one camputer to (he othor,

"-1d 2)-the wyverage :\nmun( oy storage used for message
oﬁmg, at eaeh compuier. These formuias are expressed

__ Tauctions of velevanl parameters of data communica-
tions systems. '

. messages join quene 7. during.an interval 2

carouted time of the data link

occupaney of the dita Jink, messages to be transmitied
{o computer 7 will he delayed in a queue ab computer 7,
and viee versi. Tn the remainder of this paper, the queue
at computer 7 and the queue at computer §, which ave
obviously 111((*1'(1(\1)r‘n(luxt \\'l“ be referred {o as queue ¢
and queue 7, respectively.

In order to study He factors mﬂnoncmg {he delay of
messages and the storage used for maessage queuing, w
singlé-server dual-¢pacue gueuing model has been for-
mulated. The single server in the model represenss the
data link that alternately allows transmission ol the
messages that aceumulate in queue 7 and in queue J.
The service times In the model represent the inlervals
i and {; 1‘(‘(1uiru1 to transmit individual mestages. Tor,
example, & s Lhe transmission time of a1 wessage from
compuler 710 conipuicr J. These transmission Gntes ave
md(ponduxl]) determined by the message Mmigths £ and
I; and the constant {raws 'mssum rates 7; and 7, since for
cach message t="{;/r; and {=1;/r;. I{ I; is the average
length of mescages transmitted from computer ¢ to com-
puter 7, then the average value of 4isii=1;/r:. Likewise,
ij=I;/7;. '

The assumptions upon which this application of the
quening' model has been based are as follows: _
1) Poisson queue arrivaly, e, the prabability that X
# has o Voissan
distribution. Further, the rales Ny and A\; ab which moes-
sagos enter queue ¢ and queue § are constant during the
interval upproximated by the model.

2) General service times, i.e., the actual distributions
of {; and {; in & gystem can be uulcpcndontlv approxi-
m \tcd with arbitrarily. chosen distribution functions

() and Fi(0). These functions are assumed to have
means 7:-and 7 and coeflicients of variation ¢*(l;) and
¢!y, le.sl)ectl\!(,ll)', where ¢2(f;) =var (1)/1 and ¢¥(t;)
=vur (¢;)/7;% If, for example, & is assumed to be ex-
ponentially dl\lubutul ¢*(1:) —-1, if & s, uswmod {o be
constant, ¢2({;) =0."

3) Reversal thmes, e, mtu‘val\ of dumilon rioand
r;i are required to switch the transmission capability

from queue ¢ to gqueue j, and vice versa. or example,

75 could represent one or both of the {ollowing: a) turn-
at the end of o travsmission
from camputer 7 to computer 7, b) delay within computer -
7 before a trausmission to.computer 7.can begin, Intervals
7y and r; may be constants or they may have inde-
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pendent and arbitrarvily  chosen distribution functions
(8 wud 1,00, These functions are assiied 10 have
mesins Fiyoand S and cocflicients of \'.Hll(l()ll ¢*{ry,) and
¢(r;0), respeetively.

4) Multimessage {ransmitssions, 6, onee o brinse
mission from e guene beping, the data Hnk is not reversed
until that guene has been empiied  completely, This
means that all messages joining o queue owhile that

~queue is being emptied are also tncluded in the current

transmission,

6) Adequate starage, i.c., suflicient storage is avail-
able so that no limit need be specified for the queue
length at cither computer.

A typical eyele of operation for the modd is shown in
Fig, 1. At the end of T/, which represents the interval
required o empty queue.?, reversal thue 75 begins, On
completion of rg, 7'y commenees, which represents ihe
interval required Lo emply queue 5. 75 is followed by
another reversal time 7y A new eyele then begins with
the starl of the transmission period 7' During o given
eyele, cither 7' or 7', or both may have zero duration,

since cither or both queues may be found aupty. 1t has
nppm;n'iwlv reversal time com-

been assumed that the
mences immaediately when a given queue is found empty.
I both queues are found empty duwring a eyele, the
eyele dmntlon reduces to the sum of the reversal times
ri; and 1y

During a typical cyele, messuges accumulate at-cach

~ computer during an aceumulation period after which the

accumulated messages are all {vansmitted. As an’ex-
ample, the accwmulation period for quewe 7 is A

=y TiHr). Tt pe=M; represent the inlensity of

traflic offered lo queue 7. An equivalent definition for pq
is the fraction of time that.messages are being trans-
mitted from queue 7

time that the datu lunk is being used for trausmitting
messages is therefore pi4-py==p, where p. must be less
than one for a steady-stale situation. to exist. Thus,
1—pis the fraction of time that the data link s idle, i,
no. messages are being transmitted in cither direction.
The components of the idle time are the reversal times
rep and ry. 10 7 s the total average idle time during a
evele, the average duration of a eyele is given by

E= ] . =__(T|'j"17 ’_)l) . (])

. 1 - p 1 - o :
An equwa]utt C\IJIC\\lOH for C is (I +71, l Ti750).

’

OUTL]'NE ov Dm'x_uv,\'rlox :
Since the processing of queue 7 and queue j is equiva-
lent, formulas for the average delpy and the average
storage usage can be derived for one gueue and then

applied to the -other by merely changing subseripts;

queue 7 will be conxidered in this analysis,
With this model, every moessage joining queue 7 (or
queue 7) will be delayed. The delay. encountered by o

- particular mesage depends on whether the message
' . .

THANSACEIONS ON COMMUNICATION TRUIINOLCGY, vt s

let pj=M\i; represent the cor-
The tofal .fraction of -
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Tig. L.
arrived while messages were accumulating in the gqueue
or-were being transnutled from it. Delay hw quene & s
‘also o function of 2y the number of mpswages that

“aceumulated in queue 7 during the preceding interval

Cyeles of operation beginning with n; messages in queue ¢
(ne=0,2,2,---) will be denoted by C(nj),

The sverage deluy D5 of messages in queue § natil the
Lrunsimission of cach beging can . be determined  as
follows [1]:

o R Pa)ir i)
W E[W.00)] --250 " k (2)

L 1‘(n»)-\ (i

Ne E[Nin))

- n;mo
“where
Wi(n) average value with respeef to time of W,00).
= sum of -delays of  all messages transmiticd
. o {rom queue 7 during C(n;) eyele :
N{(?U) “average number of messages {ransinitied
from queue 7 during C(na) eyele
P(n) prohability of C'(n;) evele
;. average value of sum of queue ¢ nwssage
delays duriug eyele of opevation
Ni avernge number of messpges  transimitied

- from queue ¢ during eyele of aperation,

“In order lo ey 1luatc the quantities appearing in
it is helpful to realize that the vidues of TV snd
would be unehanged if the following order of massay
tmnsmxmmn [2] were assumed For this analysic fnsiead of
"the conventional first-come first-served ovdwr nevmally
used in practice: the first message that joined auea
during the preceding A; is transmitted fellowed by any
“that arrive during this initial transmission, Any mossiges
that arvive. during. these subsequent transissic
then transmitied, ete., until the “busy peviod”
by this first. message has been completed. At il
the transmission of the second. of the original
sages i begun, and a second busy period is g
After a succession of 2 of tho\e independe:
periods, queuc 7 becomes empty.,
Sinee these busy pcmods are identically disirizute
the dvlm(y Tunefion for cach will be denoted b 3.0
The average dm.\tlon [38] of cach of these -, tusy
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cneriods will e denoted by By, where

P P . A
By v e e o ()
bFeepy ‘
ST ceplyrine this reondered transndssion diseipline, it
e shown that the expressions for 71 and N; ave
ﬁ,— /\.-If]("l [n, — 71‘1/5 *fi i 73 K )
‘ g 2 20,1 — ZH
— _ e '?L;.E,
Ny = @iy - N By == ,..«t:“.,.‘ . )]

The first {erm in (4) represents the average value of
the sum of the delays, until the resumplion of truns-
mission from queue 7, of all messages joining queue ¢
during 4. The sceondd term represents the average value
of the sum of the del ays, while transmission from queue ¢
s in pregress, of those messages that accumulated during
A The Jast term in (1) represents the avernge value of
the sum of the delays of those messages that join queue ¢
while frausmission from queue 1 is in progress.

By substituting (4) and (5) into (2),-it is found that

E A *—Tz L )\.'ZF I
P | (2] e s @

i = 121 + o(t)]

v.‘j
0
N
—

-
[
~—
i
i

= B[+ Ty + 157

=7t 1 )] + (1 9]

M il [ () ’!“ f’/]
(1 — p)? 1 - R}.‘)s

o [ Ga | R )
-9 - : e - .
8 P)L 1—p, ] ‘

1—-0p
‘In order to evaluate the terins of (6), o prcs»ions are
needed for i, 11, and 2%, and 1% Since the processing of
aucue 7.aud queue 7 is equivalent, expressions need. be
derived for only one queue. The required expressions for
gueue 7 have been found by means of a generating
function G4(x,y) for the joint probability I2(rim;) of the
following cvents: under steady-state eonditions, at the
nstunt 7' is to begin, n; messages have acewmnulated in
queue 7, and ny Mmessages have accumulided in queue J.

The expression for (.,,(a.,y) is

!

- 2505

Gsoa) = X % P(n..m,)w-m»

=0 m/wo

> P(n.,m,] ndymy )P (g my) amiymi

tyn=) M0
ng’=0 mjfes0

i

N I’(n,-,m,-]-n,-’,mj’) sepresents the following cou-
ditional probability: al the beginning of ¥ in a given
eyele of operation, n; messages are in gueue ¢ and wy,

o
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in queue 7, piven ih:s(,. .-’ and m;" were present ab the
correspointing instant. in the provious eyole. The ex-
pression for his ('umhfum 1) probability enn bhe writien
i terma of the probabiliny of independent. events in o
manner similar tob that wsed by Teibowits [1].
performing the necessavy sununations gud m(oumhmr
the following expression resulls:

i) = ',’e-(u)\/’u(/)(’u["’ (8), ‘1'1(/' )] (7) 

wheie
¥, (8) = f (:'_“‘(’//.:y(lv), xY = i Je
3 A . ‘

d,(8) = J st () dl, # - 1)

a= Al = a) - N - )

B = N0 — x)

v = N =)+ N
=M1 - e8]

‘Moments of n; and m; can be obfained by finding

-~ &;(p)]

sugeessive devivalivesof G’.;;(w,y). Frar example,

0G (e a = '
..___i(.. i‘{?. = e Z L 1 (” ”7" ) L"‘I/’"‘
or ze=] 01 Wy=0 my=0 =1
=1 ) , =1
LI o - B
= 35 n(n5) ‘ )
ni{=0 .
)\(1.] ’_711)(1 = P:
o Lep
Furthermore,
% (Y —
————— ki ~-——~)-- = 07 — W )
61’2 7=l ’
=1

v

By using the relationship shown in (9),
expression for 0 lms been obtad ned:

— AL = p)?

ng = o [+ FtU + mtV ok 2Fii56)
NG -k 1”)/ —
TaT T
where ‘
U (@ = p[1+ e {Q — )2+ 02 4 20105}
: 1~ p -+ 2pip;
o L4 =20 A 0] A 20
L= p+ 2pip;
7 - fa - ﬂ) (L -k )] - pitpili[1 - )]}

1 — p -+ 2pip;

In order to obtain the average storage usage S; an
expression’ is required for A7y the average number of

“messages in gqueue 75 including the one being travsmitted.

Aftny
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The éxpressian for 375 follows dn('n Iy from 73, i,

AT »-_)\ll) + /j,-. AT, (ty

L follosws Hu al’ S, i char w(u.s is vqu al to 17,

Risunrs

"Che eqnuations preseoted in the previous seckion e
be used Lo ohbpin 1esults such. us thase shiown in Pigs, 2
and 3. Yor these lwum it bas l)( en agswned that ¢3(0)

.,;-" ¢t(l) =1 and e*(ry) == ¢* () =

Fig. 2 shows how Lhc average queue delny 7 s in-
Aluenced by various transmission rates 7. 1 should he
remembered that doubling 7 and r; but keeping p
constant, results in the tronsmission of {wice as maay
message characters: As p appreaches zevo, D; approuclics
one half of 7, the sum of the average reversal times, Jig,
3 shows the slorage usage values .S; as o function of p
for three values of the average message length 7;.

Many other figures could also be shown. For example,
either D; or S; could be plotied as a function of C, the
avernge interval befween sticeessive trausmissions of
polling characters by the “master” computer. Another
figure could show how §; increases as a fuuction of the
total average reversal time 7. :
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Communications Processor Hardware

As has been pointed out in the volume 1. on
Computer Conslderatlons, a time- sharlng system can ba51ca11y
be viewed as an operating system, a CPU with .associated .
memory, peripherals, software and most notably a coliection
of terminals that remoteiy interface with:it.

Computer 0

‘Instal- o -ﬁsérs
. \ .

lation —_—

Communications Processor. Functions

. It is obvious, then, that part of the process to

take advantage of the cbmputér power in the installation must
be associated with collecting the data at the terminals and
assembling the information for time-shared processing. This

is what is ‘called communications processing. Briefly then
the communications processor is that part of the computer
installation that performs the following functions:

- assembles and identifies data words that
are received from the remote terminals,
- detects transm1s51on errors,
- does code conversion (i.e. to handle dlfferent

types of- termlnals),

- assembles termlnal messages in. assoc1ated buffers

in memory .



- edits termiﬁal messages as activation characters
are detected (1 e. rubout, backspace, eecape,
delete line), - o - '

- notifies scheduler of status of tasks i.e.

EOA - End of Address’ (beglnnlng of message)
EOT - End of Text (end of message).

A A time shared installation implements these
‘functions in ways that vary between two extremes. These
are: o

a device called the terminal controller
(T.C.) the first function above and thev
CPU performs all other functions 'gr

-.the T.C. performs the first function and
a separate computer performs all other

~ functions notlfylng the host computer of
the status of various users (termlnals)
The T.C. is the common control element central to
the effective runnlng of a t1me shared
installation.

Terminal Controllers

Terminal controllers are essentially hultiplexers
with buffers associated with the output channels, address
and data registers associated with the input and a single
interrupt line connected to ‘the host computer. - Schematically

a terminal controller is shown in Figure 1.




o ‘ Termihal B
<InterrUpt Controller ‘ - :

(T.C.) 7. [ R
r. 0 = C._

DATAS > | oo 0
ADDRESS&==—==23| | oro ST
Terminals
Figure 1.

In .Figure 1 each 1/0 11ne to a remote terminal
is connected to 'a pair of Transmit (T) and Receiver (R)
reglsters. When a character 1s.rece1ved in a register the
hardware loads the address register approprietely, transfer
the character to the data register.and raises the interrupt
to notify the communications processor that a character has
been received. It is the responsibility of the CPU to "get"
the character before another character arrives at the T.C.




" Typés of Terminal Controllers

There are bas1cally two types of term1na1
controllers, namely non ‘programmable and programmable

In a non programmable TC (e.g. IBM=270X series),
each "port'" is hard wired to handle a single data type and
speed; for example for . '

parallel data transfer

serial asynchronous data

serial synchronous data.

In a programmable TC (e g. IBM- 3705), each I/O
line may be different in, data rate and transm1ss1on mode

Communications Processor Configurations

There are also thrée basic communications .
processor conflguratlons, which are descrlbed below uslng

schematlcs

Type-l: ‘Computer-Terminal Controlleér

e.g. IBM 360/50 and 2703 T.C.

peripherals : - CPU . 2703

(0]

/-—--"0
R ¥

T.o.. | EEEEEEEEE

Memory




The scheduler in the 360/50 is interrupted
by the 2703 each time a character is received} It must
then get the character, buffer it, do any necessary.

code conversions and check for activation characters.

Type 2: Computer - 1/0 Processors T.C.

" e.g. CDC-6600 and T.C. with I/O processor

‘pefipherals | CcPuU
G _O
MemoTy data | 1.0.P.° r.c. [0
iy
terminals

In this éoﬁfigurationla device called the 1/0
procéssor‘takes some of the functional load off the CPU.
It is a very primitive computer that can be progfammed‘to
read and write data directly into the core of the computer.:
"The I/0 processor associates terminaladdresses with buffers
in core but leaves all further communications processing to
the main CPU. '

Type 3: Computer - Communications Computer - Term. Controller

e.g. PDP-11/45 and 11/05 T.C.



peripherals

11/45

- 98 = -

data

|

nemory

handled by the 11/05.

- I1/0 is stored in the 11/05,
" be set up betwéen the 11/45 and 11/05,

status

11/05

memory

in the main processor of terminal status.

status transfer occur between the two computers.

The 'communications processor functions are all
Since data associated with terminal

a "handshaking" discipline mus t
to notify the scheduler
| Both‘daxa.and

‘preceeding is only a brlef outllne of the- hardware archi-

tecture of varlous time-shared computers
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An Introduction

MICHAEL 4. TOWNSEND

sub. of GTE Information Systems, /nc /Tempo Computers Div.

Huntington Beach, Cal.

ABSTRACT

" It is the author's objective to’introduce- the communications-oriented reader to the
. importance of computer- -controtied communication: how it is accomplished, its extreme
economy if properly applied, and wherenn lie the major applications of this important

. technology.

A BIT OF BACKGROUND |

The growth of data communications, in terms of
equipment installations and- carrier facility usage,
has been thoroughly documented, debated, and
analyzed. Not as well considered, however, has
been the changing relationship between - data-
communications technology and the data-

tational power —in communication control that

. permits precise, automatic coordination of infor-

processing world. Yet, changes in that relationship
are 'largely responsible for data communication’s

explosive growth. ,

Early computer applications were designed
around straightforward batch tasks, for the most
part requiring little movement of information into
or out of the computer's immediate environment.
Since those early applications, two decades have
passed and billions of dollars have been spent. Now
computer hardware and software are enormously
more powerful and sophisticated, and the ‘tasks to
which computers are being applied are tremen-
dously more complex.

This complexity takes many forms, but of
interest here is that now there are greater and
grealer demands for remote data collection; for
delivery of computer outputs to a wider and wider
audience; and for the availability of real-time
responsweness

This is the reason for the growmg reliance on
data communications by data-processing system
designers. Large computers have become the major-
ity users of data-communications technology. But,
as indicated, the relationship is changing: in-
creasingly, computers are being used to manage the
communication process, as well as to: reapits
benefits. ' :

Sometimes this communication-management

- function resides within the user computer. In other
. cases, computers are dedicated to communication

management. Dedicated computers can stand by
themselves, as in conventional message-switching
systems, or they can be specialized appendages to

remotely located.
Whatever the case, it is the 1nvolvemont of the
computer — its programs, peripherals, and compu-

[N

some larger computer and be elther locally or

flow.. As data- processmg systems grow

ACHPrD ro e e vy

Remember that computers are intricate
devices, and that their care and feeding is a
- burden not to be assumed lightly.

mation

more complex, this control becomes more and
"more necessary to the system designer’s objectives.

. As a result, the aggregate transmission capability
of modems connected to the Bell System has risen

_ from about 250,000 characters per second (cps) in

1962, to nearly 10,000,000 cps today. The fore-
cast is for a capacity of 100,000,000 cps by the

- end of 1975.

Computer-controlled commumcatlon has itself
evolved considerably in the past decade. Starting
with the pioneering adventures in replacing torn-
tape and selective-calling functions, the technology
has advanced to the pomt where llterally thousands
of computers .are now used exclusively in the
communication-management process. Such applica-

tions will grow nearly ten fold m the next five

years.
CONTEMPORARY FACTORS

‘What's presently happening in the data com-
munications and computer industries?

Growth

Foremost in people’s minds, of course, is the
enormous growth referred to previously. Modems
and acoustic couplers are presently being installed
at the rate of about one every working minute of
the year. Other communication expenditures vary
in" proportion to the _amount of transmlbblon
capability.

- Less well understood, however, is that data rates
are increasing over most channel types also. This is
a cructal point because, as data rates increase and
available bandwidth is more efficiently utilized,
communication-control problems increase. Con-

L s v i &
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. trast, for instance, the difficulty in communicating
with a conventional 11.0-baud teleprinter terminal
Wwith that of a 1200-baud CRT display terminal.

The niore complex the communication process,
the more expensive the mechanization of com-
munication control becomes, and the more the
need for cost-effective use of computer flexibility.
Thus, as complexity increases the demand for
proglammable control grows.

Carriers

As the demand for more data communication

equipment and circuits. grows, the carriers
-—common and specialized — are struggling to keep
up. Already, experts are forecasting that by the
end of this decade the.amount of data traffic on
 the nation’s telephone networks will exceed the
amount of voice traffic.

As ‘proposals - for various types of specialized
carrier services multiply, the common carriers
themselves are" hastening to add new services,
equipment, and capabilities of their own. In .this
sense, at least, competition in -this industry-is
beginning to benefit the ultimate user, The dark
cloud swrrounding this silver lining; however, is the
‘effect increased - traffic loads —both . data and
voice —are having on existing facilities. Planned
some years ago, a number of telephone facilities

" . are already strained to capacity.

The resulting delays, error rates, and outright
breakdowns in -areas-of traffic concentration have
tended to inhibit the growth of communication
applications. Gradually, these. problems will be

rectified, of course, but progress inthe telephone -

industry takes longel‘ than in the computer in-
" dustry, by a mgmflcant margin. :

.in many cases overall EDP system
organization relegates communication
functions to a relatively low priority.

Large Computer Design Trends

Just as early common-carrier planning largely
ignored future data-communication requirements,
so did early computer ‘designs. Although the
computer industry is rapidly acquiring the special
skills necessary to cope with real-time applications,
in many cases overall EDP system organization
relegates communication functions to a relatively
low priority. Inevitably this leads:to a low effi-
ciency,
connected to the large computer and in the
execution of communication functlons within the
computer and its terminals.

This is low efficiency by design’default, and can
usually be traced to a fundamental characteristic of
large computers. For the sort of tasks most large
computers are used, the bigger the computer the
lower the cost of doing a given job. While there are
all sorts of qualifications to this maxim, the
tendency remains to design and install larger and

bhoth in the . utilization of the network -

larger computers, -so  that their centralized re-
sources embrace as much of the logic mechaniza-
tion of a data-processing system as feasible.

Lumping everything together in a massive
central- plocessing unit frequently results in low
efficiency ‘in the execution of those functions ot
central to the designers’ intent. Unfortunately,
communication-control functions are all too often
in this category

System ,I ntegrity

As communication applications grow; as termi-
nals, modems, and the like are spread throughout
the United States; as computers get bigger and
bigger; the problem of system mtegrlty becomaes of
paramount concern.

% X & <t

. the entire life-blood of a company may
ﬂow “through its. computer and communi-
‘cation systems .

SRt

- In the days .when the EDP system provided a
helping hand to an otherwise manual accounting

~department, failure of that system was less than a
. corporate catastrophe. Those days are fading fast:

frequently, the entire life- blood of a company may
flow .through its computer and communication

“systems, émd outages for more than a few seconds

or minutes may spell disaster.
. Computers differ from communication networks

_in types of failure; the problems of system in-
~tegrity are far haxdel to solve when the computers

are used to contml the communication process.
System demgnels are finding it necessary to be
more and more preoccupied with questions of
reliability, maintainability, error detection, fauit

recovery, critical - element redundancy, d’\ha base

prlvacy, etc.
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Fig. 1 Talebrocessing system organization.

ORG.A_.NI ZATION OF TELEPROCESSING SYSTEMS

Large data-processing systems that use dala
communications perform a variety of functions.
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only some of which relate to the actual control ot :

-communications. Understanding where communi-
cation -functions stop and other EDP function=
begin —in other words, the true extent of com-
munication involvement by the data-proecessiny
system — is vital to this article’s subject.

(Contimued on pags
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_COMMUNICATION CONTROL (Continued from page 34)
Figure 1 shows a routine arrangement: a data-

processing system, a transmission facility consisting

of modems and (in this case) telephone lines, and a

terminal.. The cntire complex is termed a tele-
processing system.

The dala-processing system itself is shown with a
major portion emphasized: communication inter-
faces and control units, interconnecting channels,
-communication monitor and: applicdtion software,
etc, This part of the data-processing system,
together with the modems, lines and terminals, is
the data communication subsystem. The key pomt
in Figure 1 is that messages flow across the

. boundaries of the data-communication subsystem,

into and out of the non-communication portion of
the data processing system, and into-and out of the
terminals.

By contrast, the transmission facility itself deals
only with information — in the fundamental sense,
1I’s and 0’s —to be transferred from.one part of
the data-communication subsystem -to another.

The distinction is that messages- are organized -

information — organized for transmission purposes,
and for their subsequent non-communication use.

From this come the following fundamental
definitions: we speak of transmission as the process
of transferring informaticn from one point to
another, When we -wish' to ‘organize and manage
that process in order to move messages from one
point to another we are engaging in communica-
tion; and all the system elements that contribute
directly to that objective are part of the data-
communication - control functzon of the tele-
processing system.

The simplifications in I'lgure 1 do not altel the
basic definition of communication control. For

example, in place -of the terminal at one end of the

transmission facility there might well be another
data-processing system, with its own 'set of com-
munication interfaces, programs, etc. Also, trans-
mission facilities typically. are far more complex
than that shown. Switched connections, multidrop
configurations, etc., add transmission complexity
but do not alter the function! (It has been through
ignoring the vital distinction between transmission
and communication that many early mistakes were
made in applying and planning for on-line, real-
time systems. These require an intricate orchestra-
tion of computer hardware, operating systems,
application programs, transmission facilities, termi-
nals, communication executives, human operators
and the like; they are not dchleved by hooking
modems to the accounting department’s
computer. ) ’ o

COLNLIINITATION TONTROL FUNCTIONS

With -a teleprocessing-system organization as
described above, there are limitless opportunities
to use the data-processing system’s computer to
control the communication process — or to employ
~ dedicated gomputers to the same end. In either
case, .if computers are to be used what will they
do?

Hiovarehy of Conmunicstion Proceduras

All "communication ‘processes, ‘whatcver their
degree of complexity and means of implementa-
tion, involve a nested: p1 ocedural hierarchy. This is
ﬂlustrated in Figure 2.

The inner procedure in this nest is message
transfer and is, of course, the whole point of data
communications. But, before message transfer can

“take place a cifcuit must be established that

provides electrical-. connection between two or
more parties, each potential communicants.

Having provided a connected circuit, it is also
necessary to establish a link, or logical path,
between two particular parties who wish to com-

municate. Since the circuit can (in principle) bring .
~.together any number of parties- for potential

communication, the link relates a particular pair by
providing posmve identification, each to the other,

and defining the terms under Wthh commumca—»

tion is to proceed eg, who sends and who
receives.
Clearly, before two dlfferent paltxes can com-

municate, an existing link- must be dis-established
and another-established. If the process requires a .

party or parties not part of the existing circuit,
they must be disconnected and new ones con-

‘nected. All' of this may.seem obvious, but it is

emphasized here for an-important reason that may
not be apparent. lrnrnedlately

A LT R SR TIG DT R 3N TR IR ST T et e

Computers . are exasperatlngly mtolerant
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When comrnumcatlon ‘processes are not auto-

‘mated, human opérators are responsible for circuit

connection and, sometimes,. link establishment,

"More importantly, they are also responsibte for

coping. with failures, breakdowns, and other
aberrant behawor of the net\vork dmmg these
processes.

Fortunately, humans are remarkably tolerant of
aberrant behavior and ‘are capable of amazing
amounts of compensative action. Computers, on

~the other hand, are exasperatingly intolerant. In

fact, ‘they are only capable of dealing with un-
expected _behavior of a portion of the tele-
processmg system when a- programmer or engineer
has anticipated the problern in the first place,

- something of a contradiction in terms.

- Converting unconscious or ' routine human
reactions.into precise coniputer routines is a tricky
business, requiring considerable experience and
effort. The great majority. of. energy expended in
automating communication control is devoted to
coping in . advance, as nearly as possible, with
strange or faulty behawour of the communication
subsystem.

Since much of thls concern is concentraied in
the two outer procedures in Figure 2, a clear
understanding of the hierarchy is essential. ’

Carinnineation-ffrocess Conirol

- Within the framework of the activities described
above, a number of functions must be performed

.t
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by a.compuler in order that it control the total .
communication : process. A - number of other-
functions may ‘be performed, depending on the
application and the extent of control exerc1sed by -

the computer
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Fig. 2 Communication procedures heirarchy.

- Table 1 contains a list of the functions generally
associated with communication control. While not
exhaustive, the list is at least indicative of the
many dimensions of communication control. The
list is arranged so that the simplest, most funda-
mental functions are at the top and the most
complex are at the bottom. As one might expect,

those functions at the top are common to nearly.

all communication systems, while those close to
the bottom are more specialized, more variable
from one application to the next, and less likely to
appear in s1mpler systems

TABLE 1
COMMUNICATION-CONTROL FUNCTIONS

: : LOW-LEVEL FUNCTIONS

interface Signalling .

Bit Synchronization

Character Synchronization
Character Assembly/Disassembly-
Connection Control .
Polling/Selection/Contention .
Terminal Control’

Message Assemhbly .
Error Detection and Control .
Code Conversion ) |
Data Compression/Expansion

Job-based Routing

Network Performance Monltormg/AnaIysls

Terminal Testing

-HIGH-LEVEL FUNCTIONS

Address/Based Routing

Queueing/Dequeueing

Prioritization ’ :
Reconfiguration Control {Network, Computer)
Fail-Soft Functions

Time Control/Recording

Format Control -

Format Conversion

Communication File Maintenance

Each function in Table 1 is explained below,

<]

Interface signalling refers to handling the many
-individual signals’ at the interface between the
transmission facility and. the computer or
terminal. In the more complex situations, there
can be as many as a dozen mdwxdual control
signals per circuit.

Bit synchronization is the process of detecting .
“the timing of the flow of information across the

transmission-facility boundary. Asynchronous
operation requires that this be done in the
computer or terminal; synchronous operation

implies that the transmission facility is respon- -

sible for bit-rate timing detection.

‘Character synchronization involves the detection
of character boundaries in incoming data,
Character assembly/disassembly provides a con-
version from the serial nature of the trans-
mission facility to the parallel organization of
the computer and the terminal.

Connection ‘control includes- dlalmg - and

- answering, whetheér automatic or manual. 1t can

also involve intricate manual :patching or-line-

3 smtchlng‘operatlons for dedicated or private

circuits.
Pollmg is the proaess of sequentrallv addressmg

series of terminals on the same circuit, to permit .

them to transmit. Selecting (or calling) is the

- reverse process. Contention resolution  is- re-

quired when two or more parties have the
opportunity - to- commumcate over the -same
circuit at the same time..

Terminal control includes the functlons neces-

sarty to- exercise the wvarious capabilities of
whatever terminals are in use. For example, in a
CRT display terminal these might include cursor
control or hard-copy printouts. .

Message assembly- involves the accumulation of
characters, blocks, records, or other message
components until a complete, coherent message
has been received and verified.

Error . detectzon ‘and control refers to both
routine and " nonroutine sources’ of errors:
random line hits, for instance on the one hand,
or total line dropouts or mlsconnectlons on the

other hand. Properly executed, error control can :

involve highly sophisticated recovery pro-
cedures, depending on the error and the extent
to whlch it has propagated through the tele-
processing system. _

Code conversion is a necessity in any extensive
teleprocessing system; there are a dozen major
transmission codes presently in use. Curiously,
the most widely used code is also the oldest: 72
years older than the first electronic computer!*
Data- compression and expansion involves the
removal, and subsequent restoration, of.redun-
dant data; it permits more efficient utilization of
transmission facilities, although frequently at
the expense of more comple*{ commumc'mon‘
control equipment.

Job-based routing permits messages to be routed
to different locations or resources according to

the task to be performed on them, or according .

to the function that produced them.
Network-performance monitoring and analvsis
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“gives the teleprocessing system ‘user the infor:

mation neceessary to optimize the use (hence

minimize the cost) of his communication not-
work: ‘traffic statistics, line-performance
" histories, connection performance, ete.

® Terminal testing lets the user spot trouble and,
in some cases, deduce its appropriate cure from
a central site. This is especxally important where
the network is extensive, or where the terminals
are far from a competent source of diagnosis.

® Address-based routing — the essence of message
switching — causes - messages to be dispatched,
routed, logged, or stored according to self-
contained addresses or directory information.

® Queueing is the process of arranging messages in
transmission order, particularly when they are
produced by diverse job functions or received
from diverse sources thhm the teleprocessing
system.

e Prioritization mvolves applymg prlouty criteria
to the queueing function, above, so that the
more important - messages get transmitted or
otherwise acted on first.

© Reconfiguration control is necessary for systems

..containing redundant elements, -and capable of

automatically operating around a . failed
component. This . involves fauilt detectio'n,
reconfiguration, recovery ‘an'd finally, system
restoration.

e Fail-soft (or Fail-safe — Ed. ) functions are used

" 'to keep portions of a teleprocessing. system, such
as terminals, operating when a major element
has failed, e.g., the main computer itself.

@ Time control and recording permits accurate
auditing of communication transactions, and is
vital to successful recovery from certain types of’
failures and errors.

@ Format-control functions allow the
data-processing system to guide .data-entry
procedures at remote terminals, by interacting in
a variety of ways with the human operators as
they enter the data. .

® Format conversion involves the restructuring of
messages prepared in one format into another.
Depending on the formats involved, this can be
extremely. difficult but diversity of tasks and
users in a system may make it unavoidable.

© Communication-file management is employed in
the most extensive communication systems fo
organize, manipulate, and. maintain the corre-
spondingly extensive files of communication
transactions, in order to permit efficient and
accurate retrieval, updating, and disposal:

Within a computer system it is important to
make a distinction between low-level and high-level
functions. In the latter category lie those functions
whose implementation in the computer usually
involves substantially ~ higher expense than the
former category: more extensive facxlltles and far
hlgher design costs.

Since the high-level functions tend to be more
specialized, commonality of design and implemen-
tation from one system to the next is much less

- feasibte,

L tends to cost more,

Thus, high-level. communication control
tends Lo be a custom-design project, and therefor
have more undetected design
flaws, be less Lomplotoly documented and under-
stood and be harder to change.

Wlth the significant  increase in mvestment
represented by moving from the low-level domain

-to the high-level domain of automated communi- .

cation control, there comes a heightened concern
for system reliability and integrity. Hardware
redundancy, automatic fault detection, dynamic
reconfiguration, etc., are tools frequently used to
preserve -the benefits of the high-level of com-
munication control. These, in tuin, serve further to
complicate the computer system and add to its

'cost

WHY USE COIVIPUTERS?

Early commumcatlon system controllers were
strictly. non-programmable; in fact, some were (and
still are) mechanical. What are the reasons for

changing from these conventional schemes to the

use of computers for controlling communications?
Essentially, the reasons fall into two categories:

‘ (1) concentration of resouirces, and (2) flexibility.-

Concentration of Resources

Communication-control and data-processing
functions tend to. be -highly repetitive: in muiti-
ple-circuit teleprocessing systems, what you do for
one line must pretty well be done for all of the rest
of the lines,
character. Since such functions are repetitive it is
possible to devote a single physical resource to

their performance, executing each very rapidly in

order to handle the démands of a large number of
lines, characters, or messages. This, of course, is

result the system designer has at his disposal a
physical resource more expensive than a nonpro-
grammable controller for a small number of lines,
characters, or messages, but much less expensive
for “the - larger jobs, where nonprogrammable
approaches represent slgmflcant duplication of

hardware

This important cost relatlonshlp is shown in
Figuré 3, where the cost of communication control
by two techmques in a hypothetical application is
related to system size or comple\itv System
complexity might be measured in a number of
ways: number of lines, throughput, amount o?
high-level control activity required, etc. Not ali
measures of system complexity result in this
relationship, but it happens often enough to be
enormously useful.

Clearly -the potential application of communi-
cation controllers.in real communicition systems
must be scrutinized mdmdually to determin.

or perhaps each. message or each

~just what most computers are deslqned todo. Asa- !
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COMMUNICATION CONTRGL— (Cootinue(i'from page 38)

" NONPROGRAMMABLE /
CONTROLLERS

" PROGRAMMABLE
CONTROLLERS

COMMUNICATION CONTROLLER €OST

SYSTEM SIZE AND/OR COMPLEXITY

Fig. 3 Comparative costs, programmable versus non-programmable
communication controllers,

where they might lie on a diagram such as Figure 3.

In evaluating the cost of any communication
controller, programmable or otherwise, the total
expense must be assessed. In the case of program-
mable devices, this must include program main-
tenance and the relatively high cost of acquiring
and maintaining in-depth familiarity. For: non-
programmable controllers, the cost of the device’s
relative inflexibjlity and difficulty in e*cpansron
(see below) must be assessed.

Computer Flexibility

The number of ways the flexibility - of the
modern digital computer can be utilized in the
control of communication is almost without limit.
Some of  the ‘most . prevalent uses are outlmed
below.

@ Terminal Flexibility. ~Computers ~permit
communication users to select from a wide
variety of terminal .types, communication

procedures, data rates, codes, formats,
transmission techniques, etc.” By contrast,
nonprogrammable . controllers are inevitably
restricted- by their mrtral design to.a particular
set of terminal types.

@ Network Expansion and Modification. Since

computers concentrate most of their hard-
ware cost in the central processor and related
peripherals; the expense of adding lines,
changing or upgrading terminal types, etc., is
relatively small -compared to nonprogram-
mable controllets,

e Fail-Soft Effects. Control of communications.

by dedicated computers permits caretaker
operation. of a network, including its termi-
_ nals, when the large EDP computer has failed
or ‘is otherwise out of service. These effects
can include the transmission of standby

‘communication-oriented

messages to terrninal operators, the-collection
of input data on behalf of the large compuiter.
the provision of -alternate access to data bases,

- efc.These functions may be. performed by

either ‘local or 1emote commubnicalion com-

. puters.
¢ Krror Control; Traffic Protection. Pro-
grammability = of communication control

perimits the use of more elaborate and sophis-

‘ticated forms -of error control -and fault : . :

recovery —or even the provision of error
control where none previously existed, as in

the substitution of a concentrator for a

hardwired multiplexer. -
‘o Communication Management About the only
. practical way of. keeping track of the con-
dition and quality of communication lines in
a multiline system is by means of a com-
puter. Its ability to store events and analyze
error . statistics is essential to developing,

promptly, an adequate plcture of communi- .

cation-line performance.

o Large-Computer . Economles With a
programmable communication . controller
(particularly a front-end controller; see
below), a number of economies can he

achieved in the large EDP computer with -

which it is associated.” These economies
depend on - a judicious partitioning of
communication functions between the ded-
icated computer and the large machine, in
otder . to .optimize the behavior of . the
complete system. No two systems are the
. same,. of course, but some of the savings in
the large computer that can be realized
include: interrupt-processing- load relicl:
memory savings; channel-traffic savings; and
"+ background-processing-load relief: In this last
.example are included important economies
‘that can be realized by relocating high-level

communication-control functions to a ded--

icated communications computer.

- TYPES OF COMMUNICATION CONTPOLLERS

At" one time,’ communication
computer was almost synonymous with message
switching and, indeed, seéveral contemporary
computer designs are
based on- time- honored message swrtchmg princi-
ples.

the small dedlcated computer in communication
control -applications. Figure 4 indicates the fore-
casted .growth of such installations.

Among this growing population there are five

_distinet categories of use, explained below.

FRONT-END COMMUNICATION CONTROL-
LERS. These are computers connected directly to
a large EDP machine, usually by means of one of
the latter’s mput/output channels or ports. Amony
other things, front . ends provide the user with
increased ' terminal - flexibility, communication

- operation, and the opportunity to absorb many

communication functions normally- performed,
sometimes very meff1crently, by the large machine.

{Continued on pags G
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_COMMUNICATION CONTROL (Continued from page 60)
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SMALL-COMPUTER COMMUNICATION SYSTEMS
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Fig. 4 Estimated installed base of small- -computer commumcatlon
systems 1969-1976.

" REMOTE-DATA CONTROLLERS. These are
also called intelligent-batch terminals, and are
designed to replace ordinary remote-batch term-
inals. to provide ‘data preprocessing, higher-
performance peripheral devices (printers, : card
readers, etc.), faster.data rates, or other enhance-
ments to conventional batch terminal operation.
REMOTE - COMMUNICATION CONTROL-
LERS. Computers are sometimes located at sites
remote from the large EDP computer; for purposes
of providing an intermediate level of communi-

-cation control on behalf of the large machine.

These usually are justified by the resulting savings
in network costs and in the ability fo extend error
control to remote locations. Concentrators fall into
this category, as do such relatively new applica-
tions as intelligent CRT display terminal control-
lers. .
STAND-ALONE COMMUNICATION
CONTROLLERS. These include the various types
of message switches presently in use and yet to be

installed. Typically such systems require extensive -

planning involving multiple processors, consider-

able hxgh level. functional performance, extreme-

measures in the protectlon of traffic, etc. They are

stand-alone systems ‘in that message switching is. -

their primary purpose, and while there may be
connections to one or more large EDP machmcs,
the relationship is more remote than the prewouq
categories. .

LINE- SWITCHING SYSTEMS More and more
often, telephone companies and other carriers (and

~whole thing,

~ end-user-oriented -

some industries) are experimenting with the use o -
“.computers in line- and cucmt-sthghmg applica-
tions,
- -'l-enhanced more custoxmzed sw1t,chmg fum.uom o

where the ! Computels flexxblhtv provides

 WHAT TO WATCH ouUT FOR

Desplte the fzurly entlmsxastic picture painted i -
this discussion, the use of computers to control.
communications is- not w1thout a set of umquo

problems.

- ——

. don’t use a computer for communication
control if the job can be handled efficiently in
"some other way.

"KEEP IT SIMPLE. Computer ‘apph(atlbns are

_the easiest thing in the world to go overboard into,
- and unless the user is careful, he can getl involved in
“a cyclic justification that goes something like this:

“I' know communication is complex and my needs
unpredictable, so I'll use a computer to conirol the
taking advantage of its flexibil-
ity ... but now that I have a computer, I’ll have

.to expand and complicate my network. terminals.

ete., in or der
computer

A good rule of thumb is this: don’t use a
computer for communication control if the job can
be handled efficiently in some other way — making
necessary allowances for the requirement and cost
of the humans that interface with tlie system, the
need to expand and othervnse hedge against the
future, etc.

Remember that computers-are intricate devices.
and that their care and feeding is a, burden not o

to take best advantage of the

~ be assumed lightly.

WHERE’'D HE GO? A perslstent prob‘em in any
application of computers.
communication control included, is the problem of
the vanishing salesman: once the concept is born, a

‘procurement made, and a. delivery and installation

accomplished — where is the necessary support?
Be objective in evaluating your total needs and

- your own strengths and weaknesses, and deal only

with a computer or system vendor capable of
providing whatever you lack, not just hardware or
perhaps, an initial turnkey system

WHERE'D THEY . GO? Another perslstent
problem in the smali compute1 industry (well, for
that matter, in the large computer industry, too!)

is that of the disappearing vendor. Deal only with

vendors whom you have good reason to believe wili
be in business — the SAME busmess — for the life
of your product

D_espit_e your—‘ best efforts, careful investigation
of track record, the most exhaustive and objectiie
specifications, you are best assured of a communi-
cation-control computer you will be satisfied with
if you obtain it from a vendor who will depend on
your satisfaction for his futule business — from
you and from others. : _ B
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In scime systems the ceniral pmcesscw spends too much time

»fie»di 5 comumunications inputs. |

Here HAL DECKER of Honeywell’s
infcrmation Systems division talks about the special funct:ons of

a sysiem

specifically iaalored to ease communications

Communications “@f@@@% eme
rlarge ¢ data n@&;wm

In large scale telcploccssmg systcms thc communi-

cations network can impose much overhcad on a

central processor trying to cope with random incom-

ing data. Often the ceniral computer spends more | -

time receiving “information than processing it Onc

solution is to add 4 Second ‘computer to handle the

communication inputs. But the’ pr1ce/pc1F01mance
ratio of the total system usually worsens. A com-
munications computer raust be designed and op-
timized for ifs particular task.

Just what functions should a communications com-
puter perform? An evalu’ttxon 1nd1cated the follow-
ing key tasks: :

° free-standing admxmsnauve message SW1tch1ng

° front-end. communications p1ocessmg for re-
mote batch systems

° remote-concentration”

An cxamination of speeific methods and experl—'

ences for fulfilling these functions will demonstraté

the major concepts that g 1nto a’ communications-

oriented processor.

Early in the development ph"tse, attempts were
made to define the above communications functions ..

and other related tasks; and to design a specific conm-

puter for each. But this approach was later aban-

doncd because the functions overlap. and ‘because
the communications processor often performs two or
more tasks concurrently.’

In order to provide a singlc system that could be
applied to any data communications task, and to ac-
complish an optimum price/performance ratio, a
modutlar, building-block approach was adopted. This
resulted in a system composed of four basic subsys-
tems: communications, processor, memory, and pe-
ripheral 1/0. ’

The communications subsystem accommodates all
five standard line classifications:

o low-specd asynchronous

o medium-speed asynchronous

o piedium-speed synchronous

» low/medium-gpeed parallel

¢ high-speed synchronous

- The basic clement of the communications subsystem
is a plug-in unit that will accept combinations of

DATA PROCESSING MAGAZINE © NOVEMBER 1970

" (asynchronous or
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ehanncls up to a -maximum of 32 full-duplex, low-
speed asynchronous; 16 full-daplex medlum speed
svnelnonous) or 16-parallel
channcls.

Bit ratc, code lcvel, aiid whcre necded, synchro-
nization eharaeters may be sclected by the system

software. This ﬂe‘xibility enables the system to pro-

vide a given grade of service to the tcm‘nnal environ-
ment w1th fewer channels.

For example, a low-speed asynchxonous clmnnclf
may interface with a Model 35 Telctype operating at

110 bps.at one time, and with-a Model 37 Telctype

operating at 150 bps at another. The ability to vary.

channel parameters eliminates the often encountered
problem of a terminal being denied access because

- the only open channels in the system are fixed to
‘opcrate at a different speed.

Each channel in a communications module has
loop-back capability. Should the processor detect
faulty operation on a channel, it can connect the

~ transmit and receive sides of .the communications.

channel; and send out a character sequence on “the
transmit side fo see if the same sequence is observed
on the réceive side. This action enables the system
to determine whether the fault is in the channel. If
it is, ‘the processor will remove ‘the channel from

service and send an appropriate méssage to the net- .

work: supervisory station. The system can accept up
to eight communications modules giving a maximum

of 252 full-duplcx, low-speed, asynchronous chan-

nels; 126- full-duplex; medium- speed channels; or
combinations of the two.

“The processor ‘subsystem uses an mshuetlon sct
of about 100 commands—many of them character-
processing instructions—to facilitate the character-
by-character processing function, an inherent require-
ment in the data conumunieations ciivironment. Since
the system memory “is word-oriented, the need to
pick up a word, shift or mask off the unwanted char-
acter (s) ; and posmon the desired character so it can
be processed is eliminated. Diagnostic commands
which permit. the processor to exercise malfnnction-

“ing clements of the system and determine what cor-

rective -action 1s requned are also included in e
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In carly data communications systems, a single batch processor was used to. -
process data, and through multiline controllers, handle the communications con-

trol. - Increasing

instruction repertoire. Binary add and subtract com-
nands are standard, and for those applications nced-

ing. more arithmetic capability; hardware multiply *

and divide commands are optional.

The processot contains dual arithmetic units that

operate in parallel. All arithmetic functions—add,

subtract, multiply, divide, shift, etc—are performed
in eacl unit, and the results checked for agreement -
before the processor is atlowed to. proceed. In this .

way. hardware malfunctions in the arithmetic unit
are detected and the processor notificd so that it can
execute the appropriate diagnostic commands to de-
termine if the faihirc is hard (permanent) of soft
(uransient) and take the proper corrective action.
Three program-accessible working registers are pro-

vided, including a channcl address register for use in -
connecting a specific channel to the processor logic’

and to facilitate channel ‘addressihg ‘of the many
channcl oriented tables found in data commumca-
tions programs.

Four hardwaie channel macro commzmds ‘case
communication between the processor and the con-
fignred channel compicumeint. A read-only-memory
"\Qm) is available as a processor option. Tt contains
265 words of predetermined, ﬁ\c'& reboot /restart
code that can be read into memory, under | processor
or manual contl, and executed. The md(, coniaias
the logic necegsary o bootstrap the 8 /Mem sofiware

) zeg

s Comn

)
o}

Tha orgenizalion of & word in mamoy provides 1oy
wo nine-hit characters plus a parity bit for eas

characicr. Parily is checked sash time a charaniar
is emtered or romovad from mamory. This provides

& high dagree of intemal mess&'} integrity.

i mz? o; mwxo.

size and complexity of the systems soon made this unwieldy.

from ecither a local card rcader, a local typewriter, or

a rcmote computer over a communications channel.
The memory subsystem is word-oricnted, with a

word length of 18-4-2 bits, Each word consists of

-two 9-bit halves (consxdcrcd a character by the char-
_acter-addressing instructions) and a parity bit asso-

ciated with cach half.
The memory acccss is 600 nsec, “and the cycle
times are 1.2 usec for the read-restorc. (R/R) and

- clear-write (c/w) functions, and 1.8 wscc for the

read-alter-write (RAW.). Both ¢ycle times include a
200 nscc logic delay period. ‘The ¢/w and R/R are
used for straight data transfers between memory and
the working registers. The RAW cycle is used to pick
up a word (from memory), alter or modify it, and
placé it back in the. same location, An example of

“this would be the assenibling of an incoming charac-

ter from a low-speed, asynclnonous channel into a
computer word. The word is loaded into the arith-
metic unit and shifted left one bit at a time as the
character is read in, then the word is. stored in its.
ongmal location. This” is accomphshed in 1.8 usec
using the RAW cycle, as opposed to 2.4 usec if the
R/R and &/w cycles were used.

“The first 1,024 words of memory. are a common
data bank used to store program constants, sub-
roece linkages, and other common, frequently‘ EU
evencesdt awi> The common data bank - oo |
addrossed dire: cllv: fam any place in memory. \k
ory mocules, are availaizn, in units of 8k, 16k, an.
32k words, On_q_ O lwo Taenmy mo(h.
conﬁvurcr‘ frivim? a m;‘m i,jlgs

m‘ 5;1_’: ‘.1_...

glvm'* au, ) _
ini‘crz*ul megsags iniegrity. 1p. fo four b
sipeted fow b vas .mf‘; oll{;i‘\/yib
;\\h dc w.,,: is Jmmszd s
w a peripheral 1/0 5
The 1/0 snbsys
pheral suhsystems sueh js_ wwd ron ;
printers, magnetc *vms, and droms ov
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in its minimum configuration the system can support two ' communlications mod-
ules, but there is no back-up or failsoft capability. Any fallure in any of the
subsystems would bring the system to a halt.

high-speed synchronous channels (broadband chan-
nels operating at 50,000 bps and up) ; and for com-
puter interface channels connecting one communica-
tions processor to another or to a host batch
processor.,

Each 1/0 subsystem accommodates up to four pe-
ripheral subsystems, four computer- interface chan-

nels, eight. high-speed synchronous channels, or com-

binations of any of the above. The higher data rates
of the high-speed synchronous channels and the simi-
larity of their discipline to that of the peripheral sub-
systems make it a logical choice to configure them
in the 1/0 subsystem rather than try to fit them into
the communications module design.

The processor is an interrupt-driven system con-

taining four distinct ‘levels - of interrupt. The four '

levels are:

LEVEL FUNCTIONS PRIORITY

4 - Error Highest

3 Realtime

2 Dual processor error -
1 © 1/0 terminate - Lowest

The level four interrupt is associated with the built-
in crror detection circuitry which continuously moni-
tors the entire system for ervironmental and system
crrors. Environmental errors include such things as
excessive cabinet tcmpemturc 'md primary power
failurc. System crrors include memory parity failure,
lack of memory response, and dualed arithmetic unit
failure. When an error is detected, an assigned bit
is turned on in an error storage register, which re-
cords the error; a level-four interrupt is generated.

The responding processor immediately leaves its cur-

rent interrupt level, enters level four, reads in and
examines the crror storage rcgister to detcrmine
which crror has occurred, runs the appropriate diag-
nostic routine, and dccides on a course of action.
If the failure makes continued system opcration
impossible, the processor will bring it to an orderly
halt, Sometimes the failing module can be removed
from service by the processor and the rest of the
system allowed to continue; in this casc the pro-
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cessor will send the appropriate message to the sys-
tem’s supervisory or-control station. In those cases
where continued operation is impossible; the crror
storage register can be read out manually by service
personnel.” This pinpoints the error and climinates
the need to run a tlme-consummg systcm dmnnostxc

, progmm.

The level-three mtcx mpt pxovxdes the system soft-

. ware with a rcaltime clock which is software accessi-

ble and counts in intervals ranging from 10 pscc up
to slightly. over 500 msec. The lcvel-three nterrupts
are used by the system’s software executive to pro-
vide the various timing algorithms necessary for the

execution of the communications channels macro _

commands and other time dependent activities.
If two processor :subsystems are configured in a

" single system, and one fails, it will shut itself down,

turn on the assigned bit in the error storage register,
ard generate a level-two interrupt in the alternate
processor. The processor receiving the level-two in-
terrupt will then initiate the required system recov-
ery Toutine, execute a set of diagnostic commands in

" the halted processor to determine the exact cause of

the failure, and send out an appropriate message to
the network supervisory control station. -
The level-one interrupt is uscd to provide the pro-

- cessor with an indication that a change of state from
-busy to not-busy has occurred on one or more high-

speed synchronous .channcls, peripheral subsystems,
or computer interfaces. This climinates the need for
the softwarc. to periodically “peek-out” to determine
if a disk unit, for example, has finished its scek and
is ready for the ensumg read or write command.

If the processor is not in any interrupt level it is
in an implicd level zero where all the sparc tIm\, or
nonrealtime processing is performed.

Four hardware macro commands are inchuded in
the instruction sct to facilitate the interface between
the processor(s) and the communications channels.
These commands greatly reduce the processor over-
head required to perform the realtime line and ter-
minal disciplines necded by the conimunications’
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SYSTEM PERFORMANCE CH:ARACTERISTICS

The determination of the maximum continous 1/0 rale
for farge systems wilh heavy peripheral loads in a single
procussor, single !/O subsystem configuration is achieved
as follows:

Since- this is 'a two port configuration (one for the

processor and one for the 1/0 subsysiem), the total -
available memory time must be split between-them, Logic .

in the memory allocation hardware will prevent it from
allocating more than' one ‘memory cycle ‘to any given

port so .long as there is a request for access -up on

another port. Assuming that the 1/0 subsystem has a

- device connecled to It capable of accepting and using

every possible access granted to it, the memory allocator
will then alternate between the two ports.

The processor’s -average memory access time is about
1.3 usec (since some portion of its cycles are R/R or
C.'W at 1.2 usec and the remainder are RAW at 1.8u sec)

and the 170 subsystem uses a constant 1.2 usec access

time. Since there are two active devices requesting mem-

ory cycles, the 200 xsec logic delay times (included in the:
cycle time) can be overlapped giving a total of (1.3 4 1.2)

—(2x.2) = 2.5 —— 4 = 2.1 wsec elapsed time to grant each
active device one memory access. This figure divided into
the total available memory time gives the total number of
memory access granted to each port every second:

1.000,000
——— = Approxmately 476,000 accesses/port/
21 - second

The'average processor mstructron requires approxnma-

tely 2.2 accesses so the processor will-execute about:
476,000 ‘ ' o
2.2

= 216,363 instructions perseco"nd

“While the 1/0 subsystem can’ rhaintain a cont:nuous rate

of:
476,000 X 8 = 1 428 OOO B-bit characters per second
or,
476,000 X 2 = 952 000 8—brt characters per second

\

To derive the system performancc‘figuros

- for the System without an 1/0 subsystem,

the - following calcu|at:ons were per—
formed.

The. total available: memory time- is
1,000,000 rsec per second, since the sys-

“tem is memory bound.

“Evaluation of the tnmrhg algorithm for

'the BSCN channel macro - command

shows that 106,400 usec of memory time
-are required for: .
. .Execution of the BSCN command
2 Execution of the QUMP command
3. Execution of the software line servic-
-ing routines
Since there are no 1/0 subsystems in the
configuation there is no rmpact on mem-

ory time,

The remaining memory time of 893,600 '

' ﬁse’c per ‘sec. (89.36%) is available for
_‘the execution of mstructlons in-the spare
time processmg mode. Based on an

analysis -of - the "system software, the

“average instruction execution ‘time 'is

2.86 pusec. This .number divided - into
893,600. gives the average number -of
spare time instructions that can be-per-
formed each second.

893,600° . : .
= "Approximately 312,000 .
2.86. instructions/second
With 100, lines capable of receiving a
maximum- _combinedload of 1000 char-
acters'per second

312,000.

=312 lnstructrons per
1,000 " incoming character
~ available for processing

channels. The commands: are:

° BSCN bit scan i
° CSCN~  -character scan’. .
‘o QIMP queue juinp
° FNDC find next active channel

_services the queue of status words that these com-
mands generaté- during their -execution. Each status
word indicates- that software attention is required on
a channel, and during QIMP, provide the processor
with both thé address of the channels requiring at-

The bit scan command (BSCN) is executed once per

bit time for all low-speed channels by the processor
under control of the appropriate timing algorithm
using 1he level-three (realtime) interrupt. The com-
mand assembles incoming, and disassembles out-
going, characters, bit by bit, in control words stored

in the part of the memory that is dedicated to the.

communications channels.

The character scan command (CSCN), uscd for all
nndium~spu.d channels, differs from BSCN in that it

is executed once per character time. It assembles
and. disassembles strings’of incoming/outgoing char-
acters under the control of the dedicated control
words in memory. ' ‘

The queue jump command (QImMp) is executed

folloying the q-omplcuon of cither BSCN or CSCN. Tt

tention and a branch pomter to the specific sub-
routine performing the desired function.

During the cxecution of the BSCN and CSCN com-
mands, only those channéls rcquiring software atten-
tion will have status words generated and placed in
the ‘queue to be serviced by the QIMP command.

This reduces pxocessox overhead by eliminating the

need to examine each- channel .with software to

. determine if it needs attention,

The find-next-active-channel* (rNDc) comnmnd is
used to provide a basic or skeleton macro capability
for those channcls that do not fit ‘within the frame-.
work of the BSCN or cscN commands. When exe-
cuted with this class of channels FNDC determines
the address of the next channel requiring software
attcntron and Supplu,s it to the processor which then
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In the optimum configuration, with dual processors, memories communications
and /0 subsystems, the system provides either full back-up capacity or a system
operatnon that essentially doubles the throughput rate of a single system,

services the channel. Tt is also used following a level-
one interrupt to identify the peripheral: subsystcm,

channel(s) that have ¢hanged state.

In its smallest configuration, the system includes
a processor, memory- (8k words), and onc or two
communications modules, This configuration could
tolerate the failure of either communications module
and still function. Failure of cither the memory or
the processor subsystems would bring the system
down. Dualing the processor and memory subsys-
tems with' mdepcndent,Jdentxcal processors, both
capable of addressing  any portion of or 'all the
channels in the communications modules and the
- entire complement of memory (up. to 65k words),
results in a systern which may be-controlled by one

processor with the other idling in & standby mode.

ready to take over in case of a failure, or they may
both control a portion of the system with the under-
standing that if one falls the systcm Tuns at a xcduccd
or dcmaded level.

Dualed memories provide cither bacLup in casc

of system failure where the cntire software package

will fit in one memory, or will provide larger- mem-
ory capacity, with the undcrstanding that if onc
memory fails the system. will run at a reduced level
of performance. The mcmow addresses in this con-
figuration arc contiguous, i.c., onc memory contains
the tow-order addresses and the other the high-order
addresses. In the event of a hard or permanent {ail-
ure of the module containing the low-order addresscs,
the rcspondmg processor will execute an instruction
causing the remaining mcmmy to assume the low-

.. order addresscs. This assures the restart and recovery

routine that the low-order memory is operative.

If the instructions for processor I are all contained
in memory I and similarly for processor 1T and mem-
ory II, the instruction execution rate and the total
Tho numbers and caloulat:ons used in this article
were derived from the actual performance data of a
DATANET commun:cat/ons processor
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. systcm thxoughput -will appxo'lch twice that of a

single processor,’ single memory system as the

- memories are in parallel operation.

An cvaluation of the performance and throunrhput
characteristics of the processor summed up in an-

- swers to the following questions:

o What is the total amotint of memory time avail-
able per unit of time? :
e What percent of this time is needcd to handile

the realtime functions imposed by the particular

configuration of communications channels?"
o What percent of this time is mqulred to handlc
the 1/0 subsystem load, if any? - :
Assuming a single memory, smgle processor sys-
tem with no I/O subsystem, and with 100 full-duplex

" lines running' at a coritinuous 110 bps (10 charac-
- ters), the system performance figures will provide
- 312 instructions per incoming character for process-
~'ing through the system.

For those systems with heavy pcupheral 1/0 re-
quirements, such as large message switchers with disk
storage subsystems, a determining of the maximum

-continuous 1/o rate reveals that for a single memory,

single processor, and single 1/o conﬁ'guration the per-
formance figures will be:

o 216,363 instructions' per sccond _

* 1,428,000 six-bit characters per second or, -

e 952,000 cight-bit characters per second.

- Duating - this configuration and ségmenting - the
software results in a system capable of executing in
excess of 483,00 instructions per second while. sup-
porting a continuous 1/0 rate of almost three-million
6-bit or 2,000,000 8-bit characters per second.

The system provides. a network processor capablc
of handling data communications .nceds ranging
from ‘1c1ativcly small remote concentrators to large
batch processing front-end communications process-

. ing. Failsoft capablhty is optional for thosc applica-

tions' requiring it which allow the relatively small

“user, without, lm]aoft nquncmcms to escape paying
“for unnwdud c.\pablhtxcs. » Y

l
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Al the Mactors that make up a total data communi-
cubians system must be considered early in the net-
work’s planning stages. Tt makes little sense to com-
it to specific. equipment, transmission line, or net-
wark structure before all communication . require-
ments of a particular application have been thor-

ouzhly studied. Rapidly '1dv1ncmg tcchnology in-

e \J demand for common carrier service, and a
cst-changing regulatory elimate complicate the data
w;.l..m..mltmns picture:

Planning a data communications system can be
carricd out in a. systematic and objective way by
working with a checklist of the important hardware:
and software parameters that affect decisions.- Major
breakdowns on this checklist would include:

o sivucture of the network

» voes of remote terminals and related items

_~‘ ransmission speeds of the communication links

e communications control and concentration
muhods 0 '

° sysu,m reliability néeds
With thesc factors in mind, a planner can eﬁ'ectlvely
deal wiih vendms and common carriers, and under-
stand how to put together the best system for his
particular needs.

Although many pitfalls and pxoblems arise _ in
planning an online telecommunications netwmk, it
need nui be an unmanageable, awesome task. Essen-
tially, the analyst or project leader must be able to
understand and . interpret the consequences of any
potential layout. Some communications-based com-
puter systems will contain few information -sources
and sinks. Here a combmanon of analytical tech-
nigues und intuition can go a long way. However,

"in the larger networks, the systems analyst may turn

to computational tools p'fovided by various hardware

.vendors und systems engineering firms specxalxzmg.

in network design.

System periormance is a key criterion in the ac-
ceptance ov rejection of alternative network layouts.
Since performance will be closely related to the geog-

raphy and traffic characteristics of- the application,
the firs: slanning step is to estimate the following:

° wr and location of remote tcxmmals

« Sufvymation flow patteriis

¢ ;s of messages
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e rnessage volumes by terminal

e urgency of messages

e’ reserve capucity- m,cdcd for futuu, growih

° accuraey
These factors must be thmou"hly assessed before
making any major cqmpmmt decisions. In a sensc,

they arc constants in the design problem since they

don’t depend on implementation.

Gcogmplnc sepamtxon of remoie terminals and a
data processing center is what makes network design
important. When all the terminals are clustered within
a few miles of a computer site, most of the cconomic
justification for sophisticated conceniriation schenios
vanishes. Here transmission line costs will tsuady
represent a negligible fraction of total systemn cosis..

. Where terminals and computers ave. widely sca.-

tered, the best network layout depends primarily

“on the traffic flow between data Sources and sinks.
Most applications have traffic patterns where many
points communicate with many points (distributed)
or with one central point (centrallzcd) or have some
combination of these patterns.-

In any case, the analyst can select either switched
or dedicated lines to intercorinect points. Swiichad

lines are often the best choice for applications with
distributed traffic patterns. Here a commoi carrier
network opcrates like the ordinary dial-iclephone
network. The comimon carrier equipment -establishes
-a connection between any two stations, and main-
tains this connection only for the duration of a single
call. Thé circuit is then disconnected and both stu-
tions are free to communicate with any other station
in the network. :

For centralized applications, the common carviers
offer special tariffs to encourage use of their switched
networks. For example, the Bell System’s Wide \1“1
Telecommunication Service (waTs) cnables calls
be placed either into or out of (but not both) n cer-
tral location, on either an unlimited or measured-
time b'lSlS at cstabhshud monthly rates.

tion path between termm'lls \vhu,ther or not e tor-
minals are active. For distributed traffic patterns,
costs for a completely interconnccted private linc
network are relatively high, caused by the large nunt-
ber of modems and long lines. Less expensive alter-
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In distribuled systers, data is transmitted to and
from many similar terminals with no special flow
pattern. Gircuit'switching message switching, -
multiplexing, and multipointing schemes cut line
and equipment costs. :

‘natives would be {o use either a circuit switching or -
TMCSSage’ sw&tchmg center or mulUplcm at sotie .

pomt within the network. ,

A circuit switching center is csscntmlly a pnvmc
exchange 'where electrical connections arc automati-
cally or manually made between incoming and out-
going circuits. A message swilching center on the’
other hand, contains computational and storage capa-
bility. Herc messages may be held and concentrated
before being forwarded. The message switching cen-
ter will require more modems than a circuit switcher, .
but often providcs better fcatures for incrcasing
throughput and casing control.

Time and frequcncy division multlplexmg are sig-
nificant concepts that arc widely used to cut com-
munication costs (sce June DPM, page 34 and pages
31 and 46 in this issuc). Multiplexing applies, for
example, whencver many low-speed terminals at a
remote site must be connected to a computer. Tt re-
duccs costs by dividing'a transmijssion lin¢’s capacity
into many low-speed -subchannels whose effective -
cost per channel is substantially below that of a
scparate.low-speed linc connection. As an example,
24 Teletype terminals can be rmultiplexed to a 600-.
mile voicc-grade line that leases for about $800 a
month; yet one full duplex Tecletype lme of the same
length leases for about $600 a month. :

- Another way to reduce costs is to connect two or
more terminals to the same dedicated line, called a
multipoint -or multidrop line. These ‘terminals’ must .
then take turns on the line, like users of a party-line
telephone. Addressing and control requirements at
the switching. center are more det"uled but line and’
modem costs are reduced.

Terminals for sendmg and receiving data come in

many forms and degrees of sophistication. Among
these are the card reader/punch, Teletype terminal,
printer, CRT display, batch station, and the program-
able data terminal that mcludes a small processor
to do some local computation.

Whilc the selection of terminal types depends pri--
marily on the specific requirements for remote data
entry to the computer, the terminal type does affect |
the per fmmancc and cost of the overall communica-
tions network. For example, a remote terminal with
buffering and computational featurcs permits more

- data processing to be done at the remote.site. This

frequently reduces online communication time with a
consequent reduction.in line charges. However, for-
a great many applications, a lower-cost lower-speed
teleprinter proves-adequate. .

Conimunication over lines. more than a few hun-
dred feet long usually requires a modem -(or datasct)
at cach end of the line (hu. page 31, This modu-
.umjdu,modulalor nnp.ula mmmm;, digital data onto
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In ceiiiralized systems, a computer acts as a major

source and sink for information. Terminals
communicate only indirectly with each other.
Swntchmg, multlplexmg, and multipointing still
reduce -costs.

a carrier signal suitable for the transmission lines.
The modem at the recéiving end removes the carrier
from the line signal, restoring the original data.
Modems are provided by the common carriers and
Ly a wide variety of independent companies;  their

operating speeds, costs, and functional. Cdp«.lblllthS‘

cover a large range of applications. On a voice-grade
telephuone -line, transmission speeds - ranging up to
9.600 bps can be achicved. Most modems that trans-

mit data at 2,400 bps or faster also require speeial

circuit conditioning to widen the usable bandwidth
of the telephone lme
A terminal usually has a fixed, maximum opemt—

ing speed so that the companion modem must have

a sufficiently fast clocking rate. For unbuffered. ter-
minals like Teletypes, the modcm will qlways operate
at the same speed as the terminal. Thus the terminal
dictates the transmission spccd in these cascs. How-
cver, buffered terminals give the systeni. analyst morc
latitude in selecting the line speed.

- A buffer is b'lSlC&Hy a data memory, Whosc storage
capacity may be a word, a line, or—in thc casce of
tape cassettes—may range up to hours of accumu-
Iated data. Since the buﬁu‘ permits transmission over
the communication line at a faster rate than the data
is centered or received by the terminal operator, it
offéers ‘cconomics resulting from thc use of qut llm,s

for short infcrvals.

Regardless of whether terminal cqulpmcnt dictates
transmission spccd the plannei will usually have to
choose from thrce basic grades of transmission scr-
vice. for communication lmcs low speed, voxce gmde
and broadband.

- Low specd transmxssnon ordm’n ily includes’ all
speeds less than 600 bps, such as Teletype terminals
and most other typewriter-like devices. The commu-
nication lines of the ordinary tclephone network are
referred to as voice-grade lines; they can be oper-
ated at a wide range of speeds, depending on the
modcm used. Vo:cc-gmde lines arc usually used with
communications “equipment such' as ~multiplexers,
message switchers, and buflered terminals, The stan-
dard speeds for voice-grade operation are 600 X N
bps, where N is an integer from 1 to'16. Broadband
speeds go higher. than 9,600 . bps. Examples arc
AT&T’s private line services known as Telpak A, B,
C, and D, having capacitics of 12, 24, 60, and 240
voice-grade lines.

Private microwave systems arc opemng new ap-
phcauons for broadband transmissions; common-
carricr broadband scrvices are cconomical only for
large corporations with high communications budgets
and traflic volumes. Whenever justifiable, broadband
suits computer-to-computer data transfers well since
typical internal speeds of most medium and large
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mainframes far oxcecd the current practical spx.ul
limits ol the voice-grade line,

For conmumications control, cither wnlcntxon or
polling procedures may be used to monitor aceess
to the transmission lines -in the network. With con-
tention control, terminals request aceess Lo a line. If
the line is free, the conneetion is made; il not, the
terminal must wait. The communicitions control unit
must build up a list of transmission requests for cach

Hne, and process these requests i some predeter--

mined order. such as afirst-come, first-scrved basis.

In palling, the communications controller asks
cach remote terminal if it has anything to.send, mak-
ing these queries in a predetermined sequence. Poll-
ing is generally performed under control of vendor
software, provided as part of the overall operating
svstem, Some software packages for polling arc
IBM's Qranz (Queued Telecommunication Access
Method)., or nranmt  (Basic: Telecommunications
Access Method), and RCA's mcs (Muiltichannel
Communications System). The software package
maintains a list of valid terminal addresses; thic order
af cniries in this list determines the sequence in
which quuus arc made.. ~ ,

Polling is morc suitable in large nctwoxl\s whcxc
tight control of line usage is essential for . cfficient

performance. It generally yiclds better performaice .

than contention does, but :requires costlier hardware
and software. Polling is also better suited for appli-
cations  where’ trfmsmlttc_d messages have_different

"lu els of priority. If a terminal tends to- submit many

high priority messaggs, then the polling procedure
may be designed to query it more frequently than the
other terminals. The query sequence, often called

the polling list, can be readily modxﬁed under pro-~ .

gram control.
A disadvantage of polling is that the remote ter-

minal can’t send data at any time, but only when
asked. For most networks, some combination of poll-
ing and contention works best. RCA claims its Mcs
package, mentioned ecarlier, can conibine ‘the -two
procedures for different lines in the same network.

The exchange of information between remote ter-
minals and the central computer calls for much code

conversion, error checking, message editing, message- -
block assembling, multiplexing, and related process-

ing operations. These functions may be done by the
central computer itself, or by a special communica-
tions control unit, located cither near the CPU or at
a remote site, Assigning these functions to & special
communications control unit frees the central com-
puter from constant interruptions, cnabling the pro-
cessor to devote more time to actual computation.
Examples of these special communications control

units are ‘the M 2701-2-3 series, the Collins C- -
" System, the GE DATANET series, the Comeet 60, and

the Sanders Associates Sandac 200 (see page . 51).
Recent wide-spread availability of relatively inex-
pumvc minicomputers has led to their use as com-
munications control units (page43).

In a broad sense, 1clmbllxty includes linc trans-

mission cirors caused by circuit noise and by failure
of system.components, such as lines, modems, and
concentrators, '
Transmission crrors from circuit' noise incvitably
occur when sending data over almost any communi-
cation link. System-wide impact of such crrors can
be minimized. Two common ways to deal with crrors
are to ignore them, leaving correction up to a human

console operator, or to implement block codes and”™

parity schemes that automatically deteet crrors. With
these latter methods, errors that erop up at a reeciv-

ing station initiate a control signal that travels back

to the sending terminal and requests a retransmission.
On the other hand, if no ectror appears, the next
block is transmitted. These methods for error detee-
tion and retransmission require extra control logic
and buflering hardware in the terminal. On noisy
lines retransmissions lead to much overhicad, redue-

ing the net-information transfer rate significantly. .

More powerful codes than thosé solely for error

detection' are available. These -codes can find and |

correct errovs in data blocks wnhout the nced for
retramxmssxon. .

~ A common misconception is: tlmt throughput over
a communications link must always be sacrificed for
these extra . enox-protcctlon bits. In some’ applica~
tions, however, the continuous sending of from 5%
to 30% redundant bits will improve the effective
criof rate so substantially that nct unpxowments in

'.messacu throughput actually result. .
In any event, the systems analyst must carefully

check modem and terminal equipment for methods
that guard against transmission errors.‘Once he se-
lects a particular terminal, he usually has. no choice
on error control techniques. Thesé¢ schemes are em-

" bedded in most terminals. Some latitude is afforded

by modem ‘manufacturers who offer families of “de-
vices with varying degrees of susceptibility to noise.
The planner—analyst will want to consider the

‘least expensive modem that has an acceptable error

rate for the desired transmission speed on a given

link. Actual throughput will depend on:

-+ modem clocking or data’ rate
* lengths of message blocks”
* error rate on communication line
* control signaling time between message blocks
* codc used by the terminals
-To protect against ‘prolonged outages of system
component%, the analyst will have to look at alterna-

tive transmission paths, backup cqu:pmcnt and pos-

sibly temporary changes in the entire network struc-

ture. The flexibility afforded by ordinary switched

telephone networks makes them an attractive alterna-
tive to fall back on during prolonged outages.
Changing to the switched network may tempo-
rarily degrade system-wide throughput. It total integ-
rity and continuity of system operation are para-
mount, an additional option is to purchasc or lease
extra equipment such as modems, communications

lml\s and uonu,ntmtors to be swuclmd on when the

primar y devices fail. A R : &
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