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' SECTLON 1
INTRODUCTION




Few technological changes have had so
profound an effect on the human condition
as the development of telecommunications.
. Man today lives in a maze of electronic
" o : : .~ . signalsy it is certain that their -
- : influence on the quallt} of his environment

will be even more’important in the future
than is the case today. R

Final Report President's Task Force
- Communications Policy, 1968, -

'

The Danger of Information Overload in Teuhn01001cally Advanced
- Societies

An extraordinary feature of modern telecommunications systems,
present or érojected,‘is the rate of technological cﬁange by which they .
are characferized; The intfoductipn of innovations in informaltion
trénsmission has gone from trickie to a flood and threateﬁs to become
a torrent. In some ways the field of‘communication appears to stand now .
in terms of comparative development where transportation  stood nearly
a half éentury ago. The consequencé of this evclution is, increésingly;
‘to facilitate immediate ahd uniVersél.information availability. Increases
in the raté of traﬁsmission of information involving long diétance

communication result from two related technological developments:

a) increases in channel capacity, i.e., net additions in the

&

volume of information which can be transmitted from one point to another

in a given time, and

‘b) increases in switching capability, i.e., an expansion in the

¢apability to form combinations of internodal links into discriminably.

different networks.
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Growth in channel capaciﬁy has resulted from changeéiiﬁ the

"7speed and volume of transmission of signal, additions to the kind of

[

signal that can be effectively transmitted at high sgged over long
. . . . s . :

distances ~ -~ voice, print, image~-and iﬁ the quality of representation
_.df>£he original which -can now be achieved. Cﬁanges in kind of transmittable
signals came.ébout with tﬁe‘intréduction of radio (é*g,, voice),

television (image), and facsimile transmission (prinﬁ). The.establishmeﬁt
éf)quaiity of transmiésioﬁ has been a gradual process., In telephone
tfansmission, the goal of engineers has been limited to the "gimulation

of presence'", or a level at which éupralinguistic information suqh as
tone.df voice, inflection, etc.. is transﬁitted asAwell as more.basic
content information. The visual equivalent of simulation of presence
remains to be accomplished, However, in eﬁery field,.ﬁhe constraints

of cost are gradually yielding to technological advance. (1)

Among telecommunication systems, fuliy switched networks are
‘ represeﬁted by'the postal sefviée and the telephone system. Their
flexibility is obtained at a cost;ABéth systgms héVe.iimited chénnel
S " capacity.: In the pést there seems ﬁo have been a tradeoff betﬁeén channel
éapacity énd switching cépability‘.'Television,with greater>channe1
qapacity £han either telephong,‘telegraph,»or poét, has been until
ﬂ.recently considered érimafily an aréanwiAe distribution syéteﬁ. ﬁowevef,-

L

while it may have once appeared that greater information transmission could

N -

It is worth noting, parenthetically, that increases in telecommunicative
~— © - channel capacity have been accompanied by increases in memory capacity
as the variety and fidelity of recording mechanisms has evolved,

f.' |
7~~~
[
St
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be gained eithér through increases in channel capacity, or thraugh more
flexible switching patterns, but not through both, this constraint in

turn seems now in the process of being slowly pushed/back;

For the indiviaual, fhe effect of these developments haslbeen
that .(a) he is more and more the target of a greater number of méssages,
each having aﬁgmented informational content, and (b5 because of his
access to larger and more differentiaﬁed networks, he .tends to interact
Qithin biggér anq more complex systems having greater compléxity of
organization, correlated with increased variability, énd hence with,greater
information. From all this, it is‘very.clear that technological advances
in telecommunication and the amount of information available to the
individual are closely associated. The Amériéan Committee on Telecommunication

of the Natibnal Academy of Engineers has recently observed:

. YIn a metropolitan area of 5 million population,
about 4,800 hours per year per capita (or about
‘thirteen hours per day) are devoted to various
modes of reception of social communications, such
as reading, television, lecture and discussion,
observation of enviromment, radio, film and
miscellaneous... At various estimated receiving
- . . rates of nonreduntant bits ber minute, the per
' ‘ : capi.ta average reception of information is 100
_ millions bits per year or roughly 300 bits per
- S : minute. It is startling to note how close this
- is == within a factor 5 ~~ to the 1,500 bits per
- minute taken as the limit of hdman capacity to
absorb information.. ’ :

Of course, all this information is not at present
necessary to the functioning of each individual.
Still, as the amount of necessary information per
‘ . capita grows, the limits of human capacity may be
E o pressed, at least for many." (2)
e ‘

\_-/\i’

(2 National Academy of Engineers {(1969)
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reiterated that the 1nd1V1dual's capabllnty to functlon and to make _ _VF

.techhological and open society to what he terms on "overload of attractive

overload.

" may be present in a society increasingly dependant on telecommunication

It has been more than once proposed, and recently stlonély

,dec131ons may break,down under the straln of environmental overstimulation.

/

"The striking signs of confusional breakdown we

see around us -~ the spreading use of drugs, the

rise of mysticism, the recurrent outbreaks of
vandalism and undirected violence, the politics

of nihilism and nostalgia, the sick apathy of

millions ==,... mey well reflect the deterioration

of individual decision-making under conditions of
environmental overstimulation', (3)

Lipowski (1971) has ‘similarly attributed unrest, anomie, and violence to

the influence of the widespread exposure of individuals living in affluent,

stimuli", The condition in which extreme information )tOCessin demands
¥ 24

The-motivation~£or tﬁis paper is to re—examine the existing
1iﬁerature on infofmation overload in order to determine its relevance
to the pfoblems.of information integration and utilisation in a fully
wired seciety. We will attempt to assess the general applieability of
experimentally 6btained results, and to propose further, where possible,
steps which.might be taken to fécilitate the more general use of available
findings, Finally,-where necessar§, resea;ch will be proposed to extend

our knowledge of the adverse effects of augmented information use such as

as its essential means of interaction..

(3) Toffer, 1970.
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thé‘twentietﬁ ceﬁtury,‘thié concern waé élreédy_WQll established, As
the ofganization-éf work activities'itéelf became ﬁunctionally more
;émplex, there ﬁas a natural stfenéthening of interest, in the queétion
S : S _
of hoﬁ to anélyse the operations performed by men in terms compaﬁible
with those used.for machines. The school of scientific management"
aésoéiéﬁed with the name of Frederick Taylor (1907, ini, 1919, 1947)
set about toldescribe the task-performanée‘charactéristics of thé human.
component in systems with éxacﬁing precision. Through "time and motion"
studies it was hoped that physical tasks performed by humans could be
specified in the form of-detailed programs of behaviorn, or "ﬁethods", and
eventually‘through systematic training the work efficiency of individuals
could be'radically upgraded and their notorioué unreliébilityireduced.

The emphasis at this time was on energy-~transforming tasks,

N

The original scientific management movement was gradually absorbed
into other schools preoccupied with the growing trend .to automation,
(Diebold, 1952). It soon became evident in any case that Taylor and his

followers had seriously underestimated the importance of mativational factors

in work performance, However, human factors engineering received a fresh

new impetus duriﬁg the forties and fifties with the emergence of the
cybernetic era ( Wiener, 1948; Shannon, 1948)."
The attention of engineers had in the meantime turned from the energy-

processing capabilities of the human organism to his information-processing

chavacteristics., Thus, Sinaiko and Buckley (1957, 1961) state their

objective in terms not dissimilar from those of Taylor:



..... S Organigation of this Report

¥

k. )_ The paper’is organized in three main éectioni. In the fifst,
A ‘ : y
the main concepts of information ovgrload are developed, and the available
'literature reviewed énd cfiticised;‘ In the second sectijon, d revised |
-approach to the coﬁsideration of the human organism as an information
processor is deﬁeIOped. The pertinence of the available experimeﬁtal
findings ié then evaluated‘as it pertainé to technologically advanced

societies, In the third section, the hypotheses are re-stated and a

proposal for further research set out., (4)

Situating the Present Report with respect to Previous Research

Modern discussions of ‘the problem of information overload
reflect the influence of two basic approaches, one engineering, one
psychological, to the study of the human organism as an information

processor.

Among engineers,interest focussed on the role of humans as

components, within a more complex system, As early as the beginning of

-

(4) The review of literature was greatly facilitated by the generous
- cooperation of Dr, J,G, Miller, who may with some. justification be
called the "father" of the information overload hypothesis. Dr, Miller
permitted us to see an advance copy of the chapter on information
overload in his new book on Living Systems. In this chapter, he includes

. a scholarly and comprehensive review of the literature, from which.we have
(_ Vo ' + greatly benefited in the preparation of the present report. Fortunately
- : . our objectives and theoretical point of view appear to differ sufficiently

o " from Miller's to avoid the risk of excessive duplication. We remain
. ..+ 7 however indebted to Dr, Miller for his kind support.

S s e s es Ll s e e L s e e B En REROEN
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- M"Machines do not operate by themselves. Even in

© an age of automation men will be involved in one

'~ way or .another in every system... Men as well as
machines are componentis of systems, ' Since mechanical
-and electronic components are now available with
very high speeds and capacities, the design engineer's
task of integrating men and machines into smoothly
functioning systems has become more difficult, If
the characteristics -~ limitations and capabilities =--
of human are known and understood, better man-machine

. " systems will be designed and built."

However; the list of variables to be considered now iﬁcludes a concern
not only for energytransforming constraints (the physical dimensions of
£he individual, his capability for motor activity, physical needs, and
motivational factors (psychological needs, capability for learning,

psychological needs, sensitivities to social environment), but also for

information-processing constraints (capability for data sensing and

processing).

The second major source of interest in information-processing

-

limitations is the result of an enduring interest by psychologists in the

- processes of perception and the informational determinants of reactions

by humans, In addition to these essentially substantive coﬁcerns of long
standing, anothér _type of bsychological influence, prOgrammAtic ig
character, can be discerned. Both the philpsopﬁy aﬁd the methodology

of behavioristic S-R psycholégy with its inherited model of the reflex
arc encouraged the investigdtion of humens as ihput;output systems with
essentially linear transformational properties (ox some stochastic
approximation thereof): for every stimulus, a éet of responses must be
associated, Thé,description'bf human compénents in this perspecti§e
becomes.a problem of the proper descriptibn of ensembles of stimuli and

responses, and the observation of behavioral correlations between tliem.
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notable excéption, for some reason, appears to be the field of information

. It was because the communication model of Shannon could be made

to conform to this traditional psychological paradigm, as well as the

more accurate quantification provided by information theorylfor the

description of stimulus ensembles, that the'engineeriné contribution

. of Wierer and Shannon was so quickly absorbed into psychological research..

Much of the work reported in this paper is set within this integrated

8~R reflex arc and communication channel model. However, a further
effect of the evolution of cybernetic the§ry has been to provide.gn
alternative model to that of the reflex éré, in simplest form illusﬁrated.
by the computer whgch executes a program step by step and which utilizes
input data in order to produce an output. The application of this
alfernative model to experimental research has occurred gradually in

several domains of psychological inquiry over the past generation. A

overload. A major goal of the present paper is precisely to re-exsmine
some of the available findings within the altered perspective of this

other model,
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SECTION II

INFORMATION OVERLOAD: HYPOTHESES AND FINDINGS
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The Evaluation of Human Channel Capacity.

Information theory was seen by péyghologists as a tool the

existence of which permitted a re~evaluation with pgofit of some
. /

traditional problems in psychology.. In his 1951 book, Language and

‘Communication, George A, Miller included a re-interpretation of the

results of experiments undertaken by Merkel in 1885, Merkel had found

that the reaction time required to make a choice among, alternatives

was affected by the number of alternatives presented (5), Miller (1951),

and subsequently Hick (1952), showed choice reaction time to be a linear

function of the informational content of the display (6).

The choice reaction experiment can be interpreted in terﬁs.of
the Shannon model of an ideal communications system (Figure 1). The
sequence of stimulus sigﬁals can bebéeen as equivalent to the message
output of the.source; the responses of the subject are then interpréted
as the message received after being trénsmitted through the human channel.

The capacity of the "channel' is the number of bits which can be

transmitted per second, i.€., the number of accurate responses made

(5) The implied Iogérithmic relationship had been later oBserved by
" Blank (1$34).. g

(6) Choice reaction time is the lag between presentation of stimulus and
the subjectfs response. The subject in a choice reaction experiment
nust make a separate response, as soon as possible, for each marker
as it appears,a single response having been assigned to each signal.
The subject has a general idea when the next marker will appear, but
he does not know which signal is coming and is therefore uncertain
as to which response he must makes



Source

by the subject. The informational content of the messages emitted

" by the source is a Joint function of the rate of emission; the size

6f ensemble from which the items werc drawn, and of the probability

of appearance of each.’

FIGURE 1
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Intfhe‘eXperiment.thch Hick conducted in 1952, ten ﬁea lamps
were affanged"in a somewhat irregular circle and the éubjeét)was
provided with ten correspondiné-Morse keys.. H%Ck measured rééction
times to several series of signal presentétioﬁs, varyiﬁg the ensemble -
size from two to ten;  His data agéin confirmed the assumption of a
logarithmic relationship between choice reaction timé and the numbex
of alternatives available, when corrected to take intoAaccount the
temporal uncertéinﬁy experieﬁcaiby,the'sﬁbject as to when the résponse

would be\requifed;
-'The equation which best fit his data was
t{n) = b log(n+1)

where t(n) is the reaction time to one of 'n . equally probable signals,
b is a constant,gand (n+l) includes’a factor to account for the
temporal uncertainty associated with the response, which he took to be

explainable as the time interval necessary to react to one signal,’
;

In 1953 Crossman made an explicit link between the findings

'6f the choice reaction time experiments and the postulates of Shannon's

communj.cation theory, and further observed that human subjects in these

experiments could be vlewed as channels through which information was

<

transmitted, He went on to point out that the subjects were constrained -

~

by a channel which set an upper limit to the rate of response of which

they were capablé;_ He used earlier findings to show that the response

. lag is in fact proportional .to the uncertainty‘in the signal source,

Crossman showed in his own experiménts that these results siill held up




e

when signals were not equally probabie;

Hyman (1953) required his subjects to respond to a light by

uttéring a nonsense syllable. The light appeared in one of several

-positions; A different nonsense syllable corresponded to each light

position; Hyman took into account the ﬁncertainty about when a signal
would appear as &ell as the choice factor. He tested for this by
varying the number of equaliy probable signals, the frequencigs of
signal occurance (the number of alternatives temaihing the same) , and

first ordexr sequential dependencies,.while holding constant the

relative frequency of signal occurance,.

Bricker (1955), reviewing the available choice reaction time

studies, agdin noted that the average reaction time could be plotted

as a function of the informafion in the input: R; a+bH, where R
is the average reaction time, H is»the entropy of the séurce5 and
a is the simple reaction timé and b the time required to méke one
binary decisioh;_ The notion of simple reaction time is that of a

threshold latency, determined in part at least by the time required

—-

" to marshal any output activity;‘_

¥rom these experiments, it was possible to mgke a preliminary

estimate of human channel capacity in the choise reaction time situation.

‘The results obtiined by Merkel (1885), Hick (1952), Hyman (1953), Crossman

(1953) and Hilgendorf (1966) indicate this capacity to be of the order ‘
of 6 bits per second, However, Klemmer and Muller (1953), and Quastler

and Wulff (1955) obtained rates of from 12 to 24 bits per second.
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. Leonard (1959) and Mowbray and Rhoedeé'(1959) argued from their -
findings for even hiéher rates.,

As these results inaicate, this réséarqh also indicatea;ﬁhe
importance of other faétors, of which thé most impo££ant seem to be
the discriminability of the stimﬁli,.the difficulty of performing
the response Eask, and inpufwoutput compatibility;‘ In Crossman's
(1953) experiment, subjects were required to sort playing cards into
variouslcategorieé (redw-black; pictﬁrers-plain;suits); Controlling
for entropy, differences were obtained which could be explained by
refgrence to difficulfy of discriminationi\ Crossman.(1955),.Birren
" and Botwinnick (1955), Botwinnick, Brisley and Robbin (1958), Laming
(1962), Shallese and Vickers (1964) produced additional evidence to
indiéate that difficulty of discrimination can be used to expléin
apparent differences in channel capaq}ty; Welford (1960) was led from
thése results to distinguish two stageé interv;ning between presentation
of stimuli and response: (a) perceptual identification of the stimulus,
and * (b) selection of responseﬁ_'The dissimularity of stiﬁﬁli (Thurmond
and Alluisi, 1962), complexity, the presénce of noise (Baker and
. Alluisi, 1962, Broadbent, 1958) affect performance° Other results
point to the importance df overlearning (Quastler and Brabb, 19561 .
; Leonard, 19593 Mowbray and Rhoades, 1959, Mowbray, 1954). Fitts and
Seeger (1953), Deininger and Fitts (1955), Leonard (1961), Sanders (1967)
héve discussed the importance of stimulus-response compatibility,
arguing that the. subject in a choice reaction experiment is_essentially
faced with a recoding problem, and that choice reaction time should

be determined by the difficulty in matching stimulus and response sets
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(é;gi;,because of physical contiguity of display unit and motor
effector device, similarity in the physical arrangemént of display

v

.and effector device)é
We may summarize these findings by observing that the

: relationship between the lafency of response in choice reaction

experiments and the informational content of the stimulus display

over a sequence 6f presentations was génerally taken to bé well established

by tﬂe late fifties, This relétionéhip in turn encouraged thé acceptance

pf a modei.of the human organism stated in a representative wﬁy by

Broadbent (1958): A nervous system acts to some extent as a single

communication channel, so that it is meaningful to regard it as having

a limited CapaCity”L

The Contribution of James G; Miller

Not all the results obtainéd in experiments with tasks vhich involved
serial presentation of stiﬁuli could be explaineé by the analogy

of‘Shannon‘s ideal communication channell Alluisi, Muller and Fitts

(1957) used numerals projected on a“screen‘as a stimulus, varying

" the number of alternative numerals in the expérimental ensemble and

"~ the raté of-presentatioﬁ; As the rate of presentation of the stimuli ‘

was increased, ‘the subjects began to make i11ézfeasi.ng numbers of erro#s,

" and accordingly the rate of information transmission f£irst ieveled off,

and then began to decline, (Figuré 2)
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How to explain the differénée in’perforﬁance between thé ideal
communicgtion channel and human subjects in these experiments?

In é series oﬁ articles in the éarly 19607s, James G, Miller
(1960, 1962; 1963a, i963b, 1964a, 1964b) aﬁtempted,ﬁwo objectives:
(a) he stated a hypothesis that under certain cifcﬁmstancés tﬁe
subject should be expected to perform at‘sub—éptimal inforﬁatién»
transmission capaciﬁies when compared with an ideal channel, and

(b) he further set out to show that the results obtained in choice

- reaction experiments constituted merely cne example of a more general

principle affecting 6rganisms as simple as the single cell, and as
complex as completemsocieties;, Helfurther set out to identify scme

of the‘typical symptoms of such communication pathologies, fanging

from elementary strategies of adapﬁation to full escape; The hypothesis

of information overload was stated as follows: when input information

in bits per second is increased, the output at first follows the input
more or less as a linear function, then levels off at channel capacity
and finally falls off toward zerd;\ The channel capacity of systems,

£

Miller srgued, should differ according to the level of complexity of

‘structure of the organism!s information~processing systen,.

Miller's reasoning may be summarized as follows: The rate of

information transmission depends, as we have seen, both on the number

of markers per,unit time, and on the information carried by each marker.

There are inherent limits associated with each of these factors, rate

-and informational content. First, there isg some irreducible time

required to process any marker, whatever its content, In additionm,

following the processing itself, there is in living organisms a

-
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further dead time, the refractory period, before the information

processor can accept a new marker. Secondly, there are inherent

constraints on the organism's coding ability. There are two ways
p 4

in which markers may be coded (three if we consider the combination

of the other two): (a) an amplitude or pulse modulation code, in which

- the transmission of information depends on whether a signal of a given

‘pattern occurs, and (b) a frequency modulation or pulse interval code

in which the transmission of information requires recognition of the
length of the interval ocurring between two successive markers, (An

exemple of the latter is the familiar "dit -dah'" system of radiotelegraphy).
; y »

In its most elementary form, such a code consists of the presence or

- absence of a signal during a succession of intervals of equal length.

Both these types of code but particularly the second are subject ©o

the following constraint: there is an inevitqﬁle variability of Performance
which means that the actual signal emitted is ét best an approximation

of the ideal stipulated by the code. We would best consider the obtained
set of signals as described by a mean and a variance, If the "jitter"

in the transmission of signals is too great (i;e;, iﬁ the channel is-

too noisy), or if the signals‘are too similar to each other for easy

recognition, the resulting overlap of variance will inevitably result

in numerous cases of misidentification (and attendant reduétion_in fates
of information pransmission); Hence there must be some lower limit to>
the humber of gradations which can be digpriminated along any dimension
of the marker, and an according li?it to the amount of informatlon per

o

marker which can be accomodated;

- The proposition that as the rate of input of -information increa;es'

the output does not level off at channel capacity, but rather falls, secms
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" to have béen at first a generalizatibn based upﬁn the examination of
é‘variety of empirical findings at several levels of‘invéstigétion;

It is'not.pfecisely clear why performance should decline rather than
level off at channel capacity, as we should expect iﬁ‘thenhuman in faét
-;cénformed exactly to the Shannon model, Miller has suggested that the
effect is due to confusion on the ﬁart of the érganism as it attempts:ito
maintain the pace of activity neéessary fo handle the increasing load
“of informafion béing input;_ The result is a temporary breakdowﬁlin the
total funptioning capability of the organism;.'This would suggest that

© Miller regards the organism as essentially an "all-or~none" fype of
machine; and indeed this inferpretaﬁion is supported by Miller}s positioﬁ

with respect to what he terms adjustment processes, which come into

play as channel capacity is neared, and which "enable the output rates o«
to decline gradually, rather than to fall precipitously to zero
immediately whenever the information input rate exceeds the channel

capacity;" (Miller, forthcoming)

When thé model of the drganism‘aé a cﬁaﬁnel is evaluated by
reférence to specific‘data, diffiqﬁlties appear; The simplest living
system which is capable of proceséing inforﬁ;tion is the celi (and.
indeed the higher level information macro~pro§essing activities of.
more compleg-ofganisﬁ depend entifely on this cellular capability);'
-The cells;of the nervous system, ﬁeuroné, respond to several types
of external stimulation sﬁch aé light, sgund,_touch,‘etc..-by emitting
a sequence of output pulses>or Mgpikes", Their behavior under differing
cénditions of external stimulation can be investigated by VaryingAthe

intensity or frequency of the stimulusg.



The pfoblem, however, is that the number of pulses emitted : L

per second is, not necessarily the same as the numbex of bits, since the

code is not avallable by inspection. Millex's solution to this

- difficulty is to assume that the numbex- of bits is at/least proportional

/7

" to the number of pulses emitted, On the basis of this assumption, the

validity of the overload hypbthesis can be evaluated at the level of

- the cell, even though the actual channel capacity- can be at best estimated

approximatelyQ

Given these assumptions; there is extensive evidence to support
the overload hypothesis at the level of the cell (7). One experiment is
gufficient here to indicate the type of result upon which this support

is based;

~"Brock, Coombs, and Eccles (1953) found that when antidromic

“electrical pulses were input to the motor neuron of a.cat at low

frequencies (13, 20, and 28 pulses per second) there was a corresponding

soma~dentritic spike output rate, VWhen the input pulse rate was increased

to 42 pulses per second, output occurred pulses oniy at every second input.
At 61 inpulses per second an output occurred with every third input,

at 91 input pulses per second, an output pulse occurred with every fourth

inputy and so on, with the output pulse rates falling gradually from a

recorded maximum of 28 pulses per second.,

K

Some adjustment processes can be-at least indirvectly inferred

from research conducted by Granit and Phillipe (1956), who found in

(7) Reviewed extensively inm Miller's forthcoming book Living Systems,
chapter 5.
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in which subjeCts_rested.theit fingers on a set of relay armatures,

and were required to depress any armature which vibrated, They .found

no differvences in reaction times when the ensemble was varied to include

two to eight alternatives. In this case; it may be that high stimulus-

"résponse compatibility produced an effect similar to sverlearﬁing;

Egrlier, evidence was considered which indicated that markers

which' arrived during the refractory period of the cell would either not

N

be processed at all or, if processed, would elicit a Weak:response./

- Vince (1949), using a design which required subjects to respond to

dots on a rolling white paper tape by tapping‘a telegraph key, found

that omissions and errors occurred when the next input marker had arrived
‘ P . .

before the previous response was completed;i However,no refractory period

.as such need be assumed, since subjects were able to maintain correct

responses’ even under conditions of very slight overlap..

Mackworth and Mgukworth‘(1956)‘found similar evidence tolinQicate
that~omission§ and errors were correlated highly with the amount of oyerlap;
However, in this experiment the taskiwas rather complex, requiring an
identification of .six itéms~on each 6f.two cards, and on itemAby,item
matching of each of the pairs of items; Webster and Thompson (1953, 1954)

also found that the amount of overlap was related to the efficiency of

“transmission, but concluded that the effect depended . on the amount of

information associated with each marker: where markers carried little
information the effects of overlap were less serious, Broadbent (1958)
concluded that two messages could be dealt with simultaneously if they

conveyed little information,.




Davies and Berman, 1957)

Whep we turn from applications of the communication channel
model to tﬁé~levél of the cell to that of the individ%gl iﬁférm&tion—
processor, somewhat similar difficulties appear; . To establish ;hé validity
of the hypothesis, it is not enbugh, as we have seen, to show decrements
in.output réte as the number of inpuf harkers Increases. To see this, it
is enough to considér the case Qhere the ensemble from which the marker
is drawn is reduced fo one (fﬁeﬁ, only one kind of signal is aﬁér processed)
and the rate of arriyali or length of interval between the arriva} of:

each'marker, is constant.. In this case, no variety is possible, information

input is zero, .but if the rate of arrival is set high enocugh, the organisms

capability to transfer the markers from input to output will inevitably

be exceeded, and it is possible to obtain the type of experimental results

consistent with the predictions of the theory, but which in fact provide

no real support for it..

To avoid this risk, it is necessary to show that increases in the -

size of ensemble have an equivalent effect to those in the rate of input

“of markers,: The attempt to show this has produced some of the major

criticisms of the communication channel approach. An experiment by

-Alluisi, Muller and Fitts (1957) used a random sequence of Arabic numerals

projectéd on a screen at a uniform-rdté;‘ The experimentgl ménipﬁlation
consisted in changes in the ensemble of nunerals employed and fate of
ptesentatidn of ma;kers; The predicted effect appeared in the latter
case as predicte&, but was less evident in the fbrmer° Quastler and

Brabb (1956) using experienced typists as subjects presented sequences.

-
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of letters from the alphaBet in various combinations. Tﬁey~fOund

that varying the informational content of the input had 1it£1e effect,
MoWbtay.(1960)'presented numerals to subjects, §aryi2g'the ensemble.

 from yhich numerals were drawn'ffom two to ten, .Sugjects were informed.

in advanée which numerals might appear, and the size of the ensemble.

No differences in reaction time were observed.. Mowbray and Rﬁo&des (1955), '
_using a format in wheih subjects pushedhbuttons whenever a light appeared,

~ showed that differences in latency of,rgsponse befween conditions of

two and four lights diminished and finally disappeared'with sufficient

practice.

- Miller (forthcoming) has recently observed that these experiments
raise again the question of the true ensemble,Aand as seen earlier, |
unless the ensemble is knowp the rate of information transmiésion éanno;
be estimated accurately, Miller distinguishes'betﬁeen an Mexplicit”
and “implicit" ensemble: the expliéit ensemble is the one which the
subject receives from the experimenter, the implicit ensemble he brings
with him as a result of a lifetime of training; Thus in the case of
puﬁerals and letters there is probébly 1itt1é which can be done
experimentally tb overéome the subje;t‘s own personal implicit ensemble;-
Tﬁe role of learning ié éhus an important determinant which may set
limits to the épplicabiiity of the communication channel hypothesi.s:
in particuiaf, ;t is,.as the Mowbray and,Rhoaées results demonstrate,
capable of wiping out the origiﬁal diffgrences in latency of respohsé
to ensembles of ﬁarying size, This has led Laming (1968) to suggest
that in some cases channel capacity may be infinite, He quotes thé

Mowbray and Rhoades results and also an experiment by Leonard (1959)
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their work with cells in the cenebellum that when the interval between

. input pulses was less than 3 milliseconds, every second input elicited

an output pulse only 40% of the time, while below 2.2 milliseconds,
the intensity of the second cutput pulse also diminished., Other research
appeatrs to indicate similar alternation of strong and weak impulses, prior

to more pronounced declines in the transmission rate (Wall, Lettvin,

McCulloch and Pitts, 1956).

Other research hés indicatéd.that while the neuron sppears to
be able.to discriminate between differences.in the intensity of gtimulation,
and ﬁo indicate these differences by changes in the interpulse frequences
of‘its output sequénces, there are limits to the resolving power of its
discriminatory mechanisms, Mountcastle (1966) has found that.the output
appears to be able to reflect up to between 4 and 5 categories of input,
but that béybnd this'limit9 the cell does not reSpoﬂd separately to
further différences in intensity. It Will be seen latér that this
limitation in discriminatory power has an analogue at the level of the

human organism, and may provide an explanation for the phonomenon of

the "span of absolute judgment', as George A, Miller refers to 1t,

Additional evidence for the assumption that the number of

spikes per unit time is a coding mechanism which represents differences

" of intensity in the stimulus has been noted by De Valois (1958), More

importantly, there is very good evidence to indicate that the infoimation
so encoded by reception neuron is presérved intact at higher levels of

the nervous system (Jung and Baumgartner, 1955; Tasaki and Davis,‘1955).

In such systems with numerous cells synaptically iinkeds the refractory

pexiod is however longer than for the individual cell (Mountcastle,
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The importance of the issue 1s related to the question of a

A

" possible confounding of channel capacity with motor output limitations.

If in fact the human organism can, like the cell, deal with only one

signal at a time, then it might be argued that some .6F the findings
reported here represent merely the effects of contraints due to the
inability of the organism to perform the activity required by the

response task in time to prepare for the next marker.

Some evidence of output limits can be found in en experiment

- by Quastler and Wulff (1955) which involved playing piano notes arranged

in a random pattern. Here physical<limits impoéed by the necessity
té move the hand in order to strike 13&8 seem to have been an imporﬁant
factor in rate of information transmission, Up to abéut twenty Reys
(roughly two octaves), cénsiderable gains in channel caﬁacity occurreds
for a range of 65 keys there were errors.even>at slow gpeeds of
perforﬁance; The same experimenters found similar results using a
typewriter. Up to about 16 keys, subjects could achieve about the
same speed of output with compagable accuracy, but with 32 keys their
performance was strikingly poorer; ~This result conforms roughly with
the ordinary situation faced by a practiced t&pist, who is accustomed
to using about twenty symbols with maximum frequency.

Nevértheless, Quéétler and Wulff ﬁoted that.theif:fesults could‘
not have béen d;e to either output'const¥aints alone, sincé rates could

have been improved with practice. The findings suggest the importance

‘riot’ so much of output limitations as of the role of familiar patterns

of behavior in the successful accomplishment of the experimental tasks

faced by the subjects. This point is taken up for further discussion in

the next section. ' ' A _ A . .
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The question of constraints on rate of information processing

due to input limitations has also received attention in the literature

"concerned with human channel capacity. Here however the type of ceiling

effect to be anticipated is no longer associated primarily with rate of

processing of markers, but rather with the number of chunks of information

which can be apperceived at one instant. The distinction is the same

-as that made by Jakobson (Jakobson and Halle, 19563 Jakobson, 1964)

between selection and combination, Jakobson observes disorders of
aphasia, associated with the successful.decoding and encoding of verbal

information, can be grouped under’ two headings§ similarity disorders w-=

.which occur during the input of information ~ and are a product of an

inability to select information - and éontiguity disorders =-= wﬁiéh

are éssociated with difficulties in combining elements into the-
appropriate output patterﬁs._ There are thus twoAtypes df relétionship
among stimuli which organisms must deal with in thekprocess-of transmitting
information. The effegts bf information overload on the output, or

contiguity, organization of behavior have already been discussed; input

or similarity constraints have received equal or perhaps greater

“attention. -

To understand the limits on selection of input, we must first

establish the capacity of the organism to discriminate differences.

‘Humans are very good at relative discrimination, which simply implies
. !

<

a comparison along a dimension or dimensions (essentially more or less

of some attribute(s) ); many tasks however require absolute discrimination,

dr:judgment in the absence of any external reference. George A. Miller (1956) 5 -,

in a famous article "The Magic Number Seven, Plus or Minus Two:




Some Limits on our Capacity for Processing Information", made an extensive

review of the literature on this subject, comparing the experimental

results across sensory modalities, and arrived at a principle of the
: 1 .

span of absolute judgment, which says that "there is a clear and definite

limit to the accuracy with which we can identify absolutely the magnitude

of a unidimensional stimulus variable'. (Miller, G,AAi 1956) . The subject's

ability to discriminate in absolute terﬁs has been evaluated by Miller

in terms of information theory, and he hés*estimated approximate maxima

of 2,5 bits in the judgment of tones (Pollack, 1952;'Pollack$-l953),

2.3 bits for judgment 1oudnéss (Garner, 1953), 1.9 for judgments of the
c0nceﬁtration of salt solutions (Beehe-Center, Rogers, and O'Connell,
1955), 3.25 bits for judgments of visual position (Hake and Garner, 1951).
The.limits are‘in all cases appfoximate: subjects begin to make éccasional
errors as the number of discriminations reqﬁired reaéhes three or four,
and increases steadily as the number'oé discriminations also increasesa.
Such upper>1imits of discrimination do not depénd on the range chosen:
follack discovered that Ehe same subject who could accufétely discriminate
5 high-pitched tones; presented in éhe series, and 5 low-~pitched tones

in a second series, could still ogly aistinguiéh 5 tones when the ensemble

included both high-and-low-pitched tones.

A comparison of these-results with those mentioned earlier for

AN

the single cell,-where Mountcastle, Davies and Berman (1957) found that

input intensity is coded in 7 discrete steps for thalamic cells, suggests

- that the limits reported by Miller may havé a physiological basise.

The importance of the perceptual constraints imposed by the span
of absolute judgment may be better evaluated when placed in the context of

Y




the complete perceptual system, First, they apply only to tasks which require

-absolute judgmentsy where the problem is one of relative judgment, the

same limits do not hoid. Secondly, the results reported by G.A., Miller
o s

N /
refer only to unidimensional judgments; most sense organs are capable

of simultaneous discriminations along more than one dimension simultaneously

- (leading, Miller to propose a second principle of the span of perceptual.

dimensionality). Experiments which utilize a two dimensional variation

in stimuli have demonstrated increases in information transmitted varying-

L
from 2.3 bits for saltiness and sweetness combined (Becke-Center, Rogers

and O!'Connell, 1955) to Lok, bits for dots in a square (Klemmer& Frick, 1953).
The addition of further variables increases the judgment capacity, but the

additional information transmitted is less than additive (8),

While the findings reported ﬁere indicate that there is evidence
of channel constréints at the level of;primary récepéion ofbstimuli (the
level of.input transduction), it is nét possible to go on to conclude
that these limitations explain the organism channel capacity discussed ' |
earlier. While a particular cell or orgén can be shown to have a limited
judgmentai capébility, the ;éggi of all information p?ovided by’tﬁe |
sensorium as a whole far exceeds the amount which can be usefully employed
by .the organism; The retina of the eye alone contains in the order
of one hundred million celfs, and the optic channel to the brain carries

about one hundred thousand nerve fibers. It has been estimated, for

example, that the ear is able to transmit 8,000 bits per second, the

-(8) Both G.A. Miller (1956)Aand J.G, Miller (forthcomingj-give a fuller

“yeport of the findings on which Lie conclusion is based.
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eye perhaps 3.4 million bits per second (Jacobson, 1950,-1951); J.G. Miller

has indicated that the channel capacity of the ovganism as a whole may"

be as low as 6 bits per second, and certainly not more than about 40 bits

per second.. The effective differencebetween the information provided
to the brain, and the amount it is able to use clearly requires an

explanation of a different order (9).

When in fact we turn from an examination of the informationu
transducing characteristics of the primary exteroceptor mechanisms to
internal processes of organigzation, it Beéomes evident that much of the
available sensory stimulation is immediately discorded, There appear
to be internal filtering mechanismélwhich are utilized by the organism

as a normal part of his perceptual process (10), Such mechanisms operate

© both within and between sensory modalities; = the effect of the filtering

is a reduced and more manageable pictﬁre of the environment; to which

the organism can more capably respond; .With réspect to the two most
important channels (for‘thé human),'the visual and the auditory§ the
process differs somewhat., The visual field normally contains a diversit§
of objects, to which we attend onl§'in part. Everything which is going

on in the field of view is not of équal importance, and we tend to

€

(9) cf, the observation of Quastler and Wulff (1955): "It is fairly

, certain that the limitations of information processing are
associated with the central part of the information~processing
mechanism, None of the limitations observed could be ascribed
to peripheral input mechanisms'. ~

(10) As contrasted with the "adjustment' processes mcntioned by J.G. Miller,

this customary resort to omission,filtering and abstraction seems to form

-~ an essential eclement of the perceptual system, Even the phenomenon of
information overload finds a useful application within the perceptual
system as a wholeian example is "“eriterial flicker fusion',wvhere the over-

loading of some cells permit certain specialized kinds of perception,necessary
- for example to film~viewing,
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" become conscious only of events which are relevant to our activities, so

* that other things in the periphery do not really exist for us. The eyes

operate by making sequences of saccadic movements, or jumps from one

fixation point to another, remaining fixated about 85 per cent of the

time. In this way, if important evehts occur in different parts of thé
Visual field, they can be scanned in a succession of fixations. ‘Such
scanning pfocesses~serve to permit the éye to select a point of attention
and to ignore other information; they dé not protect the inaividual from

overload when the eye is simultaneously trying to keep irack of more than

~one main information source. Mackworth and Mackworth (1956) projected

up to 12 sources of information simultaneously subjects through separate

windows. Decrements in performance as expected were associated with

(1) the number of windows employed and (2) the amount of overlap of

MesSSages.

The ear works on another principle from the eye, and scanning is
accordingly more difficult, Spatial relationship between events in the
audioscope are difficult to determine with precision, while the perception

of temporal relationships can be rather easily affected by overlap of

messages, irrelevant atmospheric noise and the like.

If two messages arrive at once, and if both are relevant (to be

‘attended to) the resulting overlap produced a considerable loss of

<

information (Webster and Thompson, 19543 Poulton, 1956). Broadbent (1954).

read lists of digits to subjects over separate channels into each ecar,.

. Under conditions of overlap, subjecﬁs appeared to be able to deal with

both sources at rather slow vwates of presentation, but as the rate of

pré€sentation increased, they increasingly showed a tendency to pay
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attention to stimuli reaching only one‘eaf. At certain épeeds, he

;- found that'alfhough inputs to oﬁe eaf were dealt Witﬁ before‘thoseA£o 
' the ofhef ear (fhe phénomendn of "prior entfy"), subépcts_were able to
~ retain additiona{»information in memory fof a relatively short'peribd.
 These reéults, as noted earliér; depended on the amount éf ihformafion :

associated with each message source: messages which convey little

information can be dealt with simultaneously, while with more information

overlap produces correspondingly greater decrements in transmission.

In general, if some information is to be retained, and some

discorded, the ear is better able tb"select out. the wanted portions of

‘the message if the sources can be isolated, e.g., by being fed into
 different ears, Hiish (1950) and Kock (1950) sdeed that‘nQise'has

less effect on intelligibility if, for example, two loud speakers are

émployed separatedAphysically, one for the relevant sigpal, the other

for noise,

The findings reported here apply only to information-reduction

. processes within single sensory modalities; there are in addition losses

due to interaction between multiple éensory iflp_utso In general, it appears

~to'be possible to carfy out simultaneously two redundant tasks involving
" more than one sensory modallty. it is sometimes possible to drive a car

and at the same tlme engage in animated discu551on.’ This éapability is

N

”.in turn limited by tne 1nf0rmﬂt10n~proce551ng cequlrements of the separate

tasks involved, However, when c‘uby*cts are requlhed to perform simultaneously

visual and auditory scanning tqsks, and if djfflcult matﬂr:al is presented

- torone‘channel and easy material to the other, the easy material is

: disregarded‘(ﬂarris, 1950), When there is'oVerlap-inVclving symbolic




e 32 .

material, presented rapidly, then one sensory input is disregarded

completely (Mowbray, 1954). The presence of noise iptensifies these

effects (Broadbent, 1953).

/

7/

Where the inputs arriving via different sensory chénﬁels are
non~competing, there is some evidence of afferent stimulus interaction
(Hull, 1952), The effects however are hot neceésarily ad&itive; frequently
it appears_that where there is ambiguity in the interpretation of a
stimulus receiver on one channel, the informétion provided by another
sense is ﬁsed as a means of verifiéation (i1). Thus there ié a tendency for
observers to inte:pret the directionality of sounds by means of an

apparently related visual event (Thomas, 1941). When interpretations

“clash, it is the vigual information which is given priority.

A general result in the experiﬁents discusséd here i; that where
there is competititon among signals, in the sense that alternate stimuli
are present to be attended to, then the organism shows a tendency to
Sllppress one éource in the interest. of continued successful reception of
another'source.j There are twé wayéxthis can be explained; First, since
thelconcept'of suppression suggests a form of‘inhibition, we might suppose
that peripheral sensory'maskiﬂg alone is sufficient to eiplain the

difficulty of the organism in paying attention to two high-information

" sources., Broadbent (1958) rejected this interpretation in favor of a

. . >A N - I} K} .o .
- second explanation which supposes a role for mechanisms originating in

[}

" (11) Birdwhistell(1970) has proposed that. our use of non-verbal cues

has a similar function in communication,



. (. ‘ C thvev dentral nerv_éﬁs sysi:em.. The evidence for thiis conclusion ‘c.:.omes
from an examination of experimental eveidence concerning the effect
~o£ inétruqtions on subsequentfperformgnce, When ﬁhe‘subject is ésked
twoAquestions-éimultaneously, if the experimenter aﬁqpunces which voice

' ' 7 o
is to be answered, the subject is generally able to respond as instructed;l

"In the absence of such instructions, or if the instruction is issued

after presentation of the stimulus, the performance of the subject shows

serious deterioration. Such results do:not sﬁpport a theory‘of

peripheral sensory masking.

More recent results provide considerable support.for Broadbent;s
péint of view, Sperling (1960) and Neisser (1967) have produced experimentalv
- evidénce‘which seeﬁs to be best explained by a theory of what Neisser

terms transient- iconic storage. When a visual Stimqlus is‘présented to

‘ - a subject, the sensation of the stimulus méy outliié the presehtation of
the stimulus. This is explained by tﬂe well~known psysiological finding
‘ that e;ch sensory modality is associated with a projection area'in the
brain. The concept of an iconic memory supposes that '"the persistence
of visﬁal impreésions makes them briefly>available for processing evén

T after the stimulus has terminated" (Neiser, 1967).

’g .. .' -
T _ . . The experimental ﬁethod éﬁployed involves the use of tagbistospdpic
display of stimulus material, The princibie éf tachistosc0pie-experiments
iS‘that the subject is shown extremely br{gf presentations of méterial,‘
i' L which is then re—preSented in successive exposures of gradually increasing
- o dufation;l Sperling (1960) used rectangﬁlar arréys éf letters such as
. ; e B '  | . . | ; 5;R3N_

FZR



which were displayed for periods of 56 milliseconds, too brief for the

eye té resﬁond activély by changes‘of fixation; In geﬁerai,nSquects
‘wefe:got able to.reaa mo?e ﬁhén 4 o£ 5 1ette£s (coﬁsiséént with.Miller‘s
rnéfion.a'"span“of attention"-qr Y“span of apprehensigp");~ Spérling‘thén .
‘ in§tfuctéd_subjedts to read only a siﬁgle row'of‘thé displﬁy; Subjects.
. were cued b& a different tone fqr each ro&, sounded;éiggg thel A
. tachistoscopic pfesentation. The resul£ was near'perfectvacpuracy for - '- 

the selected row. Averbach and Coricell (1961) showed similar results,

substituting a single letter for a row, and a visual pointer rather thaﬂ_

a tone, Sperling's results have been replicatéd by Glucksberg (1965),

From these results, Neisser has concluded that a visual input-
can be stored briefly, that it decays rapidly, but that while still -
present in memory, information can be read from it, .Subjects reported

that the letters were visually present and legible, even though the

‘stimulis had not any longer been present for 150 milliseconds..

A similar mechanism &associated with auditory input has been posited

by Neisser, who terms this auditory -storage "echoic memory'..

‘The significance of this theory, from the point of view of the
present discussion, is that it lecads us to the conclusion:that the act
of perception includes a process of “read-out" from the available ensemble

of sensory stimuli, or a re~codification of input into another form which

‘can be stored more easily. The translation of'recoding[must often imply

going‘from a visual to a verbal medium, Neisser argues from this that

“perception is not a passive taking~in of stimuli, but an active process

‘of synthesizing or constructing a visual figure. Such a complex constructive

-




‘of the rate of information transmission,

act must Lake ‘a celtaln amount of tlme" (Nelsser, 1968) Such

"analysis-bynsynthesls" requlres a concept of organlzatlon of actlvnty

iV

:based on what we termed early a contlgulty relationshlp. a capaclty

to comblne.acts in sequence. Hence, 1ncluded in the act of perceptlon,

is a performance which follows the type of orbanlzatlon we usually

associate with motor activity.. PerceptiOn includes an;activity in which

- successive steps occur, and as Neisser. notes, such an activity requires

time to perform. But, as argued earlier, it is precisely output activities

which are most affected by the rate of presentation of markers, independent

' The rate of presentation of markers has two possible effects:

(a) Since increases in rate of presentation necessarily must eventually

reduce the duration of the stimulus, there must come a point where the

brevity of display itself causes non-recognition. Mackworth (1963)
shewed that for values of less than 50 milliseconds, recognition declines
sharply. (b) Increases in.the‘rate of presentation of markers result in

increased “crowding" of signals into a given temporal period. In this

‘case, we should expect to find increasing confusion of one stimjlus with

the next, or "masking". There must in a word be a limit to the temporal
resolving power of the visual system. .= ° - o f:'{;5.~._»

A great number of experiments indicate the correctness of this assumption}

. an nnterestlng result assocmated w1th the theoly of an 1con1c memory is

the phenomenOn of backward masklng, in whlch a stlmalus presented later

asks or obscures an earlier one, which 1s ngll presenL as an 1c0n

(Sperllng, 1960' Eklksen & Lappin, 1964; Eriksen and Colllns, 1964)

Within thc analysls-by~syntheols model o£ perccptlon, the role of

-

.,attention is critical. .AttentiOn.determines what regiOn of the SENSoTy
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' .fieiﬂ.is to be read eut; or{re»eoded (lé).i The brecesses of focal
attentioﬁ.cannet eperate“on the whole field simultaneousl§; .Sueh
'_ptocesseslpreusutpose.soﬁe éegree of ﬁrior‘ﬁsettingf: .They ees_cbﬁe

-, into pley-enly‘after preliminary 0peretioﬁs.heve algeady segregated the |
figural units involved" (Neisser, l9§75;.tNeisser terms such pfeliminary_
0perations "preattentive_processes". They 'produce the objects which
leter mechanisms ere to flesh eut and isterpret". They ere~idestified

. with the performance of automatic motor responses, Tﬁey are in essence
crude, approximative images of the‘wetld,.often es:much determined by

prior expectations as by the nature of the stimulus itself.

fhis has s clear implicatien fof.the situation where a rapid
‘response is reqeired. Fehrer aﬁd Raab (1962) measured.latency‘of
.Vresponse to stimulus alone and stimulus followed: by mask (wnere only an
1mptesslon of movement was pOSS1ble3 and found no dlffelences. Fehrer
‘and Biederman (1962), Schiller and Smith_(1966)'obtained similar'results.
This finding illustrates the point that while, at one leYel, the.process
~of read»out or recoding is still underway, the organism hes already
begun-his response on the basis of‘e first sigtal that an cVent'has occutretl°
'"The mechenl sms whlch 1eg1ster this onset are d;fferent, S1mple1, and

aster than those which 1dent1fy the letters" (Nelsser, 1967)

This theory serves to explain two phenomenon alluded to earlier:
(&) the association of error with increasing informational content of -

the message, and (b)Kornblum's (1967, 1968, 1969) finding that reaction

::(12) np perccptual set‘ operates by aLfGCLng what the sub1ect does durlng the:
brief period of iccnic storage. This does not mean,however,that the set
affects only “response® and not “perception" ,,.Therc are no instantaneous

.. perceptions,no ummediated glances into reality. The only way to use the
- term Yperception' sensibly is in relatidn to the extended processes that
can go on as long as the icon continues". (Nelsser, 1968) ‘
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times in sequences of equiprbbable stimuli is significantly faster

N

for repetitions than for non-repetitions (13), Error is naturally

associated with increasing reliance on crude pre~attentive processes,

. ;. o
while the "setting" of attention should be expected tb6 follow the previous: |

behavior, in the absence of other clues.

The distinction between pre~attentive processes and.sécondary'

- recoding suggests in turn a reason for the relationship between information

presented and -latency of réépoﬁse. The éoncept-ofvinforﬁation is eduiValént

to that of variety, and is aésociated with the idea ofv“suprisingqess";'

The image formed from the operation of pre~attentive processeé is approximative
and indistinct: it permits the organism to begin an (approximative).

response thle more refined verifiication procedures can be accomplished

(and the response adjusted accordingly in the light of fuller informatipn);

The less informatiVe the stimqlds, it should follow, the more likely_fhe

imagé due to pre~atténtiVe proceéses'is to be accurate, and fhe more

cursory can be the verification process. The more informative the stimulus,

. however, the greater the extent of verification required, and the slower

" the response. Such a theory accords well with Mowbray's conclusions on

the effect of learning, since learniné.ﬁay be regarded as affecting both

the atitomaticity of motor response and also the accuracy of pre-attentive

\

(13) “These findings..,suggest that the -organism remains ‘set!' to transmit a

~signal like the one it has just processed more readily than other signals.
In this it is like an elevator that temains at the floor at which it

was last used rather than returning to the main floor!, (Millgr;‘
forthcoming) ’ e S : o

\
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‘processee (14),

The Communication Model in Perspective

The,late.fifties, roughly the period when GJA, Miller‘s articles and -

y Broadbent‘s book appeared, appear now to be the hlghuw ter merk of

. enthusiasm for information theory. There was more than a slight tendancy

to state flatly that the human oxganism could be described as a .coomunication

. channel. Even then there was an awareness of the limitations in the

l_,'\

) .

applicability of the communication channel model: as G,A, Miller (103
observed ironically: "It is an act of charity to call man a chsnnel at all,

Compared to telephone or television channels, man is better chzracterized

as a bottleneck", Subsequently, there has been if anything a further

~backing off from extreme positions on the subject, J.G, Miller, for

ehamole, appears to use the channel model more because it permits him to

group together a variety of phenomena and hence to perceive_certain general

trends in a lar ger ensemble of research flndlngs than would otherwise be

possible; he is extremely careful to point out the limitations in the .

generality of the model, Such a use of models to provide.a tocl Zor

"empirically derived generallzatlon is 1n the . best traowtlon of science:

one important criterion of any model is not so much wvhether it "explains™

a phenomenon, as whether it WOrks. Within 11m1ts, the communi cation

- channel model works, and its use is accordingly‘justified. Both on
. < . . . R

e

‘.

(14 Jhiq line of aLgUﬁent -appeaxrs compatlble with the apprOacH to

signal detection utilizing statistical decision treory See
9wetu, Taaner and Blrdsall, 1964
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'.1ntu1t1ve and on ehperlmental glounds, Jt is corlect to sLaLe a

1‘»relatlonsh1p betweon stlmulus uncertalnty and . rebponse laLency (and

S f‘ultxmately eff1c1ency of response). _ o

7

jFurthermore, these results are not limited to:the somewhat

unreal circomstances of the laboratory. Richaro Meier has observed
“eihiler conditions in‘organizations which ere-subject to periodic oyer;
_loading, soch as libraries, stock market exchaﬂges°‘ Meier (19625
describes the eVentuai breakoown of infotmation processing that occhrredt
in the.Ameriean Stock Exchange, in 1é59,_followihg a sudden_qoadrupiing
of orders. The relevance of this example to the.information overloed
hypothet s has been pointed out more recently by J,G. Mlller (Lorlhcomlno)
:The ex tent -to which conditions of superabundance of available 1nformatwon
‘and the resulting effects on habitants of the (increasingly wired) city
;has heen discussed recently by Milgram (1970). We ean hardly doubt
therefore the validity of the overload hypothesxs and its pertlnence to

the themes set oat at the beginning of the report

.

| There.are however difficultiesh‘ELéndng (1968) has oointed:out
. serious inconsistencies in the application'of~the ShannOn-model_to choice
':fgteactlon experlments.'.éhannon's concept of chennel'oapacity was linked
to that of codlngt. 1f the entropy of the source is Teesithan‘or equal
S tlhgto the channel capacxty of the transnlttlng system, then there muet be a‘
';;codlng system‘whlch will permit transmlss1on-of theesource message with

. an arhitrarily small error rate. To establish channel capacity, we would:

.

. :. - " thus have to be assured that the original message had already been recoded
(1\3-"¥ . in opt:'Lmal"formo But this in turn requires the examination of messages,
A . : o . . B : -

- if necessary, of infinite length, which in turn implies a (possibly infinite)
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B codihg delay; Clearly the analogy with most choice reaction experiments

does not hold: whatever the reason for bréakdown,’of the confusional
state, it can hardly be argued that the reascn is that channel capacity

has been exceeded, since the definition of capacity.implies a condition

- of optimal coding, which cannot be shown to hold in the choice reaction -

experiment, Furthermore, Laming argues that the encoding system is
embodied in the performence of the transmitter, which is to say the

display system, and this is an invariant in the experiments we have

been discussing, with the result that optimization of the transmission
rate could not have occurred. Breakdown may be associated with varying

‘levels of information, but cannot be a consequence of exceeding channel

capacity. Hence the way in which Miller states his hypothesis (p. 17

of this report) is based on a misunderstanding.

“The simple manner in which Shannon's measure of entropy has

--usually been applied in psychology has already been criticized by

- Cronbach (1955), This measure applies only to ideal channels, in which

messages are infinitely long, in which an infinite coding delay is

. acceptable (though'not always necessary), and where complete and accurzte

knowledge of the probability structure of the signal series is stored in

5thg system; In a choiéenfeaction experimént the messages are, of

'neceésity,.very sﬁort. Thelvery design of the eXperimeﬁt.requires.that

- each signal must.be p;séed‘completely ﬁhrough the‘system, encoded, tranémitﬁeé;

- and decbded and the rééponsg registeréd, Befére the next signal is emitted
'_:fromvthe_éourceo' Reaction time must théreforé in#lﬁde not éﬁly t:ansmissioﬁ~
.'vtimes ﬁut élso the time required to eﬁcode and.decode the meséage and to

‘ éxe¢ute the message" (Laming, 1968);



Evidence from at least one experiment (Kirchner, 1958),
indicates under conditions of enforced delay of response, there is a
decrement of performance, rather than an improvemeﬁt as should be expected

if in fact human beings could be compared to ideal cdmmunication channels,

where fherefis a delay of more than three signals. ZPresumably other

constraints.become operative at this point, e.g., memory. Pefhaps’sohe-
remarks of G.A, Miller should have received'moré attentioﬁ than théy have:
"The most glaring result(of the choice~reaction experiments) has been

to highlight maﬁ’s inadéquacy as a communication channel... it is my own
opinion that man's peculiar-gift is his ability tb disco&ef new ways to
transform, or to recode, the informgticn vhich he receives, It seems to
me that the very fact of éur limited capacity for processiﬁg information

has made it necessary for us to discover clever ways to abstract the

-essential features of our universe and to express these features in simple

laws that we are capable of comprehending in a single act of thought;

We are constantly takiﬁg information given in one form and translating

it into alternative forms, searching for ways to map a strange, new

phenomenon into simpler and more familiar ones., The search is something

we call "thinking"; if we are successful, we call it ‘understanding® "

. (Millexr), 1956) (15). -

Following Laming's argument, it would appear that the greatest
value of the communication channel has been as a heuristic device, to

lead to the posing of a number of useful questions. In the next section,

»

" (15) Although Miller himself in another article of the same year also used

the term channel capacity in much the sense criticized by Laming.

.




however, wa'will attempt to show that the channei'modelg'precisely
because of its heuristic function, has tended to limit attention to
a somewhat narrow class of phenoména.- An attempt will’ then be made-to

" ‘develop an alternative approach.
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* A REVISED APPROACH TO THE OVERLOAD HYPOTHESIS -




.. Limitations of the Concept of Transfer Function

i G-

" Much of the literature of information\OVerload has been couched,

- as we have seen, in terms of a model of the individual as a;communication

y

" channel, which in 1nput exhibits the 1rritab111ty common to al] 11V1ng

forms, but is otherwise the passive transmitting instrument of ;nformatlon-

;carrylng events which impinge from the external environment. Its output

reflects in appropriately transformed mannern only these input events.

" Information overleoad in this perspective is uniquely a consequence of

features of the stimulating properties of the environment (16). VWhen
overloaded, therrganism adopts a strategy of defense, shutting off the

information stresm at its source, leaking it, filtering it, and so on.

The''strategies'" cf defense are passive mechanisms and in no way affect:

the essential concept of the organism as a pipeline or channel between a

given input stimulus and an outpﬁt response, but a pipeline which carries

information, rather than matter. - o ' E \

‘This model of the organism is exemplified in the concept of

“transfer function". Experimentally realised, the transfer function implies.

the presentation of a stimulus (S) at time (t) and the observation

.

of a response (R) at time (t+ 1), It is a transfer function if the

‘response is a (perhaps non~linear) function of the stimulus, and of no

other variable, i.e., R t+1 = £ (S t), In this section we will examine

(lﬁ)‘cf. Lipowski (1971): "By attractive stimuli are meant those which

arouse appetitive and approach tendencies in paople on whom they
Ampinge. Overload implies excees or surfeit of such stimuli, in that
_they exceed the individual's capacity to nrocess, choose, approach
and consurmate'.
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2

the utility of the -concept of transfer function, and,Ain so'doing,

.
4

provide the basis for a diffevent approach to the modeling of organismic

v

functioning -and information overload..

Bair (1971) has reCentiy distinguished three types of inpotn.
i-ohtput'functioni which correspond to three models of informatioﬁ-orocessing;

machines., *The functions performed by man on received information may
be divided-nestly into three categoriés of\tasks;‘information, conseivation,

reduction, and creation, which'subsume mere specific functionsilsbelléd

. transforms",

Information Conservation

-In an information conserVation model, not-only is ihe output
-assumed to be a direct function of the input; i;e.,‘ Rt +1=f (St)
but also the iunction is assumsd to be teversible. Tﬁat is, given an
output, and knowledge of the transforiation performed by tho orgaﬁism,
‘the original stimulus inpui coold be determined. The machine.which
oorrespohds to this model is subject to two major difficultiesi rastm
- i'_' er?of and dropouis (omissions, in Miller's terminology),‘both.of'whioh

ﬁay be represented in informaticn theoretic terms as noise° This modél

~views man as essentially a re~coding machine, ultimately as a transducer,

N

Graphically, the transfer function can be represented in the following way:

q
Noise

e

\ 2 | 8 >— e e REEAS)




Information Reduction

f".Experimental conditions which: exemplify the informatiéﬁ
conservation task are described‘by J.G, Miller (1962):

. “"To test our individual subjects, we designed
~and built an Information Overload Testing Aid
apparatus, which we refer to as an 'I0TA',
This is arranged to present stimuli to the subject
on a-ground~glass screen which is-on a table .in
front of him. He responds by pushing the proper
buttons., Stimuli are thrown on the back of a
screen by a projector, a perceptoscope, which
shows movie film at rates of from one to 24
frames per second. Our film presents black
arrows on a white background, appearing in from
one to eight of the eight two-inch vertical
slate which run down the screen. There are - '
. 8 possible angular positions, like those of
clock hands, which the arrows can assume.
There are 8 correspounding buttons for each
. of the buttons being used... If an arrow in
Position b appears in Slot 3, the only : o R
.correct response is to push Button b of the ' L
set for Slot 3%, - . .

The transfer function, in the literature on information overload,

1

is effectively the criterion function, since less than complete conservation

of information is regarded as unsuccessful response! the next class

~functioné to be discussed tends to be regarded as "defenses" adopted by

the individual in the face of overstimulation.

Information reduction machines produce a systematic loss of

\

information, while at the same time maintaining essential features of

the iqput.v The associated functions are thus not in general reversible.
Reduction models may be further classified according to the type of

reduction involved:
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.‘Filtering

" The. concept of filtering is that some types of input

are systematically gi#en higher priority than others,
: S A ,

//

. or that some inputs are consistently.screened out,

. _ignéred, lost.

ii')A

Condensation (Abstraction)

In condensation, none of the input information is

ignored, as is the case £or'fi1teriﬁg. Rather the

- signal is processed to produce an output which

fepresents in reduced form the input. Arithmetical
operations such as addition, substraétiOn, multiplication,

division, are examples of condensation., Machines capable

- of condensing information require a memory capacity.

" First, the machine must store an algorithm or program

-which is capable of providing instructions concerning

the steps involved in the reduction. Secondly, the

input information constitutes data which frequently must

be held in short term storage while awaiting processing.

4‘Graphically, we represent memory éapacity by a self-

_ terminating loop, as follows:

M

£ B
N TN

N R=£ (8,0
/7 o A _
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11i) Contingent transformation.(Sequential Processing)
 The CGncept of contingent, or sequential, processing of

“.information is similar to that of condensation; however,

- .in contingent processing, it is. further rgduired that the

v

. ‘  output of one program serve as the input of a second. The.
‘relévénceiof tﬁis model for human éoncept'formation has
.'been discussed by Hunt (1962) and Bigderman (1966). In.

"'agdifion to memory, such a machine includes a éelector,
 or exgcutivé, component, wﬁich-guarantees‘that the -
operétionS'or subroutines are performed in thé appfopriate
_'orde?' The analogy of é ébmpuper progfamAhas been widely
employed to illuminate the processes involved iﬁ contingent
tranéformation of‘informaﬁion.‘ Gfaﬁhiéally, such mulii-
']Staged algorithmic transformations are represénted\aé

programs with programs contained within them:

NS N s | e \E
7 ‘ . 7 o

N
N

s

Information Creation

"Bair (1971) discusses a transformation which he relates to

information creation tasks and which he refers to as a Yone to many

. mapping of stimuli resulting in a greater output than input", The

N
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\. - sense in which he employs the term “mapping' is evidently not the same

as its conventional use in mathematics. A one~to-~many “mapping" implies

the existence of further unspecified variables. From Bair's discussion,

/ .
it appears that two fundamentally different models are involved:

i) Information retrieval

The example given by Bair is the task of multible

word association, in which one stimulus word produces

~-a chain of output responses. 7To explain this phenomenon,

1

we require, in addition to the notion of a prOgram; a

- ~long~term memory. Within the memory, data in the form.

-or words are organized by a principle of association,

L so that the stimulus word serves as an entry point to

the list. The output is then dictated by the program

instructions (presumably including a "stop' rule), and

. by the organization of the stored

list of woxrds. The

output is therefore no longer a function only of the

input, but also of memory. Since

memory in turn implies

a previous process of learning, the new output is in

effect a function of the present input,. previous inputs,

« _ e and (for reacons explained in the

next section), previous

- outputs. This cannot be considered a “transfer' function.

4

ii) Match-mismatch feedback

In a probabilistic learning task,

required to decide ‘for each trial

Q., S - sequence of trials which of a set

If the subjéct.receives knowledge

the subject is
in a continuous

of events will occur.

of the results (KR),
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~ he yil; tend to ase this information, which prévidgs
~him with qlueé ébout thé.brobabiiities of thé events,
+ in order tb guide hié subseﬁuent choice behaﬁidr;-
(Hilgérd and Bower,'l966; Schipper, 1967;/%osner; 19655.
(1) énd'(ii) above differ principaily in the memory |
‘ requirements, and ﬁhe immediate réle of feedback in

the process. Graphically:

\V

‘Re+l= £ (St, Re-1)

\V

L,
Feé&back

This discussion reveals a fundamental difficulty inherent in

much of the discussion on information overload. Whether one likes or

~dislikes the term "“information creation' as a label for information

~retrieval and feedback, it is apparent that memory and learning are

very nearly universal elements of human behavior, and a theory which
is restricted to expluining behavior in which these fundamental processes

) -. q . :‘ . . . i '0 . N
are absent, is excessively limited in its application. Yet, as we saw

earlier, the main hypothéses of information overload have pre-supposed

that behavior could be viewed within the frame of reference of a transfer
function, We have seen that this assumption fails to hold for information
creation tasks, In these 1attér instances, since the output is a function

A
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‘of variables other than the immediate input, the range of variation of
information content of the stimulus input should be found to have less
importance in determining the output, and this is in fact what Bair
. . T o :
concludes fromkhis (admittedly cursory) review of the 1literature:
- » “The generalization that task difficulty increases
‘ with increasing transmitted information has been
-shown to be not entirely applicable to information
creation tasks. In information creation tasks,
reaction time is more closely correlated with
response uncertainty (variance) rather than
transmitted information'. (Bair, 1971)
The difficulty appears to be twofold: (a) insufficient attention

has been paid to the function of stimuli for the organism, and (b) sources

-of information have been too narrowly defined with respect to the organisme.

The notion of the human as an information channel seems to have
blinded workers to the purposive aspects of behavior: for the most part,
organisms do not passively receive stimulij rather they actively seek out

A

sensory information. The connotation of the word stimulus itself suggests

~

-~

this.

The point can be illustrated by reference to a simple example
drawn from everyday experience., We can imagine a man walking down a'long

flight of stairs. For part of the way, the steps are quité broad, so

- .that the walker has to take two steps to cross each step and one pace

9

down to the next. - At a certain point the stairs curve to the right,
then straighten out, but at this point they become narrower, while the -
M1ift" between each: becomes higher. Eventually the walker veaches the

street and turns left.

’
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" ‘Suppose thé?manvis buried in thought, so that most of the task

occurs "automatically'", " If the steps are long, the waikex quickiy falls

into a rhythm of two across .and one down. The only information he now

- needs is-a stimulus which indicates that he has to change from a two-and- .

e

: : y ‘
one straight-down program to a two-and-one right-turning to a.one-~and-one -

 straight down to a flat-surface left-turning to a flat-surface straight-

. ahead program. How are we to evaluate stimulus input information in this

case? It would seem most useful to perceive visual information as consti-

“tuting signals by which the full complex program is organized. Any explan-

-

“ation which emphasizes that the individual appears on observation to ac-

tively organize his head movements in order to "scan' his environment for

the needed cues to change his behavior and hence suggests selective atten-

tion and information-seeking behavior is likely to be a more adequate explanation

than one which begins by a descriﬁtion of the uncertainty in the.environ— =
ment, We coﬁid imagine of pourse that the sét.of staifs is a stimulus pre-
sented to the walker and his walking is merely the appropriate response
(there are in.féct certain advaﬁtages in conéeptualizing.itiin this way),”

but in order to do so we should have to take account of the role of purposé .

2

‘in the resulting "experiment.!" There is no outside experimenter to set the

\ .

criteria for successful performance of the experience; it 'is the walker's

own objectives which establish the order of presentation of stimuli.

CA-re—examination of the experiments of information oﬁerload'in the

light of this discussion leads to the abandonment of a theory of '"transfer

- function",. and in turn to the abandonment of the communication channel con-

"~ cept. What the experiments using reaction time as a criterion effectively

P
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in’ our view,,must.take into account in addition the purpdses of the indi-
“vidual, the progfams he is executing, the importance of feedback and the . | ﬁ;-
.role of perception in providing appropriéte signals for the carrying out

- of his.programs,

~have recently been shown to be in turn subject to experimental manipula- ) -

‘tion (Schacter, 1964). By the internal environment is meant the function-

w53 -
demonstrate is essentially that a persbn can only run so fast down a set

of unfamiliar stéps in the fog. A fuller account of information overload,
A . - . t

" There is, as suggested earlier, a second difficulty related to
the definition of enviromment (and hence .source of stimulation) generally"
employed. The experimenter has generally been able to manipulate the con-

ditions of the external environment. It tends to be overlooked however

that there is a second environment, the internal environment. (Deese, 1967,

pe 473 Miller, Ratliff and Hartline, 1961). Such internal environments o

-ing of the organism itself, and the numerous internal processes by which

the individual accomplishes homeostasis, The same information processing -

system which receives information concerning external events also receives

-messages from the internal environment. These latter messages serve in a

certain way as an index of our success-in responding to changes in the ex~-

ternal world,

N . . . -

In this context, we may view the individual as being the recipient
of two ovrders of feedback, one direct, one mediated by the dependence of

the states of the internal environment on those of the external environment.

The conclusion to be drawn from this is that we may not safely in all -




ceses ignore the effect of variables other than those of the,immediate-
stimulus confmgur&tion when evaluatlng the effects of rates of 1nforma~'
tion on the pcrformance of the indlvldual We must thus be sure how the

subjects situates the stimulus within his image of the/WOrld.

‘Plans and behavior

At this point we will attempt to outline a somewhat different

approach from that exemplified by J. G. Miller and others. 1In this re-

‘vised perspective, .the role of plans in behavior will take on a greater

importance., We will in fact hypothesize that the confusicnal state occurs

._Wh»n ‘the organism is -unable to complete a plan or program., We will then'

want to inquire how different condltlons of information avallabiltty affecL

the carryinngutAofmplans.The overload hypothesis will then be re-stated,

Rather than visualize the oxganism as a channel for the transmis-

sion of information, we conceive him as exhibiting behavior which is guided

~

or produced'by a program, consisting perhaps of a collection of subroutines,

iy

~which are stored, which can be occasionally modified and'supplemented, and

which are available to be called up by appropriate instruction from the

main program, Such subroutines are in fact conceived as being triggered

&

by specific stimuli.

" Such a model of behavior has been shown to fit a variety of patterns

. of behavior observed among organisms less developed than man.

The larvae of barnacles will swim upwards towards the surface -

- or downwards towards the bottom of the sea depending on the relative warmth
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- or cold. This program could be'rebresented as the followingﬁ

‘SUBROUTINE DEPTH;

IF TEMP'_j K + A THEN CALL SUBROUTINE .,SWIMDOX\TI\\I;
ELSE IF THMP ¢ K - A THEN CALL SUBROUTINE SWIMUE; |
. RETURN |

. STOP

Additional examples can easily be added: Ethologiéts have for
.eXaﬁple made detailed analysés of the behavior of the sméll fiéh called
the stickleback which show that explicit cues are required in order to set
into_mﬁtibn an entire sequence of béhaviof; There is a term for such sti-

muli: "releasers't,-

The notion which is employed by J.G. Millef of the ofgéniém as
a set of subsyétems thfdugh which information is relayed is not dissimilér
to that of the reflex arc: stimﬁlus.ﬁ,receptor-e~afferent ﬁerve-ﬁ»connectiVe
fibefs-e-efferent nerve——».~effector-—fresponse.18 The concept of information

processor as a collection of subroutines organised by an executive routine

-

is of a decidedly.different order:

- The neural mechanism involved in reflex action
cannot be diagrammed as a simple reflex arc or
.even a&s .a chain of stimulus-response connections,

-

18) CE. Miller (1962) Where he identifies the following set of subsystems:
Boundary —. input transducer -— internal transducer -~ channels and nets —
decoder.—~ learner — memory —- decider .— encoder — motor or output trans-
ducer, : : -
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A much more complex kind of monitoring, or
- testing, is involved in reflex action than
the classical reflex arc makes any provision
! . N for. The only conditions imposed upon the
L _ o " stimulus by the classical chain of elements
' . 0 » . - .are the criteria implicit in the thresholds
P o of each element; if the distal stimulus ig
' ' strong enough to surmount the thresholds all
along the arc, then the response must occur...
The threshold, however, is only one of many IR
different ways that the input can be tested. '
Moreover, the response of the effector de-
: . pends upon the outcome of the test and is
] : ©  most conveniently conceived as an effort to’
i : : N - modify the outcome of the test. The action
. U is injitiated by an "incongruity" between the R,
' state of the organism and thHe state that is L
being tested for, and the action persists un- - e —
. _ - ' til the incongruity (i.e., the proximal sti- ’ ' ‘
- mulus) is removed. The general pattern of
reflex action, therefore, is to test the in-
put energies against some criteria established
in the organism, to respond if the result of
"the test is to show an incongyuity, and to
continue to respond until the incongruity va-
‘nishes, at which time the reflex is termina- - oL
_ted ... Consequently the traditional concepts o
of stimulus and response must be redefined e A
and reinterpreted to suit their new concept. -
- Stimulus and response must be seen as.phases
‘ ' of the organized, coordinated act ... Because
stimulus and response are correlative and
contemporaneous, the stimulus processes must
_ _ - be thought of not as preceding the response .
' _ , but rather guiding it to a successful elimina-
' ’ ' tion of the incongruity. That is to say, sti-
o . : ‘mulus and reSponSe must be considered as aspects )
i ' - ’ .of a feedback loop. . .. o L
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The,organism, .in such a model, is conceived to be continuously divected
by a program in which control passes from one subroutine to another, and

? - . one from stage to stage within the subroutine. The organiéms performs ope-

-~
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" rations (output) and makes tests (input). It utilizes sensory data .
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in order.to aCComplish certain outcomes; it is séretching a point to
consider this as the transmission of informatidn'ih the sense of é'channel, : f.
although acting like a channel is one possible task which the organism cgn>
undertake, ~ . _' o S ‘ . | _‘A. SRR ';l>\'7'

.

The efferent control of sensory input

" is that it takes insufficent account of the fact that man is a general pur-

~pose machine, capaBLe of perfoiming many kinds of activity in a variety of

environments (ihéludiné, when.called upon,‘acting as a subject in a choice
reaétioﬁ experiment), If man is me£ely a-Signai traﬁsmisién system,.then
he is activated when signals are presented to.him. His‘behavior depends
on the nature of the sfimulus field in which he finds himgelf; we would

.
v

The real disadvantage of a communication or transfer function model -
not suppose him to look for stimulation. The advantage of a “program'

model is that it lends itself to the explanation of adaptive behavior.

However, it also implies some re-orientation of pefsPective with respect

to the inputting of information. This topic is considered in this section.

If the assumption is made that all behavior is guided by a program,

or plan, than it should follow that there is a set of choice points, .vhere

the presence ox absence of a certain indicator determines the choice of "

the next sequence of behavior. The thesis of central direction of behavior,

when contrasted with that of man as a communication channel, requires a

different interpretation of the choice reaction éxperiment.‘ In the latter,
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the subject faces a display panel on which an event is to occuﬁ_(perhaps

the appearance of a light, varying, let us say from red to yellow to.green)

and a control panel with parts he is required to operate (suppose'thrée

. S o 7/
buttons worked "R'", "Y" and "G"). He is informed that éach button matches

e

up with a single light, and that any time a light appears, he must hit the correct.

- button, in the shortest possible time. Other possible stimuli are now irre-

levant to the assigned program: the sound of a distant siren, the color of

" the experimenter's tie, the clock on the wall, Attention becomes riveted

on tﬁe display panelp and the motor mechanism is érranged for optimal res-~
ponse. The accomplishment of the task (or compleﬁion‘of the'programj re-
quires information. When a lighﬁ flashes on, the test is performed: "Red?
Yéliow? Green?'" and depending on the result execution follows, After veri-
fication to determine that the program has in fact been completed, céntrol

+

passes back to>stage one, ready for the next run of the program,

The concept of stimulus is defined by the functional role of informa-

tion within the program: it is not objectively determinable by reference to

external eriteria. The experimenter is reduced to infering the nature of

the stimulus from his observations of events in the environment of the or-

ganism and the organism's subsequent behavior; whatever stimulation is

potentially available, the "stimulus" is what- the organism responds to.

L

From this we should be led to suSpect'thét stimulus input mechanisms,

like motor output, are subject to central control. What evidence is there

for this assumption?.

4
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" In addition to the evidence presénted earlier in the discussion

" of iconic memory and pre-attentive processes, come ﬁhysiological evidence
* can be adduced»which supports the thebry of a measure of efferent control

‘ . i , , _
over input. Jung, Creutzfeldt, and Grisser (1957), Creutzfeldt and Grlsser

(1959), Jung (1958) have demonstrated that stimulation of the thalami¢ re- -
gion of the bréin stem may alter the critical flicker fusion of cortical
. neurones, - The nonspecific thalamic nuclei and the reticular formation

-are usually considered to. be the mechanisms which control arousal and at-

tention (French, 1957) and are the most likely candidates for the role of

the control mechanism which was hypothesized in the preceding discussion

(Wooldridge, 1963). French (1957) ﬁerformed an experiment which demons-

trated'the control of reflex motor reactions by the fetiaular formation.

The degree of a fesponée of an anesthetized monkey to knee taps was recoxd-
ed;'it was shéwn that activation of the getiéﬁlar formation affected the in-
tensity of thé response. French was led EoAconclude from a review of thé A

evidence that '"these centers can enhance or inhibit sensory as well as motor

- impulses, In short, the RAS acts as a kind of traffic centrol center,'fa~

cilitating or inhibiting the flow of signals in the nervous system,"

"The astonishing generality of the RAS gives us a new outlook on the

nervous system. Neurologists have tended to think of the nervous system

-as a collection of more or less separate circuits, each doing a particular

'job. It now appears that the system is much more closely integrated than

had been thought. This should hardly surprise us.- A simple organism such

~as the amoeba reacts with totality toward stimuli: - the whole cell is occupied

-
v
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in the act of finding, engulfing and digeéting food; Méh,'even-wifh his

10-bilion nerve cells, is not radicaily different. He'must focus his sen~

sory and motor systems on the problem in hénda and for §his he obviously

must be equipped with some integrating machine.

"The RAS seems to be such a machine. It awakens the brain to cons=

- ciousness and keeps it alert; it directs the traffic of messages in the nerv- - -

ous system; it monitors the myriads of stimuli that beat upon our senses,

accepting what we need to perceive and rejecting what is irrelevant; it
tempers and refiﬁes our muscular activity and bodily movements. We can gé
even further and say that it contfiﬁﬁtes in an impbrtant wéy to the highest
mental'processes ~ the focusing of attention, introspection and doubtless

all forms of reasoning'.

Granit (1955) found evidence that activation of the reticular form-
ation was capable of causing potentiation or inhibition of photocally in-

duced activity in retinal cells, indicating centrifugal effects. Hernin-

- dez-Pedn, Scherrer and Velasco (1956), in a famous experiment, determined

that activation of the brain stem area was able to depress afferent con-

~duction at the lateral geniculate body in the visual pathways, and hence

to produce a reduction in sensory impulses to the visual cortical recelving
, ‘ ‘ ,

‘area. . Their findings indicated that the effect was due to a true inhibitory

influence from the brain stem reticular formation., This influence was -

modality-specific. They concluded: "It appears that this effect is exerted

by inhibitory centrifugal fibers to the retina, and that their functional
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role, therefore;.is to block sensory impulses during attention, preventing

‘them from entering the brain, and from intexfering with the neural mechanism

. - ~
of integration occurring during that physiological situafion."
. . . /
‘While these experiments support & theory based on the concept of
a central control mechanism which directs the attention of the organism,
selects response programs, and supervises stimulus input, it does not state
on what basics reticular activation is brought into play, or how perception

occurs,

Pre-attentive processes

Neisser, it was seen earlier,'pfoposes a8 two-step modellof percéption:
in a first step, the organism was alerted and a rough general picture form-
ed; in a second, the information was read out in greater detail, Sokolov
(IQSOi has discussed in some detail the expefimentél evideﬁce for the me~
chanism termed by Pavlov an ”orienting reflex!, This feflex is non-specific;

it occurs as a result of any increase, decrease, or qualitative change of

a stimulus; and it produces as well a primary non-specific response. The

orienting reflex "is evoked when the neuronal model set up in the brain does

not coincide with all the parameters of the stimulus." The stimulus might

‘be a sound, cold, a shock:. "The orienting reflex is producéd‘not‘only %y

the stimulation itself, but by impulses arising as a result of non coincidence

between a certain cortical pattern (the model) and the applied stimulation."

Q

In addition to the generalized orienting reflex, Sokolov_identifieé

a localized orienting reflex, which is modality-specific. The function of .

Bumnakate TN
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- by Melzack and Wall (1965) to explain the findings concerning the eiperience
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this mechanism is to increase the discrimination power of analysers, as

-a result of dlrect sL1mulatlon through descendlng pathways to receptors

;from the retlcular format1on and the cortex.

7

./»_.

A tﬁeory having similar elements to that of Sokolov has been advanced -

of the sensation of. pain. While the full detulls of their theory are not

relevant here, the following conclu51on is pertlnent "It is now firmly

established that stimulation .of the braln activates descending efferent fi-

 bers which can jinfluence afferent conduction at the earliest synaptlc le-'

vels-of ‘the somesthetic system. Thus it is possible for central nervous

system activities subserving attention, emotion, and memories of priox
experience to exert control over the sensory input. There is evidence to

suggest that these central influences are mediated through a gate control

19

. system,

"The manner in which the appropriate central activities are triggered

_into“action presents a problem. While some central activities, such as an-
x1ety or excitement, may open or close the gate for all inputs at any site
.on the body, others obV1ous1y 1nVolve selectivey Localized gate activity.,

. Men w0unded in battle may feel little pain from the wound but may ccomplain

- bitterly about an inept vein puﬁcture +ee The signels, then, must be identi--

. fied, evaluated in terms of prior conditioning,'localized, and inhibited

19) The authors propose a modeL of such a system based on rather complex
feedback mechan1Sms.
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befofe the action system is activated.].we propose, therefore, that here

(SN

ex1sts in the nervous system a mechanism, Wthh we call the centlal Lrlggcr,

-«.l

that activates the partlcular, selectlve brain processes thaL exert conLrol\
. . _ . . :

over the sensory input,™
DI : _

The authors than note that certain pathways»projeétinc'in the brain

stem and thalamus arve extreme]y fast, and that message ‘arriving on theSe

S

pathways could activate selective brain processes to receive Subsequent

' afferent valleys arr1V1ng over more slowly conductlve fibers

&l

Each of these theories are built around the role of match-mismatch

e;;ot signals indicating variety in the environment vhich must be attended

~

" to." We must now explain how the subsequent information is analyzed.

~Goy

Perceptual analysers

_ Perception is not determined simply by the stimulus
patterns; rather is a dynamic searching for the

- best interpretation of the available data ...
It seems clear that perception involves going
beyond the immediately given data of the senses;
- this evidence is assessed on many grounds and

- generally we make the best bet, and see things
more or less correctly. But the senses do not
give us a picture of the world directly; rather
they provide evidence for checking hypotheses
about what lies before us, Indeed, we may say

" that a perceived object is a hypothesis, sug~

gested and tested by sensory data.

‘:Q'Gtegory, 1966
The process of perception will be illustrated here only with res-

Pect to the visual channel While the detailed processes of perception are
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very diffefent.for ofher chanﬁels, we assﬁmevherelfhéf at higher$1éveis{
much the same principles apply; |

‘ The ret}né is composed of rods and qones; the rbdg/beihg*COﬁnectéd
.in large groups to seéondary nerve fiber conductors, the cones being éonm
nected to4fewef indi#idﬂal nerve fibers, The‘experiments of Hubel and
Wiesel (1962) conclusively demonstrated that the retina functions essen-
‘tially as a pattern recognizing device, Single.éells in the visual area
‘of a cat's brain proved to respond only to certain patterns of stimulus
on the retina., A bar of light woula stiﬁulate a given gell only when pre-
sentgd at a certain angle; for other. angles‘the cell remained silent;:
Differentvcells respond to different angles.. The general principle which
these reéults illustrate had been stated as early as 1942 by Lashley:
WThe principle involved is that the reaction is determined By relations
subsisting within the stimulﬁs complex and not by association of a reaction
with any definite group of receptor cells," This accounts for the fact
that we see the $ame.object even though-its image happeﬁs té‘fall on’avdif“A

- ferent part of the retina.

Cells which are deeper'iﬁ the brain infern respond only‘to‘mofg ge~
lneralised charactefistics. éHubel and Wieééi,,1962). We aré led to viéw per=
- ception, from this evidence, as & process of identificétion of dimensions of
stimuli, of increésﬁpg geneiality as higher ofder mental processes are in-
valﬁed, and information>is integrated from additional senséry channélé. Vi«

sual impressions, finally, "consist of organized objects, seen against a less
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enough information about an experience to identify it even if some aspects

" are left out or distorted, Furthermore, it is likely that on first:exposure

.exposures., Ultimately, the code must be transformed from one based upon a .

coherent background. Discriminative reactions, when analyzed, are found

to be based upon certain generalized features of the stimulus."'(Lashley,

/

.7

" The primary task of perception in this view is identification and

- classification. This suggests. an explanation for our earlier observation
- that although the senses provide on overwhelming ensemble of information, the

--organism as a whole seems to transmit little. - The point is made by Morrell

(1967): " ... Information is processed .in pafallel in thousands of cells

so that the organism peed not depend on the reliability of any single element
for identifigation of an experience. ' These parallel chains need not all carry

exactly the same information and, strictly speaking, therefore may not ne-

cessarily be redundant. It is only necessary that the nervous system Yreceive

to a stimulus, the nervous system specifies it less precisely than after many

discharge pattern through time to one that is more stable, i.e. immune to

electrical interference, more disseminated, and susceptible of very much faster

. read"out.“ - ) s Lo . . . . ‘ . .‘ ) ‘. ..'.' \

" The point we are making is nowhere better illustrated -than by reference

to the classical question of why the world remains apparently stable whenIWe

"~ move our eyes - vwhy we do not experience the "swish-pan" effect of a film

or television camera system which also depends on an optic 'system similar in
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_some ways to that of the eye. Evidence now appears to clearly support
.an outflow theory of Helmholtz, which states that command signals flowing

outward to the eyeshead effector system are monitored by an internal loop

in the brain and fed into the analysié‘process in order te correct for headd

~

movements and thus retain stability of imége, (Gregory, 1966) . This pheno-

menon seems rather convincing evidence for the rejection of a simple trans-

fer function theory of information processing.

The importance of active analyzing processes becomes even more salient
when we turn to the question of recoding of perceptusl information into sym-

bolic forms.

* Symbolic representation of stimuli

We have proposed that the process of pérception includes a recoding,

or “read~out,", component; the necessity to suppose the existence of a read-out

mechanism becomes peculiarly evident when we turn to the question of how per-

ceptual data gets to be represented in symbolic (above all, linguistic) form.

. The simplest explanation - that each symbol of the language becomes, through’

conditioning, associated with certain stimull and thereafter functions as a
sign of the original significate - was effectively shown to be in certain res-

pects grossly inadequate by'Chomsky in his 1957 review of Skinner's yggbdl

Behavior. The theoretical difficulty is that the grammar of a natural lan-~

guage is capable of generatingion infinite number of syntactically well-formed

_sentences, and indeed in ordinary discourse '"new" sentences are constantly being

- produced, If meaning were the result only of conditioning, we ought to expe-
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rience great difficulty in understanding new sentences. The fact is how-

ever that we are presented with novel sentence often, and may have.nb trou-

ble in comprehending them,. Furthermore, the .process of human thinking, by

‘universal experience,involves the manipulation of symbols ,to arrive at con-.

clusions which are not derived divectly from empirical evidence, although

they may subsequently be so tested, S - R theories of language provide

relatively pooxr explanations for such a process.

N A Mread-out" model assumes that incoming sensory data are recognized .
as comprising one oxr another pertinent pattern., Thinking about the world
requires first that sensory impressions be mapped onto symbolic forms or ima=-

ges, such that, ideally, a one-one correspondance can be supposed to hold

between the symbolic image of the world and the world itself, All inputs

originating as non-symbolic events may be thought of as transformable into

-

symbolic equivalénts. If the image, or symbolic model of the world, is ex-

plicitly linguistic, then it consists of an enseimmble of sentences,

The problem which the individual faces is to keep his medel up to
date. How is this accomplished? First, we assume that he receives indicaw
tion of a mismatch between his existing image and the real state of the world
(perhaps via the orienting weflex discussed earlier). To alter the model,

a new sentance, or sentences, nust be generated. These may in turn be veri-

fied by comparing them with available sensory information. We ghould have to

suppose that sentences are generated sequentially, tested, and depending on

_the sign of the test, either the model is adapted, new sentences are gene-
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rated aﬁd/of additionai sensof& information ié.sought; :Andthér.way to-éx“V;
press'this-procesé is to describe it as hypothesis - ﬁesﬁiﬁg;‘ Since the |
ngmbe? o possible senténces is infinite, the brocess ié in priﬁciple nona.u
terminél.- Presumably howevef éther meéhaniSms'comejinto‘ﬁ}ay to iimiﬁ"tﬁe

process,

How are hypotheses confirmed and disconfirmed? The sentence which

is generated will have two logically distinct components: a referent or re-

ferents and a predicate which attributes something about the referent (s)
or states a relationship between referents. The referent may be an explicit

object (s) or a class (es) of objects. In the sentence "That rose is red",

the referent is "that rose"™ and the predicate is "“red". 1In order to verify -

"such a statement, two steps are required: first, a set of measurcs will have

to be decided on a priori for the concepts rose and red.' In their simplest
form, such measures are simply categories; in other cases, a scale may be impli-

cated. The consequence for the organism is that before encountering sensory

stimuli, he has available a set of classes into which we can order observations,

- Such an assumption is consistent with physiological evidence indicating that

- brain analyzers .are activated before other stimuli appear. Second, upon en-

countering sensory impressions, a decision must then be made concerning how.

to class the sensory impressions. Objects are discriminated. ' There are thus’

two phases: application of measures and classification of observations.

' When the measuring and classifying task has been completed, one fur-

. ther step remains, to compare the data against the original hypothesis: the
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. ~_obsewvations obtained are not data until they are made to serve the function

of mismatch or ‘error signals (in:the sense of hypothesis-confirmation and -

disconfirmation). The complete process from hypothesis generation to data
analysis is regarded as a feedforward .process: perception, in this model,
Leedlorward 3
e

consists not of passive reception of stimuli, but active obtaining of feed-

i - back signals-serving to modify a pre-existing image.

This approach assumes that perception resembles motor activity,

’

with the difference ‘that to effect motor events, instructions rather than hypotheses

are generated ("Cut the red rose' rather that "That is a red rose"), The ins-

. : tructions are broken down into separate actions,the changes of state in the

; effectors are signaled by means -of proprioceptive channels and evaluated

as mismatch or error signals, .The process is illustrated in Figure 3.

’
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Feedback and Information

; | Within the approach 6utlined.above, the role of feedback has been

given a tCentral place; it is seen to be essential to perception, to the

B

effecting of mofow activity, and ‘to ‘the control of behévior itself, At this
point, it is pertinent to enquire what revisions in our conceptualization of .

information are yrequired within this altered perspective.

tasivita s adlen - e sl 00n Sa s

* . The subject in a task situation is in a state of uncertainty, first
L " as to the nature of the stimulus which is to be presented to him, secondly
; 4 as to the nature of his response, thirdly as to whether his response was

Ycorreet”, in the sense that it reduced mismatch signals to within acceptable

limits. In the latter case, the task has been accomplished,

~~~~ - It was seen earlier that the amount of information contained in the

Vivar 48 (Lem wTla L

input sipgnal is identical with the reduction of uncertainty (and hence depends
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on.the ensemble from whichvthe input signal was drawn). Féedback.érovideé
kﬁowlgdge of the results (KR) of his response. It reduces uncertainty
concerwing the outcome of his respbnse. The informétibn value of the KR;
ér feedﬁack, depends on the number of kinds of KR which 9ould have been
sent to the éubject,'i.eg‘on tﬁe variety in the KR mess;ge ensenble.,

We' may define two pypes.of;KR: (a) intrinsic KR, which is feedback
that is either the result of propriceeptively available information (muscle
str.tch cues are an example), or is usually présent to the iﬁdividual in

the performance of a particular task (as for example in steering tasks,

where visual information can be used to supplement kinesthetic cues); and

(b),extrinsic, or augmented, KR, which is present only when an additional

feedback loop to those usually present is found, This latter type of KR

is peculiarly susceptible to experimenter manipulation: it may in many
i

cases simply consist of the experimenter (or his stooge) informing the

éubject how he has done. Augmented KR provides a means to Utrain® a subject
to perform a task atcording. to certain criteriai the subject should be
expected to continue to modify his behavior until he has eliminated or
reduced the mﬁsmatéh signals ~ in thiétsense the application of extrinsic

KR is equivalent to that of a reinforcement schedule.

This distinction permits a further. We may discriminate between

two types of experiment, according to the role played in each by augmented

KR: (a) skilled performance, and (b) concept formation experiments.

In.skilled performance experiments, the criterion for satisfactory
performance of the ekperimental task is unambiguous. In an experiment of

Trewbridge and Cason (1932), four groups of subjects were required to draw
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100 lines all of a specified length. After each attempt, the experimenter

provided augmented KR, of three kinds: (1) spoken nonsense syllables,

(2) right/wrong messages, and (3) magnitude of error messages. In the

control condition, no KR was provided. The results indicated the importance

of information to the subjects: in condition (1) and the control condition,

there was no improvement of performance; in conditions (2) and (3) improvement

occurred, with maximum learning in the case of (3).

Skilled performance experiments are not limited to motoxr adaptation
problems; there are also perceptual skills such as detection, manitoring

(vigilance), discrimination, judgment, identification and recognition.

In a series of experiments, Swets (1962), Swets, Harris and Rudloe (1964)

presented subjects with complex sound signals, permitted to take any of

five values on five separate dimensions. The subject's task was to

learn to distinguish between each tone; they were given options as to how

they would receive KR: e.g.. .

(1) prompting mode ~ typed answer followed by correct tone
then stimulus tone

s

(2) test mode "~ tone followed by typed answer plus
more detailed information along the
range of five dimensions.

(3) repetition -~ the computer repeated the tone ot
played-back tone corresponding to the
subject!s wrong answer 3

It was cohcluded that

(a) subjects engaged in a great deal of inefficient experimentation,
spending varying amounts of time in different modes exploring

various ways of receiving KR (mode 1 was most efficient);
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(b) an important effect of KR_is‘tb iﬁcrease the S'szgggig§§§
to respgnd rather thanAtO ;ncrease éensitivity to the signal
as sﬁcho

. P

The choice reaction experiments to which the hypothesis of information

overload has been‘mqst frequently related are based upon, for the most part,

skilled performance tasks, The effects of augmented feedback do not in

these researches appear to have received a great deal of attention. .

The application of extrinsic feedback by the experimenter, in crder to

£each! Fhe subject a standard of performance,,violétes the concept of a
transfer fuﬁction} The subject must learn to discriminate the. appropriate
stimg;i, understand which response can be acceptably associated with each
stimulus, and finally - '_learn torpefform thé correct response. In concept
formation experiments thg learning of the rules governing the appropriaté
correlation»bétween stimulus and response are made much more complex. With
respect to th;s type of experiment, it will be seen, it is more apprcpriate
to ask how much information is uséd, or must be used, to complete a single

correct response.

Hypothesis testing and the formation of concepts

"Opne might speculate that, in the adult human subject,
any task that leads to the search for a rule, for
example one that relates the subject's response and
the experimenter!s 'reinforcement! must first produce

- the specification of the rule before the rule can

"be applied... There is now adequate evidence that
the adult human organism will usually generate rules
or hypothes.cs whenever the environment demands some
consistency in behavior™, : "

~ - ‘Mandler, 1964
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. - ) - "The number of ways in which an array of events
‘ can be differentiated into classes will. vary with °

‘the ability of an organism to abstract features

- which some of the events share and others do not ...
Categorization at the perceptual level consists of

the process of identification, literally an act of
placing a stimulus input by virtue of its defining
attributes into a certain class ... By categorizing
as equivalent discriminably different things, the
organism reduces the complexity of its environment ...
To know by virtue of discriminable defining attributes
and without need for further divect test ... is to
know in advance about appropriate and inappropriate
actions to be taken.

Brunexr et al, 1956

Experimeﬁts in concept~learning are concerned with human beiﬁg's
use of information to learn or recognize”péttérns." In.a series of ex~
periments conducted during the fifties, Bruner, Goodnow and Austin (1956)
investigated some of the conditions under which subjects were able to attain

new concepts. In a concept attainment experviment, the subject is required

to discover a principle of grouping stimuli into equivalence classes: he

must determine the intrinsic attribute properties which serve to characterize -

members oﬁ a given class,  Experimentally two main elements are required for
_the peffo;mance.gf the task: a) a sequence of instances, consisting of pic~
tures of objects; geometrig pa&terns or even wérds, eaéh iﬁstance being cha-
racterized by a set éf attributes -1_ geomgtrica% figureé‘varying in size,

| "shape, color, ﬁumber, orientation, etec, which in another exberimental situa-~
‘tion would be simply referred to as stimuli, vSubjects are then ¥equired to
produée a single response to a.stimulus set a;cording td_the desired attri;
bute d%mensions. (Eor example, "'sort insténces of all-réd forﬁs regaraless

. - ' N : L .
. - of shapes as opposed to other~colored forms!). b) The second element consists

SRLAIT CaZy T T
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"~ of knowledge of the results of his attempts at identification (KR), ox

validation,for each presentation of an instance, The subject must be

able to assume an underlying pattern in the sample of stimuli presented
. , .

to him, and accurate feedback on the results of his guesses., Each at-

tempt at identification followed by validation provides the subject with

"information, since it constitutes a test which limits the number of at-

tributes the subject has to take into account in attaining the concept. -

A

There are two main types of concept formation experiment, de-

pending on the method of presentation of stimuli, and the freedom-of the

subject to control his feedback, Those two types of experiment méy be termed

(a) array sorting, and (b) serial sorting experiments,

In array sorting, subjects are presented with any array of instances
and are required to sort them into groups.

-

In g2rial sorting, instances are presented in sequence, either .
pre~determined or random, and subjects are asked to make a placement of them in
groups according to desired stimulus attributes.

. \ . . .
In array sorting, the subject receives feedback about choices

he makes as to whetherlie is right or wrong, but he is also free to select the

next instances because . the array is displayed before him., 1In principle’

* this allgwys him_to choose instances so that he can maximize: the inform-

L]
. \

ation in the KR,

'uIn serial sérting, the subject is shown one instance of the concept

and must choose whether or not it is part of the concept; then he is told whethex
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® o .
. o he is right or wrong. Hexre, the experimenter can control the next ins-
tance in the sequence and therefore the subject cannot maximize inform-

"ation received from knowledge of results.
s /

s
The.importance of'a‘“program“ model of information proces;ing
is more immediately evident when we turn to look at concept formaﬁion ex- .
>periments than for skilled performance experiments, iﬁ paft because the-
individual ié_reéuired by tﬁe design of the experiment to adopt a more
active exploratory role. The description of the "strategies'" employed
- ' by subjects given by'Bruner and his associates conforms very well to the
- model of subroutines: subjects tend to follow well-defined strategies;
"consérvati?e focusing", "focus gambling", etc, AThe amount of informatiOn;
to be gained from a stimulus depends,. in part, on the sﬁbjects previous
choice. This considerably extends the concept of the choice reaction ex-
periment, and allows us to place it in a'different perspective! as a sub-

- class of sequentual choice experiments which do not encourage hypothesis-

. formation.

Bruner and his associates foﬁnd, among other things, that the cho;ce
of strategies varied systematically as a function of the informationél, strain,'_
and risk characteristics ofAthe problems, Informétidn was varied-by both>amount
providea and by the form (positive versus negative instances). Cognitive
éffain was variéd~in.Severa1 ways, of which the one most.salient‘to ouf
éarlier discussion was a séeppingAup of the paée'of;pr,sentation.' Under con-

ditions of moderate information and low cognitive stress, subjects followed

.
. ’ . ’ Y . . ' L ' -’
/ . X N : '
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a program certain to provide a certéin amount of information.per choicé.
Under. no time pressure, this "strategy" guarantees eventual success. |
When time an& other limitations were imposéd,_it was found that sﬁbjects
fended to shift to a Ustrategy" in which, if théy were lucky, they éould
obtain ﬁuch information quickly, but which invoived considerable risk,

N

Tt was also found that under pressure of time subjects tended to fall

back on cues that seemed in the past to have been useful, cues that were

" most easily available or most easily discriminable, Finalfy, they noted

that under accelerated time pressure, subjects began to cast about in

search of almost any available piece of information, even though the wve=

sult wés to overwhelm their‘iimited information-carrying capacity. It appears
that with. increasing stress, Ghe"straﬁegies show a tendency. to degenerate

from orderly systematic search towards random search., (Perhaps. the latter is

. an exanple of what Miller terms the "confusional state'),

A further limitation discovered by Bruner, Goodnow and Austin can

. be traced to limitations of memory. The subject is reqﬁired to store the re-

sults of previous positive and negative choices. It is for this reason that

Bruner et al. hypothesize. that "negative'" instances tend to be underutilized .

i

by subjects: a greater meméry straifvis involved,

w S

In other research, 'Schroder, Driver and Streufert (1967) used a

y . A 3 3 03 * . .
- war game simulation which required subjects to integrate available inform-

" ation in order to issue a series of. commands resulting in the deployment

"of their forces on dn imaginary island against a.similar enemy force. The

experimenters varied the amount of information presented, input rate, and




" the propoxtlon of results callcd p031tnve and negative) They found that

increases in the rate of presentation of information at flrst improved

the information processing performance of subjects, but that beyond'a
4 : Ve

Fd

certain point severe decrements occurred. They also found, llxe Bruner et
“al, that negative instance depress performance. Under conditions of low

stress, subjects used more dimensions of information than under high stress,

when judgments tended to take on a black and white cast, stereotyped

thinking become evident, and complexity of. integrations declined.

The results reported by Schroder et al, support the view that’
under conditions of stress, it is the nature of the program followed by

the information processor which is affected.

The internal environment o

‘main, that of interoceptive stimulation.

In the previous discussion it was shown that KR, knowledge of the
results of one's choices, may be a source of information which is as important

as stimulus information. In this section, we loock at a further neglected do-

The role of the reticular foimation, and in particular of the thalamus,

in the control of behavior in general, and the execution of many simple

"program of behavior, has already been noted. Adjacent to the thalamus

in the brain stem is the hypothalanus, which is an important center for the

control and regulatadn of visceral proccsses of the body, body temperature, and
the glandular system. Hess (1857) found that stimulation of cells in
the hypothalaﬁus affected rate and depth of breathing; blood pressure, heart

rate, and caused vomiting and body elimination. Appetite is apparently con-

[N
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trolled by the hypothalamus: destruction of a part of this.region will

prevent an animal from eating no matter how hungry, or will cause it

to keep on eating, no matiter how satiated, 1In additionﬁ/emotion can
) Id

be aroused in an animal by stimulation of hypothalamus sites, fear, hos-

‘tility, rage. Additional work by Olds (1956} Brody, (1958) and others

demonstrated the existence of pleasure and punishment centers in the
brain, stimulation of which produced.evidence of hunger reward, sexual reward,

intense pain - in the absence of other external stimulation.

Sinée the gody for its continued functioning, réquires the main~
tenance of homeést&sis within a great variety of subsyé&ems (Cannon, 1932)
it is not surprising that the system responsible for monitoring and controi-
ling activities of the body should be closely associated with the program -
directing mechanism of the body responsible for activity upon the external»ehvi¥
romment. The organism remains informed abou? states of the environment in two

ways: (1) directly from the\exterOCeptive system, and (2) indirectly, as a

‘result of changes occurring within the internal ‘envivonment which can be traced
to changes in the external environment. We are becoming accustomed, for

- example, to measuring pollution as much by its effects on our internal good

- health, as by smell and tastes which often does.not provide good information;z0

The state of the internal environment is of primary importance, since if its

continued efficient functioning cannot be assured, the existence of the orga-

s -

20)An ingenious use of this fact is illustrated in the experiments of Schacter
(1964). . Schacter induced subjects under another pretext to take epinephrine,
which produces symptoms of palpitation, tremors, accelerated breathing.
Schacter found that subjects labeled their emotion by reference to conditions
in their external environment. ' : '

-
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nism is threatened. The state of the internal environment is a criterion
by which we sometimes evaluate states of the external envivonment. Beside

beliefs stand feelings, beside intentions, wants,
: : /

7
Most choice reaction experiments have assumed the states.of the
internal envivonment to be constant; however, there is at least some evidence

in the Schroder et al. experiments to indicate that effects of emotion cannot

) \
properly be disregarded. . These experimenters found effects due to what they

". termed "noxity" and “eucity", roughly unpleasant and pleas-nt environmental

rewvard, This suggests that the monitoring of changes of state, resulting in

. adoption of program change, and the -evaluation of possible effects, in not

restricted to thossoccurring in the external environment; the internal enw

vironment is also implicated.

The relation of communication to the information processing system.
The distinction between external and internal envivonments (and
hence sources of information), while somewhat important in its own right has

1.

& more important indirect consequence,

The effect of communication, the consequence of symbolic interw-

change, is to link information processing systems. We ask people to tell us

what they see, and act on what they tell us. We request opinions and advice. .
We issue instructions and othérs carry them out; we commit ourselves to certain
types of program because of our relationships with others. Using Figure 3 as a

point of reference, we may say that someone has access to direct experience
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of the external environment, but it may not be us.2l

It has been too seldom noted that every linguistically-encoded
N ' . / )
4
message contains information on two essentially different levels:

(a) referential information, and (b) relational information'zzm‘ A sentence

7

has- some propositional content which refers to an external world. Such
objectively informative statements are of two kinds: (a) reports, and
(b) commapds;. Reports are due to the operation of processes of perception;

commands are intended to result in the effecting of a plan..

The external environment we assume to be directlj given to all
of us through our respective sensory systems: we therefore need oniy refer,
or point to, things in the common environment in o?der to communicate. By
contrast, our interﬁal envirOnmehts are . our own, and only we have immediate
access to them; For each of us our basic knowledge consists not onlyiof,
beliefs about the state of the external énVirOnment, including our explanations
of its dynamics, but also of our feeiings which represent the states of our

internal enviromment, Not .only "There are roses in my garden' but also

~

21) The importance of communication has been seriously neglected in the
literature on information overload with unfortunate results in limiting

 the generalization of the laboratory results to conditions within techno-

logically advanced societies. Within the “wired nation' the increasing
importance of symbol exchange may be confidently predictexi. . The indivi-
duals who will be subject to information overload in that sbciety more li-
kely than not will have had their information passed to them by someone else.
The efifects of this interdependence do not appear to have been examined ex-
perimentally. We may perhaps guess at one consequence by noting the wide-

spread and apparently increasing phenomenon of viewer suspicion of the
news services. S .

22) The following discussion reports in summary form woxk in progress by -
‘the author, ' . '
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"L love the smell of roses",

The common information- system which results from communication in

a dyad has one external enviromment, but two internal environments. It
S _ " pe

. /
seems logical to represent the latter as a set of ordered couples (Newcomb,

1953). This set defines a relationship. Every communication potentially

_carries relational information! it may specify whether the two believe

the same things, have the same objectives; want, intend, feel the same

things, Such information is never fully attainable by direct sensory

- experience: it can be arrived at only by inference.

‘EVery human:ggggg information aﬂd advice on what program to carry
out’ Every ;ndividual is susceptible to control, and hence to the omination
of others, and ultimately to the accomplishing of the objgctiveslof others,:
and the neglect of those of self., Each individual has to measure the
implicatiqns of others' messages in terms of his own self-interests, Social
roles can be defined by the messages appfopriate to them: it follows 'that |

every message either reinforces or changes a role relationship. There is in

. all communication relations this built~in tension.

The experimentagl literature on informatiog overload does not inform
us what happens to communication, and to social organization, under conditions
of inforﬁation.overload; A number of experiments (e.gs, Hovland and Wéiss;
1952; Kelman, 1958), show that informétioﬁ transmission is affécted by the-

perception of rélation; it has not been possible to discover any experimental

"evidence concerning the reverse situation, and particularly concerning the

‘effects of information overload on the perception of relationship.’
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Summary and Perspective

The results of our survey may be summarized as follows:

e

: _ p _
In those situations which require the subject to make a pre-determined

. behavioral correlation between a stimulus ensemble and a response ensemble,

4

and where_information transmitted is indexed by the actual (when cempared
with the expected) correlation, then it can be shown that response rete and
accuracy are a fuection of stimulus information, The fiunction is Unshaped:
information transmi;ted is a direct function of stimulus information up to,. -
but not beyond a certain limiting value fer stimulus informetioe, beyond
which, es stimulus information furéher increases, information ﬁransmitted'at
first levels off and then declines. This result, which is predicted by

the information overload hypothesis,~is'not.limited to~laboretory conditions,
but can be shown to have wider applicatioe in ordinary life conditions

(Meier, 1962).
Against this primary conclusion we have to weigh.the following:

The constraint is an output. rather than an input constraint, This

is explained in part by the finding that perception itself depends on output

or output-controlled processes, The empirically determined limit thus appears

to be not so much a functioniof information as such, as of inherent organismic
limitations jn organising ane carrying out its own activitiee,. The point

is stated by Garner (1962): "It appears, then, that there are psychological
factors involved in carrying out any timed task which~are quite independent

of information'variables, Even though reaetion time is a functien of stimulus

uncertainty, there are limiting factors involved in the carrying out of
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successive motor responses which are quite unrelated to information as
such. There is, in other words, a limit on how fast any sequence of
acts can be carried out, and this limit is alwmost entirely independent

on how many motor acts per second are required".
/

/ p
Secéndly the model of Qrgénismic functioning implied by the éoncept

of éhannelicapacity has been found to be at besﬁ a fough analpgy.(ZE);
The thesis of information overload is ﬁased on assumptions concerning channel
capaéity, but experiments have not shown that channel capacity. as such
‘was-exceeded, or indeed given any clear inaication as to what channel
capacity might be fo? humans. Of more significance is that in types of
skilled perfofmance experiment. other than these requiring simple choice
reaction, and for coﬁcept formation tasks, the model is found to be
inapplicable; Yet in both learning and concept formatiqn tasks, the capacity

to handle varying amounts of information is vital to the continued successful

functioning of the organism.

& ) - . » A) 3
For these reasons, the "transfer function" model was abandoned in
favor of a "propram execution' theory of information processing behavior,
: g P

Some of the evidence supporting a theory of efferent control of behavior

" was briefly sunnmarized, and it was shown that this approach can be adapted

to concept formation, as well as to skilled performance tasks (with or
without learning) quite adequately; Finally it was noted that exberimental
attention had béen until now concéntrated on uncertainty in the external
environment, té the.neglect of states of the internal environﬁent of
information processoré. Out of this discussion, it was observed thaf the

relationship between information integration and transmission variables

(23) cf. Garner (1962): "It is impossible to conclude...that humans are ideal
information~processors - ideal in the sense of f£ollowing exactly the
requirements of a mathematical model. "

:
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-and other communication variables, such as role, leadership, etc.. has

been almost totally neglected; ‘

What remains to be done? In our view, there are two main classes-
’ s

of question which remain to be considered in depth: (a) those associated

with program ..overload, and (B) those which relate to the function of

information transmission in communication,.

~0né;importaﬁ:conclusion which'gan be reasorably drawn from
the previous discussion is that the real éroblem of the wired nation is
not-that of informaﬁion overabundance as such but of the undertaking of
two many separately interesting-taéks which together result in the condition
we term "program overload', On page 4 of this report it was noted that
tﬁe introduction of new technologieé has two consequences: 'while_it augments

available information, it also leads individuals to interact within wider

[

networks. The latter fact seems to us to be the more important, - and th

more‘neglected; It implies that individuals tend to get involved,

simultaneously, in a number of transactions,

Theldanger of overabundance of available infofmaﬁion can be easil§
exagerated; Several of the researches quoted would tend to lead ué to- - |
beliéve that the underlying ﬁrinciple of human information processing éssumes
at all times information superabundance. The mechanisms of perception are
adapted to inhibifg or suppress, unnceded and unwanted information.

Milgram (1970) has-demonstrated that individuals living in information-rich

New York CGity exhibit equal ability to select needed and screen out unwanted

information in this environment (which they chose indeed because of its

s




information characteristics, as Mumford and other urbanpglogists have long

been at pains to péint out),

- By comparison, the individual .seems disastrously non=~adapted Lo
deal with program overload., This we take to be the significance of a
recent article by Lipowéki (1971), who argues: "a major feature of the '

’ .

affluent, technological and open society is that it exposes its members to

an overload of attractive stimuli'. Lipowski defines “attractive stimuli®

as those which “arouse appetitive and approach tendencies". They involve
his capacity to “process, choose, approach and censummate', In our terms,
this would be re-interpreted as the tendency to become involved in more

activities than can be adequately handled by the individual. The process

is insidious! each new activity is initially attractive, and the individual

méy tend to‘underestimate its time reqﬁirements over a longer period.
Eventually, he is committed to more activities than can be managed at once,
each with acéelerafing information processing requiréments; The final
pro&uctjmay well be confusion and breakdown.

The evidence we do have indicates that program overload can prevent

successful concept formation, and hence reduce the individual to stereotyped

responses: As Meier (1962) writes: "The culture of cities cannot grow and
develop unless man's interpretation of the universe and man's study of man

supplies new concepts and images more rapidly than they are lost',

Communication and Information

The second.question which has received little attention in the

available literature is the role of information transmission in communication,

To a surprising extent, we have been led by the influence of a communication

1

model based in engineering resecarch .to suppose that the analysis of information




e e b e

- 86 m.

systems could be conducted without regard to other communication variables.

. This situation needs to be rectified, particularly since it is at this

level, above all others, that the social (as opposed to the psychological,
discussed in the previous paragraph) effects of tecﬁnol?§iCal-innovation
4

will be most evidente..

We reason as follows! man requires information (verification and

v

control, Communication has as one effect the linking of information:
transmission systems iﬁto chains, in whichi(because of.the symbolic capability
of man) one can serve another as his eyes and his hands (Figure 3), It is
because of the ''control" dimension of communication, even more than because

of the informationél, that individuals establish systems made up df statuses

and roles, which (a) assure to individuals a certain stability in their

communication relationships, and (b) create the basis of an organized

society., What has not been asked in the literature on information overlcad
is the effect that intensified information processing may be cxpected to

have on the social structure which the information-control system supports.

As the individual becomes overloaded, does the resulting- stress make for

“.increasing dependence on others? Or decline in trust? Undér' conditions of

overload, does it become increasingly difficult to organize the .necessary

social arrangements? Does comprehension decline? Are there cffects on how

. .
.

much'informatiOp is accepted from others?

1

v
\ .

The answers to these and similar questions cannot be found in the
existing literature, yet this information is of increased urgency: it will

have gained us little if in extending our means to communicate with each
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others, we succeeded, in the process, in destroying the very basis on which
our society can be organized. We need to learn not only how to handle more
information, but at the same time how to re~organize the accompanying social

arrangements: “The breaking up of,..organization, or itg/réduction to
Ve

1

in the basic fommula for doing business or in the informal fzules of t}

by

e

game! set by neccupations and professions" (Méier, 1962) ..

The study of overload must be made to lead, ultimstely, to the

discovery of adaptation.
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