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CHAPTER I

AN INFORMATION PROCESSING THEORY

OF TASK GROUPS

Group Processes, Programs and Structures

Obijects, actions and systems

An action (Wixrth, 1973), or event (Pritsker and Kiviat,

1969), or occurrence (Gordon, 1969),

requires the existence of some object on
which the action is executed and on whose
changes of state its effect can be recoyg-"

nized. (Wirth, 1973, p. 2).

A system, as we shall be using the term, may be

conceived of as a (finite-dimensional) state vector §ﬁt),
having the form:

(l'l) X (t) = [XJ.(t)' X2(t)l“.'.lxrl(-t)]'

Each component, x;(t), i.= 1,...,n, gqualifies an attribute or

property of the objects:

If a system can be characterized by a set.
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of variables, with each combination of

variable values representing a unique state

or condition of the system, then manipula-

tion of the variables simulates movement of

the system from state to state. (Pritsker

and Kiviat, 1969, p. 4). '

‘Movements of the system from state to state are what

we have just associated with the“concepﬁ of "action" or.

2 _'. . : . ‘
"event". Actions may be thought of as having a certain
duration; however, in our discission it will be found
convenient to assume that actions "cause the status of a system“
to change at a discrete point in time. The behavior of a

system is reproduced by examlnlnﬁ the syutem at the event

times". (Pritsker and Kiviat, 1969, p. 8)0.

The notion of "object" need not be defined narrowly

to mean a singlé object: a system,may‘equally well-befthought

lMore'generally, "quahtitieé" Klirx (1969), or "dimen-
sions" Krippendorff (1969).

2The terms "action" and "event" will be used inter--
changeably throughout.
j'I‘he restriction to a calendar of discrete events is
defensible, glven that the material we will be recording
consists, for the most part, of speech acts. For discussion
of the more-general problem, °ec_Ashby‘(l9J6, PpP- 9.-10) .
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of as "an aggregation or assemblage of objects Jjoined in

some regular interaction or interdependence". (Gordon, 1969,

p. 1).

vector

A state description, x(t), may now be thought of as a

of vectors, and, in certain circumstances, may be

conveniently shown in matrix form:

(1.2)

%, (t) %15 (E) « o o xp(t) ]

XZI(t) ' xzz(t) . e XZN(t)

J »le(t) XMZ(t) A XMN(t)

2 . -

A éomponent of the state description, Xij(t)' may be thought

of as qualifying an entity "i" of the system, with réspect to

l"Entitiés" (Gordon, 1969; Pritsker and Kiviat, 1969);

"Subsystems" or "Elements of a universe" (Klir, 1969).

(1969) .

2"coupled", in the terminology of Ashby (1956) and Klir




~one of its attributes or properties, "j".l We assume the
system to be charaqterized by at mos£ M components, measured
along at most N dimensions or atﬁributestivAn instantaneous .
state description "fixes" of_isolates’oﬁt of iﬁs tempbral
context one configuration of the values of tﬁe variables of a

system: it has some of the characteristics of a photograph.>

le. Schultz and Melsa (1967): "The state of a system

at any time t. is the minimum set of numbers X3 (t ), Xy (t ).
< er X (t ) which, along with the input to the . sybtem for
t > L fs suff1c1ent to determine the behavior of the system

foré(ilt>t.

2Both the identification of components and of variables
" is discretionary; depending on- one's point of view, a system
can be characterized by an infinite number of variables (cf.
Ashby, 1956): - "Every material object contains no less than an
infinity of variables and therefore of possible systems". (p. 39).
The choice of components and variables may be arbitrary, or may
become research activities as such, e.g., "cluster analysis",

" factor analysis", etc. (Cf. Green and Carmone, 1970;
Lazarsfeld and Henry, 1968) :

3It may be well to emphasize that the concept of’
"system" is a construct, what Bellman and Kalaba (1965) refer
to as a superimposed structure, not necessarily intrinsic to
the basic physical structure. "What we call the state of a
system ... depends, or should depend, upon what we wish to
know about the physical process, what we can observe or
measure, the accuracy of these observations, and, generally, -
upon the scientific and mathematical developments to date".
(pp. 2-3). Ashby (1956) suggests a similar idea when he
describes a system definition as "listing the variables that
are to be taken into account. The system now means, not a
thing, but a list of variables". (p. 40). As in the case of a
photograph, much depends on the choice of point of view of
the observer. :




terms.

Figure I.i shows how a'gfoup might be analyzed in these

Elements of a group | ‘Level of system

group (G) : Universe‘of discourse, object,

VAN

‘A.....a .....a

(members”of the group) : Entities, objects, elements,

////’/// component parts

r
'nonno}x-

(characteristics of members) Attributes or. properties of

;41 ()

objects, variables, quantities,
dimensions :

xijz(t)...xijk(t).{.xijp‘?y

S

(states of member character- States or conditionslof

istics)

variables
Figure I.l

As we have noted, actions or events correspond to

“changes in the values entered in at‘least one cell of the state

descrlthOn vector. or matrix, x(t and hence modify the states

of at leas{ one attrlbute of one e]cment of the system. Whether

one elects to consider events or states is a matter of point of




view, thé difference being between what has_beén termed a

particle-orientation (in which case the times at which system
changes occur are treated as attributes of the entities) and

an event- or message-orientation (in which case the times at

which system changes occur are treated as attributes of the
activities) (Gordon, 1969).l We must ﬁake care ndt‘to read
too muéh inﬁp the distinctibn;:‘as Krippenaorff‘(l969b) has
noted‘(QSSuming interdepéndeﬁce_between elements of.thé
'system): |

‘A formal comparison of the transformations
accounting for the behavior of each:of a
system's parts with the transformations
representing possible communication proc—
esses reveal them to be formally equivalent.
Both pairs describe processes of information .
transmission. The former describe processes
within, the latter across the communicators.
Both can be treated by the same analytlcal
techn:.ques.2

lpritsker and Kiviat (1969) suggest that it is use-
ful to think of entities as nouns, attributes as adjectives,
and activities as verbs. In general, synthetic languages
used for simulation of systems tend to be[explicitly
particle- or event-oriented. It is possible, as Sapir and .
Whor £ pxoposed, that natural languages can also be so
classified. ' :

‘2¢f. Ashby (1956, p. 143) "By 'message' I shall mean
simply some succession of states that is, by the coupling be-
tween two systems, at once the output of one system and the
input of the other.": : ‘ '



- Processes and transformations

Let us now consider the idea of a "process".
Intuitively, a proéess can be simply thought.of as a sequence
of instanténeou_s state descriptions of a lsyStem, which records
its "behavior" orx its “pérformance" over a peribd of time.
Figure 1.2 suggests one way in which we could visualize such

a sequence of changes of state in the variables of a~system§

Successive
State

. Descriptions:

*
£
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Let us now introduce a notational simplification by
replacing the symbol x(t) by the symbol p. The-grdtocql, or
time history, of the system may now be thought of as a vector -

P of vectors, having the form:

Byl

(1.3) P=1[B Bys Bpve:o®
Since By is the initial state of the system, we set p = B to
‘initiate a process. Each succeeding value of p (e.qg.,

. Bl' 22, Rt' etc.) can be viewed as the state of the system:

recorded one time unit later. We refer to p as the represent-

ative point (Ashby, 1955). Then t =0, 1, 2,...,t ...,T are
the event times (assuming here that the process is finite,
and terminates at time T). The movement of the

representative point p from one state to_the next is termed

a transition, and the set of states through which the systen .
passes before reaching a point of equilibrium or entering a

cycle, a transient.

" The vector P can be given a second interpretation: it

defines a state space.. A trans formation is a functionT(p), having

-the following property: a trahsformed‘point, P, = T(p_t_.‘l):
£ = 1,...,T, is a nmember of the set P for all p in P. A

transformation is, in effect, a set of transitions. Thus,



for example, if By is the initial state of the system, then
R, = TKEO) is the eucceeding sta,te_,_.;_)2 = 71g1) the next

succeeding state, and so on. The vector of vectors P is said -

to represent a multi—stage process (Bellman and.Kalabe, 1965),
and P can now be written in siightly different notation as

[pr T(p)]. The transformation, T(p), is referred to by -

‘Ashby (1956) as a canonical representation of the ‘system.

If each succeeding eventwwere completely independent
off the previous eveﬁt,.and proceededifrom'random causes, the
change of notat?on Qould ﬁot be useful;' if-hbwever; the system
moves from sﬁate to state in accordance with relaﬁively well~
defined operating rules, and hence e#hibits a~"typical"'
behavior, then the_uSe of the second:notationel forﬁ rep:esents.

a considerable economy.

These "well;defined operating rules" may be termed

the program of the system.2

1Note that a canonical representation of a system no
longer includes specific representation of time coordinates,
and hence may be thought of as summarizing, in tabular form,
the potential lines of behavior of a dynamic system. :

QCf..Klir who describes a ”cemplete" program as the
"instantaneous state together with the set of all other states .
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An- example

In order to'furthér“clarify.these concepts, and their
poséible interpretation, let us consider a simplified exémple.

of small group behavior.

The tasg wé are'about;to idokAat is borrowed from
Mackénzieu(fprthéomiﬁg),“and is similar té.tasks developed by
Lea?itt’ahd dfhers in the so—callgd "comﬁunicatioﬁs netﬁ_
tradition of rgsearch;l

- We willlconsider an eXperimenﬁal gfoup madé up of five
menmbers. Aftér.a preliminary ﬁraining period, in which thé
reguirements of ﬁhe task and working;procedureé are éxplained,
each memLer 6f the groub is'sitﬁated‘in an;expeiiméntal cell,.
where he‘is allqwéd to cémmunicatg with éome; or.éll;_df thg

other menbers of‘the group by written means only. A quantity

of the system, and the set of all transitions from the
instantaneous state to all states of the system in time." (Klir,
1969, p. 45). According to Wirth (1973), a program describes

"a sequence of state transformations of the set of its variables".
The definitions can be adapted to.account for non-deterministic
systems by assigning probabilities to transitions. Note that

the system so defined is state determined.

lsee for example Shaw (1964). Description of the
tasks is included in Appendix I-A.




of information (foreexample,’a pair ef syﬁbols‘Wfitten on a
piece of paper) is assigned to each member of the group by the
experimenter>at the beginning of'the:experimenﬁal run.: The -
task of the:groupvisAto'make:a list of all the original_symbbls,
to communicate the‘liet.to every_member, and to submit

(each member‘indi§iduaily) the complete listAto the experimenter.
(VeriationS'to the task maf‘require"that.pepetitions_be_removed,
a common'ordef of é?eeentation be decided on, etc., but these

will not concern us at this point.)

Sequence of events

- We flrst boxrow an (event—orlented) analytlcal procedure
from Flament (1965). We ‘will subsequently recon51der the Same

phenomena within a partlcle—orlentedjframework.

There are five members of the group, A, B, ¢, D, and
E, and five quanta of information to be distributed, a, b, c,
d, and e.2 Suppose each membex to begih the task with one piece

of information: the initial’informatiOn held by A we assume to

1

lgee also Maékenzie‘(forthcbming).

2 "quantum" of information may 1tseJL be a set, €.9.,
[al, a, 1, if desired. ’




5e aj; by'ﬁ, b; by C c; bQAD; d; by E, e. In oxrder to

show suéceeding communication events within thé group we_usé
a matrix representétion, in which senders of.ihformétion:are
shown dn the 6rdina£e) and»reéeivers on ﬁhe absciésa. Thus,
Afor example,ithe.initial localization of information (priox

to communication) can be shown as follows:

RECEIVERS

.,A; .. B . | c~ | p » E
A r‘a _7
’ b
SENDERS cl- 7_” n e
b -I d

AN INITIALIZATION MATRTX, SHOWING THE INITIAL
" LOCALIZATION OF INFORMATION IN THE MACKENZIE

"TYPE A" TASK SITUATION.

Figure 1.3




The task conditions also specify a final localization
of information (which we will term a Milestone Matrix, follow-.

ing the MacKenzie terminology), which~can be shown as follows:

A B C D . E - o o
Al a a a a a ™
Bl Db b b b b
' SEMDERS C |-¢ . -~ .¢ - @ e c
p| a a a a g
E ]l e _ e ) e e e
= . ' . . el

A MILESTONE MATRIX, SHOWING THE FINAL
LOCALIZATION OF INFORMATION AS REQUIRED BY
THE TASK CONDITIONS IMPOSED BY MACKENZIE'S

TYPE A TASK.

Figure I-4




Inspection of the columns of the Milestone Matrix
indeed shows that the objective of the task has been
accomplished: éach receiver now has.available the total

sum of information distributed by the eXperimehter.‘.

By substracting one from the other, we obtain the
difference between the Milestone Matrix and the Initial
'Localization Matrix, and this cénStitutes a third‘matrix

which Flament terms a task model, since it specifieSUWhich

transfers of "information may_occur if the task is to be completed:

RECEIVERS
A~ B c¢. D E
x P- : ’ ’ —
A . a a’ a a
B{Db b b b
SENDERS ~ Cfe¢ e e - c
— - |
) . L ‘ SR A
D| d- a - a . : al. : _
El e v e ‘e e . l
- - o _ .

FLAMENT'S TASK MODEL, SHOWING NECESSARY
TRANSFERS OF INFORMATION IN ORDER 'TO
COMPLETE MACKENZIE'S “TYPE A" TASK.

ﬁigufe I-5



Assuming normal face—toQEace_éoﬂditions;>the-required
4transfers'of information coula occur in five-simple>operations,
‘the oxrder of.which is arbitrary: leach person in turn simply
informs the others, verbally.or by‘visual?disélay, as to what
ihformatioh‘he héiés; In a cbmﬁuniqation ﬁet—type experiment,
however, theréfare:iﬁ»general-COnstraints.plécéd upon the
communication siﬁuétioﬁ:' the individuals ére not normally_
face-to-face; ﬁhey ﬁay not be able to communicate'verbqlly;
and they méyinot be'able ﬁo communicate-directly with some
other membérs of the group at all.l Ih.sﬁch.a.case we .should
expect the tfaﬂSfér of information to be.somewhat more
complicated, to.tgke ﬁoré:time, ana perhapsuto require a
definition of communiéationiréles which havé the effect bf
differentiafing some>mehbe£s of the grodp ffom other members. -
‘To reduce this iaftgr complication, let us coﬁsider a case
whefé the membérs.afé organi;ed into a so-éalied fcircle" ﬁet;>

work (with possibility of symmetric roles), as shown below:
| /A. o
o ‘.B_\ - /E |

C— D

Figure I-6
By means of this graphic presentation we indicate that there

exist physical channels permitting communication between A and.




. A e St

his two "neighbors" B and E, B and his neighbors A and C, C

and B and D, D and C and E, and E and D and A, and no others.

A cannot communicate directly with C or D, for example, nor B

with E and D,  and so on.

SENDERS

We can now describe a Channel Matrizx, corresponding_

to the graphic representation of the network above:

RECEIVERS

AV.  B c. D E
a | ‘a: a |
B 'b. b
c R e a
D d d
B ~‘e e ]

CHANNEL MATRIX ~ SHOWING AVAILABLE PHYSICAL
CHANNELS AND CONSTITUTING A PHYSICAL
COMMUNI.CAT ION NETWORK. .

Figuxe X7




' ‘ R The existence of a channel does not however guarantee
its use. Let us suppose that our gtoup decides on a rule that

every member of the group will. kéep on transmitﬁing‘ all the new

informai:ion he has orx obtains_ to the person _‘on his r_ight until
.th‘e task is vc‘omp'letle. We coi_lld;.thien sth thé' reéﬁlt_ing commﬁnica—-
tioﬁs 1n an 6ccurrenqe Matr’ix (where each item df inform.atién has'A
been indexed by t_hé time ;’ﬂ; thch it was tfaﬁsmitted) .

RECEIVERS

A ' B ¢ D E
A e - -al(l)
' . . el(2) _
S C o dA(3)
. ' . o c(4) '
' B S b(1)
: ' ' ‘ o a(2)
e(3)
SENDERS C : c(l)
b(2)
~a(3)
e e(4)
‘D SR . S - o d(L)
b(3)
: , a(4)
"E| a(l)
a(z)
c(3)
b(4)

OCCURRENCE MATRIX - INDICATING ACTUAL
COMMUNICATIONS SENT (INDEXED ACCORDING TO
THEIR EVENT TIMES WITHIN ONE GROUP RUN)

. : - . ‘Figure I-8




of channels) or of deliberately chosen procedures governing

- Assuming noiseless channels and perfect memory,-the
cells of the Milestone Matrix will be filled in four steps.,
and the group will thenahave terminated this phase of its .

activities.

Had thélgroub.chosen anothér‘prbcedure (for eXample,
"everyone sendAﬁiS«information to a centfal position, where -
it will be'collafed'and tﬁe complete list redistributed to
everyone") the entries_in ﬁhe océurﬁence matrix would have

been quite different.

From a conSidefation of even this'ratﬁer trivial
example, we can make céftain généraiizatiqns.‘ Firét,‘it is
clear that, viewea,from‘én event_orientéd'pefspectiVe, tﬁére
is already a quite.lérge ﬁﬁiverse of evenfs ﬁhatfcouid have

occurred, independently of whether they did or did not in fact

occur. Secondly, events may be constrained either as -a function

of externally-imposed constraints (existence or non-existence

individval (and group) behavior.. Finally, we might note that

'in‘the latter case, the rule or procedure adopted by the group,
" and associated with a particular Occurrence Matrix, can often

be quite easily written down.

B Lr T P



Sequences. of state transitions -

Let us now examine more carefully this latter‘duestion
of rules within the particle-oriented system of exploration

developed earlier.

The system we wish to describe has five elements orx
sub-systems: A, B, ¢, D, and E (i.e., the five members of the

group), and five variables, A(v), B{w), C(x), D(y), E(z)

which refer to the states of information of each member of the
group. We will use the symbol "A(a)" to mean "A has informa-
~ tion fa'", and similariy for the other variables. Where

necessary. for clarity, a time referent is shown by indexing

teit

the variable: €ag., A(V)

With each communication event (message), we can

associate one or more transitions in the values of the

vafiables of the system, that is to say in the sEate of
information of thé he@ﬁefsféf tﬁé gréup. >The first éuch
transition, or set of’tfansitions, Qégurs when the exper.-
imenter initializes the value of the five Vériables, that is,

- when he provides‘each membér of the group with the information
' thch he is to transmit to other members bfAthe groﬁpo Let

us represent this initialization as follows:




(1.4) I ~————3 A(a) & B(b) ._s:,.c(c) & ‘D(d) & E(e)

The complete Occurrence Matrix can now be re-stated as a table

of transitions (where we leave out of account the time referent):

(1.5)  OPERANDS - - TRANSFORMS

I 5. A(a)&B(b)&c(c)&D(d)&E(e)
A{a) 5 Alate) a ‘
B(b)- —> B(at+b)
Cc{c)- >~ C(b+c)
D(d) >~ D{c+d)
E(e)— > E(d+e)
A(ate) > A(atdt+e)
" B(a+b)- > B(at+bh+e)
C(b+c) =~ C{ath+c)
D(c+d) 3 D{(bd-cid)
E(d+e) > E(ct+dte)
A(atd+e) > A(atc+dte)
. B(atbte) == B(a+b¥tdte)
- ¢(a+bt+c) 5= Clatbtote)
D(b+c+d). > D(at+b+ctd)
E(c+d+e) > E(b+ctdte)
A(atctd+e) > A(at+btctdt+e).
: B(atb+d+e) > B(at+btct+dte)
C(atbtote) > C(atbh+ctd+e)
D(at+b-+c+d) ~> D(a+b+c+d+e) .
E(b+ctd+e) > E(atbtctd+te)
- A(a+b+ctd+e) >. A(at+btotdte)
B (atb+ct+dte). >« B(atb+tcotdte) ;
¢(atbrotdte)-: > C(atbdctd+e) ‘ "
' D(atbtctdte) > D(atb+ctdte) - |
E (at+b+c+d+e) > E(atbictd+e) |

The set of transitions so determined meets the
requirements already stated for a . transformation, T: the

" association is closed, single-valued and surjective oxr

e an, I e e sy o o K RS, LS T S A S e




everywhere defined. Given any P, 7’(D)Vcan be determined
immediately. The transformation includes an identity

transformation.

An important characteristic of the process represented
by this transformation,? , can be better seen by showing the

. 1
transformation as a tree:

(1.6) - ABOUT HERE

It Can'now be immediatgly obéerﬁea that‘the
transition betweeh,the initiél state I and thé set of terminal
states occurs in a nﬁmbef-of stéps through rgpeatéd applica-
tion of the transformationT . The system'displéys.a liﬁe of

behavior, or trajectory) having transient states, and resulting

Yphe relation between staté and event is shown in
(1.6) by indexing each transition, "—_l.g", by a letter

which indicates the message event which has occurred,

‘"associated with that particular change of state, e.g.,

"B(b)wB pB(atb)", means that person "B" has received a message
containing the symbol "a", as well as B's state of information
has changed (b) to (atb). - : »




(1.6)

Time’

t=1A(

£=2A¢{

t=3A(

£=4a(

£=5A(

£=6A(

2

at+d+e) .

Cc

at+c+d+e) -

o

a+b+c+d+e)

4

a{b+c+d+e)

: B(a+b)j

B(a+b+e)

B(a+tb+d+e)

C

B(a+b+¢+d+e) '

4

| B(a+b+ctd+e)

c{a+b+c)

e.

:

c(a+b+c+d)

d

C{atbtctd+e)

2

|

. ¢{a+btct+dte)

D(c+d)

D(b+c+d)

D(a+p+c+d)

e

D(a+b+c+d+e)

,@

D(a+b+c+d+e)

E(e)

E(d+ei

E(ct+dte)

b

" E(b+c+d+e)

E(atb+ctd+e)

g

E(a+b+c+d+é)




in a set of terminal states, in which no further changes of
state are observable. FEach row of the tree representation
correspondihg to a time coordinate can be thought of as a.

vector and represents a state description of the system at

one instant in ﬁimei{AEach_arrow corresponds to a communiéaﬁion
event, the'transmiésion of é piecé ofvinfdrmation.‘ The Mi;e¥
stone condition islattained at t=5. The tree is a time
history} or protoéql,.as opposéd to.a‘canonical representa-'

tion of the system.l

_ 1a somewhat different means of representation us ing
Petri nets has recently been proposed by Holt (1974). Holt
shows eventive interactions between partners, where transfers
are concerned, through the use of representations such . as
the following: : '

B(y)

()

- .
’

The nodes which are shown as circles represent states: squares
stand for events. An event of transfer necessarily implies
change of state of two individuals through the mediacy of a

single event. Empty arrowheads indicate that the person
(A oxr B in the case here) does not possess the object of




If we know the canonical representation of the system,
we can derive its protocol; conversely from its protécol we

can deduce its canonical representation.

The group as information-processing machine

Let us consider (1.6) in a slightly different way.

We define an alphabet A'=‘[p,q,r;s,t,] as shown in -

(1.7) :

(1.7) ‘ P '[a,b,c,d.e]

S = [c:d; e"a"b]

N

t = [b,c,dresal.

The eléments of the alphabet correspond to the

_communication events, or transmission of information, in (l.6). -

‘transfér; filled arrowheads stand for possession.
Holt's proposal appears to open up extremely inter-

‘ ésting new possibilities. While his approach is not followed
here, -the two approaches are fully compatible.

JRRIE PTCRVPR




We define'also:

(a) a finite nonempty set S, called a set of states;

(b) a subset 'g_of S, called a Set of finai stateé;

(c) a distinguished element s _ € S, ‘called the start
- state:; - TooCL T S ‘

(@) a uhary“function £y S —» S for each x € A,
‘called the transition functions.<t ‘

The set of states corresponds to the node vectors

of (1.6), the start state to "1", and the‘final state to the =

vector of sﬁates obtaihed,at_E = 5. The transformation

constitutes one transition function; a different one would

be obtained had the.gfoup‘Chosen to circulate its data .

clockwise rather than counterclockwise, as in the given
example, ‘or if it had adopted a "centralized" structure, for
example around A.

Given the network chétraints of the type described

as a "circle", the group can produce a sequence such as

'(1.»8);

1 ' o ‘ :
Engeler (1273, p. 30)3
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Had the group chosen thé clockwise procedure, 'a

sequence such as shown in (1.9) woﬁldlhave»résulted:

R O S O O OB OR O,
' Another form of organization, such as the centralized,
would have pfoduced a different-sequence (and required_ué to

. enlarge our alphabet). -

Some sequénces, such as p - 8 -= ¢ = r - t, could not

- have occurred under the restricted conditions described above.

This“mééﬂs of defining the transformatioﬂ emphasizes
thé essential ;elatiqnship betweéﬁ grdup informétion—pfocesses
and finite state-maéﬁines;_or autqmata. It also serves to
point up the similérity.beﬁween lineé of behéviér,‘and'what |
mathematiciéns térm "lanéﬁage“, as we see in.theAneXt |
section. | | o | |

We shéll see in the succeédiﬁg'chaptef>tha£'this inter-
pretation accords weli with.the actuai‘pefqumance‘of gréups-

in their information-processing activities.




A program as a constraint

-Earlier it was observed thét rules of procedure serve.
to constrain ﬁhe behavior of a éystém to values less than
their maxiﬁum theoreﬁical potential. It was also noted
that.progféms Can‘oftén be quite simply stated. Let us

consider these matters somewhat more closely.

An example will serve to illustrate the main points.

Suppose the system under analysié represents again a small

task grbup experiment similar to the one described before..

The system hés five variablesAas before.. Howevgr, we relax

the conditidné_té permitlany member of the group to comﬁunicate.
with any Other‘membér>of the.group at one time (the so~-called
uall—channeiﬁlcommﬁnicatiqn net of Bé§eiathype expefiments).
In addition, the-fivé quénta_of‘information, lébelled as

before "a", “b“,."c“, "d", and "e", are initially distributed

randomly (with replacement). This means that each variable

‘may be in one-of 32 different states (including the possibility'

that some members receive no information). It is now possible

to construct a set of all the possible state descriptions of
lengthlS, where each component of the state description may

be in one of the 32 different states defined above. The set




of all possible initial state descriptions has cardinality
(33,554,432), The set of all possible transformations -
which result in the attaining of the milestone condition,

given an’ initial distribution, is obviously much greater

Dy . ¢ e s .o 1
(potentlally 1nfln1te, in fact). Suppose the group is asked

to repeat the same type of task a number of tlmes, each time
with different'initial couditions.. Suppose also that the
group aluaysvfollows theveame rules of procedure, i.e.,
describable in terme of a uﬁique»traneformation. The result-

ing set of actual lines.gg behavior, or trajectories, which

varies as a.functiouvof the initial states, is obviously a
subset of the set of all possible lines of behavior which
take the system from au'initial to a milestone coudition. Let
us term a line of behayior‘which takes_a systemﬁfrom an
initial to a milestone'conoition atblodk; ’Traueitionsjwithin

the blocks are what we have referred to as actions.

- A program is-defined as a finite set of procedures

which characterize a set of lines‘ggibehavior (as the term is

lAssumlng that we allow for the pOSSJblllty of cycling;
while this is unlikely for single tasks, it is more plausible
in the case of difficult tasks, i.e., where the final state

" is not easy of attainment.




~used‘above),.invthe sense that it will recursively enumerate

the elements of the set.

_ Lesé~formally, the concept of a'progfam can be
‘interpfeteé somewhat éifferently.., As-Witth»(i973) has noted:
"Each dctibh nmust bévdeséribablé in terms of'a,languaqg cea”

its‘deéCriPtiOn is ¢a;led a statement." In other words;
groups can be expected to Verba;ize thg programs.théy"follow.
Since a block ‘is made up of a éequence of actions which
describe a procesg, a érocess is more genefally_interpreted
as a set of gtétemenfé deécribing a procesé, although‘its

" Mtextual QraeringAisAn6£, in éeneralliidentical.with the oxrder-
ing ih time of the cé#féspoﬁdihg actions". (wirth, 1973).
A program thué'sﬁecifies.a‘battern'of ﬁehavipr, indeéendent-

of its realization by a particular processor.

Furthexr characterization of processes

To this-p@int,'only véry~simple stationary processes
“have been considéreé (i!e.)lprocesses_which caﬁ be describéd
by a single transformationf.l Since Qe will wish ﬁo consider
processes that change (as tﬁe result of group solution of

‘ : multi-phasic problems, for example), and since we will want
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to consider how groups select one line of behavior in
particular from the available repertoire of potential trajec-
tories, it.is'necessary to introduce certain additional

concepts.

A prdcess where the form of;transformation, T, is

dependent on the‘stagé of activity of the system, that is,

. on the time at which the transition occurs, is termed non-

stationary, or time-dependent. Formally, our previous

definition of & process can be revised as follows: we say

that-Et‘=-TL(Et~1)’ t=1...,T, is a member of the set P

- for all p in P.

It can be expected that groups which have not yet

learned the task canﬁbevexpected to “"try on" different lines’

of behavior until they hit on one which is satisfactory.‘

Hunting behavior of thisvtypeis by nature nonétationary.

It is equally possible that over-familiarity with a
given type of task, or boredom, or fatigue, will motivate the
group to change its behavior. In this case also, the process

is time-~dependent.

"A second kind of process with which we will be

concerned, implicit in some of the preceding discussion, are




processes with stop rules.

A multi-phasic program consists of a set of trans-

formations, where transitions between transformations may
. depend on the attainment of a certain condition, to be termed

‘a milestone condition which corresponds to what we have called

a final state. Since a single transformation describes a
block, whicﬁ is to be inﬁerbreted‘as a Sefcéf actions,:it may
be helpful to think of a bléck'as a subroutine within a main
program, and of an action as a statement within the program.
Task-gfqups‘typiéally pass through seveial phases of activity

resulting in changes of the pattern of behavior.

.A_stop rﬁle‘caﬁ he defined aé follows: Lekt v(p) be a
function defined oﬁ.tﬁe veétor.g, whe;e.the range of the
funétioﬁ has tﬁo vaiﬁés, 0 and 1. A étop ruléfexbfeésesfthe
ideé that tﬁe'précess coﬁtinuesvuhtil the c0ndi£ion, expreésed
by the constraint, v(pi$=0, is sétisfiéd,-at which point ghe

process stops.

The number of stages of the process, in this case,

depends on the starting.point.



A set of lines of behavior such as is'typiéally
associated with a multi-phasic task can be thought of as an

overall transformation which is a product or composition of

elementary transformations, eéch'typifying béhavior appropriate
to: the particular.phasg of the problem which éngages the
group's attention. Thé outéut of one‘phaée cohstitutes ﬁhe
input to the néxE, in thaé‘it.serves to initiate the succeed-

ing process.

A multi-stage decision process is described by a set

of vectors of the form:

(1.10) (PorByrByr s e s BrreeviPpi dordyedpr s erGpr =Gy ]

where P, = 'T(gt_i:'ﬂt;l) foﬁ all E in T.. ‘gt is interpreted
as the choice of transformation, T', at the tth stage of the

process. The addition of a decision vector, ¢, assumes that

the group has an influenéé over the process at each stage.

Jt assumes on the pa:tlbf the group a capacity for self-

programming (functions in fact as a "controller", in the

Ashby sénse). The decision may be to obey the éxperimental |

“instructions; on the other hand, it may introducé independent

choices (including refusing to go on with the task, and walking

out of the experimental - cells, as occurred in one runl).




It is of coﬁrse possible that gréup processes are
inherently unstable, due, for example,.tp,@he great number';-
of essentially random or accidental»and néhmrecurfent causes -
which can act on Ehe group ét any'given moment and resﬁlt in

'changes of its behavior. Processés which,are less than

completely deterministic are terﬁed stéchaétié prodesses. In
this case, thé s;ate.vector,.ﬁ(t)lo;<2{ is a random vector, .
the entries of which consist of two parametgfs;'an‘éxpecta—‘
tion and a variance. The aeterministié process may then be 
‘thought of as a iimiting éase, wheré‘ﬁhe &ariance bging»zefd,
a single paramétér, eéuivalenﬁ}to_the'expédtatidn,_sufficésf
If we assume‘independeﬁéé,between.the réndom:effects which:.
act on the 3ystem.and-which produéeidév;aﬁiqgs from the'
expectation at eaéh‘étagé;-(ife.)»éne—time énlyﬁﬁisfufbanceé),
we can still consider the systéﬁ‘to be‘statefdétefmined, in
ﬁhat the value Qf‘E at.time_giisvé.fuﬁcfion of E a£ time

t-1 with pfobabilityAg;_ if ;hefe is autocorrelation between

the disturbances at times t-1 and  §, (i.e., if there is a

systematic disturbance over time), it may be that our
“definition of the systém is not optimal,'and may impel us . to

re~define the variables of the system.



While this classical treatment of deviations from the
purely deterministic situation is a satisfactory solution

mathematically, it is one which we wili attempt»tO'avoid in

this present.study, since in pfactice,"for‘research with small.

grbups, there are considerable.difficulties, First,'as Wiener
(l948)_potedf this kind of_tréatment works best wheré:thé
investigatdr has‘acce;s to lohg ruhé of'data‘from observation
of syéﬁems withfstable transiﬁidn probabilitieé. This condi-
tion is not gehefaily fulfilled for‘the kind of small-group
data with which we are concerned: Groups learn and in S0
doing modify theirAbeﬁaviof o&er_time, sometimes more than
once; Aand, acqordihg to ouf bbsérvétions; diffepent groups
'adopt.Ve?y diffefegﬁ progréms of.acﬁivity;_thile both of
these constraihﬁs can be-ojeﬁgome with suffiéieqtiyAiarge
samples, so that wé.cdﬁld-obtain diétribﬁﬁiqns o&er:a giVen.
population, ingéraCtiée}‘Ebis'ié_a Qtrategy thch weféannot
yvet adéptﬂ' Wé ﬁﬂéfeféfe accept a self—impoéed'and more
restfiéted sﬁiétégi.Which éonsists éssentiélly in a study of
siﬁgle cases.: This ha$ the effectjquférciﬁg us to adhere

for the mostlpért to ﬁhe aéSumption of pure determinism,iand
‘makes sélient ﬁhe»pfbflem of fiﬁdiné an optimal principle fof

the decomposition of data.




A first principlé for the decompositibn of data

. We thus adopt as a working principle-fdr the analysis
of.groupvperformance that processes can change as a function

of:

(a) préblem phase,
(b) time,
(c) decisions taken by the group itself, or communicated

to the group by the experimenter.
(a) and (c) are identifiable either from E.Eriofi
‘knowledge of the experimental conditions, or from direct ..

observation of the group's behavior. C o

(b) must be’inferred from observatidh_of the'group's

performance.

Process and structure =~ . _ : ‘ T

The concept of gtructure of a system is susceptible’

of exact definition following from the definition of process.

The notion of group structure can be defined in two j

: 1 ' ' :
ways. These may be termed the state-transition structure,

lsee Klir (1969).



and the structure of universe and couplings. The former, or

ST-structure can be defined as follows:

The system 8 is a given set S of elements S .

— — B At oy e

together with a set of transitions between the states; every

transition may, but need not, be associated with g;probability

of its occurrence. (Klir, 1969, p. 55).

A structure of universe and couplings, or an UC-

structure, is defined as follows :

The syotem S is a glven set G of elements a;,

together with thelr permanent behav:oxs, and a set of coupllngs

between.the elements on the one hand, and between the elements

and the environment on the other. (Klir,"l969:-p. 55).

For bu:‘pﬁréoses, the elements are the‘members of
the group, and.the enyironmeht is tﬁe experimenter. The
. behavior of an element‘is‘determined from knowlédge‘of the
quantities or attribdtés (such as the state of information of
members of the groﬁpi,'and:a tiﬁe~invériant reiatioﬁ defined
on the set ef.quantities;, Theucoupling of‘two eiements

‘éupposes that the output of one can act as an input to the’




other, and vice versa, and that one can meaningfully speak of

_ . R 1
the composition of their respective behaviors.:

The definiﬁion aléoiﬁakes mentién ofv"permanent":
behavior; since our knowledge bf‘group béhaviof is based on
a restricted sample of activity, for a>temporally constituted
group, we.canAat3best hope~to‘détefmine the structure of the
group ove:.a iimited range of i#é-éctivity.set.. Our analyéis
of data must thérefore be limitéd to a cbnsideratioh of the
hypdtheticAstrﬁéture'of the éroup:éystem, i.é., corresponding
" to its'relati?ely pé;manent beﬁavior. (Klir, l969; p. 44).

1]

For é.UC—strﬁctufe;.but not fof a STustrucﬁuré,,it is
~meani.ngful.té spéak of th¢ set of relaﬁioné hHolding between
elements of the uhi&erse/'ioé., members éf the g?oup. This -
faét\will prove to'bé.imbo?tan#.in tﬁe éeéuel;.when we turn

to consider the dynamics of coordination within-groups.

Elementary communication data

‘Many experiments with groups have used the general

procedure outlined here (see, for example, Christie, Luce,

1 S .
See Ashby (1956, Ch. 4).




and Macy, 1952). 7(1.6) thus hqé an.interesﬁing interpreta-
tion: since the protocol, or time ﬁistory,;of\the'Systém
constitutes.a record of the chanées of state of the syétem's‘
variables, it can'be'thought of as data. .Such datarwill bé
found to satisfy Krippendorff's criteria for miniﬁal

communication data.

The following are the set of minimal formal require-
ments for communication data as stated by Krippendor£f

(1969Db) :

- (1) There are many dlgtlnct sets A, B, eses) Z
of dbservat:ons.- :

‘(2).Edch obsérvation may be described in teims
- of (cla591f1ed or scaled along) ‘one or more
dimensions,“ire,,‘ ACTTXe, BCTFXf,..,,

ZcTTxm.

(3) One or more kinds of many—vaiued relations
are specified among the observations, e.g.,
R, (a,b,c, d), R (a,b,Creeer2)e. :

(4) Some relatlons 1mply ‘other relatlons, €.9.,
R, (a,b,c,d) Z—>R,(a,c,d) . :

(5) Three- ox higher;valued'transformatiohs
(involving time) are specifiable over at
- least two distinct sets of configurations,
«gss i .
€9, T‘RlXRz)t—l > (Ry)

With respect to our previous discussion, we may state

these criteria, informally,’ as requiring,:first, the system to




have at least two elements, or dompohenﬁvparts (thus e#cluding
fromvthe dpmain of communication study systems composed of one
object only). :Secondly,_condition g requires'that‘we can
state a set of chérécteristics or variabies of the syétem

with reSpeét Eo which we will obﬁain.measureé.l Criteria 3
and g_providelfor the posgibiliﬁy‘of struéture,~or
constraints, wiﬁhin the system. The fifth criterion (indeed

the "essential" criterion) is intended to assure "conditional-

ity of behavior" across individuals, a sine qua non for the

very.existehcé of communication. This mééns that depeﬁdence
between obsérVatiéns can be obéerved or discp#ered when time

is taken into accqunt:.hthe oﬁtgut.of the elements of the
system is now to bé'ﬁékén'as functiqnaily‘rélaﬁed not only to
their own previous stafes, but aisp immediételf to the previous
states 6f'at leaét Qné;.énd ultimately.tq all of the other

elements which we have defined as belonging to-that syStem.2

-1lcf. Ashby. (1956, pp. 99-100).

20f. Ashby (1956, pp. 55-58). Ashby defines a channel
- of communlcatlon as existing between two elements of a system,
A and B, if "over a series of tests, A has a variety of
dlfferent values--B and all other conditions starting w1th.
.the same value throughout--then ‘the values that B changes

"to over the series will also be found to show variety"




Otherwise the system is decomposable into simpler sub-systems
which are.not:functionally related one to ﬁhe other: which

do not, in fact, "communicate" with each othér,

Let us now consider these minimal requirements for

Acommunicétion data with respect to the example givén above.

First, we have identified an object having five

components, each of which is described in terms of one dimen-

‘sion, the staté‘of information of the individual. The object,

or group system, has one input (I),. which is interpreted to

be the experimenter.

Seconﬁiy, Qe qanlépecify many—valuéd_relations among
the observafiohé; fQé cén‘for.example state'a'binary rela-
tion, "neighboring";}ﬁhich‘we'define as either tééeiving“
messages frém or‘trahsﬁiﬁting méssages to,:allowing~us to
state that A_neighbors B,IB neiéhbors C, B neighbors C, etc.
. This relationéhip could>have been éscertéined indepehdently
from knowlédge»of fﬁe physicél network characteriStics,‘but

can equally well be inferred from -the data.l In spite of

lNote that the asymmetric "sender-to-receiver" rela-
tionship is not necessarily ascertainable from knowledge of
the topology of the network, if the group chooses to ignore
the availability of cexrtain half-channels. ’



~the great simplicity of the_system,~wé'coﬁ1d s#até a ternaryA
relatiéﬁship which Qe can call "one-step relay" by taking |
iﬁto acéount simuitaneously‘twd périods of time. Thus B
relays for A and C. Finally, some rélations; efg:, that'bf

"two-step relay" imply others, such as "one-step relay".

Siﬂce.thé netwqu‘is perfécﬁly{simmeﬁrical, none of
the felatiohs discriminate particﬁlér roles. ﬂad, howeverx,-
- the group elected to send £heir'information to a’central
person, the situation would have been quite‘differené. In
this éase,}aftéf two transitiénsivﬁﬂe‘info:mation set of the
.central pérson}Aééy c, Qéula conﬁéin the inférmation of all
foux‘otheré;'whiléAtﬁehiﬁformatién éet of the.relayers, say
B and D; would_coﬁtain'the iﬁformétion 6f the'endfmén's seﬁs,
bue nbt tﬁe:COﬁtfarfo- ?uéh»é-situation'is.typical of aASimple
hierarchy,‘and‘éugéeéts“an analogy with'kiﬁship data, aﬂ
analogyiwhiqh hésﬂbeen ex§loi£ed.by‘Mackénzie inAﬁisyfécént,
‘work, in théﬁihé.speaké in such cases Cf."cbusin" and ﬁﬁncle"
Ielationships;v'Thué'wé_afe dealihg with a simple case of
-éocial structure, ahd as'is genérally_the case,. social
_ structufe is aSSoéiéted wiﬁh restrictioﬁs eithef on the.net~
.work of cbmmﬁnicétién, or 6h thé‘céntent pf the messages

transmitted through its channels.
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" Finally, we nofe'that_a threé—vaiuedftransformation,
involving time,<xu1be specified;_ For:exaﬁple, with the
exéeptibn of the initialization.phése, ﬁﬁe &alue;of A(v)
at'time.g can invariabiy bg~p£edicted‘from knowledge of}two
variables A(v) and E(z)‘at'time E&l._ Indeed, wé could draw
a diagram of immediate effects which would show the fdllowing

pattern:

Figure I-9

This shows that each meﬁber-dfvthé group communicates with

at least éne'dthef.ﬁembgy, énd'the systeﬁii5~nbt decomposable.
Furthérmpre, aﬁ‘ésseséﬁeﬁt of ulﬁimate effects would show
that ultimately évéfy mémﬁér affects.every other mem%er..'oﬁr
“data éliows uS‘tO'sgate that communication ekists. It élso,
althbﬁgh it ié hérdly whaﬁ Kripbendbrff célls "rich"
 communiéation déta} allows us té say sbmething‘meaningful

about the behavior and the structure of roles of the. group.




"Group process as a control system-

Initial and goal information states

1’i ;Initiai'inpﬁts by'the.expérimehter t6 thétgroup are of
two kinés:- (aj goal states, and (bf initial informétion staﬁes.
The group inforﬁation state at any moment can be considered as
a vector of five}locations,-or stores, partitioned,into five
separate chambers, each co;reéponding‘to the information
iniﬁiaiiy-fecéivédifromfthéiexperiméntgn‘by one of ﬁhe five
membeps~of the"group, 'Figure I-10 suggests how this situation
can 5e répresented; At-t = 1, fof:examé}e,-individuai_“Aﬁ
holdé‘dﬁly the information which has been communicated airectly
to him by the experimenter; i.e.,'xé-;'a; Zthe other four
chambers'of ﬁhis sfofe,.%br Xc’ Xg xe,.ar§ gwpty, as indic-
ated by‘the:ﬁon—shaded:poftions.of‘the'store.correéponding.:
to personA"A".. Atit-= 2, a cﬂange of ﬁhé grpﬁp informatich
sﬁaté haé 0ccu;réd, impiy;né the coﬁmqniqafion of A's data to-

other members of the group;l

11t should be noted that each individual has immediately
‘available, through inspection of his own information state,
knowledge of his own state of information and an image of the
group -information state.
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The Group Information State at t = 1 represents the
initial information state which results from the experimental
intervention, i.e., distribution of data ﬁo individual members

"_bf the group.

The Group Information State at t = M'corresponds to

the goai state. .The~goal state is alsd.set_by the e#perimeﬁﬁer
~ before the experiment ﬁegins, in'that.the experimental cqndi—
tions.épecify_thétleach;member of the group must be able to
make'a‘compiete iisﬁiof all the data.avai;éblé to the’groﬁp.
Individuals éaﬁ be thought of as setting ué storéée-locétioﬁS--
in'anticipatiqn_bf.suﬁsequen£‘éommunicétions,'based on knowl;

edge of goél states. Co . | o | o | ?

Thé difference-bétween théjGrOup‘InforMaﬁioﬁ State at
t:=~l ang ﬁ = ﬁ coﬁgtituﬁes a discrepancy, ér misma£chh‘w5ich
~can only beAreétified by cémmunicétioh éétivitiés} éarried'
out by the Grbﬁp Netwqfkﬂ, In Figufe.I—lO,,ﬁﬁe éhénge in state
between t ; l.and £ = 2.constitﬁtes a partial elimination of .

the discrepancy.

Characteristics of the group network .

Figure I-1ll suggests a means of representing the group

- network as a central processing unit. Initial and subsequent
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states corresponding to any change in the group vector (from
t=1tot=1+ 1) are shown at the top and bottom df_the
diagram. Each transition corresponds to a different.channel

configuration, and to one step or action within the program

for that group.

The’potential netwerk fornan allmchannel.group (where
any single indi&idual may eommnnicate fo anyApther single oxr
several members at one time) indicates that initially 5;6
_different'coﬁmunication events or transitions may oecur, if
we allow for multiplexing or the bccurrence of eimuitaneons
‘events. $his situanion corresponds to thexcase where meﬁbers
comﬁunicate by pnper and Jbroadcasts“ (i;e,, carbons) are
permitted; 'Each event corresponds.tove diffenent change of
state in the Groué Information Snate, end'hence” states of ..

the Group Network and the Group Information Set can be taken

to be mutually interdependent.

" In the type of experiment with all channels open at
~all times, and where‘the_possibility.of'simultaneous communica-~
tion is excluded (as' in our'television;mediated experiments),
'thefe are only fiye possibiiities: A informs the other feuf

‘members, B informs the other four members, etc.




In general, it may be Said-that'the costs of organiza-
tion for a network of the latter kind are less than for the

fo'rmer.l

Since the-informétion state"at't:Q i is an input to
the network, it constitutes a consﬁraint'on ﬁhe choice of
- succeeding trénsitions.2 ‘Given)an initial»poséibility space,
thé choicé.of’a,seQuence Qf néﬁwbrk configurétions.defines a’
transfofmatidn, énd the struéturé'of the information-processing

network.

Control processes-

It'is possible} ana.usefpl, té interpret»Group Informae
tion State and Group'Ngtwork as elémépts in‘é generalized
feedback control systém (shown in block diégram férm in Figure
1—12. The Group'Informétibn Staté,is inﬁérpretéd as thé "Piant"
whoée étates a?e,td be céntfdlled withinAthe_control system,A

and the Group Nethfk as the_"Cdntrol Elements", or the machine

1Mackenzie (personal communication).

2Note that the state of a storage location and a

- corresponding node in the network, while they must be in one-
one correspondance,  are nevertheless. theoretically distinct.
This distinction is discussed further in Chapter II. .
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whose activities produce changes in the Plant, or Group

Information State.

There are two kinﬂs’of iﬁputt- first the experimentér
definitioh»of.géal»sta£es caﬁibe ihferpreted éé»thé réfereﬁce
signal for fhe systeﬁ; and se;ondl&,‘since data ihput tb the.
sjstém creatés a diécrepanéy.between actual-aﬁd goal states,

it thus constitutes a disturbance to the system.

Feedback'is‘an~individualyrathef than a grbup
activity. Eééh individual,,éepérately( rééérdé;changes in the
Group Infprmation State, éﬁd édmpares_the'egisting with the
desired étaﬁe: }sinéé nq.membef has a élobal piétqré of,thé:
complete vector offinfbrmatioﬁ staﬁes.cqnstiﬁuting ghe Group -
information»Set'(eac£~péféon has an image of tﬁé whbie set,

and complete knowledge of his own states), any single individual

member of the group may decide to signal a mismatch (an

actuating signal) which affects the Control Elements. An
actuating signal may then initiate_activity of the control

elements: '"On. commence?" It'may eqﬁally,initiaté a single

communication event ("Quel numéro as-tu?") within the process

as a whole.

The resulting output is. said to be controlled.




The efficiency of the control.éystem

The representation of group procesé.givenfin Figure
I-12 has the follbwing liﬁitation: once the organization of
the Group Néﬁwork (the cﬁoiée>of éne tranéformation within‘the
set of poésible transformations) has been set, it is immutabie.
The Network can be thought of as having two inputs: (1) mis-
match between actual and goal state, "and (2) ho‘mismatch.'
In the firs£ case, é cycle df activity whose form is absolutely
determined‘(ife;f for-the deterministic machine) or describable
as a stochastic process (for‘ﬁhe probabiligtic machine) beéins,
and continﬁes until an input which indicates an absencerf‘

mismatch occurs, in which case the activity ceases.

A'third.possibleAinpuﬁ éould ﬁe en?isaged, signalling
non-reception~by'an indivi§uai member oflinformation (at some
point duriﬁg the cyclef. This third input might result in
re-setting the process back ‘one notch to an earlier stdge
(resulting, for.exampie,Ain the repetition of the event whiéh

had immediétely preceded).

As it stands, however, the Group Network is in-no sense

self-programming, in that it has no capacity to determine or
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alter its own internal structure. To account for its organiza-

tion, an outside agency must be assumed.

Given these constraints, éertain things can be said .
with respecﬁ to ﬁhé qsntroi-system.i'It hasibeen shéwn for
.example that, for a given broblem of the“type we haye beeﬁ
cohsidering, network structurés'can be ranked‘by.equiValenEé
classes according to a criterion of absolute efficiency.l

Each class of group information-processing machine is capable

of a given optimal level of performancé and no better.

Secondly, it is known that a system such as that of

Figﬁre‘lan can_bé‘repreéeptéd és a transfer funétion[ Where
assumingﬁonly that the éystemiis ét rest pnio; to the apéliéa-
tion of inpuﬁ,'the Oﬁtpuﬁican be déséribéd.as é.funétion of the
input. Within the limits imposed by the tyéé indéta avéil-
able) it is possible to}say sdmefhing conqerning fhe'performance
éhéracteristics éf_thevéysﬁem,‘incluaing its>speed of résponsép

its relative stability-and itsiaCCuracy (or allowable error).

Yyor most recent discussion, see Mackenzie (forth-
coming) . ‘ .




The-cascading of control elements.

Figure I-13 shows how a sequence of similér<contfol"
systems could be linked in order fb‘accomplish a:mulﬁi—phasiq h
gask,'or one with_severai milestone'conditions:-‘Thé output
of the firét syétem is seen to be a distﬁrbance to the second.
Suppose, for example, the group is asked firsé-to make a iist
of all the symbols it jointly‘holds,>ahd then to eliminate
. any repetitions in the list. Wé,supposé the initial list to
contain repeﬁitions. Thg existenée.of such‘repetitions sets
up a mismatch céndition in the‘seéond syséem,‘in'that the

required information state is a list without redundancy.

In fhis_éituation. it shodid ﬁé noted that the nature
of tﬁe-plént and.of;thefréférenCe signal has beén‘altered:
the éhambers nowiéonﬁain lists'rathér than Symbols; énd the
reference'signal is a ndh;rédundaﬁt.listﬁ Similarly, aithough.
-thelGroﬁp Networkxhas-thé;saﬁe hodés, there is no reason why
its inte:nal drganiéation nay not differ from that in the

first system.

Similarly, the output of this second control system
may become input to a third (corresponding, for example,,tq\a_

phase of activity resulting in the orderihg of the list), and
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the latter's output, input to a fourth, etc. Eventually, the
complete control system, composed of single componehts céscaded~ '
in-series, will produce a "solution" and its full cycle will

reach a point of equilibrium.

It is a‘generally accepted_principie that any fihite_
number of independent-compbnents in series where each is
associated with.a procedufé may bé'élgebréically’combined'by
‘multiplicaﬁion. Thﬁs,-the compiete-sét of separate;COnt:ol
Asystems ﬁay bé condei&ed-of,as a‘single component, which
confaiﬁs.a certain number of blocks. fﬁe experimental situa_
tibn may then:bé'described aévonelédhtfol'system, such as
shown in'Figure I—lé; where the controlied:output is an
aﬁtempted’problem sdiﬁtiqn,»the feedback eleménts‘are the
experiméntal assistants, and the aét@atihg‘sigqal indicates

only whether or notvthé problem'has ye£ been solved.

By analogy., Ehe Eransfer fﬁhction for:the system may
also iﬁ.principlé be aetermined.‘ Overéll syétem performance
ratings can be_asseséed;Awith respect to varéing inputs, and
more pérticﬁlériy with rés?éct‘to varying conditions of

. "load".
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Executive functions of the groﬁp,-

It will have been noted that the overall control system,
consisting of several blocks, has (1ike each individual block)A
no capacity. for self-organization. This characteristic is

not consistent with the reality of the group situation,

First, the group is quite éapéble‘of Changing ité goal
1States;} During the iniﬁial peridd of expé;iﬁen#él briefing,-
the group records iﬁ its collective'memory information
concerning the pfoblem context, ihcluding’the;sequéncé of
reéuired informaﬁiog étates.it mus t attain to arrive at a
complete pfoblem_solutioh. At fhis point, thé Group Network
functions as é transduéer, orjéhannéi (which may be_more of‘
less nOisy).2 Its memory is:supplemented by éxﬁeriméntal
instruétions postedﬁon‘the wallsiof eéch experimental‘cell{
While groups tend.té feSpect'the'inséructions, énd to follow

the "correct" sequence of reference signals appropriate to

- l1in one instance, after a long frustrating attempt to
- solve a Type B task, the group simply got up and left their
‘cells--a striking example of change of goal.

21t also functions as a transducer durihg the output
phase. S ' ’ '




each phase of the task, they'may,uohVoccasion,'change

them.

Sedondly; the organizatién of'phasés df each task has
some degfees of fréedom. For example, elimination of
repetitions in the list may be a gréﬁp activity; or may become
relegated to some individual'fpr execution, and can no longer
be considered a part of the_gfoup's activities as such.

Choices of task organization vary from group to group, and,

within a single group, may vary from task to task. Variations

in tagk‘organizgtion ére partiéuiérly noticeable following an
attempted solﬁtion to a problem which has not been success~
ful; In thié casé,'the.group will ﬁot necessarily re-commence
iﬁs cycle\of activities at thé begihning, 5ut Wiil "hqnt“
among its subroutines, often iﬁ_apparently aleatory, or non-

systematic, fashion, until it discovers a source of error.

Thirdly; thé grqﬁp is'entifély responsible for its
choice of internal orgaﬁizatioﬁ ofitheAGroup'Nétwork. Network
sbruéture may vary;frbmlphasé to phase, and Within a single'
phase. | |

Finally, the group has a caretaker role with respect.

~ to the operation of its own physical channels, including deci-

" sions concerning choice of modality (verbal vs. visual).




We term these'latter the self-regulatory, or exec-

utive functions, of the group. The group may shift from

task mode to executive mode at any instant in £ime,_subh

shifts often, or even normally, producing éhanges in the

structure of the task-prodessing‘System.

The second principle of decomposition of data

Thé distinction between task activities and executive,

or self—organizing, activities provides the basis for the

second principle of decomposition of data.

To incorporate this latter aspéét of group functioning,

we posit the existence of an interrupt system.

The interrupt system

Interrupts, like information storage, are not a

activity,'but'an aggregation of individual activities.

individual may choose to signal an error (or a success).

instant in time, or may choose to bring into a stéte of

group
Any
at any

recall



the group's goéls, its task program, its c¢hoice ofvmbdality,

or its internal network structure. When he does so, his

interrupt~may have the effect of shifting the group's

-activities from one mode (e.g., task) to another (executive).

This feature of the interrupt system flows from a

fundamental principle of systems with multiple components:

"No state gﬁithe whole can gg_§ state of equilibrium unless it

'is acceptable to every one of the component parts,  each

~acting igithe conditions given by the others. (Ashby, p. 83).

This means that every member has soms power of veto

over the equilibrium of the group.

Let us now aEtempt to isolate some of the variables

‘which affect the group regulator,'sihce'an understanding of

the interrupt system is of critical importance in evaluating

the performance of task groups.’

Variables affecting the interrupt system

The interrupt system is to be interpreted as a vector

of.independent'regulators——independent in the sense that there

is no direct channel of communication between them. Bach




functions without being directly affected bY'any other (although
they may indirectly affect each other as a result of events

which occur within the group network).

The Intéffupﬁ System is affeéted’bylGroup Information
Sﬁate variabies, ih-the féllowingAWay; Componént~A.of_the
Group inférmatioﬁ State vector affects coméonent A'of thef
\interrupt-sfstem vector, compénent‘B 6f the G.i.s. affecté
compohéﬁt B of the Interrupt Systémlvector,‘and‘so on. This
is necessarily so since the conpectioh between‘G.I;S.‘and
Interrupt system ié ihtra—indi&idual; and ié'not mediated by

the Group Communication Network,‘éxceptAindirectly.

‘:in order- to expiain self4regulatpry activifies of.the
group, it is.convénignt £o enlargé”the G.i;s. ﬁo‘include more
variables, whOSe jOint»éfﬁect on the Iﬂterrupt.Syséem wili
explain shifts from Task to Exeéﬁtive ﬁ5de”and vice»versa;

' We define six yariébles which; it is hYéothesiZed, cbrrespond
to different kinds of information stored in the group memory .
and ‘to different group goals; four ofAthe.variabiés a:é task- -

related, two are what will bé termed éo—orientétiqnal

variables.




Two task:variables haye.already been diScussedi_
required, or goal, information states'(G.S.), and actual .or
present information states (P.S.). Both these»states are
initialized through communicétiqn_With thé expérimenter, but
the latter (P.Sf):is contihualiy updated throﬁghout the task

run.

it is~posited that a discrepancy between a goal state
and an actual state will cauéé”an iﬂ£érrupt. .These interfupts
are of two kinds: (1) interrupts which repoft'the non-
occurrence of an éxéecfed event, énd (2) interrupts which
frelate_tqithe cémpletionvor non—cémpletioniof a phase of #he
tasﬁ, or ﬁhe tagk itse;f. Non-occurrence of .an expectedi
event will.resuit from failures to héa£,vlapses'of attention,
imperféctions 6f'membry;~etcf- Single interrupts due to this
factorx normallyhha§ernly local demstabiliZinéléffectsf
Interrupts dﬁe t0‘alfask.mismatcﬂ conditionfhéve at ieasﬁ
regiénal de~stabilizing effects. -Accumulati§ns of intérrupts'v
(including locai'intérrupts) may combine té p:oduce intertupts

which differ on qualitative dimensions.




Other task—related varijiables

1. Tésk-completion time

Every aétivity which occﬁrs within the'group takes a.
certain time, We posit the existénce in the group's memofy
of a counter which records actual tiﬁe'spent.per problem, and
actual time spent in the expefimental laboratory;‘vSince
recorded time is subjective time, it ié pbssible_that‘the
time couhter is updated in discreté steps, aﬁd possibly at.
irregular intervals. in the sequel howevér, time will be
taken to be a continuous variable, and actqal time, measured
by stop watch[ wiil be taken to be a linear estimate of actual

time, measured by members of the group subjectively.

Expected time equally has.twp components: .an expected

time per problem and. an expectéd total time to be spent in the

laboraﬁory'for'the complete series of experimentai runs. The
latter variable of total expected time ié'to some extent pre-
established"before sﬁbjects enter the experimentél cells, in
that they are told that the whble experimént "usually takes
about three hours or'so“; Expectéd time per problem is.
probably defined-by.how long the group took to resolve‘the

previous problem, and hence is only determined following - the




initial run of a particular type of prbblem, for succeeding

problems of the same kind.

Based on these considerations, . we might take Expected
Total Time to equal three hours, and Expected Time per Prob~

lem j to équal Actual Time for problem j;l.'
~The ratio AT/ET-will be employed in the sequél{

We assume the Task—complefion Time Variabie to have
motivational force for individual members of the group.
Subjecﬁs are paid a fiat fee for their pérticipation‘in the
exberiment, and can maximize their financiai return by kéeping
time spent in the laboréfory.to a migimum.> The experimehtal
célls‘are.warm and stuffy, chéirs are not 6verly comfortable,
etc., a;d aftef some hours spent in them, fatigue may become
an important factbr. Fiﬂéliy, there is‘an implicit factor of
cémpetition} and grbup pride will often motivate the group to
want to perform well} and to find solutions aé‘quiékly as

possible.

To incorporate this notion of motivation, it is-
assumed that there exists a valuation function defined on the

domain df'the_variabléfAT/ET; perhaps corresponding to the:




‘on each succeeding round, requiring additional specification.

- possibility that there is an interaction between the two

“intuitive notion of "satisfaction". The function could be

defined, for example, as follows:
(1.11) Satisfaction = 1 - AT/ET.

The function is positive for ATKET, zero for AT = ET,
and negative for ATPET. The function is bounded for positive
values ( 4 1), but unbounded for negative values. (The

assumption that negative satisfaction, orxr frustration, can

\

increase without bound must be tempered by the possibility

of a threshold, or étep function, beyond which changes of

goal occur.)

It is also possible that subjécts:expect to do better

of a weight modifying Expected Time.

We could assume, arbitrarily, the effects due to time

spent per problem and total time épent in the experimental

situation to be additive in their}effecﬁ, leaving aside the

éffects. while such interdependence may exist, it is extremely

| difficult to measure, and the:additivity assumption_prbbably

does not introduce a major distortion.




It will have been noted thét‘the‘tWQ components of
the Task-completion Time variable;exert‘effects in quite
different ways. The Total Time Spent variable has relatively

small effects during early parts of the overall experiment,

but increases proportionally in its overall effect late in

the experiment. This would lead us to expect that task
frustration, where it exists, has essentially local de-
stabilizing effects early in?the~éxperiment, and more per-

sisting effects at laﬁer‘peribds.

2. The Exror-to-Success Ratio
An Error;to—Success variable can be defined as follows:

‘(1.12) . BE-D = SE/ D (.E +8),

where J'E is’ the total number of errors committed
to date,

. and J.S. is the total number of successes achieved
- to date. - o ' :
Assuming that making errors is negatively motivating,

and scoring successes, positively, a functional relationship

. between the Error~to—Success Ratio gahd‘Satisfaction could be

defined, for example, as follows:

(1.13) ‘Satisfaction = 1 - 22)E/ 2 (E + S).



This function, like the previous, is bounded (s<l) for

'pbsitive values, and unbounded for negative.
Two points should be noted.

Errors resulting from submission of incorrecﬁ solu-
tions to the experimenter should make a larger contribution to
negative satisfaction than errors identified by'fhe group it-
self; similarl?, correct solutidns should produce‘gréater
satisfaction. This feature can be”incorporatedvby an appro—
-priate"weighting scheme..”(thg héwevervthat.errors.and~-
suécesses reported to the group byithe e%périmenier occuyr
relativel& infrequéntiy, by comparison with group-identified

errors.)

' Secondly, wé probably should pésit'a "fecency»efiéct"'
with respect tq'the Error-to-Success variable: efrors and
successes commifted‘ih»fhe diétant past‘should be expected to
affect satisfactidn less than those Qccurriqg more nearly in
time. To take account 6f.this, errors and successés could be
weighted by a factor "Qiﬂ = (T - t)/T, where "t" is the
distance in time between;the presépt time of occurrence of

error, and the time at which each previous error or success
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occurred. Summing over total errors and successes to date,

weighted in this fashion, determines the present~Value tb the |

Success~to~-Error Ratio.

In general, Tésk—cbmpletion Time and the Error-to-
e | 1
Success Ratio are known to be positively correlated. Both
contribute to the variable of satisfaction, but because of the

inter-correlatioh,Atheir effects need not be assumed to be

. purely additive. If we assume the Task-completion Time

variable to be more consequent in its effects, the contribu-
tion of the Error-to-Success Ratio can be qualified by
ihtrodﬁcing a weighting in the function relating Error-to-

Success to Satisfaction, which is determined empirically as:

~the correlation between-Task—compietion Time. and Error-to-

Success Ratio. Since the correlation is positivé, the effects

are still additive, but proportiohally less so.

The resulting melding of effects due to time and error

is termed the "total task satisfaction" variable.

lgee for example Shaw (1974),




Co-orientational variables

Two co-orientational variables are identified: the

Group-Experimenter Relationship,.and. Group Structure.

1. Group-Experimenter Relationship

'In accepting to take part in an experiment, members of

" the group establish a relationship with thé:experimenter., Such

a relationship has some definite reward value, positive or’

negative.

In general, subjects expressed interest in the details

of the experiment, and in post-experimental de-~briefings most

~declared the experience to have been pleasant. Theré was the
novelty of the 1ébqratory itself, with its modernistic

television-mediated tele-conferencing gear, the challenge Of

the task, the interaction situation with a group of others

in an unusual setting, and of course the financial remuneration..

While'these intangible (for the most part)'rewards

l.undoubtedly varied from personvtd person, they seem to have
.been sufficient to justify acceptance of a situation charac- -

terized by a strong dominance relation, where to some extent




subjects functioned, and felt themselves to be functioning, as

guinea ?igs.

The relationship between subjeét‘andyexperimentef is
not neéessarily conétant, and may_be re—interpreted dufihg ﬁhe
’coﬁrse of the ekperiment. dne group;'for example, after fail-
ing to resolve Q—Type faéks, bégan to doubt>the motives of
ﬁhe expérimeﬁter} and queétién the "realupﬁrpbse“ of the
experiment.. This SQggQStS that'the definition of grbup-
expérimenter reléﬁionéhip dépends dn the time and error
variables, and héé‘the qharacfer of a stepefunction,ior a

frustration ceiling.

2. Internal Group Structure

The gtfucture of the Group-Network‘may vary from fask
phase to task phase, and from Task‘to Exeéutive>Mode. Cor-
_respondihg to éaéh.group sub;procesg.is a'étate;transition
(sT) structure;:and a universe of elements and couplings (UC)
struéture. The formérvdefinition of-stfucture is'equivalent‘
to considering'the‘group network‘as é single ﬁndifferen#iated
machine; .Ehé lattgr projécts'a Set'Qf relationShips holdiné

between members of the group.




It has long been known that éhoige of network structure
in the task mode has an'effect on the satisfactinn'of individf
“ual members.l "Decentralized" or hignly parﬁicipatoiy
"structurés'seem-tn contribnte most to high morale; "centralized"
Qr‘hierarchically organized nets are often more efficient, but
less satisfying for thosé‘iniﬁeripheral locations. Recent
work by Mackenzie and Sabiduési indicates some of the possibil-
ities and limits of obtaining scalar measures of degree'of‘

centrality in such cases.

Group structures for the. executive mode seem to have

‘ been léss studie@, andimeasureinent nrobleins here are slightly
different. The kej exécutive phase is network organization;

neither goal—settingxun:program—organizing acti&itieS'take up
much total time; network organizing activities however are

all—perﬁading throughout the gfonp's life.

The network organizer

The Network Organizer has two functions: routing and

scheduling.

. } ~ » lS_ee for example Shaw (1964).




a. Routing
A routing procedure is a decision rule which specifies,

for any given state of the system, what event is now to occur.

Suppose some member of a group, A, sends a message to
' the others: "Everybody send your data to mel" This is a
routing message, and the route to which it refers is shown in

-Figure I-16:

Figure 1-15
Figure I-17 illustrates the route which was employed in

the ekample developéd in the earlier section on group processes.

ILLUSTRATION OF ROUTING PROCEDURE CORRESPONDING

TO0 A UNICURSAL CIRCLE NET CONFIGURATICN.

Figure I-16




A routing procedure may specify (and for nopemultiplexed
networks, must.specify)_not only which events are to occur, but

also in what order.

b) Scheduling

A schedule determines when each event occurs (and -
since it specifies an ordering in time, overlaps with the
concept of a routing schedule, in-that from a schedule, a

route can be inferred, but not the converse).

Fér many kinds of networks, the problem of when and
how_to "seize" the network, where simultaneoﬁs occurrencé of
two communication evénts is strictly.excluded, is a majdf
pfobleﬁ.l In order fo prevent over-talk, éommunicators,in'
such neﬁworks comﬁonly"resort to .the use of,cbntrol meséages;
‘proViding for the‘sigé-qh.and sigh-off of cqmﬁunicators on the

network. An interpellation message, for example, "calls up"

‘a potential source, and gives him access to the network. An
intercept is a self-claim to access to the network. A sign-off
is a voluntary relinquishment of access, and a priority over-

ride is an attempt to "bump" someone off the network.

lgee for example Jaffe (1970).




Each time the”circuit iS‘discénnécted,»the netWork»is
readied for the next operation to be carried oﬁ£.~ Thusg:a'
communication event, orAaction; takes- the form Qf‘an excﬁénge.’
of information sandwichea in between‘éign—onAaﬁd sign-off

activities.

For. the groups with Which this report is concérned, the
route is trivial (See p. above). For our groups, the
- routing procedure is usually not stated explicitly, but is .

arrived at through scheduling activities.

‘Scheduling activities, for the mos t part, consist of

strictly dyadic exchanges. A scheduling event usually specifiesv

not only when an.évent is to occur, but refers to, or indexeé,
which event it ié to be (i.e.,,fhe»route is always-implied).
The effect of a>séheduling Mesgage;(from;a potén£ial reééiver 
to a poteﬁtiai_séufce) ié.fo makeftﬁe reéipient.éf‘the ﬁessage‘
“an;immediate-gggggg within the goal-syétem of the orig-
inatorﬁ, in Mackay'éiwdrds (Maékay, 1969);» The pérson who

assumes.responéibility for scheduling events within the group

network becomes a controller, or dispatcher, for someone in

'thevgroup. Scheduling becomes a means of establishing a




relationship of subordination between couples of individuals;

the rélation so defined is binary.l

lNote-an apparent paradox: the individual who acts as
dispatcher is in fact a controller, hence claims a dominant
role for himself. However, his individual acts of control may
often take the form of questions, which, as Mackay has noted,
are "basically a purported indication of inadequacy in the
originator's state of readiness, calculated to elicit some
organizing work to remedy the inadequacy. It is as if the
questioner uncovered and held out the incomplete part of his

~organizing system to the receiver for his attention." As *

such they have only an invitational force on the receiver.
Use of the guestion format serves to "play down" the real
dominant-submissive relationship. '

The relationship can also be "played up". Kelley
(196 ), in a perceptive analysis of threats, argues that
more is communicated in a threat than the mere content of
the manifest message. A threat, in his analysis, would
have the following implications: (1) that the interests
of the individusla involved in the threat seguence are
opposed, and (2) that the interests of the threatener ought
to have priority over those of the person who is threatened
(the logical response condition for a threat is compliance).
Thrests are appropriate to conflict situations, in that they
may assure regulatory stability, and eliminate certain un-
desirable oscillations. In non-conflict situations, with
acceptable regulatory structures, there should be no need to
resorlt to threats: simple guestions and requests should be
adequate. - In this situation, a threat or arbitrary request
(that is, one which is not warranted by the position of the
originator), implies a derogatory evaluation of the recipient,
constitutes a claim of superior power, implies the latter's
vulnerability, and evidences a change in the threatener's
conception of the relationship. It may arouse aggressive reac-
tions and hostile feelings on the part of the recipient.

o i el e R




The structure of the component‘réspoﬁsible for -
.organizing network task'stfucﬁure can-be interﬁreted as the
oﬁtcome of a N-person game:- each individual can be tﬁought
of as éhoosing a strateéy, based-oh decisions as tb whéther
to attemét to control the task éctions of the other N - 1
individuals in the group, and whether to accept other's
attempts td cbntrol his owh behavior. When each individual
has determined his own strategy;'£he resulting strucﬁure is

fully defined.

Conversely, from an existing structure, individual

strategies can be inferred.

Each outcome can be assumed to be more or less reward-
ing for individuals within the. group, and because the inter-
actions are dyadic the valuation mapping is defined on a set

of binary relations, as shown in Figure I-17:

Lihere each couple is mapped to the set [1, 0],
indicating which couples are members of the relation.




A B ¢ b B
A ~.(a,a) e (me) (ava) .(a,.e) -
B | (boa) " (b;b) (bic) ~  (b,d) (Bre)
< (.c,‘a) Ceb) (ee) e (cre)
D ‘(a,»a) (4D (de)  (aa) | .' , (nd.,\e) :
E | (e, a) (e,b) ‘(e,c) (e (e, e) .

DOMAIN OF THE RELATION: X; controls‘xj, 1,9 = 1yeees5

Figute I-17

- The choice of control structure is subject to a

constraint, which may be called the cooperative principle:

if the group doesﬂ not cpbrdinaté its ‘avcvt‘:ivitlies :Ln the task
situa tion,A everyone loses-—-—errovr- ra{:és climb, time spent
increa’sels, etc. The purposé of dispatch‘ir.lg: is to_alc-hieve‘ "a
.maximally effecti?e exchange oAf information."‘ (Grice, quoted in

Katz, 1972).

‘This meairis that the c.Orltrol relation must contain at

. : least one’ (and preferably ohly one) couple per column (Fig. I-17)..



A perfectly centfalized procedure~of control would
correspond to a row.of.Figure'I;l7; for example, R = {(a,é),
(a,b), (a,c), (a,d), (a,e)} . A decentralized.procédure would
make, for example, eVerYéne his own éontroller'(a reflexive
relation which is étatisﬁicallyvqnlikely to OCCurfbn the
basis of chance alone, and is usually the fesﬁlt_of Eraining),

. or_eVeryone at onég controlling someone elée, and being
conﬁrolled by someone (an "off-diagonal" solution which défines
a transitive rélation).‘ A‘spéCial:case of the latte: is a‘pufé

symmetric relation (which does not arise in 5-man groups) .

Most relations of dominance are more or less central-

ized (asymmetrical) and/or hierarchical (traﬁsitive).

There is evidence to support the assumption that
centralized control networks are more efficieﬁﬁ‘thaﬁ de-
centralized onés, undexr conditions of.low load. (Kleinroék,
A1964). Thus, thé.coopérative pfiﬁciple tendé to puSh groups
towards centralized rélationsf Undgr conditioﬁs of high |
_information-transmiésion load, céntraliZea ﬁetwprks are less
| efficient, deﬁénding onAthe capaéity of the éeﬁtrai nQae..
Hénce, considerations.of effiéiency suggestrﬁhe acceptance

'by the group of centralized structures,



_Brehm (1966) has argued howevér that any regtrictioh
on the set of "frée" 5ehaviors of én individual sets.up what
he terms "psycﬁological reactaﬁce", or a tendency to.resist
the influence attempt. Since a group has regulatory needs,
and regulation results in external selection of behaviors by-
others in the group; some degree:of reactance might.be thought
to be present'in the group at all tiﬁes.l "How much .réactance
is present in any givenvsituation should depend on‘the degree
of subordination, the expressed friendlinéss of regulators,

and perhaps on the activity of the regulators.2

Effects due to reactence may be mitigated by the
adoption of a normative structure, since:

norms serve to depersonalize interpersonal
influence, reducing the need to see compliance
as a personal matter by introducing supra-
individual values as its basis (Kelley, 196 ).

lthis seems to be also the theoretical position of
Bales (1949): "The social system in its organization, we
postulate, tends to swing or falter indeterminately back and
forth between these two theoretical poles: optimum adaptation.
to the outer situation at the cost of internal malintegration,
or optimum internal integration at the cost of maladaptation
to the outer situation.”

: 2Freedman'§E al. have proposed that acts of behavior
. can be mapped to dimensions of affection, dominance and activity.
. (See also Coffey (1950), Osgood, Suci and Tannenbaum (1957),
Borgatta and Crowther (1965).) ' :




Mackenzie simiiarly pbsits "behaviofal;constitutions",
~in effect locally stéble configurations Qf;rbleS} accepted by
the groﬁﬁ;zé?bviding for a division of labor necessary to
complete the task. Althbugh acceétable to the groﬁp, these

charters may be unequally satisfying to individuals.

The notion of "behavioral constitution" can be given

a game-theoretic interpretation.

Let_Pij be .the pfeferenceApﬁ individual 5if (1 = l,..;,M)
for relation ﬁj" (3 = l,...{N).>.Let RG be é rule which assigns
" a value to each subset S of the members of the group based on
their fespécti?e.strategies, and-resﬁltihg in a netwofk

structure._‘Since the structure is a;relation, RG is said to

define a characteristic function. Let StA be the actual

structure of the group: . we term StA the -adopted constitution.

An ideal constitution, for any giveﬁ group, will be a group-
structure which maximizes the characteristic function. A

difference between an ideal and an adopted COnstitution for

‘change will be termed a capacity for change.

lMackenzie (forthcqming),




There are many feaSOns Wh§~a group might.adop£ a’
constitution which is less than‘ideal,‘_As noted, the exigéhcies‘
of the taék situaﬁion push the~grou§.t§WafdsAthé goal of céfi
ordinatiﬁgiﬁheir_activities. It ma& ﬁappén.thét initially
some 6ne individual is\mdre écﬁivé than-thé others, ?erhaps
because he or she is less intimidated initially by the exper-
imental situatioh, so that the group cedés'to this individual
én authority thch produces a gréup_étructﬁre that is ultimétely
not satisfactory»to a majority of members of the group. Eyéh
given this legs than optimal‘situatiOn, iﬁsofar as it relates
to pfeféréﬁces Qf the groﬁp for certain kinds‘of decision
st;uctufeé, the resulting structhre may cbﬁtiﬁﬁe to be accepted’
if the task payoff ié adéqua£ef' Ifstaék'rewards are uﬁsatis;
factory,~c0nditions may be prbauced which méke_éalientvthe o

group's capacity for change.

Attempts to change the group decision structure
constitute interrupts. These are said to bfing the group
structure into a condition of recall, .and such interrupts are

sometimes termed_\_rotes.l ‘Where .capacity for change exists,

'lMackenzie (forthcoming).




such interrupts may lead.to modification of the group étrudture.
Interrupts‘mayvalsq>oécur‘where»thefevis no éapaqity for -
change, for exémple, whére the ideaiiconstitution'oﬁ'the;groﬁp
resuits in negativé payoffs for some one, or perhaps,.two,
‘members. In such a case, assﬁming no resulting dhaﬁge'in.
grouéistructure, the system:may\be permanenﬁly unégéblé; depepd;
ing on the strength.of ihe éroup néfﬁ, and its éonﬁrélling |

effects on individual dissatisfaction.

Operation of the interrupt system

In the preceding discuséion, a subjective factor
‘“satisfaction" has been introduced which is extraneous to the
system, vaguely conceptualized, and difficdlt'to measure

directly. It is furthermore inessential.

Figure I-18 shosta flow diagram of the task/control’

system.

Input to.the network consists of experimental instruc-
tions (goal settings), data, and indications of success or
failure of attempted solutions. Output of the network consists

of attempted solutions.
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. . : The Group Network is lin»iked. to a Tnemofy’ (Group.Infoma;
tion State) which fecords goal sﬁates (G.S.). preéent information
states-(P;S,),xrelativé time (T), error~succeés coﬁnts ﬂE/S)..
group structure (ST), and group~eXpefimenter relationship (G-E).
As the group pasges through the phases of the ta%k (Figure I-13), .
and és it shifts back and forth from task to executive'modé,
the internal structure of the Group Network undergoes cﬁ%nge.
Task and eXecﬁtive moaes are repreéented at the left éf‘the
aiagram: they_are_not to be read as part of the flow diagram
itself, but as a way.of showing in shorthand form the dynamic
changes in network structure (which would othé:wisé havé to be

’ drawn in the form of a concatén_ation of cé;mponennts_ éuch as in

Figure I-lB)L

The interrupt system is shown to depend on the Groﬁp
Information Sﬁate.v It is to be thought of as a black>box;~
having two parts. The‘firéﬁ pért is to be viéwed éé a set of
functions, defined on'the set of Information States of the
group memory, ﬁhe range of the function cofrésponding,to
iﬁterrupts by individual membérs»which attempt to chénge the
beha&ior of the Group Network. -ﬁhile it may be heuristically
useful to term these."satisfaction" functions, or sométhing‘

. ' similar, the task of the investigator is simply to describe




theibehavior of the»blaékAbdx, whiéﬁ means:simpiy‘to.imaginé

any set pf fﬁnctionsAWhi¢h will explain thé'béhavior of the
sfstem. Since input»to the.black box,~and_outpﬁ£»from.it; éan
be deduced from-observables;.thé task is a straightforward (if
difficult) problem in estimation. That is to say, if‘we
represent the outéufvof the-ihterruétAsystem by fI", aﬁd ifé
input by T, E/S,‘St;‘etc., théh-ouf task is £§ find a.fﬁnction:
I ='f(T, E/S, St), which explains‘the éxperimentally.obtained -
results, and no more. Nothing'prgvents us - £from interpfetinﬁ |
the function as effects due to frustration, put such an. inter-

pretation is not necessary.

The sécohd part of thé Intérrupt System is a‘Proéram
Pointer,.which méy bé conceived of asﬁa pushaown étack‘of some
kind, permitting grdués, after an interruptidn, to return tq,the
éérlier point bf”their @petatiohé-&here they left off whehvthe

interruption occurred.'..~>
The Gating Mechanism "G" conceptualizes the notion of

change of mode from task to executive, from<subroutihe\to sub-

routine, and from one executive phase to another.

What can be~inferréd concerning the internal organization -

of the Interrupt System? It is probably useful to think of it




as having a number of thresholds, which resuit in different- 
kinds of output as different kihdsléf inputlocbuf.”-Figure I-19

suggestsuhbw these thresholds might be conceptualized. -

INPUT , ~ o OUTPUT

1. Single communication -event Ask-for repeat. Go back one

fails (e.g., message not step.
heard)
2. Subtask a) incomplete - Suggest start on subtask
b) complete ’ Suggest gfoup go on to next task
3. Too much time; too.many -Suggest a change in program
errors ; _ ~ : procedure ‘
'4. Wrong group structure . Try to get group structure changed

3.»In.spite of program changes:VSuggest aichange in group'goalém—
and group structure changes, Go homel
still too many errors

POSSIBLE THRESHOLDS IN THEAINTERRﬁPT SYSTEM

Figure I-=19

Wﬁile this is 1ékelyAto_bé a véry rough approximation of
thé actual behaviof of thé»Interrupt System, it indicates po§¥
, sibilifies for lines of investigation, which respect the
hierarchica1<organization of both ﬁask and executives modes of

group functioning.




Measuring performance characteristics

of task groups

The adoption of a control system model of task groups
leads to the question of the relative efficiency of such

groups considered as regulators. Two measures are of partic-‘

ular interest: the cagacitx of the group as a channel, and

the stability of the system under various conditions of input.

1) Channel capacity

To complete its task the group‘network'must accbmplish
transfers of information. Two.sources of information are
available to the group, and they are utiiiZed in differing
proportions for Type A and Type B tasks. These soufées are

the experimenter and the group itself.

a. Input information (experimenter-originated)

The initialization phase of each task serves to give
the values of each compbnent of the group state vector a

certain variety (in the present case, a variety of 2, or 1

"bit). At the end of the data-sharing phase, the variety of

éaéh componént has incréased to.7, or 2.8l bits. (The

variety is less than additive due to redundancy in the list.)



The difference in the. initial and subsequent variety is due to
the intervention of communication processes, wherein variety

spreads from component to component in successive steps. The

. capacity of the group network as a communication net can be

measured. It varies with such factors as internal structure,
the nature of its physical infrastructure, presence of noise,

etc.

Measurement of channel capecity is an important index
Qf'group efficiency.sincevﬁhe capacity of the gfqué as a
regulatdf cannet exceed its cepeeity as a channel of communica-
£ion.l. Channel capacity thus establishesan upper'bound for
measurement of the overall efficiency of the system.2 For
Type A tasks; measuremeﬁt of channel eapaciey offers no

particular problem, since the group operates essentially .in

lAshby's law of requisite variety.:

20uestions of the efficiency of groups organized
into different structures have been extensively studied in
the communication net literature. See, for example, Bavelas
(1950), Christie, Luce, and Macy (1952), Luce, Macy, Christie,
and Hay (1953), Mulder (1959), Glanzer and Glazer (1961),
Mackenzie (forthcoming). Effects of coding noise (semantic
confusability) have been studied by Macy, Christie and Luce

. {1953), and transmission noise by Heise and Miller (1951).
. Effects due to modality (e.g., televigion) seem to have been

less studied.




an open loop, or simple throughput mode, and‘in Chapter IiI'_

measures of channel capacity will be given for several groups.
b. Grbup—originated information (individual inputs)

In addition to information input directly by the
experimenter, information is stored at individual locations

of the network,AcorreSponding to such factors as pre-existing

knowledge, problem-solving.skills[ etc. For Type B tasks,

these intra-individual sources of information become an-
important source of variety, and account for many communica-
tion processes, in that all the elements for the solution of .

the problem are not given,by the experimenter.

lWith MacKay, we argue that: "Unless the organism
happens to be organized exactly to match the current state
of affairs, work must be done to bring it up to date: work
not only in a physical, but in a logical sense. The 'logical
work' consists in the adjusting and moulding of the :
conditional~probability structure of the organizing system:
the formation, strengthening or dissolution of functional

- linkages between various basic acts or basic sequences of

acts.. Information can now be defined as that which does

logical work on the organism's orientation.... The amount
.of information received by an organism can then be measured

by measuring ... the logical (organizing) work it does for
the organism ... They are necessarily relative measures,
since they measure the impact of information on the given
receiver. 'Amount of information' measures not a stuff, but

a relation."




The amount éf iﬁfo;métion'stored at indi&idual-locé—
tions in the net cannot be easily ascertained, sinceiit is
not subject to experimentef contrbl, Oné can proceed as
folloWs,-howéver§ it_ié known which transfers of iﬁformation
must occur within a pérfect system in order to fegulate the
disturbance created by £hé presentatipn of a problem. For
any given group, its channel capacity for é»givenftype of -
activity can be estimétéd-oﬁ the basis of-the time it takeé'
to transmit esseﬁtial:informétion.f\Communicétion of inforﬁa—
tion which does not contribute to solﬁtibn bf;theviask (e.g.,
repetitions, incorrect Qr‘éut—offpﬁase attehp£ed solutions,
non-task-related comﬁunication;,:etc.) can be éscertained
.from inspection of‘group protocols; Given this.information;

the relative efficiency of the group can be determined, when

measured against the ideal si{:uation.l

Where, due tb a lack of inadequate information stored
within the group, it finds itself unable to regulate the
disturbance, we say that the group is in a condition of

information overload.2

lror complete discussion, see Mackenzie (forthcoming).

27This definition of information overload differs
considerably from that most commonly found in the literature




Additional sources of variety within the‘group relate
~to its self—orgapizing functions; inAparticular«itS task;
organizing, net-organizing and Channel»supervision‘functions.
Since such functions are essential to taék dompletion in a
partially self—programming network,~es£imates df’channel

ca?acity must take them into account.

(a) Task o#ganizatioﬁ

Iniﬁial experimenter instructions include
Ainformation concerning the task‘probedures required for:
solutioﬁ of the task. Since.these are ideﬁtical for all
members of thé group, thereishoﬁld be, initially; little need
for communication. However, for difficult tasks, wheré fhe
procedure may not-bé équally understood by all members of
the group, or in césés wheré, e&en for'simple tasks, the
group‘solutidn has been reported'back incorrect, the group
must decide on.a new or cﬁangédvtask program. In such a case,

there may be variety in perceptions of an appropriate_responSe,

on the subject (see, for example, Miller, forthcoming),
where the load factor is taken to be a direct function of
experimenter~input information. Our definition emphasizes
the ratio between size of disturbance and available informa-
tion. (For more detailed discussion, see Taylor, 1973.)



and group coordination needs imply a neceésity to communicate
in order to arrive at a common understanding. Such communica-

tion takes up channel capacity.

(b) Net organization

It has been argued that each individual may have a
preference for a given form of network organization, as
expressed in routes and schedules,'>Group coordination needs

require that such preferences be transmitted.

(c¢) Channel-supervision
Part of the group's organizing work requires a deci-
sion concerning the choice of modalityn—verbal vs. visual.
‘Failure to utilize the visual channel to full advantage may
seriously diminish subsequent capacity to communicate task-

related information.t

1 | o | ‘ :
A similar point is made by Moray (1970) with respect

to cognitive systems: he posits a limited capacity central
. processor "whose organization can be flexibly altered by
internal self-programming" and argues that total brain
capacity c¢an be allocated in different ways . depending on
task type, and task phase. He also argues that such self-
programming activities take up capacity. It seems obvious
that actual channel capacity is determined by both intrinsic
physical limitations, and also by the effectiveness of the




_ Stability

a. Task stability
The objective of the group is tq,brihg'valués of the‘"
state Qariables within acceptable limits (goal states).
These acceptable limits are all‘associated Qith attainingv
problém féélutioné" within~ceftain.£ime bounds. Wnen this

occurs, the system.is at rest.

qu hypothesiéed activity system pfpcééds as fbllowsf

when a disturbance occurs (data arrive), the groﬁp.tries on

one ianrmatianproceséing prpcedure. 'If_ﬁhis‘féils,‘the
intéfrupt syétem "vetoes" the cﬁoice Qf_this procedﬁre, and‘
the group tries:oﬁt a second line of 5¢havior, and so on ﬁntil
essentiél values of the state variables are aﬁtainede Over

a series of rélatively easy (Typé'A) prgblems where tbere ié
reauﬁdahcy in.the>pattern ofxdisturbanceé, énd'whére the group
vhés_suﬁficienf variety:in its repeftoire of responses, patterhs

of behévior will stabilize.

organizational plan. Problems of measurement of capacity,
in such.circumstances, are considered further in Chapter
ITI. ‘



When the size of the disturbance increases, and
where there are inherent limitations of members of -the group
to solve elements of the problem, the group begins to range

more widely over its domain of available behaviors, and to

draw on additional sources of stored information. If

regulation cannot be achieved, the group's behavior will

not settle at. a point of eguilibrium, oscillations of various

kinds may appear-in its line of béhavior,‘and in general it

may'be thought of as’ exhibiting "unstable" behavior.

- Type B, or high load, tasks may produce de-stabilizing

effects; low load, or Type A/.taSksigenerally do nét.
.b. Regulatory stability

A second course of potential inctability arises from
the fact that each individual within the group is a regulator
for the grogp netwoer Any program for the network proposed

by ohe*member may be vetoed by another.

A network structure defines roles for each individual,

roles which may be more or less rewarding. To illustrate the.

. possible disequilibrating effects inherent in this situation,

‘let us consider the situation where individual A proposes'a. .-



structufe_whiéh makés him centrél, and individual B similafly
proposes a stfucture which makes B central.-‘If-é's strﬁcfure
is adopted, let us say that A receiVes a payoff of +l;'and_
"E, -1; if B's structure is addpteé,‘thé‘paYOffs are reversed.
Let us ;uppose:ﬁhat other:meﬁbers.of~the group are indifferent,
and hence receive a payoff of O; Let us now add a payoff
associatéd with'successful compietion»of the task:» let us
suppoée that each member fecéives'a payoff of +1 for.
completing the task, and -1 for féiling to cbmplete the task.
If A's structure is adopted, heigains +2, B gains O, énd the
others, +1. AThe adoption of B;s structure produces a similar‘
"profile, except that.A's and B's payoffs are reversed. It is
in the interest of mosf members of thevgﬁbup to édopt.one'or
the other of the strudfures( and once adopted, further
challenges from the individual who has failed to have his
structure'adppted can oniy reduce the overall grbup-payoff.
‘If the latter continueé to interrupt, additional sanctions

. - : 1
may be applied by the group, further reducing his payoff.

- 'lSee, for example, Schacter (1951) for a demonstration
of the effects of deviancy on the tendency to reject the
deviant member. ' o '




c. Relationship between task and regulatory
stability ' o .

The above argument suggests that(regulatory‘stabilitY-
can be attained by a group even in the absence of conmplete

' consensus concerning group structure.

waever,-it can be asked whether_tﬁis eéuilibrium
remains stable when task payoffs'aré reduced to zero, as will‘
be the case for overloaded éroups who cannot attain to problem
solutidn in an acceptable tiﬁe. .Iﬁ this case, supposing A's
conétitution to have.been adopted, the latter'é payoff fails
t§ zefo, but not bélow since he still has th¢ gratification
of.being in an interesting role.l B's paydff falls to -2,
so that his incenti§e to inﬁerrupt is increased; and, more
iﬁporténtly, the payoff of those members iﬁdifferenf to_the'
choice of group structure falls to -1, making them presumably
more recepti&e'to a challenge by B, and adoption‘of a_new-A
'étfuéture. If this.éucceeds, Btana A will simply have reversed

roles; 1if the new structure does not lead to success, the

lIt has been shown by Leavitt (1951), Shaw (1954) and
Trow (1957) that structural measures such as centrality and .
autonomy are possitively correlated with individual satisfac-
tion, and that the amount of satisfaction varies with '
personality needs (Berkowitz (1956),. Shaw (1959)).




group may enter an oscillatory phase, alternatively according.
leadership to B and A until a breakthrough occurs, or the

group disbands.
It is thus posited that task and regulatory stability
interact, and in Chapter III, we will consider evidence to

this effect.
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