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CHAPTER 1

' INTRODUCTION AND BACKGROUND. -

.1.1 Introduction

Recent work in the area of .bandwidth—efficient
modulation [1-3] has seen the development of a new type of

digital modulation known as multi-h phase coding. This

modulation which may be fegarded as a generalization of fast
frequency-shift keying (FFSK)'[4] has the property that it

offers coding gains of between 2 and ‘4 dB ét 1i£t1e~or no 

expense of bandwidth.

However, as in the cése of FFSK,_Vit is- a. coherent
- modulation and requirés'that s&nchronization be estabiished
at. the recéiver .in order thaf " the - cdding ‘géin‘ nay\.be
realized. .AsAnith all coherent modulations; itAis highly

desirable that lsynchronization >be_1acquired from the

information .<carrying signal with no requirement that -

.~ separate pilot or carrier signals be transmitted..

This report describes research performed during the

- period. August 1978 to March 1979 to develop means of

synchronizing multi-h phase coded:signals. In particular we
describe the underlying rationale and concéptual development
of a particular synchronization algorithmﬁ " This algorithm

which is analogous to one used,in:phase—shiftgkeYing

'qdemodulation and to one developed for useAwith_FFSK [5] may



- be characterized as a brute_‘forCe, approach - to -

synchronization. On the basis of the work described herein, .

it now appears that other, simpler and more elegant

algorithms are possible and should be investigated}

In'the'remainder of this chapter We shall'ekamine in

part the demodulatlon of the multi-h phase codes in order to

show exactly what coherent or synchronlzed reference 51gnals t
are requlred. Then in‘Chaoter 2, we w111 descrlbe the
ratlonale underlylng the present synchronlzatlon algorlthm.

and analyze the spectrum of the gth harmonlc of the multl -h

phase codes to demonstrate the ex1stence of -a spectral 11ne

structure wh1ch can be used for synchronlzatlon.purposes.

In Chapter 3 we will develop and show in blockhdiagramfform '.'
“the proposed synchronization structure. 1In addition we will

describe a possible procedure for resolving'any' possible - -

phase ambiguities arising as a result of the synchronization

 process. Finally in Chapter 4, we will attempt to draw some
conclusions and to indicate other promising avenues of

research which may lead to other and possibly more effective

synchronization algorithms.

1.2 On the Demodulation of Phese Codes

Durlng the ith- s1gna111ng interval 1T < t < (i+1)Tf-a‘

multi- h phase coded s1gna1 may be wrltten in the form

a(t)

!

AT < k< (iFL)T

W/%E cos (w b + a; wg (£-iT) + 5‘iT?'+;e)rhVA(l'l)7



“where T is the duration of the signalling intérval,._i

‘each signalling interval is chosen from the drdered_set.{mo,:
SOy ey mk~1} such that if w

:ith signalling perioq, iT S t < (i+1)T, then during the

E.- is the signal energy,

mc is the nominal angulér.carrier frequency (= Zﬁféi-'

" where fc.>> 1/T)

- and a; is a binary information symbol haVing the:quip£6b~ﬂ

abie values *1.  The gquantity ws in .eqgn. (l.l);_is “the

angular frequency deviation in the ith signalling ihtervai.f 

It may be written in the form

93 _=-q’I' - o - . o (1'.2)-'

where the quantity hi/q is known as the frequency’deviétion'"

ratio or modulation index. Turning now to the two phase

terms 6 and ¢(iT) in egn. (1.1), the first is a random

initial or carrier phase angle, assumed to be unknown and .

uniformly distributed on (-w, =), and the second ¢(iT) 1is

_ known as the excess phase at time t = iT. It mayAbe_written 

in-the form

i-1 _ . i-1 o
o ¢(iT) = I a, w, T=— I a h (i > 1)
o k=0 Kk k 94 o kk " S
o (1.3)
L 3

¢ (0)

It is clear that the presence of ¢(iT) causes memory infthe )

modulation, and it is this memory which permits coding gain
to be achieved in the reception process.'

"In multi-h phése coding, the frequency deviation Wy in

1

. is the deviation during the 



(i+K) th period (i+K)T < t < (i+K+1)T we have

“i T %4k T “i(moduloK)

But this is exaétly the 'same as defining- the set of
modulation indices {hg/a, hl/q, ;..,'hK;l/q}, and during the

ith signaliing interval 1T < t < (i+1)T using the modulation

index hi./q where for convenience of notation, we have -

vdefined

hii - hi(moduloK)'

In multi~h phase-~coded signalling, the'{hi}}and q are all'

required to be integers. In addition we require hi < q, so.

that the index in each interval is a‘rational‘fraction less
than unity, implying .that the modulated signal~is.a

Anarrowband FM signal [6];

The information in the signal of eqn._(lil) is entirely 

contained in the phase function

a; mi(t—iT) + ¢ (1T)

s - N |
i qT R k k

It has previously been shownA[1—3] that when the indices

-hi'/q are all rational fractions»the'phasé-fuhction'¢(t)~“

traces a piecewise linear path through a periodic phase

trellis.  Furthermore from egn. (1.3), it is clear that at

_the end of each signalling interval, there are g possible

phases uniformly distributed on (0, 2w). - The period of the

phase trellis TS is defined by

C(1.4)

LD (e-1m) + % 1 &, h,, (iT < t < (i+1)T)



K-1
Ts = KT for T = '2 hi aven
i=0
and
_ K~-1.
TS‘= 2 KT for T = io hi odd

- The number of distinct phase states  in the trellis_is
related to the . number of possible phase functions. iLereim
' [7] has shown that there are

N = q phase positions for T even

and

it

N 2q phase positions for r odd.
The demodulation/decodlng'of s1gnals of the type‘
defined inv eqgn. (l 1) is accompllshed by coherent~
demodulatlon and 1ntegrate and dump fllterlng.1 The outputs-
-of - the 1ntegrate and dump fllters are then processed u31ng.
‘the Viterbi Algorithm [8] to obtain estlmates:of_the
transmitted data symbols. . This yields maximumflikeiihood
decoding and is described in [1] for.multr—hiphase codes. A
.detailed exposition for conventional M;ary CPSK is given'in '
[10], and shows many similarities to the presentucase.

The V1terb1 Algorlthm uses the coherently demodulated

baseband components to calculate branch metrlcs.‘ Coherent'

extraction of the baseband components requ1res the‘

availabilityp inA the receiyer of coherent frequenc1es or
‘tones matched to those of egn. (1.1). If; for the moment,
we assume the avallablllty of a- coherent symbol tlmlng clockd:.
of period T -1 and of a marker of period (KT) 1, we then know

“which pair of signalling frequencies




. is belng used in the ith 1nteral 1T <t < (i+1)T. We may
then 1dea11y compute branch metrics for thls-interval, where

r(t) represents the received signal, as

o = (i+1)T S wh, - o

b(h;,,n) = E".{iT r(t) cos (o t + g7 (t~ iT) + T + 8)dt |

n=0,1, ..., (29-1) (1.5)
and _ - o

5 (i+1)T - ‘ nhi,- Nt .
b(—hi,,n) =\/% _fiT-r(t) cos(mct ~ g7 (t—-iT) + a~ + 8) dt |
< n=0,1, ..., (2g=1) (1.6

-where nn/q, n =20, 1, ,' ;o 29-1 cofresponds te the possible

initial excess phase values and hence to the 2q trellis
states, and g represents the locally estlmated phase Wthh
1deally is equal to 0. |

" If we now define the idealirefe;ence signals~in‘the ith

signalling ‘interval as

' : 2 " hi' | N
eil(t) =4/F cos (wct + qT (t-1iT) + 8§)

’ 2 3 ' ﬂ hi‘ v » ’ ~ ) oL |
eiz(t) =\/¢ sin (mct + 7 (t—;T)»+ 8) o (1.7)
. 2 nhy,

6;3(E) =[5 cos (v t - qT (t-l'I.')> + 9)

9i4(t) =\[F:sin‘ (wct - 'q.T — (t-iT) + §)

we may write the branch metrics df_eqns: (1;5) and_(l}6) as




b(hj,,m) = X(hy,) cos

gi_+ Y(hi,)Asin g@ | "}J-. (}fB)

n=20,1, ..., 2g-1 - .

b(=hj,,n) = X(-hj,) cos_g—1 + Y(-h;,) sin & S ()

where

X(h;,) = (r,0,

Il

Y(hy,) = =(r,0, )

X(—hi') = (.rre-i?’)

=4(r,9-4)

Y(*hi') i

Equations (1.8) to - (1.10)

q

L JE T e
Vi o f 0 E(e) egp(e ar

v 1T .

- ene o
TWVTog TP fntedr
' R o (1.10) -
V& I e o5 ac
_ptithr R
5ﬂ/§ 1 () ey, (n) at

show that the branch  metrics

required~Aby the Viterbi Algorithm are 'easily' Calculated

using in each signallfng_interval;the outputs df,the-fouf‘f

clocked integrate and dump circuits represented by eqné;

- (1.10).

'Also from eqgns. (1.7)

orders of synchronization a

to (l.lQ), it is’ciear that three

re required, namely

a) phase synchronization of -each of _the sighalling_

frequencies

i=0, 1, ..., K1) (1011



b) symbol timing or Synchronizatioh.of.the data clock at

frequency /T

¢} interval lock modulo K, so that the receiver knows in’

~each signalling interval which pair of'frequencies (cE.
(1.11)) to wuse for _coherent demodulatlon. ~ this

“involves synchronlzatlon to a clock at frequency l/KT.

In practice it is very difficult to generate exactly

the signals of egn. (1.7). It is difficult to guarantee a

zero~-crossing (for 8 = 0) exactly at the beginninguof each

baud.  In addition because of the nature ofrsynchronizatiOn“
processes there wili-uSually be "a phase ambiguity of some

form. The first of these problems turns out, as we shall

now see, not to matter. The second is more difficult and
'will be dealt with in Chapter 3.
" In practice, it turns out'(cf Chapter 3) to be falrly

-straightforward to regenerate the 31gnals

~ 2 | i hi‘ ¢y 7 ~
eil(t) =\/7 ¢€Os (mct + ST + a + 8)
‘ . h. as T
~ _ 2 . . m it i ~
eiz(t) =\/7 Sin (w_t + qT + 3 + 9)
: . (1.12) .
: 4
h as W
~ . : Tty i ~
ei3(t) f\/;-cos (w_t a7 + q + 8)
l‘:
> T hi' a; .
4(t) =-J;— Sll’l. (wctA— . qT | + g + 8)

where a., a, represent 2q —fold phase amblgu1t1es with ay and .

1 1
o

 ui being.annown integers in the set . (O 1,;..., 2g- 1)



. we then use these signals, instead of the ideal ones, in thé 
- coherent demodulation, integrate and . dump opefation -

- specified by eqns. (1.10),'we £ind that -the branch metrics:

of eqns. (1.8) and (1.9) have the form

b(h;,n) =4X(hi,) COs l (n—ihi.—ai) + Y(hi})'s%n_% (h—ihi.—qi)

q

" and

~ T . 1 ~ . .' TT '_,. ) 1
b(—hi.,n)—X(—hi,)cos[a (n—lhi,+ai)]+Y(fhi,)s;n a_(n %hi'*ai)~

‘n=0, 1, ..., 2g=1 - (1.14)

It turns out that thé effect ofi£he ihi, termsfisvéaéy
to compensate. It causes a rotation which;_beéadse?each
" frequency pair is used in only every Ktﬁ signélliﬁgnperiod,
.may.except for an initial value be subtracted'Out..].The
initial value will be absorbed into -the_ carrier phase

o 1
estimate 8. However, the ambiguity terms, o« andiai, which

" follow no predictable pattern, cannot be simply tracked out.
But, they do tend to remain constant over long periods of

“time, and by using the . information within  the Viterbi

Algorithm can be compensated (cf. Chapier 3).

In order to complete the demodulation/decodihg‘process'

_we make use of the Viterbi Algorithm.  Assuming a set of -

path metrics P,rm =0, 1, ..., 29-1, initially cleared to

zero, .then using'Schonhoff's notation [lO],Awe:may express

"the Viterbi Algorithm in the ith signalling intetVal-iT <t

< (i+1)T as

n=20,1, ..., 2g-1 - (1.13) =
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i) update the path-metrics: neW'Pn_= max [old Pﬁ, + b(m,n')]
' . ‘ n' , S <
'm = th,,
it

Cn'=0,1,...,29-1

~ii) update path histories: new H ='{016‘Hn, data bit ©

'cbrreSponding to-

branch from n' to n}

iii) output the oldest bit of the most 1ikely path._n

Because the valnes of m = *h,, to be used in each signalling

ll
interval are known, and because each pair of values is used

only in every Kth interval, it is a_straiéht forward‘mattef

~to track out the ihi. term in eqns.[(l;S) and (1.9) by in

each interval-qffsetting the values of n by Kh;,.

In this section we have shown the fypes of -
synchronizing information‘fequired and‘the'coherent:signals
which must be régenerated in the receiver structufé. In the
remainder of the report we will be concerned nwithi the

generation of these signals.



CHAPTER 2

. RATIONALE FOR THE SYNCHRONIZATION ALGORITHM,

2.1 Introduction-

'In any system used to acquire and maintain syﬁéhfqﬁiza—
tion to a signal'ﬁsing information inifﬁe signal itself,:lt
must be established that there is.nbn—zéro'ave:age power at
the frequency to which it“is*deSiréd to synchroﬁizé; If
'such is not'the case thenvsome'nonlinéar.bperétion'must'be
pefformed‘to create this non-zero poﬁefvor~spectrayfline
condition at the frequency of intereét or at some hafmdnic
of it.: For example, in previdus work  with thé fast
frequency—shift;keying (FFSK) modulatibh‘[ij‘specﬁral iihes
suitable for use in synthonization were Créafedfaﬁ aoﬁble
the sigqalling' freqﬁencieé by squéring .the :receivedt FFSK
ﬁsignal;,‘This nonlinear operatioﬁ is necessary becausefthe
FFSK signal contains no lines in its spectrﬁm,wand‘tﬁeréfofe
no coherent frequency componeﬁt or spectral.liné.
| Turning now  to the multi-h 'phase"chéd signais, a
careful spectral»study,[7] has shown-thét'fhey contain no
épectrai lines, provided that the modulaﬁion chaxacteristic

function defined as

C(1;KT) = T cos 1 . . ~ (2.1)

- 11 -




-12 -

:is always stfictly less than 1 inAmaénitudé;t For fhé‘codés
Cof igterest, ﬁi/q ’<:~i for ‘all i,} énd_;this'*cbnaiéibn.:isf
~clearly satisfied. o

In order to generate a line strﬁctufe,*wé'must;
therefore, performAié nonlinear operation on the' received -
signal. From eqn. (1.1), we may write thé received’éighal»‘

- during the ith signalling interval as

s(t) = 2B éos [@ t + o hi' (t-iT) + A»;T .+Ae]A‘: :(2.2f
VT ¢t 7 %1 TqT IT) + e (AT) +-0] - (2
where
S S
$(iT) =X £ a h,, . . S (2.3)
dg=p Kk k'° ‘ A -

By passing s(t) through a gth Ordér.power—law nonlinearity'
and filtering the output .to obtain . the gth harmonic we

obtain

7. .h.,

Sy (t) = A cos [qu .t + aj (E-iT) + qo (iT) + gel . (2.4)
iT <t < (i+l)T

where A is a suitable amplitude factor. It is clear that

eqn. (2.4) is a multi-h phase coded signal having the set df-.

integer modulation indices hO' hl, "”“hK—l' and fo;-which,

‘the modulation characteristic function is

‘Cq(l:KT) = Eo_cos “hk-   “2.5)
;Sinde the hk are all integers, it is clea:~thatA 

ICquixT) | = 1
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so that Sq(t) has a line structure in its power spectrum.
In the next section we will determine_thelcharadteristics of -

‘this line structure.

2.2 Spectral Analyéis.of'thé qth Harmonic

Because s(t) as defined in eqn. (1.1) is actually a

digital FM signal,‘it may'be written as
| hE Lo v
s(t) =q/5~ cos [w t + s p(t ) dt ]

W (b)) =

where

m > : -
— I a. h. t-jT ‘
ar Iy % J._.g(‘ T

and g(t) is a unit—amplitude rectangulér pulse oh [0,T]. Tt

-is then clear that the gth harmonic of s(t) is given by.

) ' . t ] 'R -
sq(t) = A cos [qwct + f Q(t ). dt”] ' (2.6)

where

(k) =g (b)) =5 E .as h g(t-jT) - = . (2.7)

This phase function may readily be written in the form

p(t) = 2 u_ (t —r 7 )i R (2.8)
r= r b o

Where-
. K-1
ur(tfrTb) = b4

T 0 am+rK hm' g(t - mT_— rTb) (2.9)
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_énq~rTb' = KT is loosely Areferredi‘fq as ‘tﬁe:_suﬁerbaud
duration. | | | |

Rather than‘work di;ectly-with sé(t’, }g§:ﬁ§ c§ﬁsidef
the_complex.signal _ | | V |

t

X(t) = A exp i'(qmct + 5 o(t ) dr ) - . (2.10)
. K : 1) S S
where sq(t) = Re{x(t)}.  Then folloWing Lucky [6], we may

write the power spectrél density of x(t) for pdsitive
frequency as |

G, (£)

G(f) = lim 2 2 CES 0 (2.11)
"A>co . . . - o E
where
~ L —2uift . é: o
G\(f) =B {] 5 x(t) e = T at) 7} -(2.12) -
Then letting ) = NT, ., it is a .straiqhtforward: maﬁter tto_
éxpand egqn. (2.12) to the form | ‘ |
o Nel Ne1  (KFLITL (s+1)T .
G, (f) =E { = & : h x(t,) x (t,)
N A8 I L
k=0 s=0 kT, STy, : ‘
—2wift,  2wift, : o
e ~ e “ dt, dt.} . (2.13)
et B o
Next consider the quantity
| (k+1)Ty S
Q, () = ;o x(p) e 2Tift dt .
S ka:} A :

SubstitutingvforAx(t) and making .use of .egqn. (2.8) in<thiS:

we obtain
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Qk(f) =A.  f e Y oexp(i s

. v o o o -
“u_(t -rm,)dt )dt
kT, 0 =0 T P .

Q .

8 -

where w, = 2ufc."Replacing t with t—ka in'this,and~1ettihg
B = zn(f—Qfé),‘we4may‘write ‘
t—(r—k)Tb . .
S ’ur(r)dt
o 0 . S

=

b -igkT, .
e . b e lBt‘exp(i‘

g

Qk(B) = A

S

"where we note that Ur(T) = 0 for © < 0.  Finally making use
of the fact thét_uf(r)'= 03for T < 0>and-r‘} Tb’ we may with -
~a little algebra arriﬁe at »

-igkT k-1 T A _
A e : I exp (ibr) Fk(B) s (2.15) o
: r=0 - : S '

where-

(2.16).

I
e
1]

F(8) SR [ib, (£)] dt  (2.17)

0
b
et

h g(t-mT) dr 0 < £ < T - (2.18)

m
An+rk Mm' T

Substituting into eqn. (2.13) and regrouping the terms,

we then obtain
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. . . 2 .-
Gy(B) =A"E { z |F _(B)]"
N P e K . |
| N-3 N-1  -ig(k-s5)T, s - db. o k-l -
+ 2 Re [ 2 z e _ Fk(s)[FS(B) e “lexpli = “br]‘
_ 5=0 k=g+2 - 2 . r=g+l T
N-2 -igsTy . dbg
+ sfo e C Fgpq(B) F(B) e _]} D ”_»‘(2.19) ‘

We now want to compute the expected value of this .~

expression. Because the data sequence {ai} consists- of

‘independent, identically distributed binary'digits With_ o
values *1, we may compute the expected values of the various

- terms separately. First we define.

Cq(a,Tb) ‘Cq(a'KT)A E {exp labr}"; o A(?.ZO)A

Making use of eqn. (2.16) in this we readily obtain

o K-1 L S o
Cq(a;KT) = m—EO co§ _(anhm) < f2.21)
-~ 'Setting e = 1 in eqn. (2.21), we 'dbtain' the modulation

- characteristic function of eqn. (2;5) as

: K-1 k-1 h
C. (1L;KT) = O cos wh_,
4 m=0 m

Il
=
|
—
=
il
[

T - (2.22)

where‘< -
K-1 :

I h_.
- m=0 mA

fie>

r

;Next we compute from egn. (2.17)

| | o KT _soe
F(R) = E{F()} = E { [e Y exp i by (t) at}

“After some manipulatibn this may *be reduced tO‘the-fprm
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oL ~'v:'.1rh t.:
) e—71Bt cos _TEw dt - .
o (2.23)

OR-1 ... p-l .
F(g) = = e **PT "1 cog(wh )
' p=0 m=0 om

The integral in egn. (2.23) is readily evaluated, and we L o

finally obtain , A
| .. p-1-  h

L S - A
“F(B) =28 1 e P explz= (8T-vrh )1 [ 1 (1) "1
: p=0 ' p m=0 - .
sin 1/2 (8T - wh_) . R
- 5 e (2.24)
BY - (ﬂhp/T)

We now want to evaluate the quantity

% . . ibs
Fy (8) =‘E.{FS(B).e }.

.Following a similar line of reasoning  to:ithat_'used “in .

Ideriving egqn. (2.24), we find that for the present case of
integer modulation indices

AE;(é) = cq(l;gf) Fo(8) a  ’f(2-25)f_

We note that the results in both egns. (2.24) and_(2;25) are
independent of the indices. (k or s) of summation. . " o
. Substituting egns. (2.24) and (2.25) into egn. (2.19),

it is a straightforward matter to obtain

Gy (8) = 22 1P, (8) 12 + 2 a2 Re (F(5) Fi(8)
Nt k=0 K ' ' S

[(N=-1) e + I %

e;lB(k_S)KT‘Ckfs~l
s=0 k=g+2 ' :

(L:KT) 1}

-Substituting this into eqgn. (2;12), and taking the'limit as

“N+®, .we obtain the .desired power spectral“density‘in'the




form
2 2 * —-iBKT inT
G(8) R {P(B) + 2 Re [F(B) Fb(B) e [1 + A e i}
) ' (2.26) .
- where
| . N-1
P(g) = lim %. r E {|Fk(B)l2
" Noew k=0
and
N-3 N-1 ' o
A= lim & = p o iB(K=SIKT ck=s=liy,¢my = (2.27)

The P(B) term results in a continuous component of~the power
spectrai density, and haS-ho line strueture.A~It is there-
fore of no interest for synchronlzatlon purposes and will
not be cons1dered further in thls report. |
For integer modulatlon_lndlces,the llmit in eqgn. (2.27)
is a .distributioh sum which may be evaluatea following
Barnard‘[9] so that we flnally obta1n the des1red power

spectral dens1ty in the form

- . )
G(s) = é% {P(B)+|F(B)l [27 - = G(BKT argC (1; KT) 2mn)-111}
| e (2.28)
‘where~ ,
K-1.
0 if ' = ¢ h, is even
o i=o ! ‘ |
~arg Cqg(1;KT) = . - (2.29)
T if T = & hi is odd

i
The~second_term'in”(2.28) contains an infinite spectral line .

structure where the power in.each'line is proportional to

- the value of [F(8) | at the frequency of the line where




9 K-1 K-1 .
IF(B)|" = 48 z I cos [B(p-g)T + 5 (h - h)]

2

p-1 q-1 sin 1/2 (8T-vh )  sin 1/2 (sT-vh.)

* [ 1 costh:] [ 1 coswh ]
- m=0 ™ =0 me g2 (nhp/T)z - P (nhq/T)z
(2.30)
The positions dfvthe spectral lines are defined_from

(2.28). by the équation

g = arg %%(I;KT) + é;n (== <n <= (2.31)

\ . . : .
- This may be rewritten in terms of actual frequencies as

af , + %T T even
£ = : _ > <n <o O (2.32)

In the nexf chapter, wé.will aeal“with;how;to ﬁée this line
structure to obtain synchronizatibn for  the multi-h phasé—
coded signals. However, before doing sd,,it is of intérest
td consider the FESK.systém'which aftef squaring (g =A2).
yiélds'a digitalIﬂdsignal witth=317.hd.é'l and T = 1. VThis
can readily be seen . to yield spectral iines at | |
7f’=“2fc 3

and an examination of eqgn. (2.30)_ showé that »ail "other
spéctral lines .fall. aﬁ the ‘nulisﬁiof IF(B)IZ. The two
surviving‘lines~have previousiy'been used*{Sj tp synchronize‘

the FFSK system.




CHAPTER 3

SYNCHRONIZATION STRUCTURES

Ly

3.1 Structures

From eqn. (2.32), we see that the spectrum of sq(t)
‘ contains an infinite structure of spectral lines spéced py
1/KT Hz where K is the constraint'length of the partiéﬁlar
phase code being Aconsidered.". Thé' first problem to be
considered is which of these 'lines»ishoqid 'be used for
synchronization. )

In principle, any non-—zero lineAin_the spectrum can be
used for synchronization. 1In practice we want to use those

lines which contain. the most energy, and these willlbe the

lines which fall at or near a maximum of '|F(B)|2 as defined-

in egn. (2.30).

In general, it has been found [7] that'fbr*practical
phase codes the modulation indices

.ho

a'—r

K-1
9

r ¢ s s g

Q,:T
H .

tend to be closely spaced rational fractions, and that: the

numerators the ho, hl' ;..j hK—l ftend -~ to -bg a set. of

consecutive or near-consecutive integers with at most one

interior member of the set missing. The consequence of this

is that IF(B)‘I2 has a zone where it is maximum or close to
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maximum in the neighborhood‘of the normalized frequencies

BT = why p =0, 1, ..., K-1

In fact in all cases of interest, we find this maximum
" occurring at or near
BT = ¢h-

where h is the mean index

>

_ 41 K1
h — z h .
K g=0 Kk

‘Based on this it appears that we want to use those lines.

- which occur in the vicinity of the normalized:qth harmonics
* hO/T, * hl/T’ ceey T hk¥1/T of the signallihg frequenéies.

~In most cases, the line structure will not coincide with the

locations of the gth harmonics of the signalling fréquencies:

(the possible exéeptions~are thé Kél_andyK=2'cases),'but as
it turns out, the line structure infthe spectruﬁ‘of sq(t)
- can be. used ‘to generate the required »éynchronization
information._ | .

To begin with, 1et us consider the recovery‘of interval
lock modulo K._'Fér this pﬁrpose, wé consider tw¢ adjécént
lines in the vicinity of the maximum of lF(B)Iz. ~In all
caSes,.theré.are_at 1eéét three strong lines in the vicinity
of the maximum of'lE(B)Iz; Furthermo;e,'there appeats to be
one line which. for any phase code aiways oceurs at the
maximum value of |F(B)|2 Qith at least one.strohg iine to
either side. | | |

Let m be the value of n in egqn. (2.32) at which the

ke



maximum value of IF(B)I2 océurs, and consider also the lines
at n = m~-1 and n = mt+l. If we now employ two high—gein
phase—iocked loops (PLL) having  their voltage controlled

oscillators (VCO) centered at the free-running frequencies

m-1

fc = qfc_+ RT and f = qfc + %T (r even)
or '
= 2(m-1)+1 - 2m+l -
f = qfc + 5KT and f = qfc_+ 5KT (r odd)

we may mix the VCO outputs and pass the mixer output through
a low-pass filter to obtain a phase—coherentrsignal_at the
frequency l/KTf This is the signal required for interval
loek moduio K. | |

Two points about this signal are of interest. First,

the recovered signal at frequency 1/KT is ambiguity-free

since no frequency-division process is involved in its

generation. Second it is a very  straightforward matter to
generate from this signal the symbol timing clock at

frequency 1/T Hz by multiplying the frequency 1/KT by K

where. for practlcal phase codes K- 2, 3 or 4. We have,

therefore, solved in a very stralghtforward manner, two of

the three synchronization problems. It remains to solve the

problem of coherently recovering the signalling frequencies

First let us consider the recovery of the nominal
carrier frequency f.. This is readily accomplished, albeit
with a phase ambiguity, from the 1line structure in the

spectrum of Sq(t). An examination of G(é)“ih eqn. (2.28)




- 23 =

reveals that it is symmetric about 8 = 0 and therefore about

f = qfc. Furthermore, the spectral lines are~symmetrically‘

| 1oqated about'f = qfc ahd-lF(s)]z is symmetric about 8 = 0.
Therefore to recbveryAthe carrier at f;equency fc Hz, we
again use two.phaseélocked'loops, one with "a free—runniné
frequency of | |

n_

‘ qfc,+~KT ' even | ,
£.= - - .
1., -, 2mtl T
afe + 2xT T odd

and the other with a free-running frequency of

- mn -
gfc RT I even
£ = |
_ 2m+l
af. - %7 N I odd

THe VCO outputs from these two loops are then mixed and the
mixer output is high—péss fi1tered»to.produce~the freéuency
quc Hz. This is.thén'divided by 2a, possibly using a
further phase—locked léop to produce the nominél carrier

frequency in the form

: . ' T , 4

where 8 is the éstima£e~of the received carrier phase and
ta/qg represents'a_Zq—fold phase ambiguity with_uvpeing éh
integer in the rénge'o, 1, ..., 2g-1. .

In order now to.regenera£e_£he actual signalling

frequencies

£+ i i=0, 1, ... K-1 (3.1)
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ue first divide’thg unambiguous clock signal at frequency
1/T Hz by 2q to obtain a signal at ffequency 1/2T7 Hz. Aé a
result of the division, the resulting signal will have é 2q—-
fold phase ambiguity. This portion of the synchronization
system, which generates tue'intervql_clock at 1/KT‘H2, the

symbol clock at 1/T Hz, the nominal carrier frequency‘of fc

- Hz and the signal'at frquency 1/2qT Hz, is shown in block

-

diagram form in Figure 3.1. . " -

| Thev recovered carrier .at -fc 'Hz "and the Signal_.at_
frequency 1/2qT are uow used to dfive a signal generation
structure to regenerate the actual signalling frequencies
specified in (3.1); The structure.of this generator is
"shown in Figure 3.2, and exuept for the number .of
frequencies to be generated is common to all_phése codes.
it. cqnsisté essentially of .au:,open loop chainv‘of
multipliers,uﬁ/Z'phaée shifters and filters. ~We note that
very high Q‘s may be required in the fiiters which may,
therefore, have -to be implemented as. phase—ldckéd loop
structuresf_ The signalling frequency components appearing
at the output of this structure will have the ambiguous form
given by:eqns, (1.12). These equations iudicate_a 2g-fold
phase .ambiguity  which in generaluwill be diffefent at each
signalling‘frequency. ‘For successful demodulation/decoding
the ambiguity uust be résolvéd.‘-This is fheusubject ofAﬁﬁe

" next section.




m-1

Phase~locked . \‘\ G+ KT -‘ ' ‘ 4 B Cos(gﬂ) From Ambiguity
Loops ' : ,

c  [2(m-1)+1 Low;béss Fréquency T Resolution
\&k , 2KT ‘Filter Multiplier Circuit
:t/ xK = 2q - ¢ t—¥=cos lr__tf
—~— . ' qT
RUS Phase '
16D | (9 - ~>f of o+ K |"""""cos(Z'rrt - Shifter
. o e 2mrtl KT .
ZKT High-pass Filter
, i —P 5+ 2q  f———Tp cos(2nf t)
: o ,
E KT ' R
> qfC =4 omtl - — - Multiplier
2KT _ ’

Figure 3.1: Block diagram of subéystem for carrier and clock rgcovery.A
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| Figure 3.2: Ba31c form of the frequency generator used to derive 31gnalling frequencies from the outputs
of the phase and timing recovery circuits. : :
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3.2 Phase Ambiguity Resolution

Recallvthe'expreSSions-(l.lB)‘for the branch metrics at

the end of the ith signalling interval iT < t < (i+l)$.

These may be written as

[b(hi.,n) = X(hi.) cos = (n—;hi.—ai) + Y(hi') sin % (n—ihi,—ai)

q
n= 0, 1, LR zq—l
ai € {0, 1’ o ey zq—l}

and

_ s ' T s ! > _ .ooom s ot
b(-hi..n)'— X(—hi,) cos q-(n 1hi,+qi) + Y( hi') sin q (n 1hi,+ai)

n = 0' 1, ® e e g Zq—l

] ' .

ai € {0’ 1’ e e 0y Zq—l}

It is clear from these that the correct branch metrics are
contained in this set but with an unknown offset in the

value of n. 1In other words the ordering of the‘metrics1with

~respect to - n has been "scrambled". ' The effect. of this

scrambling will be to cause errors in the receiver output

data, and hence the phase ambiéuity must be resolved or at =

least reduced to a value which is common\to_allKSignalling

frequencies.

If we examine in detail the phase trellis structure as

used.by the Viterbi Algorithm for décoding the phase codes,.

we find ‘that the effect of the unknown phase ambiguities is

to cause discontinuous jumps in the moét'likely'path through.‘

the~trellis.‘.1n other words, if either the phase ambiguiﬁy

is zero or is a common value at. all signalling frequencies

then the most likely path through the phase'trellis will be
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(piece~wise) ccntinuéus.

These statements suggest a‘péséible structure to
generate ambiguity resolving signals, and a block diagram is
shown in Figure 3.3. The block 1labelled ambiguity
resolution circuit moniggrs thé continuity of the most’
likely path through the trellis by cémparing the present n, .
the identity of the terminal node in the ith signalling
interval corresponding to the most likely path, with the two
pcssiblevterminating node identities as-célculated from the
previous n;_,. A match indicates continuity and no match
indicates discontinuity. When discontinuity is deteéted, )
- the phase of the ccs.(nt/qT) signal fcf. Fig. 3.1)‘used to :
drive the signal. generator of Figﬁre 3.2‘is"step—chaﬁgea.by
n/q radians. This prcceduré is repeaied in each signalling
interval until :contiﬁuity is. detected by the ambiguity
resolution circuit over a ‘succeésion 6f éignalling
intervals. | |

In order to vérify that this'algorithm,actually.works
to resolve phase ambiguity, a computer‘simulatién Was‘ﬁsed.
This simulation actually simulates a~re§eiver for multi-h
phase codesAunde; the assumptién tﬁat the phase cbherent,
but ambiguous signals of egns. (1.12) have been regenerated.
| The simulation was ;un  fof-:sevéral. phase codes at
different values of input signal-to-noise ratio‘(SNR)‘
rangihg from«3.0'dB to 7.0 dB. The reason for choosin§<such
low SNR values was that if thé.émbiguiﬁy'resolutiOn

algorithm will work effectively in this range it will work




Path | Output ,
|Historys —poldest bit f——""
Hp ; of most
jjjv ‘ . likely path| .
"7 ' o , - ,
new P =ma$(61ﬂ Pni+bm‘n})
oo ? Calculate
EIMamﬂy
BranchAMetrics ' new_Hné(old H 3, data bit) of l%igESt'
t r- ——————-——.—_— T———=-
\ T 0 ,
: | Ambiguity - '
ﬁzzgics ot 1 Resolution
Pn . | clear { Circuit’ 
. T
|

r

To phase shifter

Figure 3.3: Illustration of algorithm for ambiguity resolution.
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even more effectively at high SNR values. We found as a

result that provided the number of bits of quantization_QT

(see below) is sufficient, then for SNR values of 6 dB. and "

above phase ambiguities were virtually.alWays resolved.

The only problem with this algorithm is that we found
that it typically requires 100 to 300 signalling intervals
at the beginning of a transmission in order to ensure
successful resolution of ambiguiﬁy.‘APrOVided the‘system‘is
operating in a continuous rather than a bﬁrst mode, this
represents a fairly small penalty. This 1is particﬁlarly

true in view of the fact that once the phase ambiguity is

resolved it tends to stay that way or if it does drop out it -

tends to shift by * /4 which is easily corrected by ﬁhe_

algorithm.

As a side resﬁlt of the simulatioh, we'héve been.able
to determine the ﬁumber of.bits of-quantizatiqn required in
the Viterbi Algorithm. We found that erroﬁ—fatevperformance
.within a few tenths of a dB of the theoretical'fesults in
[1] were obtained for " any phasef codé prdvided that the
number éf bits of quantization Qp is such that

QT > 1og2 (2q) =1 + 1og2 q

Hence for an eight—phase (@ = 8) phase code we should use‘é

minimum of 5 bits of quantization. In practice we have
found that using more than 2 + log, q bits of quantization
resulté'in very small improvemehts, and hence we conclude

that for all practical pur?oses 2 + logy a bits is

- sufficient.




CHAPTER 4 .
CONCLUSIONS AND SUGG_ESTED._IAE‘.URT_HER WORK

In this study wé’hdve developed a self?synchronizatidn

- algorithm for phase ana fiming.récovery from multi-h phase
codéa signals. The algorithm preééﬁted in:this report is
basea on the use- of thé spectfal iine structure generated by
raising the received‘sigﬁal to ﬁhefqtﬂléower and filtering
“to obtain‘the'qth‘harmoniéizoné,. In:this respect, it is
ianalogoué to ‘the proceddfe often used for M-ary phase—shift—

%o

:léyed systems. The algorithm so developed will work for_any
multi-h phase code.with i#s complexi£y governed only by the
constraint length of the code and hence by -the number of
signalling frequénqies which must bé’regeneraied;
One.prqblem with this aigofithm is that in‘generai eagh
regenerated sighalling frequency will contain a 'distiﬁct
2q4fold phase ambiguity. Hence én algorithm to resolve this
'béséd ohAmonitoring the_continuiﬁyiqf;the-most'likely path
thrdugh the phase ﬁrellis was developed. This algorithm was.
found to work for any phaSe‘code provided the number of bits
' ._of.qﬁantiiation.QT uéed_’iﬁ~thé Vite:bi Aigbrithm,was_
sufficient for the code being used_aﬁd provided the~réceived~
y SNR was 6 dB or higher.
| Unfqrtuhately, as can be seen ffom Figures 3.1 to 3.3,

the implementation of this self—sjnchrdnization algorithm
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tends to be rather complex. However} based both on the work

in the present report and on the realization that multi-h

phase coded'signals»are actually digital FM signals and may

_therefore‘be incoherently demodulated using a discriminater,

it now appears that simpler algorithms based on remodulation
or data-aided techniques [11l] are pdssible. It also éppears
that 'such algorithms may be very close to‘ the optimum
estimator of phase and timing as predictediby estimation

theory [11]. It also appears that such an ‘algorithm could

lead to a much simpler reSQlution oanny‘phase ambighity 

since the output of the frequency discriminator is

inherently ambiguity-free. This approach to the

" synchronization study. is, however, beyond the scope ofvthe

present study.
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