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. INTRODUCTION

This document -:désciibes a spooling system for shared use’

among computers on a Computer Network. The questions that first arise

- when con51dor1ng such a task are what services dots this 5ha1ed

spool oficr and why khou]d a QUDCCleer use it rather Lhan or .as wvwell

‘ag a spool.of his cwn? What special requirenents does a shared spooi

place on the netwcrk, if any? ®Whkat computing egquipment is required to

to run a shared spooling system and at what cost?

efore ansvetring these guestions Wwe must examine.the_present
Comnputer Network. Early exawmples of Computtng Nachlnes lthed to Com-

munications gear are the SAGE'(?)'and ABRE {2) systenms uhlch were

~dedicated to a specific service. Later networkq vere icrmed for ser

vice and file sharing ‘such as the Livermore Ccltorus(3) systemAwith-a

central file system and time shared services. In these cases specific.

-machines and equipment_have been 1inked tocgether. The next step was to

devclop a general cowmnunications system for data transportation ovto
which many types and varieties of computing machines could be linked,
hopefully witﬁ‘ease@ ihése:vqxious.machihes would p;ovidé the serviées
that prior netwqus had,'plus a mote fle#ible-system which is‘easily
expanded° The ARPA_Nétwork (u)‘and a system beigg deveipged by HPL in
England {5) and avccmmunications>netwc£k.being designed:by'?réset at 

Bell Labs {6) are exanmnples of research in this area,.

 Considering the more flexible ccmmunications networks of ARPA,-

bt
b
[aey

C

0o ‘er other sub-

[
xo]

NPi, and Eell Labs what services can ,0 shared

scribers on the network? The NEL and TFraser qute ms are conceived as

.
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ha;ing both _iocal éﬁd tpdnk ﬁetwoxgs although the Conéenttation.has
been cn the 1écél nefxérks'to.date, In a 1otal network where there may
ke smiller cpec1a] purrone. computers and large-powerful éomputeis_
lnnked to the _same netwcrk cne machiné.may‘wish~to‘QUeue sore of hié
work for a more specialized.maéhine e run at its 1esiuré s Per-—
iphetal sharing is a'probébility in a local network for économic
reasons.Large file txancfeLq to take place at a later ilme convenlanu
to the destinatlen is another‘demaud ‘on the network. Some networks
spool all mésségeé aﬁfomaticélly howéver this places the'hetwérk under
an ndeclLable burden. It we acccpt the prln01gle that spooling

should be prov1aed on demand then. this and_the othe: duties can be pro-~

vided by,a-shared'spccl éndAmdxe.impcrtantly the spool systen its»_ 

)

self need‘not then he duplicated o In a trunk network such as ARFA, -

uhlch is gcaxed to llnklnq po&erfu] computeLuvgnd. péxhéps local.
Dcthorkn. over large distancesf a shared sp001 is pelhans not so ob-
vious. The. groblem of shipping large flles ien + an ororatlng sys-
Lem) over the ne;wcrk at peak tiwme howevelg can he overccne . by

local fpoot to lccal cyocl LlanbfeLS at less 1caaed nbvuorh

hours. feLhapS then the overall vlew should he one of 1ocal net

works hav1nq Shd ~ed epoollnq qystems to hand]e local vpoo}lng chores

and forward luw pricrity files cver the trunk netvork during of £

'houzaa

1. Spool Serv1cas

‘To he more specific we must now examine the services that these

porm
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concepts dewmand cf a ‘spool,.The spodl descriked in this document

cffers the follcwing services:

Te

The SPOOI accepts and rlaceq on dlsk storTage sequential -
dafa fl]es, Tt ‘does not distinguish'hetween vhat 1is

data ‘and what_may be a process avaiting CPU time in

ancther wachine.

The sgocl forwards these fl] es to destlﬁatnonsq If any

"file*description is needed at the destination it is

pected that the sender —rcce1Ver protccol will set

_thiS-up as the first.few records of the file, for ax—

ample commands in a command language. Scme informationm,
in the form of a short file'descriptor provided by the

.origin, 1s' available to allcw queue management.

The qyocl pLOVldES prlorlty qucue;ng for each desilnatnou
although a’ mechanlbm is pLOVlded £or a physxcal dost1n~f

atl cn to looP lxke wore than one destination if ﬁes:Lredn

Certain gcrlpheral services are £un by the spool such
as card‘readers, and prlntera, and a subscrlbe* may
operate a queue to his oun Iorlpheral thlcugh the

spocl if  he ‘50 dcclreso-

Status Le;orts are ava:lablc on demdnd qt various levelq o

The status of the-spoolp‘the=s axuq of a queue.or the.

status of a pafticuldr'file-may be investigateda

Although not chbvious .to the user, certain error pre-

cautiocns are taken and errcr recovery is provided for.

An acccounting scheme is provided so that subscribers
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'may be éﬁprbpriately charged., -

ThLSC are thc <erv1cns ‘which any 1ndlv1dua1 system nght dL_
mdnﬁlof 1ts-sgocllng serv;ce . Thc problem then of tuLnlng a spooling .

systen into a shared spooling systenm is to,assume that the spool

‘kncks nothing abcut its senders andreceivers. This implies isolating
~all functions and controlling them by messages to and from external

and inﬁernal processes; This is precise1y>the way-Hansen.(7)Asug~

gests we look at any oppcratzng bystem and 1ndeed the ph11050phy

 voi LhJS ae51gn hac beeu influenced by hlS ﬁllilngbe

The sboollng Qyﬁiem leldes loglcally 1nto several yartso ‘The -

'£1le organlfatlon and managemant Loutlncs are nec»ssary for Keep—.

1ng Lrack of flled and where they are, where.they‘must_he delivered,

-and_the order in Wthh they ‘should be deli?eredp There nust aiso

be error precautions and‘error recovery routines to guard against
and rcccveL fLom Antexnal and ektetnal cydteme cxaghe from a: file

poan of ve1u° IheLe must be 'a set of flle gueu@ scanning TOU*.

tines for collecting stafus reguests when xegulreda This is all in-

cluded under the file management processor.

‘There are tuo other main yroce 5S arcas, the Communwcatlcn and

,anut OUtPUL proceSboLs. Input output to all,dev;ces‘lﬁcludlng the .
. ncthork and upocl gack 1ookq Joglcal]y +he saméSto most of the
'snécl hOUCVGL certaLn dev¢ces have spcc;al characterlelcs thot

“for thoLc are somc Loutlnc ,whlch.only these dev1cesfuse, however_it'

is essentia}ly-cne-I/O.packagen There is & communications processor

for ccmmunicating with subscribers and the network {for switching

1egvesxu)a-Thexe is a_master>schedula£_and[a Nucleus. to the
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system. These areas.are all relatively independant and conmun-
icate in an crderly fashion so that a change in one process does

not destroy its relatiohship with ancther.
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1. SPOOL FILE MANAGEMENT AND ORGAN!ZATION

Perhaps the logidal place to start describing the systen is .
with:theAmost central part, in this case the file organization’

and managemént; ﬁhe<IBM HASP (8) systenm provided the»stariing

‘ pOLni fOL the followtng organ12auvon although the 31m11ar1t1es

~ketween HASP and the final systen are leSS'CbV1OUS

1. Spool-Oﬁganizafion'

A croollng syqtem demands several thlngs af 1ts lccal stor-
"age and ve must choose an organlzai;cn cowpatible Uth

-theseAdenands

a) Disk'head movement~(if a moving:head'disk'iS'used) and
- CPU time should bé minimi2ed wheﬁ‘ailocating storage or-

“forwarding a file,

b) The Systcm should ncL requlre large dmounis of main

‘momory °toraqe £0L illinqn

¢) Most important there should,he_no serious internal ocx

external fragmentation on the spocl
.. In return for these demands we have several features which we '
ray use to our advantage.
a). We know that all files are sequential.

L b)-'e can blcck the se files as we vxsh prov1dang we for-
ward;them with sowe specific hlocksize {elxner a net-

" work or scme cother device demand).

WRI. Project 1013 -
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on the network being served and the nature of the.tzansfer‘loadQ

- cation LJccks loqlcally dJ t1nci 50 ihat they may be varlcd as

- 7.~
“ince a d*recf acceqq device must be - uged T havc chosen the

disk unit but the sane orgau:zatlon §r1n01pl€s apply ‘to nost

access devices.used° In-fact the.actual.choicefof device is one. of.

the factors which 4 system'simulation must'determiné, It is not clear
that moving hoad dice ka would be suitable and fixed head dcvxces may

Le reguired.

He hl}J use a unlicrm regora size awd chain the LeCOIﬂS to-
gether seguentially by'using {hé last word of each_xgcord aS.an
addr&sv of the next 1PCOLd Wé will;onlvvwrite a.recordvafter es-
taLllbhlng vhat the neyt recoxd s and where 1£ Wl]l gco Ndw ve
mugt format: the srool pack in ferms of theec recordq and Llnd a

scheme for allocatlng'spaceg

Let a récord‘be thé-fixed’leng£h (in words) of an I/O transfer

and an ailbcation'block (some 1nterndl nunber of EPLCLGS) be the

mininum space allocated in the device. The probiem now 1% to rhooce'

the gtopcr length cf I@COL& and al]ocatlon hblocke. A large alloca~
tion blockAcosts fragmentation‘hut ig paid for by fewer lookups;
1arge records. cost iu memory buffet‘spacg but require fewer I/0

op erations. I suggest that the problen of an optimum choice depends .
I do not dttemprto ansvwer this gueStion,buﬁ keep record and allo-

the system ls,tuned,

ihe dlSk pdgk is now le]ﬂ@d(conccp ual]y) inte allocation
thLhw and a 1t maf is Lopt_g one blt for each bibckb_Realistically

an 11oratzun bJo k shculd hbear some telationship_to the physical

WR1;Projec+ 1013
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de&ice_and a track would;probably be the smallest block cne would

choose. The bit wmap then will be a matrix , cne row for each cylin-

‘dérF_one~cclumn for eachffracke‘Im'the.sgool I/0 package the pres- .

ent head address is ncted and vhen allocation is necessary the bit

Imap is searched from the préseut head address For the closest block
vith respebt to head rovement. The prroper bit is switched (say to 0)
" to indicate the space is used. Corresponding to the FEaster bit map

is a File bit map for each file, WYhen space is allocatéd to this

file the aﬁpropiate.bit is set on (say to one)}., Hhen space is freed

an "or'" operaticn is performed between the File bit map and the

Master bit map te rroduce the new Haster hit mape.

2. Spool File Administration
New that vwe ‘have planned the spool pack layout we must look at

vhat informatiom is needed tc describe the file and its status at

~any time.

The basic description ,of the file will be in its Profile Table.

There will be one Prefile Table for each file with the following_'

-

'7olFile iaentificaﬁion

2. Origin |

.3e Rumber ofAﬁile elements referencing its (dis?nssed in
._ﬁext>parégxapth |

4. File bit map_ééiexplained

5. hédressiéf files first record

6. address of files last record so. that the file may be

WRl Project 1013
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9.

-extended if desired.

‘dccounting fields

WRI Project 1013°

8. File descriptcr for priority allocation (épeciﬁied by

. occassionaly written cut on disk)

1.

2e

‘5,

6')

8.

91}

Destinaticn

- The file elewent remajins in core.

File identification

Priority

.+ Status

Control processor

Pointer tc Profile Table

.Chain to link files together. for

tc the destination if so desired
Pointer tc next elewent in gqueue

Accounting informaticn

file element is considered to be in

a)

L)

active

cavwaiting action

the origin and obeying some origin destinaticn protocol).

j:The profiie table'is stofed~on.the spool disk with %hé file,
 \‘and”its‘space is noted in the bit map. It is‘cteated wﬁen.ﬁﬁe‘file‘
JiSreceivéa, and remains in co:e_whenevet a file ié‘active; Thefe
is also a fiie element créatedv one for each destinaticn. The fef*
érence counter in the ProfileATable indicatés the ﬁumber of these

. existant at any noment and no file maybe deleted unless this Counfer_

{aithough copies are

and is moved from queue to queue

,depen&ing'on the status of the file. Tt has the following formats

‘shipment as one file

cne of three states:




e
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c) inéctive

This state plus infcrmation. as to what is faking placé'(file
inbound or outbound)'cr-ﬁaiting"to take Place'ié recorded in the

status field. There is a queue for each state and movement bétween

the queues will he discussed later in this section.

'The control piOCGSSOL is the processor io whomlmesqages are
sent and from whaon Lhcy arereceived fOL dqueue control, Novmally
it is the_destination vho controls its gueue; Perhaps there is
mote_than one gueﬁe for a des{ihationo Cccassionally, as in the caséi
of a device such.as~the:printefp the contici processor cannof' l
Eé_the destination; iﬁ which'dase, it is'a'proceésor deSignétéd

as control fot'the'devicee If the device is”undet.épocl centrol

N . : Y
-then the processcor is in the spool,.The control processor is the

only one wlth pe;mnsqlon to change dnbp031xlcn of a file elemenL'

once it has been created s O to change its queue 1ng order°

A file identification is aSsiqned in'various ways'when a file

arrives at lhe spccl The origin upp]led 1denulflcaxlon and a unlque

.bPOOl identificaticn are concatenated and placed in the ylofllp tdble

as the prcflle tablets I;Do\lhe destlnatlou is concatenated to ihx

“and . hecomeq t he £11e element I.D. whlch is forvard ad to the d{ ination‘

¢

or control processor. There can be no conf1 t ﬁithlﬂ the spool,
hawevér if.aﬂ origin foxwaLds two flles W1th_the.same-IoDQ:tbiihe'
same destination ﬁhe‘qnigin gill no longer be‘able-to distinggish;.
betvween them5 Prctection oQér_file elements is~maiutained by Teguiring

the various destinations to quoie their own version of the I.D.
N . N * .

There are three basic queues corresponding to»the_three'pou~
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sible states. An element is placed in the active queue whenever

it is being transfered and at no other-time, At this time the file

is open and its Profile Table is in core,

‘hn element is in the awaiting action queue when a required

aaction has been noted and it has been gueued to have that function

- peérformed. If an elements dispositionm is uncertain, either because .

an action has been corpleted and it awvaits acknovledgement, or
because the contrcl processor has not given a disposition, it is

placed on the inactive gueuve. -

3. File Queue Movement

An element can be moved to the active gueue if it has just been
created for an inbcund file, or taken from the awaiting action queue
provided certain reguirements are satisfied. Finstly, the I/0 pro-

cessor must indicate 3t can £ind buffers for I/0 and can gain

access to the reguired data paths. The I/0 processor is described

~later. Secondly, the cemmunication controller wmust ascertain

" whether the destination is willing toreceive the file. The

highest priority file element which satisfies these requirements

any) ‘will beccne active . When a file transfer has been coupleted

then the element is placed in the inactive gueue,

The problem of choosing the next elenment to be activated is

:{wo.folda What destipation should be given priority and which of

‘its elements? The preblem of choosing the next destinatidn is

correctly handled by the Spcel processor ; the gueuing for that

destinaticn should be a function cf the processor ccntroling de-

WRI Project 1013
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liveries to the. destivation in questionp-hence the Control

process CL.

"Tb.acheive.thisa accéss to the awaiting action gueuse ié through‘
an ordered 1ist‘6f destinaticns elements, containing a pointef to
the.first elehents in the aﬁaiting acticﬁ quéﬁea the numhei of'
Fedple with that destination, and the Centrol proecessor for Lhe
queueg Elenments in the,awaiting action gueue with a commom_destin~
ation will bé chainéd ‘coge‘ther° The dmvflnatlon elements are |
creatcd dynamlcally ag a file bhcound for the degilnatlon aprearu
in the spool, and dJdepeallﬁO vhen there are no files left. for

Lhdt devtlnataon‘

A destinatibn élemeﬂf is assigneé an\initial ﬁriétity and
'th@n moves up and down in the queue depe ndzng on its response o
1i 1t often hlockﬁ the dis pat”h of a fl?e its priority hnnl bp'
dccr mented  and it wili move daown if it always accegpts then it
w1il.move up in. thc queue. ihe destinéticns at thé top will be
:roiled nore £requent1y ior serviéé than those at the bo£t0hpuaéd
hence a slow.user {such as a printeﬁ)'would be busy quiﬁe freQueﬁtly 
and would be.gélled less often aS’it dropped in the list. The precise
-formuld for- lngrea 1nq and dccreablno priorities w111 be ea513y changed

‘so that the qyunem can he tuned without difficulty.

The priority within a destination queue is maintained by the
processor designated as control for the destination. flgure 2.1

gives a diagrawmatical nepxesentation of these tllc oueuesf,~
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4. Error Precautions and Recovery -

The scheme for errcxy handllng and. recovery is qultc 51mplcg;
-‘An eyLeLndl errcx, one that harpens to someone else durLDg -the
course of transm;ttlng a file, is handled in one of two ways., If
"thé file ig incdming'then the épool assumes that it has neﬁer
heard-o£<it béforeo It melgly dlscards its file elewment,
ﬂeaiiocéfes any sgcol space allocated and cont.lnuesc If it is'a

~ file -heing trénsmittéq-the file element'iS simpiy returned to the

~awaiting action queue.

'Some means of recavery must be provided against internal errors
or systens crashes. Tc allow error recovery, a recovery file is
written each tipe a file element is removed from the active file

list.

:;Thé recovery file dontains a'copy‘of the Master bit maé-and
thé fi1é_é1emept'qucuesg The version of these is sllgh+ly dlfl er--
ent fiém'fhat in core and reflecfs the starc Lhat the sywiem:”
_Shonl& xétufﬁ_tb.in the'event of a crash The phlloqophy agaln
© is tho any*hlng.active will léok a2s though.it had not hegunb_Thé
.TOUClFP scans the list of actlve le@ elemenis and Liares output
active file ‘elements in the=£ecovery vet51on of the awaltlng
gueﬁe‘ Tnput active £1l@q are not queued’ but dn ftor® gperation
is pefforned»between their Llle bit table and the nas tez bit table,

tb-iﬁ@icateitheir égacevis freé;.then.the amaian acxlon anduthe
inactive gueuesfas vell as the master blL mar are writt ..éut as

the recovery file. If the system goes dcwn while wrltlng-this
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'filé}we cty'a great deai and look for the previous cof§;n'

ﬁhile.its is’édssibie £o bé‘more sophisticated éhpﬁt’keeping.f
~track of Qhat'stagé of acti§ity.a fileﬁwas in.aud theﬁ ttyingvtb_ 
restart a% this pdint, bccasionéi records ﬁ;lllﬁe lost; the feco?ery:
therefoie”will nct ke réli&ble and the.overhead.regﬁiied increases._
The sinpler philesophy is feliable aﬁdfcheap, and at worst will
'encoqrage useré‘to rack off smaller files (af least:in electriéél

- storms) to the spool,
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5. Accounting Method
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The accounting fcrmula is not specified but chargeoué’shduld

be a function of the fcllowing parameters:
. a) Space used in terms cf spool records

b) The length of time the space was used

¢) The peripheral services rendered, if any

d) I/0 to the network

- Other 1Lems should dlSO be noted such as th nunber of des~-

tlnatlons for whlch a file is bound so that the cost may be cprcad

among them‘ Since time spent waiting way be due to the spool,

for 1nstance if a srool Supplled peripheral causes a long wait,

this time should ke recorded. An attemyt is made to rprovide all

this information.

The size of a file in terms of spcol records is ccllected

in the file profllc table by having the spool lnteL}reiex bump

a counter in the ayrtoprlate profile tabkle each

record, The profile table will also contain the

‘credxlon, and themaximum number of destinaticns

has so far been addressed for. The file elenent

tion appropiate to its destination. It contains

entered the destinaticn queue (it may have heen

time it writes a
tine of the file

that the file

contains informa-~

the tiwme it was

created {vhich may differ from the profile table), the time it

inactive), the

number of TI/0 operdtlons to any peripheral it may have used, and.

. the number of times it wasreceived or shipped out over the net-
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work. This I,0 inforwmation is collected by the device interpreter,
first in the appropriate Device Ccniroel Table and after I/0 comn-
pletion in the file element. The device control tahble and device

interpreters are explained in the I/0 sectiocn.,

. When a file elerent is being destroyed a record is written

on an acccunting file against the account of the appropriate

destination, or origin in the case of delivery tc a spcol run
peripheral., The accounting record consists cf the information
previocusly mentioned and provides the paramenters to a charge-

cut policy which wculd be the responsibility of the spool man-

‘agement.

"WRI Project 1013
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Before discussing the cowmmunications .and I/0 processcrs we nust
be more specific about the netvwork to which the system is interfacing

and what services it provides. Starting with the prenise that a net-

‘work ,user , in this case the Spool, would like to know as little as is

possible about the actual network, we need not be ccncerned with the
problems of communications technology. What the Spool must be concerned
with is the metwork interface and how to best use the ﬁetworkn In ARPA
and other netvorks the user is shielded by a network interface fromn
these problemse-anser has given a relatively complete descriptioa>

of his his mnetwork and how to interface to it. I ‘millvput forth a
users point of view of TFrasers network and assume the spoélvis

interfacing to it.

1. Spooi's Eye View of the Network

. ®

The spool will view fhe netweork as offering a number of distinct
transmissicon paths, scme of which will be used foi éata transfer énd-'
cthers for signal transmission to control the data transfe;n‘In

particula

L]

the user may have many paths open at cnce and can
distinguisk logically between data transfer and signal information. One
cf the tramnsmission lines will terminate at the central office of the

network tc be used for reguesting suitching services,

Fraser. presents his ccncept of "full service® %o the network

subscriber as ewbodying three central notions. First is the concept
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of device independant I/0 so that while one subscriber will have his

own communications procedure it will be relatively independant of those

adopted by other subscribers. The secend notion is that df a Ycentral
office" to whom all requests for switching services may be directed by
the user. The third idea is that of an interface between the subscriber
and the communications system to provide for the local needs of ihe

subscriber and shield hin from the network.

The interface shouid demand vefy little in the way of special
hérdwaue cr software, The network should accept the burden of
transnission speed ccntrol, protecfing thereceiver, via the interface
fron chrloads by hclding back incoming infotmation untill thereceive r©
is ready for it. ForIa network vith limited stoﬁage capacity this

implies reflecting thereceiver capahilities back to the sender.

The interface unit looks the same to all subscribers. It offers
a~number of full duplex comwunicaticns channels each independant of
the others except that they gc through the sane interfacen At‘any
given instant only one channel may be accessed however another is
easily selected enabling many communhications to be éarried on at
once. Each channel has four data paths which are closely linked
and switched in uvison. One channei may be chosen to transnit signals
which supervise data transmissicn on thé others. Path 0 is used for
communications with the local switch and all_requests to the local

switch are made over this path of any chanmel, Channel 0 is resexved

for comwunications with the central office. To originate a call a user

regquests, over data path 0 of the channel he subsequently intends to

use, the switch to 1link him tc another subscriber. The interface passes
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this request to the central office down data path 0 and the central

office in turn passes the request to the receipient cover patﬁO of

channel (. He replies over path 0 of the channel he intends to use

and a full duplex ccnnection is fcrmed. The protocol cn the various

data paths is the responsibility of the subscribers.

The interface appears as two asynchrpqous devices, the Sender
for output and the Receiver for input. Both handle data one 8.bit_
byte at a time. There are commands for communicating with the Sender. -
and the Receiver; Read)Write one byte of daia, Read/Write last byte |
of message, Select/Read c¢hannel and data path, @I LOX Lecovery
commands. The I/C ccntroller cr a ccmbination aft thé controellex énd
resident programs nmust 5@ able to handle thése command_s° Except for
the error recovery commands these are standard I/0 initiatives typical
of many ccntrollers. To take care of error recévety rroblens
such as restarting transwissicn of a record after an errof or
a conmplete file retransmission there must be some error routines
residing -within the spdol interpreter of the I/0 package;.lt.
may.be desirable tc run a powerful progiammable contrcller as a
front end to the system to further-sepéréte the I/0 requixemeﬁts

from the rest of the spool.

Although the interface deals with data in 8 bit bytes,these bits
may be assenbled iuvtc sreams and so in nb vay restrict the user except;
that he must bhe ahle toreceive these bj.ts° He may of course chobse |
to discard some of tﬁemu Protocol beilween user may involve sone
xéstrictions° TE scmeone wishes to send a message to the spool fox

example he should send the correct number and configuration of hits
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no matter how he groups thew in his machine.

The spool I/0 processor multiprocesses its I/0 to the network
on the buffer level since the'intéffacé can héreceiving and:
transmitting,to one channél atvany given1instantniThe 1/0 ﬁroéessor
issues a read or write to the I/G ceontroller specifying a buffer,
its lengthiand_the channel to which it should be wriktén or.reado
Qhen this action ié conpleted the next buffer transaction is initiétéda
The netvwoxrk (Frasex‘é),is a‘verj highAspeed‘device with a maximum
effective trénémissidn-rate of aver 1 mega.baud and hence it must be
connected_té a'high speed data highway., Délays due to'the;eceivers )
inability to.accept data will'be £illed with I/0 to multiplexed

peripkerals and to and from the spool storage,
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1in ‘the nessage buffers being examined. In the case of unit record

devices, hovever, the spool must be sheilded from the neceséary'
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V. INPUT OUTPUT SERVICES

Data files will be just bit strings as far as the spool pro—A
cessor isvccncérned {¢ith the exception of.unit record devicé in-
terpreters to bhe described later). This stream approach to the file
implies thét huffering:is the choice of the spool. A1l buffers will
be in te;mé of.tﬁé“spcol records. The bufferbneea not bhe fiiled»
but the buffer poccl will qontain only one size buffer. Messages
will also be sent from these although they will be multiples of
286 hits long since méssage; of this length.can be most>efficient1y ‘

transported over the network,

A buffer pool is kept consisting of a chain ¢f free buffers

and a pcinter in the kuffer pool control blcck pointing . to the

first buffer. When spboling to or from the network the buffers

are allocated, £illed, transfered, and fteed with oﬁly the data

protocal, In this case the spocl deals uwith the unit record device

interpreters who do all the necessary blocking and deblocking.

. Any subscriber using unit fecord péripheralS‘(éard readers,
printers, punches, etc.) from the spoocl will.obey the folidwing
protocal. The first;byte of a record must'specify its length,
the seccnd is a contrdl character for the device intergrétep,

For example, the printer interpreter examines the data in the file

and ueging the reccrd length deblocks it for the printer and in-

terprets the control character for the carriage control. The
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readeﬁ in{erpreter assembles card imagesy with trailiﬁg'blanks
remoﬁed,vin'this fashion and assembles a full buffer before-ﬁbm'
tifying the spool it haé’a full bqffer_fc; it,'The reader interpret?
er would also send the‘first record as a message to the spool
giving the destination and a file description. If the conmmand

interpreter cannot interpret the message an crror message is sent

back, via the readel 1nierpreter and the file is not accepxed

Each devicé is controlled by a Device Ccnfrol Table. Each
channcl of the netwerk will also have one of these. The number of
channels up to the netvork maximum of 64 is a syqtem parameter° The
device coatrol tables are linked together and contain'information
concexning; the device type, 'the device‘namé; the device status,

a field fecr control information peculiar to the device, aAgointer

to the control table, and a pointer to the PCE in the present

centrcle

A bevice\Contrél Table is permanentl&,aséociated with the .
devicebit centrols and:is %ssbciated w;th Ehe‘file.it.contrbls
as long as the file element is active. The only devices which are
nct locked on Lo én active file are ihe d1rect access: deV1cesq
efoere each recordé can be urltten on the spoc] paph the de VLce
nust ke obtained again, however, since this is sequential a da~
vice will have just been released by the.filereceiving attention
just>hefore the present one. There is a device control tabkle foﬁ

the operators console and a console -interpreter which makes the

operator appear to the system 1like any cother subscriber. The operatorn

receives notice from the system of all file arrivals and departures
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as well as their I.D.'s thus giving him access to all files.

The spool I/G interpreter is in control of all spoollditect access

devices and writes buffers of data on a spool when passed the buf~-

~fer address and a pointer to its profile table..

The Input Output processing is done on two levels. The main
processcr iocates buffers, checks device control takles, and
passes kuffered inforwaticn or accepts it to and from other pro-
cessors. It passes this huffered information to i{s own'device

interpretcrs or to the ccmmand processors., The device interpreters

" deal with their cun device types and their own individual proto-.

cals., diagramatical vepresentation of the I/0 processor is shown in

figure 4.1,

As an example suppose we exanine the details of an input ser-
vice. Uponreceiving notice from the I/0 contrcller to open service

on a particular type of device the initialization routine is

‘called, The initialization routine attenpts to aquire a device

of the correct type via a device control table. If no device is

available it asks the command processor to assemble a vait message .

which it cén then return. If a device is-available get a bhuffer
and ask thé correct typé §f~device interpreter to f£iil it and

indicate whether it is a message or data. The device interpreter
galls the I/0 contrbller +to write the buffer and then assembleg

the data 1f necessarye. B v

The buffer is then marked as data for the spocl file or as a

‘message for the comwmunications package. The first buffer should be

nessage, cither assewbled by a reader interpreter orreceived fromn
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a subscriber via the network. Tf it is not, a file element will

not exist, a profile table will npot exist , and the spool I/0 in-

"terpreter will not ke able to write the record and an error nes-

- sage will be returned.

The Output process is essentiaiy the feverse_procedureo Now, -
however,.the file dispatgher initiates the search for a device
con{rol tatkle, thén asks the communications package to éésemble
a message for thé destination (control processor). Then the re-

verse procedure for forvarding data is initiated.
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V. COMMUNICATIONS PROCESSOR

‘The comnunicaticns processor consists of a set of routines for
encoding énd.dééoding messages to and frcm the network and placing
reggests.for-appropriate actions on the appropriate gueues; These‘
Cdmmand inﬁerpreter routines will reside in an expandéble_library of
such ioutines éo that new functions may be conveniently added. The

spool- - will dictate to its subscribers the protocol that messages to the

- spool should be communicated c¢n data path 1 of the established channel

and data transfers over paths 2 and‘_3°

The spool commands will fall into two categories:

AA¢ Commands to and from the network over data path O,

These commands wiil of course be'dictatéd by thé network
but will contain at least commands to connect via a specific
channel to a specified subséribervand toreceive networkLrequests

over c¢hannel 0 for a channel for communication with a subscriber.

B, Commands to and from the subscriber. ..

1. File Control Commands

ca) Will you accept filé X
.b) here comes'file X
c) Have youreceivedAfile-x
- Provision to both send andreceive these messages are providedgi
 The designation file X means a file referred to by-its subscriber.

identification or by its place in a subscribers qusue.
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2. File Status Enquiries and Status Changes

Commands. to the spool

a) What priozity is file x

b) send the descriptor of file x

c) Change the prio:ity’of_fiié ¥ to vy
d} Where is file_x

Answers to these enquiries are provided by the spool.

Commands from the spool.

a) Specify a priority for file x (the file

descriptor is included with this command)

Status Reports on Queues and Files

a) How many are in mny destinaticn gqueue
b) How many files are on the gueue
c) How many files are awvaiting dispatch

d) How many files are inactive

File Disposition Commands

Commands to the spool
a) Delete file X

bj Forward file x

- ) Chain file x to file y {send it as one file

vhen its turn arrives)
d) send file x to destinmation y {only the origin
or the destination may legally issue this ccmmand)

Commands from the spool
a) Specify a disposition for file x. (the present

disposition is forwarded along with this nmessage)

7
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Vi. SCHEDULING AND [INTER~PROCESS COMMUN ICAT iON

\

The thrée main areas of the spool processor are, as Jjust
described, the input cutput processor, the communications processoxr
and the file ménageﬁent processor. There is also a master schedular 
and a nucleus to provide communication between the Prccessors; Thi$

communication takes place in a manner similar to that described by

Hansen {(7) and the technique used on the Titan cbmguter’at Cambridge {9).

Messages are passed between processors via the nucleus by reguéstihg
the nucleus to.place a message for one of the three main ptoceSSOES'
in the appropriate message queue. Then as that processcor

receives C®U attention the top messége frem his message guéﬁé

is acted upon. That processor im turn may requesi that the nucleus
engueue a meésage for ancther processor based on.the resultsxof his

action,.

One of the distinctions between a spcol system and a more dgeneral

system is That nc object process ever requires CPU attention for

. : :
executlon of its oun code. An object process simply makes systemn

”»

requests., A1l specol activities therefore are system activities and-

"deserve equal attention. Messages then have no priority and are

serviced aon a first ccome first served basis. The same philosophy is
extended to the scheduling of the main processors and the master

schedular garcels cut CPU time in a round robin fashicn.

Interrupts are all natural Lreak. Systems routines volutarily give-

up contrel after they have performed a task or, if the activity is

lengthly they wmay place a message on the message gueue and continue

ome s,
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when their turn cccurrs again. Since all activities are system ones

there is never the precblem of an .unkind user taking ccntrol of the CPRU

and not returning.

‘Mere must now be said about what defines a process and what
defines an inter process message. The system ig essentialy a special
purpose tiwme sharing system with one time shared subscriber process

for each subscriber who is logged in to the sysitem. A subscriber is

~considered logged in to the system if there is an open communication

with the subscriter whether the subscriber initiated the conversation

- or the spool initiated it., There are alsc certain independant systen

processes, such as a routine to seek new files for dispatch purposes |

which remain perranently alive in the system. These independant

- system processes correctly belong in one of the three main spool

processor areas and request services of the cther processors by

the ncrnal message requests.

Each subscriher and system process is described by a Process
Contrel Elewment which .contains pointers to its varicus assosclated
tables, inforraticp concerning the process status, the subscriber or

independant systen process it is responsible to and a work space to

store various control information regquired for the next time it

receives attention from some processor (see figure 6.1}«

There is a list of process control elements kept with a pointer
to each and its current status. Fach process is in one of four states .

Running, in which case it isreceiving service, Halted if it is

N

"yaiting for attenticn and would bhe vunning if it wasreceiving

the attention, Wait state if it is awvaiting the cowpleticn of sone
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activity (for exampleAI/O),'and Stopped if it may not proceed even

though it has work ta do.

Messages are passed between processors in special message huffers

which are yueued in the approrriate gueue by the nucleus upon reguest,

They contain a service request, pointer to the process control element

-

it 1is associatgd with, a pointer to the next message buffer. in its
gueue and a pointgr to any data buffer associated with it. Data in
this case c¢ould be almessage from an external prbcess waiting to‘
be translated by.the communicaticons processor. Actually while the

message buffer is logically distinct frem the process ccontrol element

they are in one tc¢ cne correspondance since the system does not allow

more than one service request from a process at any one time, and

may be implemented as one table .to cut down on pointers and searching.

e e

3 diagrametical representation of the system, its tables and

inter-process conmunications are presented in figures 6.1,6.2,andb6, 3.

WRI" Project 1013
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VI, - CONCLUS IONS

In setting down a system design for a shared spooling service

for a leccal network I have answered only scme cof the gquestions

originaly posed. Some of -the others could be answvered by a systém

~sgimpulation and still cthers (such as whether you could sell the

gservices) could be ansuvered only by offering such a service.

Cencerning the syster demands on the network we have discovered
at least that the system is not particularly unusual and except for
increased traffic, dewmands no extra network services. The lncreased

traffic problew is one that can be ansvered by network simulation.

It is clear that ve may indeed bkuild and operate a shared spooling

system and provide the services outlined in the introduction. It is.

also clear that these services are desirable on a network {though to

vhat extent we cannct tell). Merely.designing.the system however cannot

answer the most. important gquestions concerning equiprent, cost and

hence feasability.

A simulation of the system could perhaps ansuer the following
questions. What hardvare and hardware.configuration is necéssary to
support the system? Nore specifically can moving arm disks provide'
the spool storage facilities and under what loads or nust we use more
expensive fixed head devices? How does the very high network
transmissioh rate effect this prcbhlen? Should the I,/0 functions rest
mostly in a large and more powerful'CPb or should they ke seﬁaxated
off into an independant.brogrammable %ront end control unit?lﬂow many

subscribers could the system support logged in at any cne time given
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certain transmission rates?

Only after answering the above questions via a system simulation
can any attempt be made to estimate the cost and feasability of this

type af srocl service.
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. RO=%0" JREGISTER 0 WORK REG,

Bl Ri=%1 ¢REGISTER 1 (WORK REG.
_ Raw%2 sREGISTER 2 (WORK REG,
l R3I=%3 SREGISTER 3 ,NOT USED

Reg=%4 ¢REGISTER 4 ,NOT USED
R5%%5 sREGISTER § ,NOT USED

: SP=%6 sREGISTER 6, STACK POINTER
l PC=% sREGISTER 7, PROGRAM COUNTER

o _ ‘ ‘

-
' JCSECT
:  TITLE  CMPROC

7 ‘ :

" MOV CMQHED,RQ s LOAD HEAD OF MESSAGE QUEUE : .
. MOVR 8(R0O) (R sLOAD REQUEST TYPE

‘ MOvVB 9(RO) ,R2 s LOAD ACTUAL REQUEST

. CJMP JTABL3(R1) - s JUMP TO REQUEST TYPE HANDL.ER

7 ' : '

DECODEsJSR PC,JTABLZ2(R2) sCALL TO THE SUTITABLE COMMAND DECODER
- RTS PC

f .

-'gr:-;nhkw\-;‘c.ACCEPT FILE DECODER ROQUTINE
r . .
ACKFIL MOV @6 (ROJ RY $LOAD PTR TO PCE AND ACCESS IT.
l . MQY 4CR1) ¢ RY sGET ARDR OF FILE ELEMENT
B - BNE ERRY s IF NOT EQUAL 70 NULL & ERROR
[ ' MOV #eyp (4RQ) ¢LOAD 1D OF FILE MANAGER IN REQUEST:
. l CLR 3(R0) ¢SET REQUEST TYPE & ACTUAL REQUEST
§ (REQTYP=0,ACTRER=0) ‘

. RTS PC s AND RETURN

.éRR:.s MOV #2 ¢ (RO $SET ADDR OF I/0 PROCESSOR

. MOV ACRO) ¢ RY sGET ADDR OF MSG BUFFER

- MOV #2550 4(R1) sPUT NAK IN MSG BUFFER

. RTS PC s AND RETURN

.'_;ﬁ****ﬁk HERE COMES FILE DECODER ROUTINE

f

.COHFILSMOV Hd e (RO sMOVE I/0 PROC ID TO MSG BUFFER
CLRB 8(RQ) : ¢ SET REQUEST TYPE TO 0 :

l. Move H2ap9(RO) sSET ACTUAL RERUEST -TO 2

. RTS PC s AND RETURN

00010000
00020000

00030000

00040000 -
00050000

00060000

00070000 4
00080000

00090000

00100000 |

00110000

00420000 -
00130000 -

00140000

00150000
00160000
00570000

00180000

00190000

00200000

00210000
00220000

00230000

00240000

00250000 .

00260000
00270000
00280000

00290000 -
00300000 |

00310000

003520000
003%0000
00340000 -
00350000

00360000
¢0370000

003680000
00390000 |
00400000 3
00410000

00420000
00430000

00440000 -
00450000

00460000

00470000
00480000
00490000

00500000
00510000

00520000, .

00530000

00540000
00550000 .

00560000

-
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RTS
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CLREB
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RTS

WHERE

CHANGE
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ROUTINE
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sSET REQUEST TYPE T0O 0

sSET ACTUAL REQUE

§ & RETURN

s MOVE FILE

ST TYPE

DECODER ROUTINE

MAN,

f§SET REQUEST TYPE T0 0

$SET ACTUAL REQUEST

# & RETURN

R KR SEND DESCRIPTOR DRECODER ROUTINE

§MOVE FILE

TO 6

MAN

s SET REQUEST TYPE TO 0

sSET
s &RETURN

ACTUAL REQUEST TO 8

PRIORITY OF FILE DECODER ROUTINE

#l oo (RO

8(R0)

#1&0p9(RO)
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sMOVE FILE

MAN,

§SET REQUEST TYPE TO o©

fSET ACTUAL TYPE

s RRETURN

T0 10

1S FILE (STATUS) DECODER ROUTINE

4,7 (RO).

8(R0O)

#14,,9(R0) .

PC

7

i’

'
&

#4 .0 (RO
8(R0O)

PG

#l6qe9(RO)

sMOVE FILE

¢SET REQUEST TYPE
sSET ACTUAL

i& RETURN

CeMOVE FILE

PROC ID 10
T0 0
REQUEST TO 12

MAN,

e GIVE # OF FILES IN DESTINATION DECODER ROUTINE

MAN, PROC ID TO

§SET REQUEST TYPE TO ¢

s SET
:& RETURN

ACTUAL

REQUEST TO 14

OF FILES QN ALL QUFUL& DhLODtR ROUTINE

#d o (RO)
8(R0O)
20,0
PC

OF

#lU, s (ROY

8 (R0

#2 36,9(ROJ

?{RO)

FILES

sMOVE FILE

MAN,

§SET REQUEST TYPE TO 0

FSET ACTUAL

A} F& - RETURN

REQUEST 7O 16

IN NAIT QUEUE D&CDDEh ROUTINE

,MDVE FILE

MAN

$SET REQUEST TYPE TO 0

§SET ACTUAL

REQUEST T0 18

PECODER ROUTINE

MAN
0 0

SET ACTUAL TYPE T0 20

PC 2% RETURH
OF FILE IN-INACTIVE QUEUE
#ay e (RO SHOVE FILE
B(R/) FSET
#RN»&QfROD

»& RETURN

RC

PROC ID TOQ

PROC ID TO

PROC ID TU

TO

PROC ID TO MSG

4

MSG

MSG

MSG6

MSG

HS6

PROC 1D TO MSG

/ .

PROC ID TO HS&

PROC ID TO HSC
REQUEST lYPF

BUFFER

BUFFER

BUFFER

BUFFER

BUFFER

BUFFER

BUFFER

BUFFER

bUEFER‘

QUS/00Q0

0058¢000
- 00520000
00600000

00610000

Q0620000
00630000

00640000
00e50000

00660000

00670000

00680000 .

00620000

00700000 .

Q0710000
00720000

Q0736000
00740000

00750000

00760000 -

00770000

00780000

00790000
00800000

00810000
00820000 -
00830000 |

00840000
00850000

Q0860000

00870000
00880000 -
00890000

00900000

00910000
0920000
00930000

00940000
00950000

00960000 . 1

00970000

0098Q000Q

00920000

01000000 %

01010000

01020000

01030000
03040000
01050000
01060000
eio7voo000

01080000

1090000

01100000

05110000

01320000

01130000

01140000

Niikho0oo
01160000

01170000
01180000




e Em W s e R e e s -—— el B —‘f»—;“

Rl

A

&3
T

“LFILe

R AR ROk O

e IR T

m-nn Rl

ENFIlL e

[

TABl

31ABL

et

whRRARNORN

MQV
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RTS

'§ﬁ xn#ﬂ DELETE FILE DECODER RDUTTNE

#l 0 (RO) sMOVE FILE M
8(RE) ;S[T REQUEST
naﬁtFQCRO) s SET ACTUAL
PC P& RFTURN

% FORWARD FILE'DECDDER ROUTINE‘

QRLFLL»?OV

CLRE
MOVB
RTS8

MOV
CLRB
MOVE

RTS

4 WORD

WORD
HORD
TWORD
. WORD
LHWORD
HORD
,WORD
JHORD
2 WORD
o HORD

JWORD

JHORD
 WORD

JHORD.

o END

SEND FILE

iy CRO) eMOVE FILE M

8 (RO) SET REQUEST
#3009 (RO) $SET ACTUAL
PC 28 RETURN

TO DESTINATION Y DECODER

#l g (RO) sMOVE FILE M
8 (RO) 2 SET REQUEST
#32, ¢ 9(RO) - s SET ACTUAL
PC 3 GRETURN
DECODE ¢ ADDR OF
ACKFIL sADDR OF 'AC
COMFIL. $ADDR OF 'HE
RECFIL s ADDR OF IRE
PRIFIL 3 ADDR OF 1GI
SNDDES s ADDR OF !SE
CHGPRI y ADDR OF 1CH
WHEF 11, sADDR OF tWH
NUMDST s ADDR OF 14
NUMQUE sADDR OF 14
NOWDIS eADDR OF 1#
NOINAC sADDR OF 1ty
DELFIL sADDR OF 'DE
FORFIL, sADDR OF 'FO
SENFIL. s ADDR OF 1SE

IN QUEUECTOTALD!

AN,
TYPE TQ 0
REQUEST TO 22

AN PROC ID TO MSG
TYPE TO 0
REQUEST TQ 24

ROUTINE

AN, PROC ID TO MSG
TYPF TO 0
REQUEST TO 26

CEPT FILE?Y
RE COME FILE!
CIEVED FILE?!
VE PRIQRITY!
ND DESCRIPTOR!
ANGE PRIORITY!
ERE FILE!
IN DEST,

PECODER
GUEUE!

IN WAIT QUEUE!
IN INACTIVE @t
LETE FILE' DECODER
RWARD FILE!
ND FILE ' RECODER

PROC ID 70 MSG

DECADER
DECODER
PECODER
DECODER
PECODER
DECODER

DECODER

BUFFER

BUFFER

BUFFER

DECODER ROUTINE HANDLER

PECODER
DECODER

DECODER

DECODER-

01196000
01200000

01210000

01220000

01230000
01240000
01250000
01260000
01270000
01280000
01290000

Q01300000
01310000

01320000
01330000
05340000
01350000
01360000
01370000
01380000

01390000~

01400000
014310000
01420000
01430000
01440000
01450000
01460000
01470000
01480000

05490000 -

01500000
01510000

01520000

0L830000

01540000

01550000
0156000Q

01570000
01580000 -
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DUFRESNE .
LEVELS 0

FMPROC

FHMQHED RO
9CRO) R
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4CR1Y¢RY
DSKHEDR2
BITHAP R3
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2(R2) R2

E MANAGE
PROCESSOR

SREGISTER 2

$REGISTER 6,

MENT
LAST UPDATE: JUNE 11TH,1972

sREGISTER 0,
SREGISTER §

NORK REG,
(WORK REG,
s HORK REG,
(NOT USED
P NOT USED
(NOT USED
STACK POINTER

;REGISTER 3
sREGISTER 4
sREGISTER B

§REGISTER 7,

:LOAD HEAD OF MESSAGE QUEUE
s.LOAD ACTUAL REQUEST
¢® PROCESS IT,

s ACCES PCE

s.OAD ADDR OF FE ‘

tLOAD DISK HEAD ADDR .

$LOAD ADDR OF MASTER BIT MAP
JLOAD CYLINDER ADDR

s LOAD TRACK ADDR

BIT MAP SEARCH ROUTINE TO ‘BE CONTINUED LATER

PROGRAM COUNTER

b A R
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00040000
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00070000
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00200000
00210000 .

00220000
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00260000

00270000

00280000

00290000
00300000
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00340000
00350000

00360000

00370000

00360000
00390000
00400000
00410000
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e MOV

1' MOV
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| o DESRCHSCMP

'Il REQ

MOV .

? . CHP
_-ll REQ
BR

'FESRC} sMOY

-~

L.OOFLs CMP
BNE
CMP
BNE
MOV
BMI
MOV
ARD
MOV
LOOR2 MOV
DEC
BNE
MOV
CLR
RTS

= =

EXTFE¢MOV
BEQ
. BR
.
NOFINDeMQV
CLR
MOV
RTS

> mun

ACTVFE MDY
MOV
- CLRB
Moy
RTS

@4 (RO)FRY

~10(RL),R2

DESTHED,R3
DESTHD ¢ R4

R2 ¢ R3
FESRGH
(R3),R3
R3,R4
NOF IND
DESRCH

@2 (R3);R3

4(R2) ¢ (R3)
NEXTFE

6(R2)r2(R3)

NEXTFE
12C(R3)¢R2
ACTVFE

PTNDEX(R2) (R2

#i g e R1
DESLEN, R3
(+R2) ¢ (+RLY
R3

Loora

#2,0 (RO
8(R0)

PC

16 (R3),R3
NOF IND
L.aoP2

#2.5 (RO

8(R01

#25, ¢ A(R1)

PC

R2,4(R1)

#el e (RO
B(RO)

i (9CRO)
PG

s ACCESS DATA BUFFER

s ACCESS DESTINATION

sGET A DESTINATION ELEMENT
s LOAD PTR FOR END OF D,E LIST

3SEE IF WE HAVE SAME DESTINATION

sYSTe: THEN LOOK FOR F E,

eNOZs THEN ACCESS NEXT D Ea
sHAVE WE GONE AROUND THE LIST
sYS?e THE WE HAVE AN ERROR
gNO?s THEN COONTINUE THE SEARCH

s ACCESS FLE,

yTEST FILE ID (18T PART)
sWRONG ONE?: THEN GET NEXT F,E,

sTEST FILE ID (2ND PART)

$WRONG ONE72 THEN GET NEXT FoE.

sGET APDR OF PROFILE TABLE

2IF ADDR NEG:PROFILE TABLE NOT IN CORE
s1.OAD BEGINING OF DESCRIPTOR TERALE
eSET ADDR OF DATA AREA :
sMOV DESCRIPTOR TABLE LENGTH

¢ MOVE DESCRIPTOR TABLE TO DATA AREA
¢DECREMENT COUNTER ;
¢ AND LLOOP UNTIL EQUAL TO 0
¢SET ADDR OF I/0 PROC

¢ SET REQUEST TYPE & ACTUAL

$& RETURN

s1.0AD  ADDR OF lef Feb :
sPTR = NULLTs THEN EN D OF LIST.
sOTHERWISE HWE TLST AGAIN FOR. FILE 1ID,

s SET-ADDR OF I/0 PROC
s SET RREQUEST TYFE & AFTUM
fMOVE NACK TD DATA BUUFFER

. §AND- RETURN

$SET ADDR OF I/0 PROC
SSET REQUEST TYPE TO ZERO
PSET ACTUAL, REQUEST TO 4
¢ & RETURN

00420000

00430000
ooddoo0n

00450000
00460000

Go470000
00480000
00490000
00500000

00510000
00520000

00530000
00540000

00550000

00560000

00570000

00580000
00590000
00600000

00610000

00620000
00630000
00640000
00650000
00660000
00670000

REQUEST TO 000680000

00620000
Qo700000
00710000
0Q720000
00730000

00740000
00750000
REQUEST T00000760000

00770000
00780000

00790000
-+ LLOAD ADDR OF PROFILL TABLE IN DATA BUFL,00800000

008100600

00820000

00630000
pogagoQg

PR I




FO[T%T MOV

lf’-‘EACT\'gmov

LOOPs

\J \JR
RTS

A0V
HOV
CHMP
BNE
CHP
BNE
Moy
BMI
MavB
BHI

FINRTNEMOV

CLR

|  WRETURNIRTS
o ALL=0KeMOV

BR

SEARCHE MOV

1.00P2 e

lFOUPi

RESET ¢

May
MOV
CHP
BNE
CHP
BNE
BR
May
BEQ
BR

NXTLSTsBUB

BMI
BR.

WOFIND MOV

BR

'SETMSG‘;MDV

MOY
CLRB
MOVB
h?q

lJTABl Gy, HORD

LHORD

BLRO) /R
JTABL)CPl)

- PC
S R6(R0OY FRY

U (R1YRY

@4 (R0O)FR2

4(R2) ¢ (R1L)
SEARCH

- 6(R2)r2(R1)

SEARCH
TO(RI)¢R3
SETMSG

PTNDEX(R3)+R3

Al.L=0K-

. ﬁanP(ROD

B(RO)
PC - _
#T.,:4C(R2)

FINRTH

o r INDEX
FELIST,R4

- INDEX(R4) Ry

BR2) ¢
RESET. :
G(R2)p2(RYID
RESET -
LOQP ,
§6(R1YRE
NXTLST

LLOOPY

#2 e INDEX
NOFIND

1L.O0P2
a5, 4 (R2Y
FINRTN
R3,10(R2)

(R1) -

#2. e (RO)

8RO

#4, 9 (RO)

PC

FEACTV
TEST

s MAVE ACK TO

- ¢ TF NOT
C$IF NOR EQUA;

'?GET

‘ ,L 0AD hEQUFST TYPE .
s AND EXECUTE APPROPRIATE RUU11NE

P ACCESS PCE

1ACCESS FE

P ACCESS .DATA BUFFER

s TEST FILE ID (18T PART) _

s IF NOT EQUAL YHEN SEARCH FE LISTS

s TEST FILE ID (2ND PART)

s IF NOT EQUAL THEN SEARCH FE LISTS

¢.OAD ADDR or PROFILE TABLE -

$IF NEG SET MSG TO ACTIVATE FILE .

s LOAD 18T BYT(

sIF P0OS FILE IS COMPLETE

sSET ADDR OF 170 PROC

$SET REQUEST

s QRETURN

DATA BUFFIh

¢& RETURN

sSET UP INDEX FOR SEARCH

lLOAD LIST OF

¢LOAD ADDR OF FIRSYT LIST

sTEST FIRST PART OF FILE D

FQUAL THEN GET NEXT ONE

sTEST FILE ID (2ND PART) ~
THEN GET NEXT ONE

¢ WE HAVE ITU END :

PTR TO NEXT LIST

pIF = NULL THEN WE GET NEXT

LIST
fOTHERWISE - RESUME bFARLH '

- s DECREMENT INDEX

:IF NEG WE FOUND FILE: ERROR.
s OTHERWISE CONTINUE SEACH

s MOVE NACK IN DATA BUFFER

& RETURN

$MOVE AADDR OF PRDFILF
s BUFFER |
:SET ADDR OF 1,0
¢ SET REWUEST TYPE
¢ SET° ACTUAL REQUE
¢& RETURN

PROC
TO 0
ST 70 4

sFILE ELEMENT ACTIVATE
sTEST (FE ALREADY ACTIVE)

OF DESCRIPTOR TABLE

TYPE & ACTUAL REOU{ST TO 0

FE LISTS HEAD POINTERS

ON. NEYT hIS1

TABLE TO DATA

00850000
Q0860000 .
00870000
00880000

00890000

00900000 |

00910000

00920000 °

00930000 .

00340000

00950000 .

00960000

00970000
00980000 "¢

00990000

03000000
01010000

01020000

01030000 -

-01040000

01050000
01060000
01070000

01080000

01090000

01100000

01110000

0¥i20000 ¢

01130000

01140000 -

01150000
03160000

01170000

05180000

01190000

012000G0

01220000
¢i230000

© 01240000

01250000
01260000

01270000
01280000 |

01290000
01300000

01210000




|| MOV
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FILPRI*MOV
MOV
MOV

BEQ
MOV

CHMP

BEQ
BRR
FESRCHzMOV
,OOPY CMP
BNE
CMP
BNE

- MOVB
FINRTN¢MOV
CLR

RTS

NEXTFEsMQOV

BEG
BR
NOF INDgMOV
BR

4RO s R
10(R1).R2
DESTHD R
DESTHD,RY
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FESRCH
(R3):R3
R3,R4
NOFIND
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@2 (R3)¢R3
A(R1) s (R3)
NEXTFE
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NEXTFE

(R3)

" 2(R3),4(R2)

#e o (ROD
8(RQ)

PC

16 (R3),R3
NQF IND
LOOP]
#e5, s 4 (R2)
FINRTN

s ACCESS DATA BUFFER
$GET DESTINATION OF FILE

sGET A DEST ELEMENT

$SET PTR TO END OF LIST
sFTEST IF WE-HAVE DESTINATION
$YS%s THEN LOOK
sNO23 THEN GET NEXT D.E,

$BACK TO BEGINNING?

sYS?: THEN WRONG DESTINATION
¥NO?: THEN CONTINUE TESTING
sACCES FLE,

s TEST FIRST PART OF FILE ID

gIF NOT EQUAL THEN GET NEXT F,E,
sTEST 2ND PART OF FILE ID

e IF NOT EQUAL THEN GET NEXT F.E,
sMOVE PRIORITY TO DATA BUFFER

sSET ADDR OF 1/0 PROC

s SET RREQUEST TYPE & AGTUAL
¢8 RETURN

sGET PTR TO NEXT FE

s IF NULL END OF LIST

s OTHERNISE CONTINUE SEARGH
sMOVE NACK TO DATA BUFFER

FOR FILE ELEMENT

01310000
013520000
013530000

: '0134G000-§
01350000

01360000

01370000 |

01360000
01390000

01400000

01410000

01420000

01430000
01440000
0LA50000

0460000
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01480000
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05500000
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01520000
01530000
01540000
01550000
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BEQ
MOV
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BNE

CMP
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MOV
FINRTNsMOV

CLR

RTS
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BEQ
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DESTHD,R3
DESTHD R4
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(R3),R3
R3,Rd »
NOFIND

,OOP
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A(R2) ¢ (R3)
NEXTFE
6(R2)s2(R3)
NEXTFE
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#2.¢ (ROD
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PC

{16 (R3),R3 .
NOFIND
LOOPY
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FINRTN
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sACCESS DATA BUFFER

,PLT DESTINATION

sGET A DESTINATION ELEMENT

eSET UP PTR FOR END OF IS8T

¢ SEEL IF SAME DESTINATION

eY8%: THEN LOO FOR FqE,

sNO7e THEN ACCESS NEXT D.Eq
:GDNE AROQUND LI1sT?

s Y878 THEN ERROR .

eND”“ "THEN CONTINUE
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FTEST I1IL ID (18T PART)

e1F NOT EQUAL THEN GET HNEXT ONL
FILE ID (2ND PART)

s IF NOT EQUAL THE GET NEXT
s SET NEW PRIORITY

sMOVE ACK TO RATA BUFFER
¢SET ADDR OF 1,0 PROC

s SET RREQUEST TYPE & ACTUA{
“& RETURN
tLOAD ADDR OF
s IF = NULL
sQTHERWISE
g MOVE NACK
& RETURN

ONE

NEXT F L E,
THEN END OF lTST
CONTINUE

TO DATA BUFFER
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01560000

01570000
01580000
01590000
- (16060000

01610000 -

01620000 .

01630000

QL640000

0L650000
01660000
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01710000
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04720000

01740000
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01790000
01800000
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MOV
MoV
MOV
CMP
BNE
CMP
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MOV
ADD

BEQ
BR

BMIY
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MOV
CLR
RTS
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FELIST,.RZ
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H(RYYr (R3)
NEXTFE .
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NEXTFE
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§SEY INDEY FOR DATA BUFFER

FTEST FILE ID (15T PART)

¢IF NT EQUAL THEN GET NEXT ONE

FTEST FILE ID (2ND PART)

sTF NOT EQUAL THEN GET NEXT ONE

$MOVE STATUS &PRIORITY TQ DATA BUFFER
¢ INCREMENT INDEX FOR NEXT TIME
sACCESS NEXT F.E. -

e IF =NULL END OF LIST GET NEXT ONE
sOTHERWISE CONTINUE SEARCH

DECREMENT INDEX TO ACCESS NEXT LIST
s1F NEG THE WE ARE DONE

¢OTHERWISE WE CONTINUE ON NEXT LIST
sSET ADDR OF 1/0.PROC

$SET REQUEST TYPE & ACTUAL
$8& RETURN |

REQUEST TO 0

01820000
01630000

01840000
01850000
01860000
01870000
01880000
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01900000

01210000
01920000
01930000
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01950000

01960000
01970000
019860000
01850000
02000000
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02020000
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MOV
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MOV
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MOV

CHP
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BR

MOV
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RTS
MQV
BR
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- R2¢R3

SETNUM
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NOF IND
LQOP

#e oo (RO)
8(RO)
PC

: #esnpcaczp)_

FINRTN

4(R3) (4(R2)

fsACCESS DATA BUFFER

sGET DESTINATION

sGET A DESTINATION ELEMENT
$SET PTR FOR END OF LIST

s TEST FOR DEST :

:IF EQUAL THEN DONE

FGET NEXT DESTINATION

PBACK TO BEGINNING.

2Y57: THEN BAD DEST ID,

sNOTs THEN COMTINUE :
PMOVE # OF F(E TO DATA BUFFER
sSET ADDR OF 1/0 PROC

PSET ACTUAL REQUEST & REQUEST TYPE T0 0

§& RETURN
sMOVE NACK TO DATA BUFPhP

s & RETURN

02030000

02040000

02050000
02060000
02070000
02080000
02090000
02100000

- 02110000
Q2120000

021%0000 .
02140000
02150000
02160000
02170000
0aiB80000
02190000




"3 N
QL

»

L3

JENUM MOV
' MOV
May
MOV

MOV
CLR
RTS

QUCRQ) RY

NOWAIT (¥R1)
NOINAC, (+R1)
NODACTV,e (+R1)

Hear(RO)
8(R0)
PC

. 5ACCESS DATA BUFFER

SMOVE # OF F,E, IN WAIT QUEUE
$MOVE HOF F.E,IN INACTIVE QUEUE
IMOVE # OF F,E, IN ACTIVE QUEUE
1T0 DATA BUFFE

:SET ADDR OF 1/0 PROC

sSET REGUEST TYPE & ACTUAL

REQUEST TO 0
s RETURN - »

02210000

02240000

02200000

02220000
62230000

02250000
02260000
02270000

02280000




- S
QHAIT MOV
MAay

)

MOV

CLR
RTS

4RO R
NOWATQp (+R1)

8(RO)
PC-

$ACCESS DATA
sMOVE # OF F
IBUFFER

:SET ADDR OF
§SET RQUEST
& RETURN

BUFFER

JE. IN WATT QUEUE TO DATA

170 PRAQC
TYPE & ACTUAL

REQUEST T0 0

02290000

02300000

02310000 -
02320000

02330000

02340000 |
02350000 |




P ‘
HOIMAC

i

sMOV
MOV

MOV
CLR
RTS

U (RO) R
NOINAR, (+R1)

H2 oo (ROD
8(ROY
RFC

pACCESS DATA BUFFER

¢MOVE # OF F.E, IN INACTIVE
sDATA BUFFER

sSET ADDR OF 1,0 PROC

sSET REQUEST TYPE & ACTUAL
$& RETURN

QUEUE TO

REQUEST TO 0

OR%¥60000

02370000 °

02380000

023594000

02400000 |
02410000 |

02420000




5
‘FILDELsMOVE

'FIRSTo

"Loom

FREPT:
SEARCH:

LOOPin

TFEACTVS
'chww
| 'NXTLST%

: ‘_lDONEs

o SECONDY

F

JTABLGS pHﬂP‘i
1"ORD

JMP
MOV
MOV
MOV
CMP
BNE
CMP

- BNE

MQV
BMI
ADD
MOV
MOV

BIS

DEC
BMI
BR

SUB
MOV
JSR
Mav
JSR
MOV
MOV
MOV
CHP
BNE
CHP

BNE

MOV
BMI
MOV
JSR
MQV
JER
TST
BE®Q
BR

MOV

MOV

Cl.iB
MOVE

RTS
MQV
BEQ
BR

SUB
BMY
BR

CLR
RTS
MOV

MOV .

BR.

(R0O) RS

JTABLGIRY)
4 (RO ¢ RY,
86(RO)R2
el (R2),R3
4{R1)¢ (R2)
SEARCH
6(R1), (R2) -
" SEARCH
12 (R2),R3
FEACTYV
#le (R3)
SMAPLEN: RS
BITHAP R4
C+R3IY, (4 RQ)
36
QONE
LOoQP
HAPLEN-t4,.R3
Res (+SP)
PL,FREEFE
CR3I(+SP)
PC,FREEPT
4, INDEX
FELIST RE
INDEX(RZ2),R3
GCR1) ¢ (R3)
NEXTFE
6(R1)¢2(R3)
NEXTFE
12(R3) R4
FEACTV
R (+8P)
PO, FREEPT
R4, (+5P)
PL,FREEFE
R3
NXTLGT
LOOP Y
B3,4(R1L)

(R0 .
#H5,,9(R0)
Fi{ :
12(RA)R3
HXTLST.
LQOPS

2,5 INDEX
DONE
LaaPs

RO

B
EL(ROYRY
ORI (48P
FREPT :

$GET ADDR TO PROFILE

-t LOAD REQUEST TYPE(=0 18T PASS, =2 P1

§OIN CO\L)

s ACCESS DATA BUFFER

jAGCCESS PCE

$ACCESS 'FE _

s TEST FILE ID (15T PART)

¢IF NOT EQUAL FILE NOT ATTACHED
sTEST FILE ID (2ND PART)

s 1F NOT EQUAL FILE NOT ATTACHED
TABLE

»IF NEG¢ TABLE NOT IN CORE

s ACCESS FILE BIT MAP

t1LOAD LENGTH OF BIT HAP

s LOAD ADDR OF MAbTER BIT MAP
sOR BOTH MAPS TOGETHER

~§DFCRFMPNF LENGTH LFI\ TO DO

sIF NEG THEN WE ARE DONE
s OTHERWISE WE CONTINUE
160 BACK TO BEGINNING OF P, T,
STACK ADDR OF FE.
,&LALL ROUTINE TQ FREE FILE FLFMFNI
$STACK IT'S ADDR
+8 CALL ROUTINE TOD FREE PROFILE TABLE
:LOAD INDEX L,OCATION
¢1.OAD ADDR OF HEADS OF F,E
sGO TO FIRST LIST ,
PTEST FILE ID (18T PART)
$IF NOT SAME THEN GET NEXT ONE
¢TEST FILE ID (2ND PART)
sF1 NOT SAME THEN GET NEXT ONE
sLOAD ADDR OF P_T, |
jIF ADDR 18 NEG: P,T, IS NOT IN CORE
STACK ADDR OF PROFILE TABLE
"LALL ROUTINE TO FREEIT
SSTACK ADDR OF F,E,
s CALL. ROUTINE TO FREE FoE,
sTEST ADDR OF FoE,
sIF NEGs GET NEXT LIST
¢DTHERWISE CONTINUE :
sMOVE ADDR OF PROFILE TABLE TO DATA
e BUFFER o o
sSET ADDR OF I/0 PROC
s SET REGUEST TYPE TO 0.
sSET REQUEST TYPE TO 6
& RETURN -

.ISTS

$BET ADDR OF NEXT F.E,

vIF = NULL2 GET NEXTLIST
pOTHERWISE MWE CONTINUL
sDECREMENT INEDX

s IF NEG: ALL DONE

“GTHLKW SE WE SEARCH NEYT LIST

sSET DUMMY MSG

"& RETURN

,ALLE&S DATA BUFFER

s STACK ADDR OF P T. .

2FREE PORFILE TABLE & SEARCH FOR NEXT
A G

18T PASS THROUGH THE ROUTINE
SECOND PASS THRQUGi LETQ IN CORE -

02430000

02440000
02450000
02460000
247000¢
02480000
02490000
02500000
02510000
02520000
025350000
Q2540000
02550000
02560000
02570000
02580000
02590000
02600000

02610000

02620000
02630000

02640000
02650000
V2660000

02670000
p268000¢0C

02650000 -
02700000

0e7t0000
02720000
02730000
02740000
02750000

02760000
02770000
02780000 -

02790000
02800000

2810000

Q 2820600
02830000
023840000
02850000
02860000

02870000

02880000

02890000
02900000
02910000

02920000

02930000
02940000 7

02950000

02960000

02970000 -
02980000
029906000

05000000

05010000

03020000

03030000
03040000

T
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B T
l !

-

@
'l?

e T
. - =
[ 1

3
FORFILEMOY
- JMP
FILFOReMOV
MOV
‘ - Mav
MOV

-

LOOP:  CHMP
BEQ
. MOV
S M\
BEQ
BR .

FEuhLH MOV

CHP
BNE

. CMP
BNE
MOV
BMI
MOV
MOV
CLRB

LOOPY ¢

LO0OP2¢

MoveE-

RTS
ACTVFE MOV
Moy

RTS

EsMOyV
BEQ
BR

NOFINDEMOY

CLR

- MOV

RTS

NEXTF

S FELINKEMOY

MOV
MQy
REQ
Moy
BR

SEABL? < WORD
cWORD

MOVE
MOVE -

BIRO)#RY
JTABL7(R1)
e4(RO),RY
JOCRIRIY R2
RESTHD,R3

DESTHD R4

R2:R3
FESRCH
(R3),R3
RZ.Ru
NOFIND
,OQOP

o @2(R3)R3

H(Ra) . (R3)

- NEXTFE

6(R2),2(R3)
NEXTFE
12(R3):R2
ACTVYFE |
Resd4(R2)
H2.e (ROY

“8(R0O)

10,09 (RO)
PC

S Ra 4(R1)

#2. ¢ (RO)
#2,08(RO)

C#10,9(RO)

PC

FO6(R3Y ¢RI
NOF IND
LOOPRY
£2, 0 (RO)
B(RO)

25, , 4 (R1)

PC

04 (R0) ¢R1sACCESS

B(RL) R

CLA(R2) (R2

DONE P IF
e12(R2)¢R2
LOOP2

FILFOR

FELINK

< NULLeNO OTHER

s LOAD REQUEST TYPE
s AND PROCESS ACCORDINGLY
sACCESS DATA BUFFER
sACCESS DESTINATION
$ACCESS A DEST, ELEMENT
sSET PTR FOR END OF LIST

DESTINATION

§3EE IF SAME

sYSTs THEN GET THE FLE,
NOTs THEN GET NEXT D £

¢ TEST IF BACK TO nLGINNTNG
§YSTs THEN WE HAVE AN ERROR
sNO?s THEN CONTINUE SEARCH

$ACCESS FLE,
2 TEST FILE ID
2IF NOT SAME:
sTEST FILE ID
$IF NOT SAMEs
sLOAD ADDR OF PROFILE TABLE
sIF NEG: TABLE NOT IN CORE
sMOVE P,T, TO DATA BUFFER
pSET ADDR OF 1,70 PROC

¢8ET REQUEST TYPE TO 0

§SET ACTUALTREQUEST TO 8

& RETURN

(187 PARTY.
GET NEXT ONE
(2nND PART)
GET NEXT F.E

fLOAD ADDR OF. P,T, INTO DATA BUFFER
§SET ADDR OF I1/0 PROC

$SET RQUEST TYPE TQ 2

s SET ACTUAL REQUEST TO 8

§& RETURN

sGET ADDR OF NEXT FE

g IF = NULL THEN END OF LISE
OTHERWISE CONTINUE -SEARCH

SET ADDR OF 1,0 PROC

SET REQUEST TYPE & ACTUA:

fMOVE NACK TO DATA BUFFER

P& RETLQ

™3 RO VD

REQUEST. T0 0

DATA BUFFER

sGET PTR TO FoE,

sGET LINK TO NEXT FILE
FILE :

pOTHERWISE GEY THE F Eq
s AND RESUME PROCEDURE

sMAIN ROUTINE TO FORWARD FILE

FROUTINE FOR FORWADING LINKER FILES

03050000

03060000
03070000

03080000 |

03090000
05100000

03110000

03120000 ¢

035130000

03149000~

03150000

03160000 -

05170000
03380000
0319000
03200000

03210000 -

05220000

035230000

03240000
03250000
05 60000

3&-7\)000 B
03280000
03290000

03300000
05310000

03320000
03330000
03340000

03350000
03360000

03370000

03380000
03390000
03400000 -
03410000
03420000
03430000
03440000 .

03450000
03460000

03470000
03480000 -

03490000

03500000

03530000

03520000
03530000
03540000

03550000 |
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A SHORT DESCRIPTION OF THE SPOGL ALGORITHHS

I- FILE CONTROL

*¥¥"ALLLPT FILE X 2

Data buffer contaiuns File Id & File Descriptor.
Inplementatlions only one file:can be sent per virtual sign-on

-Ask File Management processor for Sone space on dlbk\1 logical
block) a

-If none available :=END

~Otherwvise send addr of block to I,/0 grpcéssorg along with addr of
File Element & addr of Profile Table. : ’ : '

-I/0 processor sends ACK to suscriberﬂwrite Profile Table on file
& puts the File BElement on the wait yueue.

~END,

¥¥%~HERE COMES FILE X I

~File Management processor puts File element on the active gqueue
(if it is not already therne).

-I1/0 processor gets a D.A.D Device Control Table and opens the
file, : .
-It then reads the Profile Table & chains it to the File Elemeunt
-Does it need a nevw block? | :
LOOP: ~No: then write data
~-Yes: then ask File management processo: for one
& put File Element on the wait gueue

~-File Hanager tries to geit a block ¢f storage
«Got it?
Yes:then return to I/0 proce SSOL :
NQ: delete the file and seund ABORT msg to suscriber

-Retuvrn to I/0 processor
-go to LOOp

-PData TQdd done
‘ «Dea1lordte Device Control Table
-Send ACK to suscriber
~frite Profile Table onto file
—~S8et it's addr. in File Llement..
-Put File Element on inactive gueue




mEmEmamEmeaR.S®s ... -

[

¥AX-BAVE YOU RECEIVED FILE X 7

~File. Element active 7
LOQP:YES?:~Access Profile Table
~Get Descriptor Table
- ~BOF tag on? :
N ~YES?: Send ACK to suscriber
~NO ?:  Send NACK to suscriber

NO F:~Give addr of Profile Table to I/0 processor :
~ ~It reads Profile Table from disk and returns itfs addr-
- to the File Manager. ‘ :
-Go to LOOF. '
~END., |

~END.



. . . -

~ERD,

Il- FILE STATUS ENQUIRIES AND STATUS CHANGES

%%%~-PRIORITY OF FILE X 2

~File Manager: :
~3f given destination of file: Scan Pestipnation Element queue
for File Elenment, . R
~If not given destination: Search all gueues (active, inactive,
or wait) for file.
~If f£ile not found: send NACK to suscriber
- =If file is found: send priority to suscuiber

';‘E.NDo .

Fa&-~-SEND DESCRIPTOR OF.FILE X

"=~File Manager:

~Scan Destination Element gueuo then the File Llemeni
queue for file
~File active 7: -Yes:~Get ptr to Profile Table
; -Get Descriptor Table
-Give it to the I/0 pxocebsor
for send off

-No ":~Get addr of Profile Table on disk
~Have 1/0 processor read it into core
-0n return, get decriptor Table
~Give it to I/0 processor for send
oif

"END«

*#x~CHARGE PRIORITY OF FILE X TO Y,

-File Manager: :
=Scan Destlnatwon Element gueue then the File Element
gueue for 1318@ _ ~
~Change prioxity of File Element.
~Send ACK to suscribern

“ENDA)

RxE-YHERE IS FILE X {STATUS REPCGRT ON TILE)

~-File Udnduex; ‘
—Scan Destination Element guene then the File Elenrent
- queue for file.
~If not found: BND , send NACK to suscriber
~I1f found: put status in data buffer

j
;
:
}
,
;
;
1



JeicE-HOW MANY FILES OX WAIT QUEUE 2

IIT- STATUS REPORTS ON QUEUES AND FILES.
*%%~HOW HANY FILES ON DESTINATION QUEUE @

~File Manager:
-Search for Destination Element.
~If not found: send NACK Lo suscriber
—-If found : Get File Element count
' '~ Give it to I/0 processor for send off

>'5“5"""""-1“1()?!'MAN.Y FILES ON QUEUES 2

-File iHanager: ' ‘
~Nove numbet of elements on —inactive gqueue
-active gueue
-wait queue
to data buffer.
-Have I/0 processor send it off to suscriber

- END

%

-Fiile Manager:
-Kave -number of ¥File F]ement on wait gueue to data
‘data buffer
~-Have i/0 processor send it off to suscriber.

~BND .

#udk--JOW NANY FILES ON THTE INACTIVE QUEUE 72

~File Managers:z : ~ :
-kove Number of File Elements on inactive gueue to
data buffer . '
~Have I/0 processor send it off to suscriber.




IV~ FILE DISPOSITION COMMANDS.,

#x%~DELETE FILE X.

-This. algorithm is in the process of being redesigned il

AAK-PORWARD FILE X

-Search Destination Element queuve and File element queue for
file. "

-if not found: send NACK to suscriber .

«if found :~File active? ,
" LOQP 2~YES?:~Get addr of file throuwgh Profile Table
. -Give it to I/0 processcr for send off
~Put File Element onh walit gueue on return

~NO ?:Give addr of Profile Table to I/0 processor
~It-activates file by reading Profile Table
into core. Returns addr of Profile Table-
to File Hanager. :
-Go to 1LO0P.

~File link .eq. null ?

: —END,

-NQ ?: =Update ptr to next File Elenent
- =Go to L0O0P

%x%-ROUTE FILE X TO DESTINATION ¥,

-Given old dcatluatlon°

~-Search Destination element gueue and File Llemenx queue for old
destination

-If not found : Send NACK to suscriber.
-If found : -~Put it on new destination element gueue
. ~Generate a !FORWARD FILE® msg

—-END
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SREGISTER 4 oNOT USED
SREGISTER 5 ,NOT USED
SREGISTER 6¢ STACK POINTER
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sREGISTER

$l.QAD LAST
sSCHEDULE THE NEXT ONE

s TEST IF IT I8 INVALID ID
gIF 1D » 4 THEN RESET

FOTHERKWISE PUSH ID ON 8STACK
f§AND UPDATE THE CHECK
s AND RETURN

;CLEAR THE RESULT
s AND GO TO THE END ROUTINE
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PROCESSOR SCHEDULED -
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00020000 |

00030000 :
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210000
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00246000
00250000
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00390000 ;

00400000

|

|
|
1
1
i
]
i
|
1
!
l
|
'
1



1
|

St

NETSPDOOL

3THs L1972
RC DUFRESNE
LEVELS 2

.v = B

AR E R AT LAWK RN RAN R A AN AR AT KA AN N AR XRA LR RAARAR LKA RAT R KRR AR
~ . ) o

NUCLEUS

LAST UPFDATES MAY {S5TH.1972

AR N AN AN AN T A A A AR AR R AR A AR RNARA A A RRA RN ARSI ARR AR A RAARAA

NUCLUS
TOGPTR, IOPROC
FMRPTR; FMFROC
CMAPTR, CMPROC
MASTER

PC,MASTER.

T {+8P) RO
CPC,JITABLOCRO)

(+SP) (RO

(RO R
FREMSG -
JTABLL=R(R1)

I0GPTR,RY

RO, TOGPTR
C(ROY ¢ (+RY)
SCHDUL

FMAPTR¢RY
RO FMOPTR
(RO)Yp (+R1D
SCHOUL '

CMAPTRRY
"ROFGMQAPTR
(ROJ e CER1D
SCHDUL

ly-ﬁ?v‘:;‘ﬁ\“
:‘f‘ w7
b
‘lgk‘\'
A
gﬁ .
s% DATESMAY §
';ﬂ AUTHOR: ™4
g% VERSION: §
g .
l;-.«':)‘:v‘:*‘k*v‘ﬁkn'#*k‘k
A
‘B
I RO=%D
: CRis%d
' R2=¥%2
1 R
' Rd=%4
- - R5=%5
l SP=%6
PC=%Y
C _
N B
l CSECT
, cTITLE
. GLOBL
l . GL.OBL
<GLOBL
< GLOBL
;
lSCHDUL:JSR
HOV
|
'll'- MOV
. MOV
: ‘ BEQ
ll JMP
-'SETXDQ:MO\!
o MOV
ll : Y
~ BR
¥
SETFMQgMOV
II- MOy
' Mov
N . BR
[4
-"SETCMQ:;MOV
o MOV
- l MOV
. BR

tREGISTER

sREGISTER
sREGISTER
sREGISTER

sREGISTER
REGISTER
sREGISTER 6, STACK POINTER

sREGISTER 7, PROGRAM COUNTER

UT 2 WN O

sGLOBAL DECLARATIONS

sCALL MASTER SCHEDULER TO

s SCHEDULE NEXT PROCESSOR

¢PICK UP ITHS ID QF THE STACK

s AND CALL IT (0=1/0-PROC, 2=FILE
PMANGEMENT PROC, 4=COMMUNICATION
sPROC) : ’

sGET ADDR OF MSG RETURNED BY PROCESSOR

C$AND SAVE THE PROE ID IN R}

s IF TD=2 RETURN TO THE FREE MSG POOL
¢sOTHERWISE WE BRANCH TO THE ' '
sSUITABLE ROUTINE T0O PLACE THE .
FMESSAGE ON THE RIGHT REGUEST GUEUE

sMOVE ADDR OF LAST ELEMENT IN QUEUE TO
sRL .
s AND RESET THE CHAIN POINTER

%

&
*
%
Ky
*
®
*
*
&
A
w

00010000
00020000
000%0.000
00040000

£ 00050000

00060000
00070000
00080000
00090000 -
00100000
00110000
00120000
003130000
00140000
00150000
00160000
00170000

00180000
00190000 -

00200000
00210000
00220000
00230000
00240000

00250000

00260000

00270000

00230000
00290000
00300000

00310000

00320000
003320000
00340000
00350000
00360000
00370000
00380000

0035906000 -

00den000
00410000
QU 0000

CQ0ABR0000

00440000

00450000

00460000
00470000

gAND CHAIN THE MSG TO IT(2NMD WORD INIMBGO0480000 .

FAND WE RESCHEDULE OURSELVES

sLAST ELEMENT OT FILE MAN QUEUE LOADED

3 AND RESET THE CHAYN POINTER®

sCHAIN MESSAGE TO IT(2ND WRD IN MSG)
s AND RESCHEDULE |

CJLAST ELEMENT OF COMM QUEUE LOADED

sAN RESET CHAIN POINTER

00490000
00500000
00510600
00520000 -
0es30000
00540600

GOS5G000

00560000
00570000

¢ WE CHAIN THE MSG TO IT(2ND HORD IN NSGIQGOHB00CQ

g AND WE RESCHEDLUER

00590000
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3

1

PR

s A
B

2
FRAPTR: . NORD
{OQPTRY JHORD
FHUPTRS  WORD

MAPTR WORD
ITABLOS HORD
JYABL1s,WORD
s END

o

SCHPUL

.

I0PROC, FMPROC, CMPROC
SETIOQ,SETFMQE, SETCMA

sJMP TABL TO ACCESS MASTER SCHE, 00660000

s JMP TABL FOR M8G PROCESSING
sBEGIN EXEC AT SCHDUL, ‘

00670000

00680000

00600060

"FROHED sPTR TO HEAD OF FREE MSG, BUFFER QUEUE 00650000
10Tl sPTR, TO TAIL OF I/0 PROC, MSG QUEUE 00620000
FMQTL sPTR, TO TAIL OF FILE MAN, PROC MSG QUEU00630000
CHMQTL sPTR TO TAIL OF COMM, FROC, QUEUE ' 00640000

s 00650000

00690000
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