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1. INTRODUCTION

This report outlines the investigations made under
Contract No. 0suU81-00279 into the characteri;ation and
measurement procedure for AM-to-PM dist;rtion in microwave
.transistor amplifiers. The document is‘divided into
three sections: the first concerning microwave field effect
" transistors, the second covering microwave bipolar transis-
tors, and the last dealing with the measurement téchnique.

Part I first introduces microwave field effect
transistors and presents a tutorial review of the operation
of both junction field effect and metal semicondﬁctér
field'effect transistors. This'is followed in Chapter 3
with an analysis leading to an expression for the AM-to-PM
distortion in GaAs FETs. This is based on a power series
analysis of the non-linear device elements: the Schottky-
barrier junction gate capacitance, the'gate-voltagé-
dependeﬁt transconducténce; the output-voltage-dependent
drain conductance and the output-voltagé-dependent drain
capacitance. A second analysis leading to,an'expression'
for the ;hird-order intermodulation in GaAs FETs using a
Vplterra series analysis on the same non-linear elements

is presented‘in Chapter 4. Part I is concluded with a

discussion of the relationship between non-linear distortion

and device doping profiles.



Part II of this report first introduces microwave
bipolar transistors followed by a review of considerations
required in the design of microwave power deviees. This
is folldwed in Chapter 7 with an analysis leading to an
expression for the third-order intermodulation in bipolar
transistors using a Volterra series analysis of the non--

linear device elementé: the collector current, the emitter-

. base voltage, and the base current.

Part III deals with a systems level analysis of
cascaded linear/non-linear networks which link the para-'
meters of aifferential gain and differential phase to that
of AM-to-PM distortion. Since the microwave link analyzer
allows very accurate measurement of a device's differential
gain and differential phase, this technique provides an
altérhative apprdach to the analyses of chapteré 3; 4 and 7
in evaluating the AM-to-PM distortion. The extraction of
the AM-to-PM distortion coefficient k from the differential
gain and differential phase measprements is discussed in
detail. Also pfovidéd here is an analysis and procedure
for extending this measurement‘beyond the.dfnamic range
limitations of the microwave link analyzer.

Finally, concluding reharks are given in Chapter 9.




PART I

MICROWAVE FIELD EFFECT TRANSISTORS



2. MICROWAVE FIELD-EFFECT TRANSISTORS

Field-effect transistors (FETs) at microwavs fre-
quencies consist of a long narrow gate with a long narrow
source closely spaced on one side and a long narrow draip
Closely spaced on the other. This arrahgement is anslogqus
to the 1long narrow emitter with a long narrow base closely
spaced on sither side in the planar microwave'bipolar
transistors.. Similarly, since fmax for a bipolar transistor
is inversely proportional to the emitter strip width S, we
shall see that fmax for a FET depends inversely on the
narrow dimension (gate length) L, of the gate'electrode.
Both types ofldevice are therefore critically dependent for
microwave performance oOn tﬁe ability to define electrodes
with high geometrical‘precision on the semiconductor surface.

In a FET, the current flow is carried by only one
type of chsrge carrier, hence it is a unipolar transistor.
The unipolar FET has several advantages over the bipolar
junction transistor:

i) It may have voltage gain in addition to current

gsin.

ii) Its efficiency is higher than that of a

bipolar transistor.
iii) Its noise figure is lower than tﬁat of a

‘bipolar transistor.




iv) Its operating frequency extends to X-band.
v) Its input resistance is very high, up to several
Mohms.
Three FET structures are possible:
i) p-n junction FET or JFET
ii) Schotgky-barrier FET or MESFET (metal-éemij
conductor FET)
1ii) insulated gate FET or IGFET (MOSFET).
Microwave FETs have been made in both Si and GaAs.
JFETs and MESFETs have been operated up to 14 GHz; IGFETs
are still limited to operation below 2 GHz and consequently

are not discussed in this report.

2.1 Junction Field-Effect Transistor (JFET)

The JFET was originally proposed by Shockley [1].
An n-channel FET, shown in Fig. 1, consists of N-type
material sanawichéd between two‘highly doped layers of p+
tyée material. If the middle part is a P-type and‘it is
sandwiched between N+ layers, the FETvis a p—channelldevice
as shown in Fig. 2. In the N-channel FET, the P-t?pe
fegions are called gates. Each end of the N-channel has
an 6hmic:contact. The contac£ end which supplies the
flbwing electrons is the soufce; the end thaﬁ collects the
electrpns‘is.the drain. The source electrode }s generally

grounded, and the gate voltage Vg (or Vgs) and drain



P-type gate

Source -

Circuit symbol for
an nchannel FET

Fig. 1.

Fig. 2.

S

Schematic diagram and circuit symbol for an
n-channel FET.

DEPLETION
REGION

Schematic diagram of a p-channel junction field
effect transistor  (JFET) with channel length L,
channel width Z, and channel depth 2a. The source
electrode is taken as the difference. Under normal
operation, the gate voltage has opposite polarity

.as compared to source.of the drain.
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voltage V (or V s) are measured with respect to the

d d
source.

Consider a P-channel FET of channel length L, channel
width W, half-channel depth at zero bias "a", and depletion
layer width "h", as shown in Fig. 3. The I-V characteristics
can be explained as shown in Fig. 4.

Shockley made some simplifying assumptions in his
original analysis of the JFET. First, he consiaered the
part of the channel which is not pinched off, and the
pinched-off region separately. Then hé made a "gradual
channel approximation”. In a FET, a voltage gradient exists
in thevx-direction in the channel because of the current
flowing from source to drain. At the same time, a voltage
gradient will exist in the y-direction in the gate depletion
layer. The gradual approximétion assumes that the x-
éomponent of the field in the depletion layer and the y-
componenf of the field in the channel aré quite small and
. may be neglected; From symmetry, only half the device need
bé considered.

Shockley's analysis leads té the following funda-

mental equatibp for the JFET given by Eqgn. (1).

Yy

[Q(a)=-Q(h)lhp (h)dh (1)




From (1), we can derive the transconductance g, as well as

the channel or drain conductance Ip-

o s BID ) BID 3y1.+ BID 3y2
m - BVG Byl BVG 3y2 BVG
_ 2wy B
= S5 [Q(y,)-0(y,)] (2)
0T
D _ 2Wyu B
o A gv " n [2(2)-0(yy)] | (3)

Note from (2) and (3) that

2Wu

%, (V570 = Ins (1Vp 1221V, 1) = 55 Tt -0ty )
Q(y))
= 9 axll - ET;T—] (4)
where
_ 2Wyu '
Ipax = T 2(a) | S (5)

Consider a uniformly doped'P—channél with doping NA' Then
h = . . . ’
»Q( ) qNAh | (6)
Here
2Wug2n2 ‘ .
. B a0 2y _ 1,.03_.3
Ip e L [3yy-yy) - 3(yy-yy)] (7)

with deplétion layer widths




+V_+ »
rzes(vD vty L) (172

Yy, = L , : (8)
2 qNA
and
i +
- {%Es(vbi VG) 1/2 o)
1 qNA
where
' N
2kT A
Vbi =g Qn(n.) . ‘ (10)
i
+ . .
for an abrupt n -p junction.
Normally, VG>0 and VD<0. However, in (8), (9) 'and the
following equations use IVDI for VD. Then (7) gives
2¢€
. _ 2 s 3/2_ 3/2
™ = 9nax|Vp ~ 32 N, (Vp¥Ve*tVpi) Vpi*Ve)
(11)
where
2WquAa
gmax - L ‘ (12)
. F i . ' is .pi
for a given VG, IDsat occurs when the channel 1is plnched
off, that is at Y, = é,
VvV, . +V V. .+V_ 3/2
_ bi G bi G ‘
IDsat = IP 173( v ) + 2 ) ] (13)
p p
where Ip and Vp are the pinch-off current and pinch-off
voltage (including Vbi) given by
;p A B (14)
P — 6€sL )



Thus to increase Ip, a designer has the options to increase

W/L, increase u, or decrease NA' The transconductance is

2WquA
In =TT ¥prYy)
= 2Wp I
= = /ZesqNA [»/VD+VG+Vb.i /Vbi+vG 1 (16)
The drain conductance is
2WquA
9 = 1 (7Y
W e aN. [/ - AV v
= - +V_+V_ . 17
L ZESqNA [ Vp VD VG Vbl 1 (17)
The éaturation voltage is given by
v - -V, .., -V
Dsat Vp ' Vbi VG_
2N_a? N . '
- 2A - KT o0 (2By - Vg (18)
Es q ni .
In the linear region (VD+O),
1
2e (V_.,+V )
G
g (V.+0) = g [l - s bl ] (19)
D D max 2 :
o qNAa




This theory predicts that above VD =V ‘the

Dsat’

device will have I_ = I

. However in practical devicds
D Dsat owe ! p : !

I, still exhibits a slight increase with increasing
N . _ . .
VD VDsat leading to a non-zero va}ue for 95 This effect
comes about due to the modulation of the effective channel
length L by the space-charge region near the drain, in a
manner analogous to the base-width modulation effect in
" bipolar transistdrs.
Equations (l1)=-(5) can also be solved for any arbi-
trary N(y). It can be shown that: for all potential profiles
v _ +V n
G i
=1 [1 - (2Pl (20)

I .
Dsat : v
P P

where 2<n<2.25, For this reason, the square-law approxima-
tion (n=2) is often made to the JFET transfer character-

istics.

Parameters of Operation

The'static parameters of.oéeratipn that are importantl
include the breékdown voltage, the input resistgncé,
pérasitic resisténce, and temperature effects on mobility.

Breakdown occurs at thé drain end of the channel

due to avalanche breakdown of the gate-to-channel diode.
+ v B , (21)

The input resistance is calculated from the current in the

j . B | |




reverse-biased gate-to-channel junction:

qVv

= T ~G,_ _
IG = Is[exP(nkT) 1] (22)

where n=1 for ideal current and n=2 for generation-
recombination current. Hence

S SN . . (23)
. + N
no 95, Ve (I +I)

Typical values range from 100 MQ to 300 MQ.
The parasitic resistances at the source Rs and at the
drain RD cannot be modulated by the gate voltage. Thus

in the above equations the substitutions

> - +
\ \' I (R +R))

(24)

should be made to account for the IR voltage drops. Also,.
in the linear region, the following subétitutions need to'
be made:

9p

- o
D 1+ +
o (Rg RD)gDo

(25)

Im

N .
+
m 1l (RS+RD)gm




If the doping concenfration is essentially constant
over some temperature range, Vp is constaﬁt.' However, u
also varies witﬂ temperature so that Ip varies inversely
‘with the square of the témperature. Also ID decreases
with increasing-temperature due to temperature effects on
¥ and Vbi'
The dynamic parameters of operation that are important
‘cénsist of the cut-off frequency and noise sources. These
are outlined below.

A'finite time interval is required for carriers to

travel from source to drain. Assuming the channel mobility

to be constant, the transit time is

r-.-—g—:—‘L,— (27)
H b 4 H D
For a large electric field, v = vSL (scattering-limited
velocity) and
rzv—L- g ' (28)
SL s

There is also an RC time constant associated with the input
capacitance Cin and transconductance I

An equivalent circuit of a JFET in common-source

configuration is shown in Fig. 5. Here 9sp and CGD are
feedback elements. ' Under normal operating conditions, C..
and ngG are the most important terms.

. o : ﬁ




9ep
—AMAA—
GATE _| | DRAIN
cGD

c_—— g “\ -

v ] - j, . =
G in gmV '/ gout cout VD

SOURCE

Fig. 5. Common source JFET equivalent circuit.




The maximum operating frequency is defined as the

frequency at which the current through Cin is equal to

ngG'
‘ 2WugN_a :
A 2
. - In ) ( I ) _ qN,ua
m Z"C'n‘ N €g : rL2e
. 2m (7= WL) s

For high operating ﬂequencies, L should be minimized.

(29)

Also, for a silicon device, an N-channel is preferred since

>
Un up.
The noise sources of importance in a JFET include
shot noise, thermal noise and flicker noise. Shot noise

from the gate leakage current is given by

2 =
12, = 2qI B

where B is the bandwidth and I_, the gate current. Under

G

reverse bias, I = 10719 A, so that shot noise is small.

Thermal noise in the conductive channel is

Vz _ 4kTB
th
Im
Increasing I reduces thermal noise.
Generation-recombination noise (flicker noise) due to

surface effects is
£

52 N
Vin T

and is not important at microwave frequencies.

(30)

(31)

(32)



The above discussion is based on Shockiey's g;adual
channel approximation. This approximation féils when the
gate depletion layer width approaches zero, when the.pinch-
off condition is approached, and when L/g 5'107 Two~
dimensional solutions of Poisson's equation, with drift
velocity saturation of carriers in the channel, have been
obtained for small channel length FETs. They show that a
boundary condition of the gradual éhannel.approximation,
namely that the field normal to the channel boundary is
zero, can be satisfied by constructing a modified channel
boundafy with a reduced depletion'layer width along the

channel.




2.2 Metal Semiconductor Field Effect Transistors

The Shottky-barrier FET or metal-semiconductor FET
was originally proposed by Mead(z). A diagram of a MESFET
using an N-type channel in GaAs ié shown in Fig. 6.

.The device has an interdigitatea~structure, fabri-
cated byvusing an N-type GaAs epitaxial film about 0.15-"
0.35 um thick on a éemi-insulating substrate. The N channel
is doped wifh either sulfur or tin in a doping concentration
N between 8x1016 and 2x10!7 cm 3. The electron mobility in
the channel is in the range of 3000-4500 cmz/v;s. The
Shottky-barrier gate is evaporated aluminum. fhe source
and drain contacts are Au-Ge, Au-Te, or Au-Te-Ge alloys.
A contact metallization pattern of gold is uged to bring
the source, drain, and gate contacts out to bonding pads
ovér the semi—iqsulating substrate.

The ID-V characteristic is similar to that for a

D
JFET. However, the;e are two important differenceslbetween
a JFET and a MESFET:
ii) The MESFET can be made in semiconductors
(Suéh as CdS) in which p-type doping is
difficult.
iif ‘The fbrmation of‘the metal-semicopducto; con=-

‘tact can be achieved at much lower temperatures

than those required for a P-N junction. At
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Fig. 6. Schehatic diagram and symbol of a MESFET.




present, the GaAs MESFET giveé;the best power
and noise performance among various types of
GaAs transistors;

MESFET operation is similar to JFET operation. The
source and drain electrodes are biased sé,that an electron
current flows in the N-type epitaxial layer from the source,
through the channel beneath-the'géte, to the drain elec- |
trodé. The current ID in. the channel induces a voltage |
drop along its length with the consequence that the'gate
electrode becomes moré reverse-biased towards its drain end.
fhis causes a chafge-depletion region to be set up in the
chénnelvto support the voltage, aé required by Poisson's
equation. Even with VG=O, the charge-depletion region may
extend at the drain end almost to pinch-off the channel
against the semi-insulating substrate. At pinch-off, the
.current saturates and then remains'almost constant for
furthef increasé.of drain voltage. This process is shown
in Fig. 7.

for microwave FETs which_havé very short channel
lengths, velocity saturation of the charge carriers occurs
in ;he channel before the minimum channel width (the order
of a Debye length /eskT/qu sindé at saturation the
transitionlbétween channel and depletion regibnvis ho
loﬁgef abrupt) is reached. The channel width'at the con-

striction at the onset of velocity saturation is given by

a (l-u) where
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the current to saturate at a lower level.



w2 = 28 ' ‘ (33)

where VD is voltage between drain end of channel and the

source, VG=V and Vp is the voltage required to pinch-off

Gs'
the channel. The current flowing through the channel is

then

Im = Io(l-um) 4 ‘ : (34)

where subscript m refers to saturation and

"I = gNv _aW (35)
o s : , ..

Io is related to IP' the saturation current for the non-

saturated velocity (Shockley) case with VG=O, by

31 .
I = P (36)
o n .
where
V_gNuaw '
Ip.= T ‘ o (37)
and
v_= 3232 » - (38)
P 2€
s .
Alsoi
uov v T ' .




2.21
is the normalized drift velocity v with respect to the
saturation drift velocity v,. The drift velocity in the
channel is

v = X - (40)
1+ 2%
v
s

which predicts that the velocity saturates at vee Mg is
the low-field mobility and Ex is the channel field magnitude.
Fig. 8 shows the velocity saturation for GaAs and Si.

Combining (33) and (40). gives the reduced drain

current
I
D 3(u?-t2)-2(ud-t3) (41)
o 1+n (u2-t2)
where
" \%
2 _ w2 o _D
u t v (42)
P
is the reduced drain-to-source voltage and
» g ' |
2 _ :
te = v ‘ (43)
P

is the reduced gate-to-~source voltage.




Fig.

8.

‘Drity Velocty (107 em/q)

Electric Field (kViem)

Equilibrium electron drift velocity versus

. electric field in GaAs and silicon




Parameters of Operation

The parameters that are important in the operation
of a MESFET are the transconductance, the gate capacitance,
the cut-off frequency, the tranéit time, the drain conduct-
ance, the maximum frequency of operation, and the noise
sources.

The transconductance in the saturation region is

reduced from its low field value = :

o
um—t
g =g U S —— (44)
m mo 1+n(u2-t2)
m
with
I n
- .© _ gNauW
Im TV L : (45)
o P

The gate capacitancé is given by

dQ _ 3_43y_ b_p by
c,=go—=c (hEh ezt )3 mt) gy (46
9 I Gl 9% (1-u) (u2-t2+ ;)
where
€ WL
: _ _S __ _ dgNWLa
cg = = >V (47)

is the gate capacitance of the fully depleted channel.
The cut-off frequency of the lumped RC network of

the channel and gate is




g 3 Vv
£ =*3$E— = = E% (1-u)2L§(u3—t3)-3(u“—t“)—6t(1—u)
(ul-t? + %{]'1 ' (48)

The transit time is

- —_ - L 3 L
gNWLa QD L [1 u n/6(um 4umt +3t7) ]
T = = - (49)
m Vs (l-u_)?
m

The drain conductance under saturated drift velocity

conditions is reduced from its low field value.

1.

= ( ) (50) .

2_4+2
o) 1+n(gm t }

where Eo is the absolute value of the channel field at the
beginning of the restricted channel region.
The maximum frequency of oscillation is given by:

4 g 1l/2 .
f = — (—) (51)

Using (44), (48), (50) gives

£ WE  (u -t)71/2 '
£ = CO[ o] m ] ‘ (52)

max . 2 v (l-u )
s m

For t = 0 (i.e., VG = 0) and n>>1, so that fco = vs/4wL

and,um = (3/n)1/3<<1, (52)'reduces to
v

. S
fmax f Y L

1/3

3
(;) (53)




where v = 0.14 for qu/vs = 13, and Yy = 0.18 for qu/vs in
the case of GaAs.
It has been found empirically for GaAs FETs with

gate length L<10 um that

£ ~ 33

max C (GHz) (54)

where L is in um.
Equation (33) shows that for small gate length trans-
istors, where drift velocity saturation is important,

f ¢ 1/L rather than £ o l/L2 as determined from
max ) max

Shockley's theory. fmax is similar to the cut-off frequency

fT, determined by the limiting value of the transit time

T = L/vs from (49).
v
_ 1 _ s

fe = 27t 27L (55)

fhus, a GaAs FET has a better figure;of—merit than
the Si FET for an X-band application since ys(GaAg) =
2x107 cm/s at E = 3 KV/cm, while vs(si) =k8x106 cm/s at
E = 15 KV/cm. This velocity saturation comparison is
shown in Fig. 8.

A common-source equivalent circuit for a MESFET
inéluding noise sources is shown in Fig. 9. Two sources of
noise in the intrinsic FET are .thermal noise in the channel

and induced noise in the gate. The channel noise is




represented by.

i2 = 4 kT Af g P , , (56)
n R m . .

d o

where I is the low-frequency magnitude of the transcon-
ductance, and P is a factor depending upon bias conditions.
A disturbance in channel voltage induces gate

noise

= 4 kT Af (g_%i) (57)

where w is the angular frequency and R is a factor depending
upon bias conditions.
The two noise currents in and in have the same
d g

origin and have some correlation factor C depending on

bias conditions:

ng nd ‘

jc = : (58)
iz . /iZ
ng nd

Here velocity saturation has been neglected. 1In
small'gatg—léngth FETs, the high E-field in the chahnel
will produce carrier veiocity saturation near the drain
end. Using a piécewise—linéar appro#imation.for the
velocity-field curve, Baechtold has célculated_the effect
of thé inereased electrbn temperature on the-intfinsic

noise sources in silicon FETs.  1In silicon, the electron
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noise temperature is approximately Tn.where

Tn . E
T = 1 + y( )2 ’ . (59)
E
o sat
where To is ambient temperature, ESat is saturation field
(1500 KV/m) and vy = 2.3.
In GaAs,
T .
By o+ (B3 (60)
T E
o sat
where Esat,= 300 KV/m, y = 6.

‘Thus, P, R, C in (56)-(58) éhould be modified to account

for velocity saturation. The minimum noise figure becomes

Tn min
F_, = 1 + —
min T
o

- » JPRETIGZT - —o/By (Eoy2
1 + 2 VPR(1-C2) £ + 29 R.P(1 c/R)(f ) (61)

where fT (or fcd).is the frequency at unity current gain.
Normally the MESFET is operated at f < fT so that the
third term is negligible. For an optimum drain current,

fT is close to maximum while C approaches unity, thus"in

. , °)
and in ~undergo considerable cancellation.
d

Extrinsic noise sources raise actual noise figures

-above intrinsic Foin® Gate and source resistances, Rg and




Rs; préduce thermal noise

i2- = 4kt Af 1
T ext

(62)

where Re represents the particular extrinsic resistance.

xt

The Miller capacitance C and the source bonding wire

dag
inductance have a feedback effect which reduces noise figure
s1ightlyj but? as' in fhe case of fhe bipolar transistor,
iossy.parasitic'elements associated with the header will
increase the noise figure.

In the MESFET, the influence of thé lossy extrinsic
elements is relatively stronger than in bipolar transistors,

because the intrinsic noise figure of a MESFET is so low

(6.6 dB at 10 GHz, 3 dB at 5 GHz).

Equivalent Circuit

At microwave frequencies, the MESFET has a very
short channel length and its velocity saturation occurs

in the channei before reaching the pinched path. Thé

v

microwave characteristics depend not only on the intrinsic

parameters such as gm,'GD, ng, Cdg' Ri' etc. but also on
R ahd C R
gp gp’ ap’

Cdp (pad parasitics). Note that when extrinsic resistances

are included) the highest frequency for power gain with

rinsic p ters R_, R :
ext ;n ic parame g’ Rg’ Rqyr Cggar

matched input and output is:




£ R 1/2 : :
fnax = ;o fRsiRg) o _ [(63)
where
Rd = drain resistance
RS = source-to-gate resistance
Rg = gate metal}ization resistance.

A small signal equivalent circuit given by Liechti is

reproduced in Fig. 9.
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Fig. 9. .(a) Is the equivalent circuit of a MESFET.
Typical element values are listed in
Table III. '
(b). Sshows the physical origin of the circuit
elements. ‘




3. MATHEMATICAL MODEL OF AM-TO-PM DISTORTION IN GaAs
FETs BASED ON POWER SERIES ANALYSIS OF NON-LINEAR |
DEVICE ELEMENTS '

3.1 Introduction

Recently there has been a strong trend towards the
replacement of conventional tfaveling—wave—tube power
amplifiers with solid-staté units based on GaAs FETs. The
analysis. and design of these solid-state amplifiers requires
that the non-iinear properties of the active devices are
wellzcharacterized. An analytical procedure based on
either a non-linear circuit model or an‘analytical model of
the GaAs FET,caﬁ éive a good understanding of theée mech-
anisms of distortion.

Tﬁcker [3] has inveétigated the gain compression
and AM-to-PM conversion properties of a single stage GaAs
FET amplifier based on a non-linear unilateral circuit model.
This ci;cuitvmodel incorporates non-linearities in the gate,
the tranéconductance and‘at the outpu£ or drain of the
device. Gain compression is accounted for and Tucker's
dnalysis thus appiies for both small- and medium-signal
inpﬁt power levels. Analytiéal expressions are obtained
,which‘reléﬁe the gain compression to the 1oad.admittance
‘and input powar~1evei.' Normalized contours of constant
gain compression and AM-to-PM conversion on the load

admittance plane are given.




Fig. 10‘éhows the unilateral nonhlinear.device
circuit model connected as an amplifie: With‘an.input (gate)
termination admittance YS and alload admittance YL. Since
a unilateral model forvthe FET is assumed, drain-tojgaté
feedback elements are neglected. This enables one to con-
sider first the input and output portions of the circuit(
separately and then to study their combined effect. It is
éssumed that there are four non-linear circuit elements:
the Schottky-barrier junction capacitance at fhe gate Cg,
the gate-voltage-dependent transgohductance Gm’ the output-
voltage-dependenf drain conductance G ,.and the output-

d

voltage-dependent drain capacitanée C The first two of

a-
these, Cg and Gm’ are considered part of the input circuit
since the current in both of these elements depends solely
on the gate voltage.vi. The elements Gd and Cd are con-

sidered part of the output ci;éuit since the curreqts ig
and ic depend solely on tﬂe output voltage Vor |

The non-linearities in the FET can be accountedvfor
. by intréducing éppropriate variations in the equivalent
circuit elements as functions of the instantaneous drain
- and g&£é vdltagés. The dqminant cont?ibutions to non-linear
response can be expected frém the variation in transcon-
duc;tance"Gm with gate véltage and in the drain conductance

Gd with drain voltage. Additional contributions arise from




the vdltagesdependence of thé gate-source capacitance Cg'
it will be assumed that the static capacitahce between the
source and araih is much larger than the variable contri-
bution, so that the drain capacitance:may‘be assumed to
contribute very little IMD..

Mathematically, it is convenient to represent the
variation in the equivalent circuit elements in a Taylor
series around the operating point. By this approach, the

transconductance can be written

ml 2 3

G (V) =G + G .V + G
m m2 g m 4

vZ + 6 V3 + ... (64)
g md g

dnd therefore, the device RF drain current would be given

by the terms

V_(t)
.0) = G_(V)av
o
= CmVg * %27 Y Cu3 T * Cpg 3 (65)
where
v =V t) ~ V (66)
g gs( ) g0

speqifies the instantaneous deviation of the gate-source

voltage from the gate bias V In<de£érmining the expan-

g0~
‘'sion coefficients Gmn’ a polynomial fit is made to the

calculated variation in the transconductance from a forward

gate voltage of 0.5 V to a reverse voltage corresponding to




pinch-off. The variation in Gm With drain bias is neglected
by averaging this variation over the typigal range of drain
voltages.

A corresponding expressiqn can be writfen for thé

drain output conductance as a functibn of the drain voltage

= 2 3
= + + ...
Gd(V) Gdl GdZVd + G:d3vd + Gd4vd (67)

where

Vd = vds(t) - Vdo | (68)

represents the instantaneous deviation in the drain voltage

from the bias voltage V The dependence of G_, on gate

do”’ d

bias has beén neglected by averaging this variation over
the gate voltage range. fhe drain voltage range used in
the calculation of the expansion coefficients extends from
half,of the saturation voltage to twice the drain biaé
voltage. |

- An analogous expression to (64) and (67) expresses
the capacitance Cg as a function of the instaptaneous signal

voltage Vg(t):

C (V) = ¢C + C v3
g i

vV +¢C v + ¢ (69)
gl g2 g g3 g gd g :

The effective impedance of this capacitance is derived

from the equation




e |

Vv _(t)
g

I (t) = = = & C (V).dav 70
g(t) (o] [ g (V) -avl (70)

and from this relationship the'IMD current levels due to

the non-linearity of Cg(V) can be derived. However, the
distortion due to-thie source is generally found to be
small. Therefore, the main effect of the capacifance varia-

tion with voltage is seen to be a detuning effect with

increasing signal drive level which gives rise to the some- .

times observed gain expansion effects.
The expansion coefficients of Cg{V) are derived from
static calculations. As expected, calculations show that

, and C

all the expansion coefficients such as G : G
mn dn gn

are dependent on the doping profile of the active layer.
This dependence will be discussed in detail in the following
section.

Following Tucker's analysis, we note that the gain
compression ofva GaAs FET is virtually independent of the
admittance YS at the input port.  The transfer'function of

the input circuit can thus be written in a form which lumps

‘together the non-linear effects of Cg and Gm. It is

expressed as a power series with order-dependent time

delays [4]:

N
i (t) = Ioey

2=1

v%(t—r ) _ (71)
i 1 _




whefe \f and ix are as shown in Fig. 10. 9,1 are real
expansion coefficients, and Tl are time delays. It has beén
found that for many devices N = 3 gives an ;dequate approx-
imation for small- and medium-signal operation.

With the non-linearity of the input circuit charact-

erized, it is now necessary to determine the response of

the circuit to an input signal. If the transistor is driven

simultaneously by two closely spaced equal-aﬁplitude unmod-
ulated carriers (as in the so-called two-tone test), then

the input voltage A can be written in the form

v, (t) = A(cos w,t+cos w,t) (72)
1 1 2

where A is a real constant. This signal gives rise to
components of the current ix (Fig. 10) both at the two

carrier frequericies wl and w2 and at the two third-order

IMD frequencies (2w1-w2) and (2w2-w1). These currents are,

in complex notation,

Ixc. = AH, (1 + -Z— aA?H H, 1) (carrier) | (73)
and

I.a-= % A3H3 (distortion) ' C(74)
where

H, = -0, T




Fig.

10.

Non-linear circuit model of single-stage

GaAs FET amplifier.




The first term in (73) represents linear device gain while
the second term accounts for gain compression or expansion
in the input circuit.

The non-linear drain conductance G_, and the non-

d
linear drain capacitance Cd are represented in power series
form as follows:
N 1 .
i (t) = £ g.v (t) (78)
g 1=1 lo
and
N dvi(t)
i (¢) = ¢ ¢
c 1=1 1 dt
where 9, and'c1 are real expansion coefficients of the

conductance and capacitance, respectively. As with the
input circuit, distortion components of order higher than 3
are assumed to be negligible.

Components of third-order distoftion due to G, and

d

Cd can be attributed to both the square-law and cubic terms

in (78) and (79). Carrier-frequency components and third-
order IMD'componeﬁts present in the output voltage vo.give
rise to third-order distortion components in the curxrents

ig and ic via the cubic terms. Simiia;ly, second-harmonic

distortion components of the carriers, at freqguencies 2w1

and 2w in the output voltage Vo give rise to third-order

2'

distortion when combined with carrier-frequency signais and

(79)



third-order IMD signéls in the square-law terms. It has
.beeﬁ found experimeﬁtally tha# second—harmonic distortionA
components haveAnegligible_effect 6n third-order distortion
for.GaAs FETQ. Thus the second-orderléxpansion coefficients

9, and c which give rise to second-harmonic distortion,

2I

can be assumed to be zero.
In complex notation, the carrier-frequency component
and the third-order IMD component of the output voltage is

v and V
o

oc respectively. The corresponding components

dl
of the current Iy (Fig. 10) are

Toe = Vody (L + % 33 v 12y . (80)
and

T, % VodJi + % voclvocl2J3.(1+4vod|v°c|'1) ' (81)
where

Iy T ‘J114°1 =9 ey

3.2 Distortion -Characteristics

It is the objective to obtain én analytical express-
ion for the AM-to-PM conversion characteristic in terms of
the input péwef 1e§el and the load admittance. The carrier-
frequencyAcémponent of oufput voltage Voc can be expreésed

in terms of the input voltage by applying Kirchoff's current



vt

3.10
law at the device output. Using (73) and (80), the
.carrier—frequency output voltage is
AH, + % A3H3 _
Voc -7 9 2 (82)
v + 2
v+ g 350Vl

The admittance Y is given by

where J1 is the small-signal output admittance of the

device. The deviagtion of device gain from its small-signal

value is characterized here by the parameter k, defined as

the ratio of Vdc as given by (82) to Voc under ideal linear

conditions where Hy = J3 = 0.
—YVoc
k = —IE-I—I_ (83)

This pargmeter represents the ratio df the amplifier voltage
gaiﬂ at an arbitrary input sighal level to the voltage gain
at small-signal.lgvels._ In terms of power gain the
corresponding paramefer is |kx|2 which is referred to here

as "gain compression". If |k|2<1l the gain is reduced to
aVQalue below its small—signél'value.

The device carrier-frequency outpﬁt power (per

carrier for two-tone inputs) P°

at’ written in terms of the

output voltage and load conductance, is




- . 2

Pout |Voc| GL (84)
where Yt = GL + jBL' Combining (84) and (83), the output
power can be written in the form

A2|Hl|2GL :
out = 2 IxI? (©5)
- |y]?
Now
- 2 '

P = P

" out _inGp!kl ,(86)
where Pin’ which is proportional to A%, is the ihput power
per carrier and GP is the small-signal (linear) power gain
of the device. The small-signal power gain is a function
of the load admittance and is given by

49 . G
b b IY|2
where GPm is the maximum small-signal power‘gain. The
gain compression |k|2 is a function of both the load
admittance and the input power. From (85) to (87), the
maximum small-signal power gain is
a2 |H |2
G = (88)
pm 4glPin‘

An expression for k can be obtained from (82), (83)»

and (88):




1+3P, B
k = L (89)
1+43P, D|k|2%z|2z
in

. where

w
|

3g1 pm 3 1 m IBI//I.(T 3

3916,n73 =')D)fc

and 2 = R + jX = y 1. Note that.in (89), k is defined in

)
1

terms of four independent device parameters, naﬁely the.
magnitude ;nd phase of B and D. The numerator of (:89)
represents the contribution of the input circuit to the
value of k, and theldenominator fepresents the corresponding
contribution of the output circﬁit. It is thus convenient

to write (89) in the form

kK = kik | . ' (90)

where

~
[l

i [ki]£¢. =1+ aP, B ‘ ‘ (91)

~
I

lkol/% ='(1+1k°|2|zn|2§n)‘1 : (92)

and z is a normalized impedance given by

L . - 2,1/3 -2/3
2, =, + 3%, = Gpy [k |9 D7 oz, (93)



The gain compression due to the input circuit |ki|2 is
given by (91), a linear equation in Pin' Similarly, the
gain compression due to the output circuit ‘ko|2 ié obtained
from the non-linear (92). Since (92) is expréssed in terms
of the normalized impedance z s universal contours of

2

constant |ko| can be obtained on the~zn plane and then

applied to any transistor.

Some contours of constant |k0|-2 are shown on the
normalized impedance plane z in Fig. 11. Only the upper
half of the 2n-plane is shown since the contours are
symmetrical about the r axis. Values of |k°F ranging from
+3 dB (a gain increase or expansion) to -3 dB (a gain
reduction) are given. As would be expected from (92), there
is 0 dB of gain compression at the point z = 0 which
corresponds either to a short circuit at the drain ferminals
of the device or to zero Pin' Also ‘shown in Fig. 11 is
the direction of the R and X axes of the unnormalized
impedance plane Z. This illustrates that there is an axis
rotation associated with the magnitude normalization in (93);

The instantaneous AM-to-PM conversion & of an
amplifier is definéd as thevrate of change of phase éngle
of the carrier-frequency output signaliwith changing.input
power level in decibels. For an FET with known tefminations,

the AM-to-PM conversion is found by differentiating the

phase angle of k with respect to the logarithm of Pin:

T T . © G
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where

and

_ 180 d¢
= 75 3(10 log Pin) (degrees/dB)

- 3wPin
= tan ° ({355 )
in

-sin ! (|x |3|z 12x )
o n n

= v + jw.

From (90) to (94) it can be shown that

where

of the input circuit to the‘bverall AM-to-PM conversion
while tHe second term represents the contribution of the .
output circuit.

there is no distortion in the input circuit, then the AM-

The

13-19]k _|?|z_|?%x
: (¢} n n

= — (degrees/d4B).

1+4r |k |2z |23 |k |4z |*
n o n [ ¢ ) n

[l

- 2 » * 2 \
»Ikil {13-19 3wPin+Q(]ki| +6VPin)} ‘degrees/dB)

first term in (95) represents the contribution

(94)

(95)

If the device parameter B is zero and thus

to-PM conversion is egual to Q. Fig. 12 shows some contours



. *ln Q= *3deg dB

1-ok ’
. +20

oSt T~

-10b

-390

Fig. 12. Contours of constant Q on the
impedance plane zn; :

normalized-



of constant Q on the right-half normalized impedance plane
zn} Aé with the contours ofAFig. 11; these curves can be
applied to any transistor. It is interesting'to note that
the values pf Q given in Fig. 12 are guite sﬁall, indicating

that the output circuit has good AM-to-PM conversion

characteristics.



4. 4MATHEMATICAL MODEL OF THIRD-ORDER INTERMODULATION IN
GaAs FETs BASED ON VOLTERRA SERIES ANALYSIS OF NON-LINEAR
DEVICE ELEMENTS ' .

4.1 Introduction

The microwave GaAs:MESFET has found application in
wideband highly linear power amplifiers. 1In communicafion
systems, the device intermodulation characteristic becomes
an important consideratibn. This section discusses dis-
tortion in MESFET aﬁplifiers using the simple non-linear
device model which is analyzed by a systematic procedure
based on the Volterra series or noﬁ—linear.transfer function
approach. The Volterra series gxpansion allows a detailed
representation of deyice characteri;tics.including reactive
effects.

The intermodulation analysis of MESFETs employing
simple powér series descriptions rely on an a priori
knowledge of the‘controlling voltage. As weli, it ignores
the effects of out—of-baﬁd terminatibns. A more general
analysislproCedure is 5ased on tﬁe Volterra series, and
includes interactions beﬁween‘the non-linear paraﬁeters
and spectral cqmpohents at infermodulation and harmonic
frequencies. The'transistof model used, incérporating
gate, ﬁransconducténce, and drain noh—lineérities, ié'agaih
that shqwn in Fig. 10 of the previous sectiqn. The feedback

capacitance CD is absent and thus the circuit is unilateral.




This model can represen£ MESFET behaviour up to frequencies
at which feedback becomeé significant. For example, for

a 1l uym gate length MESFET, the model is adéqﬁaté to around
8 GHz.

The transconauctance non-linearity and the gate-to-
sourcé channel capacitance are‘again represented. by thé
power series expressions given by EQns. (64) anad (69)-of
‘the preceding section. Following Minasian's analysis [5],

the drain output conductance is represented by

G (V) = —3 | (96)

d (v+b) €

where a, b and c¢ are_experimentally determined constants.
Since the distortion prediétioné are sensitive to the Taylor
series coefficients used in analysis, good{measuremgnt-
accuracy is‘required for their determination (particularly

the dominant third degree Gm

3 transconductance coefficient).

The non-linearities are represented as voltage-controlled
durfent generators using a three-term Taylor series

expansion of the characteristic about the operating point

, 3
. _ n
i4 = X mnvg (97)
n=1
3
d ‘n
i = =— I C_.v (98)
g at ., 97 9



3
, n
i = I G, v
(o} dn ds (99)
n=1
where i and v are difference guantities and Gmn’cgn and
G are the Taylor series coefficients. The first-order

dn

terms in (97) to (99) represent the linear part of the model,
whereas the higher order terms in the equations represent

the non-linearities.

4.2 Volterra Analysis

It is assumed that the non-linear circuit under
consideration can be represented by a Volterra series
expansion. This enables the output vo(t) to be expressed

in terms of the input signal vs(t) by the functional series

[+ ]

[ (v (t-m)dr

- 00

vo(t)

[+ ]

f £ h2(Tl,TZ)V'S(t-Tl)vs(t-Tz)dTldT2

Ty

+

f fi h3(Tl,Tz,Tj)vs(t-Tl)vs(thZ)

dr,dt, + ... (100)

vs(t—r3)dr 3

1

where hn(Tl,...,Tn) is the nth-order Volterra kernel, whose
Fourier transform Hn(wl,...,wn) is the corresponding nth-

order non-linear transfer function in the frequency domain.

In the case of low-distortion:amplifiers, the non-linearities




of interest are mild, and hence only the first three terms

of the Volterra series are used to characterize the
transistor.

The transfer functions (denoted H (W, peuwer, ))
nc .1 n

relating the controlling capacitor voltage vg to the input

v, are obtained as an intermediéte step in deriving the

transfer functions (denoted Hn(wl,...,wn)) relating output

'vo to the input-vs{ The first-order transfer functions are

found to be

Y (w)

S
Hicw) = @)
i
H. (0) = - Gles(w)
1 Yo(w)Yi(w)
where
Ys(w) = *-l——:—
‘ZG(w)+Ri
Yi(w) = ijgl + Ys(w)
. v ) 1
Y (w) = Gdl + jwcC +

ds | ZL(w)

Equations (10l1) and (102) express the linear response of

the circuit in the frequency domain.

(101)

(102)

(103)

(104)

(105)



The second-order transfer functions are obtained in

terms of the first-order functions

e by = -Jwtnglc(wl)ch(wz) (106)
2C 1'72 Yi(w')
H (o o) = “Hyo (v ;o (wy)
2'91'%2 Y (0')
0
- . 2
Cp13® ' Cq2 €42%m1
1Y e T Cme T Y ey (0 - (107)
i . -0 170 2
where
' =
w wl + Wy (108)
The third-order transfer function for the output is
H (w, ,w,,w.) = - _1 H, {(w,)H, (w,)H (w,)
3'71'72'73 Yo(w") ic*1°71ct 27 71Cc T3
: n 3
¢ - om1l¥ g3 €43%n1
. [1]
m3 Yi(w ) Yo(wl)Yo(wz)Yo(w3)
G - 2jw"C
- ml g2
*H o)y luyrwy) Y T 2Gp2
+ 2Gd2 Hl(wl)Hz(wz,w3). ' , - {109)
where
(1] —
w" = wy + Wy + w4 (110)

and the overbar indicates symmetrization.



Intermodulation is defined for the case of two equal

i . amplitude sinusoid signals at frequencies ml and W, applied

] to the MESFET input:

t + Vscosw t. (111)

1

, vs(t) = Vscosw 2

The in-band third-order intermodulation products are
g . generated at frequencies Zwl-mz and 2m2-ml.

In terms of the non-linear transfer functions, the

: first-order output in 2

I at the fundamental frequency w4 is

| : = '

Vo1 VS|Hl(wl)|cos[mlt+ Hl(ml)]. (112)

The third-order intermodulation output at frequency 2wl

: —w, is
! = 3 y3

Vo3 = 7 VglHywgu;imuy) ]
| |
| .cos[(2wl—w2)t+//H3(@l,ml,—mz)].v (113)

The output power delivered to the load impedance by
each spect;al component may readily be evaluated from |
(112) and (113). Third-order intermoéulatibn distortion
(IM3) is defined as the ratio of the distortion oﬁtput power
at 2w;-w, to the fundamental frequency or desired signal

1 72

power at wq in the load. The case corresponding to.
practical two-tone measurements of amplifiers occurs when

the frequency separation between the two exciting input




signals is very small:

~ A
Wy w, 2 w. (114)
Then the load seen by the fundamental signal and the dis-
" tortion product (2wl-w2=w) is virtually the same, and IM3
may be expressed in terms of the amplifier transfer '
functions:
, : H (w,,w,,~w )1'
3 .2 | 3Vl T2
IM, = =
3 20 log 2 VS |H1(w1)|' . ‘ _ (115)

Using (101)=-(110) in (115), an‘expression for IM_ in

3

terms of the MESFET amplifier model parameters can be

derived:
Y _(w) G
3 S m3
IM, = = y2 2
3 20 log 2 VS Y. (&) S
ml
4 2 4 2
1 3 %02%m2 |, _ Sm1 3 %02 .
Y { :
o (Wl | Yylug) Iy () |2 Yolvg) 03
2jwC j . )
. Jw g2 23wcg2 _‘2Gm2 ) chg3
3Y.(2 : .
l( w) Yi(w) Gml Yl(w)
24 -G_.23uC G,..G2
N 3 “02 m1J%%g2 v o 4 -2027°ml (
Y (2w)y* '
0( ) 0(w) Yifzw) m2 Yo(w)
where Wy = Wy - W, the asterisk denotes the complex con-
jugate, and it is assumed that ZG(wd) is small as is often

116)

required for stability at low frequencies. Equation (116)

reveals the influence of device parameters, frequency, and



4.8

termination admittances on distortion. Intermodulation
distortion depends on admittances at the harmonic and
difference frequencies as well as at the fundamental fre—
quency. The expression contains terms arising from the

third degree non-linear parameters (G ) as well as

n3'Cg3’%03
second degree coefficients (GmZ'CgZ’GOZ) which give rise to
third-order terms by the interaction of the first and second

degree kernels. In practice some simplification of the

expression is possible because not all terms are significant.



5. RELATIONSHIP BETWEEN NON-LINEAR DISTORTION AND DEVICE
DOPING PROFILE '

5.1 Introduction

The GaAs field effect transistor has emerged as a

highly attractive device in power amplifier applications

‘through the demonstration of multiwatt power output levels

~ at X-band frequencies with power added efficiencies of up

to'40 percent. Initial explorations in the design of linear

amplifiers have shown that the behaviour of non-linear

distortion, characterized by third-order intermodulation

distortion (IMD) levels, is complex and needs to be better
undersfood by both the deQice designer and the systems user.
The use of "graded" profiles has been suggested- to improve
the IMD behaviour of GaAs FETs. This section of the report
is aimed at providing a more complete understanding éf the

sources of IMD in a FET by outlining their relationship to

- various doping profiles, and showing how a better profile

with respect to improved linearity'ﬁay be obtained by ion
implantation.

Practically all modelling of Gals FET; has used
analytical éxpressions derived from Shockley'é [1] early
work. Pucel.et:al_[6] have included the effects of Qelocity
saturation in a more detailed model. These aﬂalySes of

FET devices depended upon the assumption of a flat profiie



of a certain thickness for purposes of simplification.
More recently, Higgins and Kuvas [7] have introduced a
model shown in Fig. 13 which can be used to calculate the
effects of non-flat profiles. The model deals with an
arbitrary profile by diﬁiding up the thickness of the active
layer into 150 laminar layers. The passage of an electron
under the gate region is modelled as having a.region of
saturated velocity foliowing the initial short section
where velocity is proportional to electric field. By
observing the necessary boundary conditions in the directions
along and normal to the charge flow, current may be est-
ablished as a function of bias conditions. Also, gate
capacitance, transconductance, and output conductance may
be calculated over any range of bias conditions.

The most common technique for preparing GaAs FET
active layers is vapour phase epitaxy. This approach
offers some flexibility with regard to carrier profile
tailoring, and has provided power FETé with outstanding
perfprmance. Thereforé, it is of interest to compare the
theoretical performance of fETs'with implanted and epitaxial
profiles in order to assess whether the intrinsic advantage
of ion implantation in terms of rep:odﬁcibility and uni-
formity can be effectively utilized in the fabrication of

highly linear transistors.
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This type of assessment has been carried out by
Higgins and Kuvas by comparing the relative merits of an
idealized epitaxial profile with abrupt doping transition
toward the substrate, and the profile resulting from a
500 keV Se implant compensated at the surface by a shallow
40 keV Be implant. These profiles are shown in Fig. 14
along with a conventional flat doping profile, which will
serve as a reference for the predicted performance. The
devices modelled in this comparison were 500 um wide gates
of 1 uym length with ohmic contact resistance of 10 6 Q-cm?.

Thé modified Pucel model was used to derive the Gm
and Gd polynomial coefficients (discussed in the previous
section) for these three profiles. The results are shown
in Tables I and II reéroduced from Higgins et al. It is
important to note that the magnitude of the fifth-order
(GmS'GdS) coefficients is least for the ion implanted
profile, promising a better high power IMD performance.

It is also noteworthy that in the case of transconductance,

G- is larger than the Gm coefficient for the flat profile

mS 3

device.

The corresponding coefficients for the gate-source
capacitance are given in Table III for the flat profile
and the Se + Be implant. A comparison of the magnitude of
the coefficients for each order reflects the smaller vari-

ation in this capacitance versus gate voltage for the
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TABLE I
PoLyNOMIAL COEFFICIENTS OF TRANSCONDUCTANCE
GM(V)= GMI + GM2V+ GmJ V2+ GMV’ v

—

Ton TmpTant

1 Coefficient Flat Epi Liaproved Epi Se + Be
Gy 0.035 0.0355 . 0.031
G2 0.0058 0.004 0.0033
G3 -0.00045 -0.0007 0.00075°
G 0.00033 0.00058 -0.000054
Gns 0.00146 0.0009 -0.0002
Gng 0.00005 -0.0001 0.000042
Gy -0.0002 ~0.0001 0.0000448
Grg 0 .000005 0.000015 -0.0000047
TABLE I1

Por yNomiaL CoEFFICIENTS OF DRAIN OUuTPUT CONDUCTANCE
V=10V, GV)m Gy + GVt Gy V4 GV -+

Ton TmpTant
Coefficient Fiat Epi Improved Ept Se + Be

Gq) 1.64 E-4 1.99 £-4 4.28 £-4
Ggp -3.07 E-5 -4.19 E-5 -4.90 €-5
6g3 1.13 €-5 5.18 £-6 -2.23 £-6
Gyq -1.37 E-6 7.62 E-7 1.23 E-7
Ggs -3.92 £-7 -2.25 E-7 1.26 E-7
Gyg 5.80 £-8 ~-8.47 £-9 -2.02 E-8
[ 6.20 €£-9 5.40 £-9 2.00 €-9

Gyg -8.21 €-10 -3.41 €-10 -1.08 E-10




TABLE II]
PoLyNnomiAL CoerriCIENTS OF GATE-SOURCE CAPACITANCE
OF/V"~). (V)= G, +C,, Vet CuaV2+ o3 -

Flat lon Implant

Coefficient Epi Se + Be
(o1 0.2786 0.2482
ng 0.0467 0.0245
Cg3 ) 0.0127 0.00029
Cgs 0.0004 0.0005
Cgs . . -0.0016 -0.0003 -
Cg6 0.0025% 0.0002
697 0.0012 -0.00004
(o8 -0.0008 -0.00004.

TABLE IV

THE (w,) CURRENT COoMPONENTS RESULTING FROM DRIVING A
NONLINEAR ConDUCTANCE G(V)=G\+ GV + Gy V> .. + Wiy
A TWO-TONE SIGNAL V = 4 Cos w1+ Beoswyt, I(1)= ( G( Vyav

Source " Component Component if 8 w @

Gyv A A

6v%3 02543 sasaZp 0.2583

65v5e3 0.12545 +0.758392 4 g 37544 0.12585
TABLEV

THE CURRENTS CONTRIBUTED AT REPRESENTATIVE
lmmonuuno.v FREQUENCIES BY THE INDIVIDUAL
CoeFFiciEnTs oF A NONLINEAR CONDUCTANCE Gs V) WHERE
()= f G(V)dV anD G(V)= G +G,V+Gvi... anp
V=4 cos(w, 1)+ Bcos(w,1)*

"0 T Two-Téne Yest IntermoduTation Products
#y - 1, 3 - of, afy - 31,
So.rce

Gyvde3 02542
3

GgvSes 0.254%8 0.12543y2
0.375423
spvler 0.234A58 0.2344552 0.078a%3
0.93744g3 0.3127a34
0.468a%5

‘For G,m0 G, no Grss =0; I, _,. =0.25G,4°B +
0.25G,4“B+0.375G (428>




implanted profile, which should reduce gain expansion

effects and minimize IMD contributions from this source.

5.2 Distortion Characteristics

The calculated IMD is based on the normal two-tone
method. The calculations assume that the IMD voltage levels
are less than 10 percent of the voltage levels of the two
carrier tones. This assumption restricts the range of
v§1idity of the calculated IMD levels to less than 20 dB
below the carrier level. This ratio is quite adequate for
analyzing linear amplifiers, as the operating point of
interest will be below this level. 1In the calculations of
signal power gain and IMD products, fixed values of RS,

the source resistance, and RL' the load resistance, are

used. The value of load resistance RL is chosen to be 180 Q

rather than the value ( )—1. This choice reflects the

Ca1

usual condition for large-signal tuning, where the output

impedance of the device is much lower than (G )-1. The

dl

load impedance presented at the harmonic bands, i.e.,
frequencies much higher than the signal frequency is assumed
to be very small.

Only third-order products have been calculated.
Normally, it is assumed that the third-order coefficient

(G for instance) is much larger than the fifth- or

m3’

seventh-order coefficients (G _,G _); from Table I, this

m5° m7



is evidentiy not so. From Tables I and II, it is seen that
the fifth-order coefficients can contribute substantially
to third~order IMD products. In fact, for'moderate to high
signal levels, the transconductance contributes mainly from
its fifth-order (Gm5) term. This analysis contributes new
insight into IMD generation by taking into account the:
contribution to third-order IMD products from the higher
order terms in the non-linear devices.

Tables IV and V give some indication of a) how the
various coefficients contribute to the manner in which the
conductance (and susceptance) levels change as the signal
power level rises (Table IV), and b) how each expansion
term adds to the various intermodulation frequencies (Table
V). The implications of Table IV are that optimum tuning
and loading conditions change with signal power level
because of the corresponding changes in the admittance
matrix of the device. The IMD levels would be sensitive
to tuning and loading conditions because they depend upon
the peak RF voltagé levels. Therefore, different  IMD per-
formance may be expected for large-signél and small-signal
tuning conditions.

Another point to be made is that in the low power
signal region, the IMD contributions éf the drain con-
ductance G, (V) dominate; and, as the signal level rises,

d

the Gm(V) contributions to IMD products become larger.



The intermodulation produced from the non-linearities due
to the transconductance and the output conductance can be
expected to be partially ﬁorrelated as a reéult of the
coherence between the gate and the drain voltages. This
correlation is commonly observed as a cancellation effect
giving dips in the IMD versus input level curve. These
dips are accompanied by a change in the rate of rise of the
IMD power levels for a given increment of change in input
power levels.

The sign of the fifth-order relative to the third-
order coefficient may be quiﬁe important in determining the
IMD products .at low signal 1evelé. In fact, cancellation
effects can occur in third-order IMD products fromlthe
drain (or gate) alone due to sign differences 6f the differ-
ent coefficients.

The equivalent circuit in Fig. 10 has been used in
conjunction with the information in Tables I to V to cal-
culate the gain and the third-order intermodulation products
of the three profiles shown in Fig. 14. The results are
given in Fig. 15.

It is observed thét the gains at small-signal levels
of both epitaxiai devices are about 1 dB greater than 'the
corresponding gain of the implanted transistor. Tﬁis
calculation is for a 10 GHz test where the signals (two

tones) are separated by only a few MHz. The gain of the
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ion implanted device is less but satufates more slowly at
high output power levels.

The IMD products display three distinct regions. At
very low signal level, the third-order products rise 3 dB
for a 1 dB increase in input signal level. This behaviour

is explained by the dominant role of G in this range.

a3
Then comes the intermediate signal level region whgre the
cancellation effects are generally seen. In the large-
signal'region, the contribution from the transconductance
Gm generally dominates, and the rate of rise of the IMD
product is gréater than 3 dB/1 4B increase in signal level.
This strong increase is caused by the large contribution

from Gm5 which may equal or exceed Gm Ion implantation

3-
shows a considerable advantage in this area because Gm5 is

much less than Gm for this case and is lower than equi-

3
valent values for the other profiles; this results in the
IMD product for the ion implanted FET continuing to have
lower level with respect to the carrier up to higher input
power 1evels.. Thus the transition from drain side (Gd)
dominated IMD to gate side dominated (Gm) IMD is postponed
longer in the case of the implanted FET.

At the point of saturation, where output power is
considerable and gain is falling to low valués, the IMD

products of the simple model become inaccurate. The rate

of rise of the IMD prbducts should fall off rather than



continuing to rise at the higher ratebshown in Fig. 15.
The reason for this discrepancy is that the assumption of
small IMD voltages becomes inaccurate and the total power
is rapidly diverted into an increasing number of unwanted
IMD products other than just the third-order products.
This area of the IMD versus. input power level is tractable
to computation using metﬁods fhat a) account for many fre-
qﬁencies of non—negiigible voltage level, b) account for
the total power distribution; and c) extend the power
series represent;tion for the equivalent circuit elements
to a sufficiently high order.

The dependence of IMD on drain bias level has been
calcu;ated by Higgins and Kuvas for the implanted profile
in Fig. 1l4. The principal result of a rise of drain bias
level is a general reduction of the G, coefficients. The

d

resulting IMD products have been calculated and are shown

in Fig. 16. The IMD products rise with a drop in drain

bias, both at the low input power end and at moderately
high input power levels. A more pronounced cancellation

notch is noted at the lower drain bias because of the

increase in the IMD products due to Gd{

5.3 Fabrication

The primary goal is to realize highly linear Gaas

power FETs by tailoring of ion implanted profiles to
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bptimize the doping in the active 1ayér. Therefore, major
effort in the area of device fabrication has been devoted

to preparation of suitable active layers. The profiles
obfained by Higgins and Kuvas are presented in Eﬁis sectién.

The theoretical calculation indicated that surface
compensated Se + Be implants can provide suitable layers
for power FETs with good linearity. Active layers for
ekperimental measurement of IMD were made from both single
dose Se implants and from the combinéd Se + Be implant
scheme of Section 2.

A typical profile resulting from such a combined
implant schedule is illustrated in Fig. 17. The.compensa-
tion level in this implant is relatively modest in that
the doses of the Se and Be impiants were 4X1012“;nd 0.5
x1012 cm™ 2, respectively. The pinch-off voltage of such
layers is generally about 6 V and from calculations, one
may deduce a carrier concentration at the surface region of
about 3x10!6 cm™3,

The unit transistor cell consists! of 6 gate fingers
which are nominally 1 um long and 150 um wide for a total
cell periphery of 900 um. The source-to-drain spacing is
5 um. The device geometry including the 1 um long gate
structures are defined by conventional photolithographic
techniques. The mask set also contains diagnoséic éatterns
for determining ohmic contact resistance, gate metal resis-

tance, doping profile, and mobility.
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PART II

MICROWAVE BIPOLAR TRANSISTORS



6. MICROWAVE BIPOLAR TRANSISTORS

6.1 Introduction

The principles of operation of a microwave bipolar
transistor are similar to those for the low-frequency
device, but requirements for dimensions, process control,
heat sinking, and packaging are much more severe. All
microwave transistors are now planar in form and almost all
are of the Silicon NPN type. Planar technology (oxide
masking, dopant diffusion into epitaxial layer) is capable
of one um width definition. The preference for Silicon
(even though GaAs has superior properties for microwave
perforamcne such as higher electron mobility, lower dielec-
tric constant) is due to Silicon having a natural stable

passive oxide, Sio0 which can be.used as the diffusion

27
mask, and very fine patterns can be etched in this oxide.
Also, the diffusion properties of As, P, B in Si are con-
trollable tp-within limits of 0.1 pum in depth as required
for narrow base width (and short base transit time). GaAs,
however, is not so amenable tovplanar processing technology
and p-type dopants diffuse appreciably faster than n-type
ones, SO that'it is difficult to make an NPN GaAsAtransistor

with a very narrow base width required for microwave

operation.



The operation of transistors at high fregquencies
depends on shrinking physical dimensions (mainly base width
to reduce transit time, and junction areas to reduce capaci-
tance), gopd processing control, and control of wafer and
package parasitics.

Early [8] derived a figure-of-merit for a high-

frequency transistor as

1

Power Gain (Bandwidth) = —MmM— (1)
anv/r. C 1
b c ec
where
rb = base resistance
Cc = collector capacitance
Tec = emitter-to-collector signal delay time.

Consequently, for microwave operation, r Cc, and T

b’ ec

must be minimized.

All microwave transistors are now planar in form
and almost all are of the silicon NPN type. Transistor
models can be device, measurement, or circuit-oriented.
For example, h-, Y-, or S-parameters can be used for
analysis.

We also know that the dc current gains are:

AT
C
% = heg = AIE _ (2)

and



Similarly,

I
= h .—..—A———g-- ao
FE AT -
: B 1 0to
for small signals, we can define small-signal

current gains:

Then the following equivalent circuits shown in Fig.

be used for

The above

BIC Bao
h A — = 0 + I
T fb = 31 _ o E 01
E AVCB—O E
9T 9B
C [e) [}
he, A 57 =B + I s = T—
fe BIB AVCE=O o B BIB l1-a

1l ¢

analysis. In this figure, we have

emitter resistance

S . : s
=T I where S is the emitter strip width and
L is the emitter strip length
= DB/WB where P g is the average resistivity

of base layer and WB is the base width

emitter depletion-layer capacitance

C

DSL is the collector depletion-layer

capacitance where CD is the collector
capacitance per unit area.

expressions .for ry

base geometry shown in Fig. 2.

Important transistor parameters are cut-off

(3)

(4)

(5)

an

(6)

(7)

(8)

and Cc are for the stripe—‘

frequency, gain, and noise figure and are discussed below.
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Cut-off Frequency

The charge-carrier transit-time cut-off frequency fT
is the frequency at which the CE short-circuit current

gain h is unity. The cut-off frequency is related to the

fe
emitter-collector delay time L the average time for an

charge carrier moving at average velocity v to traverse

the emitter-collector distance.

P (9)

Four principal regions of delay or attenuation are
encountered. Consider the one-dimensional view of a NPN
transistor shown in Fig. 3. Here, the emitter-base junction
depletion layer capacitance Ce shunts the active emitter
region. A charging time T is required to charge Ce' Also
carriers cross base region W through drift and diffusion.

A base transit time g is required during which the signal
is attenuated. Carriers next cross the collector depletion
layer, Xdc wi@e, under inflﬁénce of an electric field (no
diffusion), during the cqllector depletion layer transit
time Ter Finally, the depletion collector depletion-layer
capac;tance Cc and resistance r, between the collector

depletion layer and external circuit terminal, pProduce a

final L rcCc charge-time delay. Thus,

T = 1T+ 1T_ + 1T+ 1T (10)
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These four'charging times and transit times will be
discussed in some detail as follows.

In forming the emitter depletion layer charging time
Tor the terminal emitter current divides betwgen Ce apd the
space~-charge resistance re. Hole currént flows through re,
is injectea into the base and is amplified. The current
through Ce is majority carriers in base and emitter. The
collector capacitance Cc must also be charged as well as

any other parasitic capacitance Cp connected to the base.

Hence,

Ty = (rse+re) (ce+cc+cp) (11)

Since in forward bias

v kT \Y kT
I =1I (eq EB/ -1) = I eq EB/
E ES ES
oI '
1
s 8VE = IE(q/kT) or r = K%— (12)
e EB ¢ 4y

The series resistance rse_is the emitter and emitter
metallization resistance and typically is 0.5 to 1.0 Q.
The second charging time which determines the cut-

off frequency is the base layer charging time, Tt If the

B*
charge carriers cross the base by diffusion alone (no
field), the carriers undergo a phase shift as well as

attenuation as they cross the base region. - Thus, the



transport factor o, becomes complex:

T

: 2
o, = sech [(%;) + jth]1/2 (13)

where tB' the transit time of electrons across the P=type

base, is given by:

The base cut-off frequency w_ is the frequency w_ = 1/1'B

B B

at which [a is 1//5 below its low-frequency value. From

-

(13), this occurs when

wBtB = 2.43
Thus
L2 2
' T BE - = - 2 Z3D (13)
B Yp .

If a built-in drift field, Ebi' is also present in the base,

.due to a concentration gradient of doping. through the base

region,
KT 1 dN (X) '
E, . = - — 16
bi g N(X) dax (16)
then the transit time of electrons through the base will
be reduced since they will be accelerated by Ebi' This
effect can be taken into account by modifying (15) to
2
W
= — : 7
- ) v v (17)

B



For an exponential doping N(X), n is given by

2 .
m . :
n o= — A (18)
m-1 + exp

for m not too small where

N

EW BE :
= —— % fn () (19)
kT
/4 Noc
where'NBE and NBC are the base impurity concentrations near

the emitter and collector, respectively. For typical
silicon diffused base NPN microwave transistors, 4gmg7.

In this range,

-1)w2
r o (M-1)W (20)

2
m
DB

within 2%. Cooke [9] approximated n as (1.6+0.92m) so that

W2
B (1.6+0.92m)DB

(21)

within 1%.

Because of non-zero charge density n(W) at the
collector edge of the base junction and base modulation
(Kirk effect), the fluctuation of this stored chafge in
response to the input signal introduces an additional time

delay. Thus

ax (22)

2
>

w2 1 N (W)
T, = — + f
B nDB v (W) 5



where N(X) is the base doping, and v(w) is the electron
veiocity at x=Ww. |

The collector depletion-layer transit time, T is
the third term which determines the cut-off frequency.
Because the collectér—base'junction is normally in reverse
bias, there is a well-defined depletién layer xdc = xc - W

wide. Although the junction is formed by diffusion, it has

been found that the step-junction equations still apply.

Hence

2e e (V+¢)] 1/2
Xy = [ ro 1 ' (23)
gN |

For example, a typical silicon microwave transistor built

on'5 f~cm (i.e. N = 1x101° cm-3) epitaxial material, and

operated at 10 V.will have Xd ~ 3.6 um. Hence, the average

E field on the depletion layer is

E,y = 10.7/(3.6x10 ®) = 3x10°% v/m.

The electrons will then travel at the scattering limited
velocity Ver ~ 8x10% m/s over most of the depletion layer
since velocity saturates at about 106 V/m.

The transit time across the depletion layer is

then

T = | (24)



The electrons cross the base region at v<<vSL so that Th
is insignificant at low frequencies. However, at microwave

frequencies, xd>>w, so that for state-of-the-art devices

T =T _ (25)

However, (25) does not include the effect of displacement
current across Ce. A depletion layer transport factor can

be defined as

current leaving depletion layer
m current entering depletion layer

>0

(26)

Since collector multiplication is assumed to be zero, the

sinusoidal response is

T
B=1-jm—’;— (27)

The signal delay time corresponding tovcarrier transit
time Th is then Tm/2. Thus, the collector depletion-layer
delay time is
T X X =W
' c

dc
2v__ © 2V
SL - SL

S
-2

x (28)

A microwave transistor is generally designed so that
the collector space charge layer fully depletes the epi-

taxial collector region of width We (therefore, X, =W ).

pi dc epi

The final charging time which determines the cut-
of f frequency of a bipolar microwave transistor is the>

collector RC charging time, Tc.' When transistors were first



constructed, the substrate had uniform high resistivity
(in the order'of 1-10 Q-cm) in order to obtain'reasénable
bfeakdown voltages. Since the collector depletion laver
did not extend across the whole substrate, there was a
large high-resistivity region, modelled by L through

which the collector capacitance must be charged. Thus

c out 1
I . 1+jw T (29)
c in X c
where
Tc = rccc | (30)

Present-day microwave transistors have a thin high-
resistivity epitaxial layer on a lower resistivity sub-
strate, greatly reducing L and thus T, can be neglected
usually.

Combining the expressions for the four charging and

transit times yields the following expressions for the

cut-off frequency of a bipolar microwave transistor.

kT(C +C +C_)
c_ P

1 e w2 Xac 1371
f = —— = {27n] + — + —— + r C
T 2m T . q I nDg 2Var c ¢

(31)

To increase'fT, the transistor should have very
narrow base thickness W, a narrow collector region, and

should be operated at high-current level. As collector



width decreases, however, breakdown voltage decreases.

Hence compromises must be made for high-frequency and high-

‘voltage operation. Also, at large Ic, high-level injection

produces the Kirk effect or widening of base width. This

increases Tec as shown in Equation (22) and reduces fT.

Parasitics

The predominant parasitics in microwave bipolar
transistors are the base-resistance, the emitter-base
junction capacitance, the collector-base junction capaci-
tance, bonding pad capacitances and package parasitics.
Each of these is discussed in detail below.

Base resistance is the distributed "spreading"
resistance ry between the internal base b' and the base
contact b. It consists of four parts:v

1) base resistance under the emitter

rbl = 9181/12%ﬁ
, +
2) base resistance between the emitter and p
region.
Tya = PaSy/2W,0
3) base resistance in the p+ region itself
r

p3 = P3S3/12W3e

(32)

(33)

(34)



‘ L+ .
4) contact resistance between metal and p region
R .
c

S, are widths of the

In the above equations, Sl' Sz, 3

R . + . + . R
emitter, emitter-to-p region, and p opening, respectively
and pl, Por py are resistivities of the emitter, emitter-

+ . . + . .
to~-p region, and p opening, respectively. The total base

resistance for n emitters is then

' + 5
b - (rb1+rb2+rb3 Rc). (35)

The effecté of bése resistance are:
1) ioss of signal in base lead
2) de~-biasing of the region under the emitter.
Because of the low resistivity of the emitter
region, the emitter side of the EB junction is
essentially at the same potential. However,
base current flowing through the spreading
resistance ry produces a voltage drop which is
- a function of distance.
Thus, those parts of the emitter junction furthest from
the base contact will be operating at a lower bias than
the parts nearest to the base contact. This acts as
negative feedback since én increase in signal level tends
to turn the trénsistor.off.
3) ,increased noise figure.

4) other loW—frequency effects.



The second predominant parasitic is the emitter-base
junction capacitance CE. Since the emitter-base junction

is normally under forward bias, we have

e o g |frfo Wpp|1/2 (36)
E E|l 2(V+¢)

where = 0.7 V for silicon. Usually NBE sets ry, and hFE

so only the emitter area A_ can be reduced to reduce CE.

E

There is also a diffusion capacitance CDE when an

ac voltage is applied to a forward-biased EB junction. To
modulate the stored base charge if no drift field is

present, we have

Cpg = ijB - :iE (Z; ) (37)
BE B

If a drift field is present then (for n not too small),

I ‘ -
c - B W y (azire”"
DE ~ kT 2D ° "1

2

) (38)

The c@llector-base junction capacitance, Cc’ consists
of three capacitances:
1) C1 under the emitter, between base and collector
2) ¢, between the base and collector in the outer
region of the base

3) C3 between the p+ base and collector.




The capacitance C, is most important to Cc.

1

1,2
ereo q Nc /

cc = Ac 2(V+9) (39)

with

1
Pcollector quN

(40)
C

The diffusion capacitance is not important here.

Since NBC>NC, the depletion layer lies almost entirely in

the collector epitaxial region and the base width does not

change significantly with V except near saturation

CB

conditions.

Bonding-pad parasitics consist predominantly of
capacitances. On the CE configuration, there are bonding

pad capacitances C and Ceo which depend on pad area, and

bo

vary inversely with Si0_, layer thickness. Pad capacitance

2
is typically .05-0.1 pF/mil?.

Finally, package parésitics consist of lead induct-
ances, lead resistance, and inter-terminal capacitances.

An equivalent circuit for a microwave bipolar
transistor is shown in Fig. 5. Here, the collector barrier

3 - . + . . ’ f
capacitance Cc Cl Co where ci is that part o Cc that

occurs directly under the emitter. Cec and Cbc are inter-

terminal capacitances. L L , Lcé are external lead

bo’ Teo

inductances. r r T ¢ T are external lead resistances.
bo eo co
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. L . L . are internal lead inductances. r, . r .
bll el’ ci terna 1 u bl' ei’

ros are internal lead resistances. The remaining parameters

are due to the active wafer itself.

Power Gain-Frequency Limitations

Pritchard [10] originated the following figure-of-

merit for microwave bipolar transistors:

(41)

where G is the power gain, B is the bandwidth, fT is the

frequency where B = hfe =1, rb is the base resistance and
C, is the collector capacitance. Early modified this

using fT = 1/2m Toe SO that

/6B = —2 (42)

4nvr. C 1
b c ec

Another fiqure-of-merit is the unilateral power gain
U. The unilateral gain is independent of header reactances
and common lead feedback elements, and is therefore a
unique measure of the intrinsic device performance. The U
represents the forward power gain in a feedback amplifier
when the reverse power gain has been set toAzero by adjust-
ment of a lossless reciprocal feedback network around the

transistor. U can be written as

_—E—) ' (43)



where fmax is the frequency where the power gain = 1.

From (41), then the maximum frequency becomes

oLofT
fmax = 87r, C : (44)
b ¢

Thus (43) and (44) give

a f

: 2
8w f rch

Assuming that the trénsistor emitter and base elec-
trode pattern is defined in ﬁerms of electrodewidth and
spacing S, and length L, and.using r and Co as the base
resistance and collector capacitance per unit area, res-

pectively, then

S
ry = r_ 1 and C = C SL (46)

£ 21 [ %fr (47)
max S 8tr C
a f
U = o T (48)
gr£2s?y ¢

Thus U decreases with frequency at a rate of 6 dB/octave.
Both fmax and U are increased by decreasing the product
rbCc or equivalently, the emitter strip width S.

Equations (44) to (48) ignore the effectsAof package

parasitics. If the capacitances of the emitter and base




bonding pads (Ceo and C become significant with respect

bo)

to Cc, and the real part of the impedance due to the inner

emitter and base-lead inductances (Lei and Lbi) become

significant with respect to f the equivalent circuit

bl

should be analyzed numerically to determine fmax and U.

For the values given in the equivalent circuit, we have:

Table I
\\\\‘fmax (GHz) fT (GHz) U at 1.5 GHz (dB)
Approximation 20.7 8.7 22.8
Network Analysis 10.0 6.0 16.5
Measured Value - 5.6 15.0

Noise Figure

The noise figure of a transistor is defined as the
total mean square noise voltage at output of transistor
divided by the mean square noise voltage at output resulting

from thermal noise source resistance Rg.

S/N‘.
NF = input (49)

S/N|
/ loutput

The two main noise sources in microwave bipolar
transistors are thermal noise and shot noise. Fliéker
noise, due to the variation of leakage current and surface
recombination velqcity with surface properties, is propor-

tional to 1/F and is not important in microwave transistors.



Thermal, 'white', or Johnson noise is caused by
thermal agitation of the cﬁrrent carriers in the bulk

material of the transistor giving them random motion. The

mean square noise voltage due to the base resistance rb in
bandwidth B is
e? = 4xT r. B ‘ (50)
n b .

Thermal ﬁoise consists of the summation of short random
current pulses and is uniform with frequency.

Shot noise arises since the transistor is not in
thermal equilibrium under biés coriditions and additional
noise arises from the flow of electron and hole currents
within the device. Minorityvqharge transport across the
base is mainly by diffusi§n. Henée there will be many
fluctuations due to collisioﬂs with the lattice crystal and
majority carriers. In addition, there is random generation
and recombination of minority charge carriers in the base.

Shot noise power from base current (partition noise) is

given by
P = ————ZZ;bB ) | ' (51)
whereAg = equivalent conductanée. Hence at the oﬁtput
2e(l-aoiIcB ,
Pn T 4Re{Yo } , E (52)

ut

Although noise arising from randomness in current

conduction across the emitter and collector junctions is



a shot noise, it has been shown to be equivalent to a
thermal noise source of resistance re/2. Combining these

results, the noise figure for CE or CB configuration is

r r (r, +r +R F -l—a 2 I
b e b e o) f CBO
NF = + — 4+ + —) +
1 R 2R 20 r R (a )+(f ) I (52)
g g o e g o o E
where fa is the frequency where o = ao//f {i.e., a=ao/
(l+j(f/fa)]}.
For F<<f , NF is constant determined by rb, re,
o
(1-ao) and Rg. At microwave frequencies, to have low
noise ry and re must be minimized while fa should be high.
At lower frequencieé,‘it is important to have high Bo =
ao/l—ao.
For minimum NF, there is also an optimum Rg given
by d(NF)/ng = 0. The result is
. o re(2rb+re)
R = + 2 4
g (opt) (rptre) £ 5 1-o (53)
(=) + o
f (T)
Q. o

and typically 10-20520: SO. Noise figure performance
with frequency is shown in Fig. 6. Conditions for minimum
NF are not necessarily the same as the conditions for maxi-

mum power gain and some compromise is usually necessary.



A
NOISE

FIGURE
(dB)

6 dB/OCTAVE

PLATEAU

~Fig. 6.

.
FREQUENCY

Noise figure performance with frequency.



6.2 Power Transistors

Power gain and efficiency are the prime considerations
for a power transistor. Power transistors must be able to
handle higher currents than small-signal transistors.

Since

cF2 = . (54)

is independent of area, it should be possible to scale up
the transistor area to handle any vélue of current, provided
the device has a heat sink which will dissipate the heat
generated within the active part of the transistor. However,
there are physical limits to large area devices; L or N
can not be increased at will. It is‘difficult to produce
large area fault—frée epitaxial silicon and control fabri-
cation processing over a large area. In addition, small-
signal models do not pro;ide any indication of performance
optimization in the large-signal region (for example, it
doesn't predict saturation where CB junction becomes forward
biased). Hence empirical results must be used. There are
three parameters of interest; the power output, the power
gain and the efficiency.

Power output is determined by the current and voltage
héndling capacity of theitransistor. Current handling

capability is determined by the emitter periphery and epi-
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taxial layer resistivity (because of current crowding to
the edges of the emitter and the Kirk effect, respectively).
The voltage handling capability is determined by the break-

down voltage BVCB which is limited by the resistivity of

0]

‘the epitaxial layer and the curvature at‘the CB junction.

Power gain has been shown previously to be given by

(=
L]

(fmax/f)z' -For high power gain, a high £ oax is required.

Efficiency is equal to the ratio of Pout to Pin and
determines the héat dissipation within the device. If the
éollector circuit presents a real load at the drive-signal
frequency (the collector load can be real at.a harmonic in
a multiplier mode) and an oben or short circuit at harmonic
frequencies, energy will be transferred frém the dc power
supﬁly and output power will be developed at the fundémental
frequency. The power dissipated within fhe device is pro-
portional to the volfage acrossvthe CB junction during the
flow of pulsed current. High efficiency can be obtained .
only if current flow occurs when the total collector voltage
is low. Tﬁe carrier transit tiﬁe must be a small fraction
of an RF cycle (hence small W is required) if the high
efficiency phase condition is to be maintained.

A limit exists on the maximum current in the base

or maximum total mobile space charge traversing the base.
When mobile charge is comparable to fhe fixed charge of the

base, then base widening occurs, reducing efficiency and

limiting high-frequency performance.



Power Frequency Limitations

Power-frequency limitations are inherent in the
scattering-limited velocity of carriers in semiconductors
as well as the maximum fields attainéble in semiconductors
without the onset of avalanche multiplication. Johnson [11]
derived four basic equations for the power-frequency limit-
ations on microwave power transistors based on the following
three assumptions:

i) There is a scattering-limited velocity of

carriers in a semiconductor [Vs ~ 6x10% cm/s
for electrons’and holes in Si and Gel.

ii) There is a maximum electric field E. that can
be sustained in a semiconductor without having
avalanche breakdown [Em ~ 105 V/cm in Ge, Em ~
2x10° V/cm in Sil.

iii) The maximum current that a microwave power

transistor can carry is limited by the base

width.

Johnson's first equation gives a voltage-frequency

limitation:
E v, 2x10!! v/s for si
vme = om = (55)
: 1x10!! v/s for Ge
where
fT = 1/2m LI is the éharge carrier transit time

cut-off frequency



Too = L/V is the average time for a charge carrie

moving at an average velocity V to traverse
the emitter-collector distance L
V =E L , is the maximum allowable applied volt
m m min

between E and C

v = the scattering-limited drift velocity

t
L]

the maximum electric field.

fT cannot be increased without limit by reducing L and

r

age

hence Tec' since Em will eventually be exceeded. Attainable
fT is lower than the value predicted by (55) since E and
v, are not uniform across the device. Also, fabrication
proceeds limit L to greater than 25 um for overlay and
matrix devices, and greater than 250 uym for interdigital
devices.

Johnson's second equation pfovides a current-
frequency limitation:

(I X )f_ = "n’s (56)

mc T 27

where

Im = Vm/Xc = maximum collector current of the device

X, = 1/2m£,C_  is the reactive output impedance

cC =

o the collector-base capacitance.



In practice, the area of the device limits Im.
Johnson's third equation yields a power-frequency

limitation. Maximum output power Pm = Ime is dbtained

when the load resistance RL matches Xc. Multiplying (55)

and (56) gives

/P X_ £ - In's (57)
m T 2w
Thus for a given xc, Pm must decrease as fT is increased.
Also, at a particular frequency, Pm is inversely propor-
tional to‘xc. To lower Xc requires increasing Cc thereby
increasing junction areas.
Johnson's fourth limitation yields a power gain-
frequency limitation:
E v
/vathvm f'I‘ = ?ns (58)
where
Gm = maximum available power gain (MAG) which occurs
when inpuf and output of transistor are con-
jugately matched
£ 2 7
Gm = (?E) E%EE (59)
in
v = kT is the thermal voltage
th e .
k = Boltzmann's constant
T = absolute temperature in °K



e = electron charge

Neglecting series resistance,

Zout C.
= Cln (60)
in out
where
Q I T
Cln = Cde = Vm = Vm 2 ' (61)
: th th
and
ImTo
= = » 62
Cout Cc Vm ( )

In the above expressions, simplifying assumptions
are on the optimistic side, so it is unlikely that the
maximum values vm’ Im’ Pm can be reached. Nevertheless,
the expressions can be used to
relate device geometry to performance.  In the planar
transistor, a lateral current flows between the emitter
and base contacts, producing a voltage drop that serves
as a bias to cut off current flow from portions of the
emitter (emitter de—biasing); Consequently, almogt all
injection. occurs from the édge of the emitter (the central
region contributes capacitance buf little current). Also

base widening occurs when injected current exceeds 40-60 ua

per um of emitter periphery. Thus,



o= 4x10 5 EP (63)

where EP is the emitter periphery in um.

Also Cc for a typical microwave NPN silicon power

transistor with 28V bias is
c, * 4.7x10 18 Ba ‘ (64)

where BA is the base area in um?2 (Xdc =~ 2 pym). Combining

(57, 63 and 64) gives

YP X f£_ % 125M (65)
m c T

where
. EP >
M =33 (um/yw) (66)
is a geometrical figure-of-merit and fT is in GHz.

Design of Microwave Power Transistors

Because of emitter.de-biasing, large Pout and hence
large Im requires large periphery EP of the emitter. At
the same time, emitter area EA must be reduced to minimize
Ce and reduce shunting of the EB junction resulting in
loss of current injected into the base. Thus, a large
EP/EA ratio is required.

Similarly, base area BA must be kept small to reduce

shunting effect of Cc on the load resistance which reduces



load current and output power. Thus, a large EP/BA = M
ratio is required.
Thirdly, base pad area PA must be small to minimize

the parasitic capacitance Cbc which shunts Cc' C can be

bc

reduced by increasing'the oxide thickness between the metal
pad and the collector region, and maximizing the EP/PA
ratio.

Several geometries are used to maximize EP/EA, EP/BA,
EP/PA, the three basic designs are interdigitéted, overlay,
and matrix (also called mesh or emitter grid). These
geometries are shown in Fig. 7. State-of-the-art transis-
tor fabrication limits emitter width to about W ~ 1 um,
base thickness to t ~ 0.2 um, emitter length L ~ 25 um.

A comparison of performancé of power transistors
is given in Table II.

For a given collector doping profile, the operating
voltage increases with Eg since breakdown voltage increases
with Eg. The ﬁaximum junction temperature is the tempéra—
ture at which the base region becomes intrinsic. Thus,
GaAs is superior to Si and Ge. Silicon has the highest

thermal conductivity and best heat dissipation. The

/mec fT product is about the same for silicon and Gaas,

so silicon is preferred.
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Table II

PERFORMANCE OF POWER TRANSISTORS

Si

Ge GaAs

Quality (p-n-p) (n-p-n) (p-n-p)
Band Gap (eV) at 300°K 0.80 1.12 1.43
Operating Voltage (volts) 20 50 55
Max. Junction Temp. (T) 100°C 200°C - 450°C
Thermal Cond. (x) 0.5 1 0.3
\, ‘-lull

Power x Impedance f Sm (V/sec) 2 x 10! 4 x 10*! 4.6 x 10!
w .




For power amplifiers, class C operation is preferred.
In this mode, fewer problems relating to instability and
thermal runaway arise than do when operation is in class
A or AB mode. In class C mode, both EB and CB junctions
are reverse-biased and no current flows in the absence of
an applied signal. When an RF voltage of sufficient magni-
tude is applied to the EB junction, it becomes forward-biased
for a fraction of the RF cycle. The flow of energetic
electrons injected during the ;ime of forward EB bias
represents a pulse of current in the collector circuit. If
the carrier transit time is a small fraction of the RF
cycle, the current is extracted when. the collector voltage
is low resulting in high efficiency.

For linear power amplifiers, class A or class AB
mode must be used. These modes require that the EB junction
be forward-biased and c¢current flows even without the presence
of RF signals. A microwave transistor operated under this
condition is subject to many problems as described below.

Low-frequency instabilities associated with "second
breakdown" caﬁ occur, whereas in class C operation this is
not likely to occur since the transistor is shut off during
each cycle.

"Second breakdown" of the collector junction is a
transition from a high voltage low~-current condition at

the collector to a lower voltage high-current condition.



Second breakdown is partly due to thermal effects and
partly due to avalanche injection in the collector at the
N-N+ transition between the epitaxial layer and the sub-
strate. In particular, thin, lightly-doped epitaxial
collector regions are susceptible to second breakdown.

In addition, several emitters may hog current (due
to material or process variations over large-area transis-
tofs), producing thermal runaway or hot-spot generation
which ultimately lead to device failure. The negative
temperature coefficient of the VEB leads to increased current
injection at these sites, resulting in thermél runaway.

Hot spots also contribute to second breakdown.

These problems can be minimized in two ways. First,
several small devices, individually biased, may be used at
power levels below the normal class C rating. Hot spots
are usually not formed in small devices. Separately biasing
several devices is equivalent to external ballasting an
amplifier. Another, more elegant method is to ballast
the transistor internally. Uniform injection, uniform
temperature profiles, and resistance to second breakdown
are obtained by the use of emitter ballast resistors. The
resistors can be used in series with each metallization
finger or can be used directly in each emitter site. The
voltage drop across the ballast resistor which is passing

current to a potential thermal runaway emitter site will



cancel the effect of the negative temperature coefficient

of in that site and prevent a hot-spot from forming.

v
EB
Titanium ballast resistors are often used in the metalliza-

tion to the multiple emitter sites, and are usually graded

with higher values in the centre of the pattern than at the

edges to maintain a more uniform temperature over the entire

. emitter area. Individual emitter site ballasting is more

efficient and this is accomplished with the use of a high
resistivity polysilicon layer vapour-deposited between the
emitter sites and the emitter metal.

To achieve maximum bandwidth, efficiency and power
gain, microwave power transistors are often made with an
electrical network inside the package, next to the transistor
chip, to transform the device input and output impedance
to match a 50 ohm microwave transmission line. These
internal matching networks are designed to include the
inductance of the bond wires to the transistor chip and the
parasitic capacitances of the package. The bond wire
length must be accurately controlled and a different length
for each cell of a multi-cell chip may be required. Alum-
inum or gold wires are used depending on the metallization
on the transistor chip. Aluminum wire is more rigid and
will hold in place; gold wires require suppor; in mid-span.

Another possible failure mode arises when the output

circuit is detuned at full power. The resulting mismatch




causes a high VSWR condition at the collector, subjecting
the transistor to instantaneous voltage peaks many times
the supply voltage. Avalanching then takes place in the
collector depletion region. The problem can be minimized
by collector ballasting, which is provided by a thick
undepleted collector layer. Transistors with both emitter
and collector ballasting can usually withstand high VSWR

loads at any phase angle.



7. MATHEMATICAL MODEL OF THIRD-ORDER INTERMODULATION IN
BIPOLAR TRANSISTORS BASED ON VOLTERRA SERIES ANALYSIS
OF NON-LINEAR DEVICE ELEMENTS

7.1 Introduction

Non~linear distortion is a critical problém in many
applications of bipolar transistors. 1In pafticular, inter-
modulation distortion is a significant problem in a long-
haul solid-state analog communication system. The per
cﬁannel_mile cost can be significantly reduced by increasing
the bandwidth of the system, and distortion presents one of
the most severe limitations on increasing the pandwidth of
such a system.

it is important that the freéuency—dependent nature
of this distortion be well understood. One reason is that
distortion is more of a problem at higher fregquencies where
feedback is limited.v Another is that in an amélifier
configuration, each transistor often sees the frequency-
dependent source and load impedances. A third reason arises
since the input speech signal,to the amplifier can be best
repréSented by a bandlimited Gaussian noise. ‘A fourth
reason is that in an amplifier configuration, frequency
shaping is used in order to compensate the frequency-
deperident loss of the cable. Finally, the last and most
important reason is due to a particular type of thirdforder
product, namely, an f. + f_ - f_ product, which is most

1% F2 T s

troublesome as it tends to add in-phase.



In this section, a very comprehenéive frequency-
dependent model is used and Volterra series is employed to
énalyze frequenéy—dependent distortion. This discussion
follows that of Narayanan and Poon [12]. .This ;pproach
has resulted in simplg distortion expressions that are
valuable for the circuit designer.. The.integral charge
control model, which includes many high-level effects, forms
the basis for the analysis. For a transistor with resist-
ive terminations( the analysis leads to simple expressions
for transistor Vélterra transfer functions; these expressions
clearly bring out tﬁe experimentally observed frequgncy-
dependent nature of tr;nsistor distortion. - These expressions
~are extremely simple. The asymptotic low- and high-frequency
expressions give valuable insight into the néture of diétor—
tion.

lExtremeiy accuratg ﬁodelling oflthe éfansistor is
vnecessarylto compute precisely its second- and third-order
distortion at different bias points and‘frequencies. Thé
integral charge control model (ICM)_is wel; suited for this
purpose. For the present analfsis, the thrge basic équa—
tions describing ICM can.be conveniently expressed in

functional form as follows:

J(Qb,Ic,V

eb’Vep) = O (67

GQprI v VeprVep) =0 . g (68)



H(IC,V V.,) =1 (69)

eb’ "¢cb
where Qb is the total stored charge in the base of the
transistor, Ic is the collector current, Veb is the emitter-

to-base terminal voltage, Vcb is the collector-to-base

terminal voltage, énd Ib is the base current (Fig. 8).
Equation (67) describes the collector current. For a trans-
istor biased in the active régiOn; the doﬁinant part of the
collector current can be described by a ch;rge control
relatiOnshiﬁ, which étates that the céllector current is

proportional to the exponential of Ve and inversely pro-

b
porﬁional to Qb. Equatioﬁ (68) describes the total stored
charge in the base of the traﬂsistor. It is through
modelling of Qb‘thaﬁ many high-level effects, i.e., base
widening, conductivity modulation, and Early effect, can be
incorporated. Equation (69) which describes the base
current empirically, consists of two ﬁon-ideal components
and one ideal component.

The input and output equations for the common emitter

configuration are

.=z (D * [vcc_vcb+veb] (70)
é = —E % vy ] -1 ' (71)
b ‘Zg(f) g eb b.

where * denotes operator notation, 2

1, and‘Zg are the com-



7, (0

Fig. 8. Common emitter configuration.



plex output and input impedances, apd Vg‘is the generator
voltage.

The intrinsic equations (67)-(69) are independént of
‘frequency. Using (67) and (68), anybtwo of the variables
Veb' Vcb’ IC And Qb can be expanded in a bivariate powér
series in terms of the other two. This approach conveniently
separates modelling and the circuit analysis program such
that minor change in the model does not affect the circuit
anélysis program.

The analysis outlined in this section is limited to
real load and source impedancés. . For real load impedance,
we can eliminat;e.Ic in-(67)—(69) using (70). Thus Veb’
Vb and iC can be expressed as one-dimensional Taylor's
series of qb (where lowercase letters denote small signal
quantities). In order to bring out the physicai signifi-

cance of the results, we will fesorﬁ to the following

expansions:
Vee
i o= = i i 2 i 3 72
¢ R 019, * 102% * 1039 (72)
v
eb . . . 2 . 3
= + . . .
RL lequb ;ex2qb + 1ex3qb (73)
ii =i .q +4i _q2 +1i _q3 - (74)
b rl™b r2'b r3°b
where we shallvcall lon' 1exn' and i (n = 1,2,3) the



non-linear coefficients. ion expresses the fT non-linearity

and

oI
c

b

i =

01 50 = ?ﬂfT . | (75)

where'fT defined here is the cut-off freqﬁency under the
circuit constraint as shown in Fig. 8.

The higher-order coefficients i02 and i03 are related

to the first and second derivatives of ET versus Ic.

Physically, the ET --~Ic characteristic depends on the emitter

capacitance at low current and on the base-pushout effect
at high current. For a transistor to be used in an ampli-
fier circuit, it is usually the base-pushout effect that is

dominant. Thus ioé and i03 are mostly determined by the

detailed doping profile in the epitaxial collector region.

1 ‘expresses the "exponential non-linearity"

exn
(also called the "input non-linearity"), which is especially

important for low-bias currents. For example, expressing

the collector current of an n-p-n transistor to have the

form N
qVv, /nkT
1, = Ie be” (76)
then
kT n - _ .
i = —— W o » (77)
exl ng Ic T . .




where n is the conventionally so-called emission coefficient
that depends on the effects of base resistance, base widen-
ing, and conductivity modulation. Similarly, the higher

order coefficients i and i are related tb the deriva-
ex2 ex3 :

tives of iexl with respect to collector current.

The coefficient irn expresses the non-linearity in

. current gain (recombination non-linearity). In particular,

(o]

I
. _%"p
1 = =

rl aQb (78)

ml >
]

where B is the small signal current gain, Physically, B
depends on recombination properties of the device, but also
on impact ionization, base widening, conductivity modulation,

and Early effect. The higher order coefficientsi and i

r2 r3

depend on the second and third derivatives of B and W
The non-linear coefficients i , i, and i_ can
exn on m

be analytically derived; they can also be calculated using
a numerical technique.

The small signal version of (71) is given below:

9 = 7 (VQ+v ) - i ‘ (79)

In this equation, veb/Rg and i, can be expressed as

b
functions of qb' using (72) and (74).



7.2 Volterra Analysis

If qy is expressed as a Volterra series of vg, the
kernels of q, can be successively determined from (79).

The Volterra series relating gqp to vg is given below:

oo oo oo 2
t = —_
q, (t) f al(r)vg(t r)dr + f az(rl,rz) R
. - 00 - 00 - 00 ‘ i=1
. vg(t—Ti)dri + f f [ a3(T1,T2,T3)
-Too - 00 - 00
3
. I v (thi)dTi + ... (80)
i=1 9
where a, (1), aZ(Tl'TZ)' and a3(T1,T2,T3) are the first-,

second-, and third-degree Volterra kernels.

Equating linear terms in (79), we have

1 1
A_(f) = =— . (81)
1 R : = .
g 32nf+(1r1 lexl)

The second-order transfer function [two-dimensional trans-

form of az(Tl,Tz)] is

(1r2-1ex2)

Jans+(1r1-1

Az(fl’fz) )

2 .
n a (fi) (82)
exl i= :

= +
where fs fl + f2.

The third-order transfer function [three-dimensionél

transform of a3(T1,TZ.T3)] is



3
(i _-i ) E Al(fi)+(ir2—iexz)[Al(fi)Az(f2,f3)]

szft+(lrl_lexl)
(83)

where ft = fl + fz * f3 and the overbar denotes symmetrizing

operation.
From (73), we can now derive the Volterra transfer
functions relating ic to Vg' Let the Volterra transfer

.

functions relating i to Vg be denoted by Bl(f)' Bz(fl’fz

c

B3(fl,f2,f3), etc.  These functions are given below:

B = i ‘
l(f) 101Al(f) (84)
2
B = i i
2(fl’f2) 101A2(f1,f2) + 102 izl Al(fi) (85)
, 3
B = i i
3(fl,f2,f3) 101A3(f1,f2,f3) + i, izl Al(f )
+ 2102 . [Al(fl)AZ(fZ'fB)] (86)

The expression for the transfer function between iC
and vg (Bl(f)) is given by (84) and is easily seen to be

the following one-pole expression:

X

Bl(f) = J+j2nf

(87)

where




X = Y= fr1” lexl

The 3 dB poiné will be close to beta cut-off frequency,
depending hpon the load impeaance. However, the above
expression, because of the inherent assﬁmption of ICM, is
not valid for frequencies close to %T of the device.

The second-order Volterra transfer function

B2(f1'f2)’ as given by (85), simplifies to

Hh
S
i

C+3DE_ 2 .
By(frEy) = y+j2mf ‘El [Y+j2wfi], ' it

where

)1

Q
n
—
H-
|
"
St
=
+
-
—
.

rl_lexl

~Comparing (87) anQ (88), freéuency—dependent
functionsvappear as y+j2nf, in the denominator of both,
where Y is a linear parameter. 1In the numerator of (88),
the frequency dependence is given by C+jDf, where both c
and D involve second-order non-linear coeffiqients. Tﬁe
above expression for B2(f1,f2) can be represénted pictorially

as a cascade of a linear system 1/(v+j2wf), a memoryless



squarer, and a linear system (C+jDf)/(y+j2wf), as shown
in Fig. 9.

The simplified expression for the third-order

Volterra function BB(fl’fz'f3) is given below:
E+jFf 3
505,08, = (i) T G
YFILTLe =3 YFIETEy
r ol Sk ] - [— ] (89)
(y+32wft)(y+32ﬂfsi) -1 Yy+j2wf

where the overbar denotes a symmetrical Volterra transfer

function,

1 . . . : . .

B = Eg [(lr3 lex3)101+103(1r1 lexl)] (90)
2m.

F = — i (91)

3 03

Rg

Po=2o (G -i )i 4i (i -i_ )1(Gi-i_ ) (92)
R% Tr2"tex2’ Y017 02 tr1T Yexl *r2"tex2
4w' . ' | '

@ R3 (o iexalioa (93)

The first term in (89) is due to third-order non-
linearities only. The denominator involves the function
Yy+2nf only; the pérameters E and F are functions of third-
order non-linear coefficients. The first term can be
visualized as a cas&ade of a linear system [l1/(y+j2wf)l,

a memoryless cuber, and a 1ine$r system (E+jFf)/(y+j2rf),

as shown in Fig. 10.
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Fig. 9. (a) Linear transfer function.
(b) Second-order transfer function.
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Fig. 10. Third-order transfer function.
(a) Third-order non-linearity only.
(b) Second-order interaction term.



The second term in (89) represents the contribution
due to interaction of second-order non-~linearities; the
constants P and Q depend only on second-order non-linearities.
The second term is represented by a linear system
1/(y+j2nmf) followed by two parallel sections (Fig. 10).

Oné sectioh consists of a memoryless squarer and a linear
system; the other section is>an identity system. The outputs
of the parallél sections are multiplied and passed through

a linear system [P+Qf)/(y+j2nf)].

From the above Volterra transfer functions, the dis-
tortion coefficients can be derived. The simplified
expression for the third—order distortion coefficient is

given below:

d(l+efi)
M = 10 log [———— + h(f ,f .)] (94)
3E
(1+c£2) t st
t
where
1073 i _-i i
a = [ - 4[ir3_iex3) +,i03”2
2RL1Ol Irl exl 01
2 >O
TTJ.03 2
e = i T O+a i i
01l "r3 x3 ‘rl x1°703
10 3 1
h(ft,fsi) =



“Fii0f
P ijt

. [|E+ij +
t Y+32ﬂfsi

2 22
-E<~-F<f
| 2!
The first term in the above expression is due to
third-order non-linearities only and it depends only on

third-order product frequency. The second term is due to

the interaction of second-order non-linearities and it is

a function of both the second- and third-order product

frequencies. If the second-order distortion is small, this

term can be neglected, as it involves the product of second-
order non-linear coefficients.

Fig. 11 shows both computed and experimental results

of as a function of third-order product fregquency at

M3E
80 mA and J30 mA bias currents. It is seen that the first
term of the expression (94) tracks the experimental results
well. 10 log [d] and 10 log [de/c] give the low- and high-
frequency values, respectively. Fig. 12 shows computed

results of M at lower bias currents. It is seen that

3E

at 35 mA, the shape of the M versus frequency curve is

3E

notvthg same as would be predicted by the first term of (94).
Further insight iﬁto the nature of distortion can

be obtained by focusing attention on tﬁe low- and high-

frequency asymptotic limits where very simple expressions

are obtained. As noted earlier, at higher bias currents

the commdn emitter low- and high-frequency M expressions

3E
are given by 10 log(d) and 10 log(de/c), respectively.
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Using the non-linear coefficients i , i , and 1i_,
on exn m

the expressions for M in the low- and high-frequency

3E

limits can be written as

i - 1
M = 20 log(g) [2>—ex3 1 , _03, (95)
3E : 3—lex1 i2 i3
(low frequency) r 01 01
i
M = 20 log(g) [——9—3———3—]_ | (96)
(high frequency) (15,) |

where

[
o

|

w

Q

il
L]
w

A meaningful physical interpretation of (95) and

(96) can be obtained by writing them in terms of w B, n,

o
and their derivatives with respect to Ic. In particular,
by COnsideriné a specific transistor of interest (i.e., the
one whose results are shqwq in'Fiés. 10 and 11) and by
dropping terms that are numerically small for that transis-

tor at a dc operating point (i.e., I, = 100 mA and

v = 15.0 V), the M

ce 3E expre551qns are 51mp11f1ed to be

2n _ 2n’
13 I2 .
: : kT c c
= 2
Mg 0 10975 |9 6qr. I , KT _n_ (97)
(low frequency) 98 ng Ic



~
"

[6Y]

1

Moo = 20 loglO [g.gagl. (98)
(high frequency)

Even though these simplified expressions are accurate
only up to 1 or 2 dB, they illustrate the physical mechanism
that is causing the distortion for this particular transistor
under this.particular biasing condition. In the low-fregquency
limit, the facto£ (2n/Ig—2n'/Ii) is a resulﬁ of exponential
‘non-linearity and it is this effect that controls the loﬁ—
frequency distortion. In the high—frequency limit, it is
the second ‘derivative of.%T that controls the distortion.

~

Thus to have‘minimum third-order distortion, the fT versus

Ic curve should be as linear as possible.



PART III

AM-TO-PM MEASUREMENTS USING THE MICROWAVE
LINK ANALYZER



8. RELATIONSHIP BETWEEN AM~-TO-PM DISTORTION AND
DIFFERENTIAL GAIN/DIFFERENTIAL PHASE FOR CASCADED
LINEAR/NON-LINEAR NETWORKS REPRESENTING MICROWAVE
FIELD EFFECT AND MICROWAVE BIPOLAR TRANSISTORS

8.1 Introduction

In the foregoing sections of thié document, topics
regarding the operation of both Field Effect Transistors
and Bipolar Transistors were discussed. Emphasis centred
on deriving intermodulation distortion parameters based on
non-linear elements of the device geometry. In order to
estimate the intermodulation distortion parameters of
interest, in specific,.the.AMito-PM distortion, it was
necessary to first measure the non-linear behaviour of
these device elements and then to apply either a Volterra
series analysis or a péwer series analysis.

In thé following sections, aﬁ alternatiQe systems
level method for determinigg fhe AM-to-PM distortion of
a transistor will be oytlined, based on the measufing‘cap-
abilities of the Hewlett-Packard Microwave Link'Aﬁaiyzer.
With this techniqué, it 1s not necessary to measure fhe
noﬁ—linear behavour of specific device elements (the gate
capacitance, transconductance, drain éonductahbe and dfain
capacitance for a field effect transisfor, and the collector
current, base cdrrent.aﬁd emitterfbase‘voltage fpr a bi-
polar transistor). Use is made, however, of knowledge of

the cascaded nature of these non-linearities.



The Microwave Link Analyzer provides a ready
measurement of the differential gain/differential phase of
a two-port system. Operation of the analyzer is provided
in referencés 14 and 15. As the following analysis demon-
strates, it is possible to relate this measurement to that
of a two-port system's AM-to-PM distortion in an intriguing
manner.

The development of éxpressions for differential gain/
differential‘phase in terms of two-port ngtwork parameters
(such'as amplitude aﬁd phase characteristics, AM-to-PM

conversion constant) follows that reported in [13].

8.2 Analysis

Differential gain and differential phase are para-
meters defined fof a transmission system with baseband
input and output ports. .The input signal is composed of
a sinusoidal test tone with frequency W and amplitude Vm

superimposed on a slowly varying sveep signal Vs.

Vipn = Vg * V_ cos uw t . | (1)

Varying the sweep signal amplitude, the gain and the phase -
of the test tone are found to be dependent on VS due to

the system non-linearities; therefore, at some amplitude

Ve = RGOV coslu t-¢(x)] (2)



Using the characteristics A(x) and ¢(x), the differential

gain and the differential phase are defined by the following

expressions:

DG (x) = Aix) (3)
(o]
DP (x) = ¢(x) - ¢ } (4)

(o]

Introducing the complex differential response, we have

Ay “Ile0x-9)]

D(x) = e - (5)

Here the differential gain and differential phase are

related to the complex differential response by the exp-

ressions:

DG (x)

L]

ID(x) |
‘ (6)

DP(x)

]

Arc'D(x)

For a system with no disto?tion, thé‘différential
gain is unity and the differential phase is zero. Any
difference from these values will'sth up as a source of
intermodulation distortion.” In this definition, (x) is
some value of the sweep signal aﬁplithde. However, it
could also be defined as the deviation from the centre

frequency of the carrier by the sweep signal.



To calculate the differential gain and differential
phase contributions_of an FM system, a carrier phase
modulated by a test-tone frequency could be assumed at the
input of the system.

jlw _t+Ap cos w_t)
v.=v,e ° n (7)

The method for measuring differential gain'and phase is to
sweep_tHe carrier (wc) around the band centre frequency"

(mo). Since (x) can be defined as the deviation from the

centrg frequency of the carrier by the sweep signal, we

have:

W, = w_ + x , , (8)

The phase deviation Ap has a small value and therefore a
first-order approximation for the exponeﬁtial is valid.
jw t

- c . ' : ' _ ‘
Ve T Vo © [1+jAp cos wmt] , (9)

Expressing the cosine funétion with exponentials:

‘ Ju t 1 Jlw tu )t
Vei T Vei |® * 5 Ape

. Jlw_ -w )t
+ 2 ape ° T (10)
This phase modulated signal is expressed by the carrier

and two sideband components. The transmission path will

change the relative amplitudes and phases of the sideband



components, resulting in phase modulation distortion and
also in phase-to-amplitude modulation conversion. In order
to evaluate both these effects, a carrier with both phase
and amplitude modulations has to be considered.

Denote by‘p and m the phase and amplitude modulation
indexes, and by Vp and U the modulation phases. With
these notations, a carrier héving both PM and AM modulations

~can be written as:

j[wct + p cos(wmt—up)]
V [1 + m cos(w t-v )le (11)
c m m

<
]

jw t
IV

2

’ - 3 - 12
vV Il + m cos(u_t v )+j p cos(u t up)]e (12)

To express the modulation with two sideband components,
we introduce the complex modulation amplitudes for AM and
PM as follows:
"jU
M = me m
(13)

P =pe P

Using the complex amplitudes M and P, the modulated carrierb

can be expressed as follows:

Juw_t . J(w _+w )t
v = V e [o] + M+;!P e C m
c o 2
* * . T
. jlw ~w )t .
M +3jP
+ g e © W J (14)

where * denotes the complex conjugate.



Equation (14) gives a unique representation of a carrier
modulated by a single test-tone frequency. Denote by Uu
and Ul’ the relative compléx amplitudes of the upper and
lower sideband components respectively, normalized to the
carrier amplitude Vc'

jw t j(wc+wm)t ’ j(mc—wm)t

v =vie © +u e + U, e ] (15)
c c u 1

Given Uu and Ul’ the complex modulation amplitudes P and

M can be determined by comparing Equations (10) and (11).

L]
I

*
-3V _-U.]
u 1 (16)

Equations (15) and (16) give the basic relationships for
calculating the differential phase and gain contributions

of an FM system.

Mathematical Model for a Single Linear Network

First consider the case of é single linear network
in the FM path, with gain characteristic A(w) and phase
characteristic ¥ (w). An input signal with frequency w and

will produce an output v, given by:

phasor vy

v, = A(w)e—jw(w)v

) 1 (17

The relative amplitude and phase characteristics o (w) and

¢ (w) normalized to the complex gain at the nominal carrier



frequency wo will be used as follows:

-3 (w)

=3P (w )
A(w )e °©
o "

(W) =Jo(w) _ Alw)e

(18)

The differential characteristics are measured with
the input signal given by Equation (10). The output
spectrum is calculated by multiplying each component by the
- corresponding complex gain factor. It should be noted that
this factor is different for each sideband. Uéing the
notation introduced above:

.-jw(wc) jwct

= + 5
v2 A(wc)e Vci e Jj

"l

Ot(UL)C'*-UL)m)_jd)(mc'*-mm) j(w +w )t
- e c m

e

a(wc)-j¢(wc)
e

a(w -0 )-jé¢(w -w ) .
cm c m j(w -—w )t
+ 3 Ap e - e c m (19)
2 - a(wc)-j¢(wc)
e

In the general case, the output has both phase and ampli-
tude modulations. The complex modulation amplitudes P

and M can be determined using Equation (16).

eoa(wc+wm)-j'¢(wc+wm) ea(wc-mm)+j§(wc-wm)
P2 T Ge )38 ) T el )*3e(w) e (20)
2e °© ¢ ' 2e
' a(wc+wm)—j¢(wc+wm) ' a(wc-wm)+j¢(wcfwm)
= 28 = 18p  (21)
"2 0L(U\)c)'*'jtb(uoc) —18P :

a(wc)-j¢(wc)

2e 2e



For evaluating the differential response contribution, an
ideal PM demodulator is assumed at the output of the linear
network, suppressing the amplitude modulation and reproducing
the phase modulation component. The complex gain of the
demodulated test-tone frequency component is given by the
bracketed term in Equation (20). Substitution of the sweep
variable (x) from‘Equation (8) into this term will yield the
"complex differential response as follows:

+x+ -3 -
a(wo x wm) j¢(w0+x+wm)

D(x) = &

a(w0+x)-j¢(wo+X)
2e :
a(w0+x-wm)+j¢(wo+x-wm)

e
+ - (22)
a(w0+x)+j¢(wo+x)l

2e

From Equation (22), the differential gaiﬁ and differential
phase characteristics éan be calculated by ﬁsing the rela-
tionship given in Equation (6). |

The expression dérived for the complex differential
response as given in Equatiop (22) can be simplified.
considerably. The differential characteristic is giveh by
terms with differences from the normalized amplitude and
phase responses in the exponentials. These.differenceé
can be approximateiy expressed‘using the first and sécond

derivatives of the respective charaéteriétics.



2
. w
a(wo+xtwm) - a(wo+x) 2 ta'(wo+x)wm + a"(wo+x) —%— (23)
W 2
6w +xtw ) = ¢(w_+x) = ' (0 _+x)w  + 6" (0 +x) —%— (24)

The approximations are valid when the test-tone frequency
is not too high with respect to the curvature of the ampli-
tude and phase responses. Using Equations (23) and (24),

the expression for D(x) becomes:

2
w
D(x) = 3 exp {[a' (x)-37(x)]w_+(a"(x)=3T" (x)] —5—}
1 : sz ‘
iy exp{[—a'(x)—jr(x)]wm +la"(x)+jT1' (x)] —E_} (25)

where 7 (x) denotes the derivative of the phase, i.e., the
group delay characteristic.

For practical systems with small transmission devi-
ations in the passband, the arguments of -the e‘xponentf’“i'fL
terms are much smaller than unity. Hgnce,

w 2

D(x) 1l - j[T(x)]wm + [a"(x)] 5 | , {26)

The differential gain and phase are calculated from Equa-
tion (6). Since the contributions from the second and

third terms in Equation (26) are much smaller than unity,
the absolute value and the phase of D(x) will be given by

the real and imaginary parts respectively:



w 2 .
1+ [a"(x)] — (27)

DG (x) >

DP (x) [T(x)]wm » (28)

[l

L
w
In the DG(x) expression, the term t'Z2(x) —%— should be

added as this is often significant. The DG(x) term then
becomes

(.02 LOL*‘

DG(x) = 1 + [a"(x)] -x;— - 1'2(x) —I-BL-. (29)

Mathematical Model for a Linear Network Followed by an
AM/PM Converter

In FM systems, modulation distortion is originated
by two different mechanisms. The kind of'distortion pro-
duced by linear networks has been discussed in the preceding
paragraphs. 'Thére is, however, a second type of distortion
;esulting from the coupled effects of linear and non-linear
circuits in the path of the phase modulated signal. This
second type of distortion can be considered as a series of
cascaded linear and noh—linear circuits, as shown in Fié. 1.
In the cascade, frequency dependence is assumed for the
linear part only, whereas the non-linear circuit is taken
to.be independent of frequency within the sidebandé of the
modulated‘carrier. In practice, this assumption is usuaily

justified.
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A carrier signa1~wich éure phase modulation will

be transmitted by the non-linear nctwork without distortion.
As the non-linear circuit‘is assumed to be independent of
fregquency, the pﬁase modulation index will be unchanged and
there will be no conversion to amplitude modulation. How-
ever, when the non-linear network is exposed to amplitude
modulation, two forms of distortion can be produced. First,
~the amplitude modulation index may be changed résulting in
AM compression (denoted by Y). Second, the AM to PM conver-
sion may occur whereby the AM may bc partly converted into
PM (denoted by k).

| In practical circuits, both Y and k appear to be
independent of the modulating frequency. Using the para-
meters y and k, the modulation transmission through the
non-linear circuit can be described in terms of the modula-

tion amplitudes P and M. Denoting by P, and M, the input

and by P, and M, the output modulation amplitudes, then:
P, =P, +k M, . . (30)
M3 = YM2 | | ' (31)

The overall characteristics of the cascaded linear
and non-linear circuits in Fig. 1 can be determined by
substituting Equations (20) and (21) into Egquations (30)

and M_:

and (31). Then for the complex amplitudes P, 3
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a(wc+wm)—j¢(wc+wm)

p = [1+jk e
3 2 a(wc)—3¢(wc)
e ,
, 1-ik ea(wc_wm)*j¢(wc'wm’} ) o)
n b
2 a(wc)+j¢(wc) ,
e
o ;ﬂwc+wm)-j¢(wc+wm)
My = 03 e )=30(w )
c c
e
5y ea(wc—wm)+j¢(wc—wm)
- : 1 Ap (33)
2 ea(wc)+3¢(wc)

The complex differential response is given by the coeffic-

ient of Ap in Equation (32):

o(w +x+w )-j¢ (0w +x+w )
143k e © m ° m
2 =3
ea(wo+x) 3¢(wo+x)

D(x) =

' a(wo+xjwm)+j¢(wo+x-wm)
+ l—gk e : . , (34)
ea wo+x)+3¢(wo+x)

The amplitude modulation given by M3 has no signi-
ficance if the output is connected directly to the
demodulator which is assumed to be insensitive to AM. If
the cascade is representing only a part of the FM system
and is followed by similar cascades of linear and non-
linear networks, then the amplitude modulation component

has to be considered.
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As in the case for a singlenlinear network, the
expression for the complex differential response for a
linear network followed by an AM/PM converter can be
simplified. Again, using Equations (23) and (24), the
expression for D(x) becomes:

w 2

D(x) = li%E exp{[a'(x)-jT(x)]wm+[a"(x)—jT'(x)] —%—}

2
j w
+ l;l—k exP{['o"(X)-jT(X)]_wm+[oc"(x)+j~c'(x)] __I;__}

(35)

where 71 (x) again denotes the derivative of the phase, i.e.,
the group delay characteristic.

For practical systems with small transmission devi-
ations in the passband, the arguments of the exponqntial
terms are much smaller than unity. Hence,

2
w
D(x) = 1 - Jlt(x)-ka'(x)]w_ + [a"(x)+kt' (x)] —5— (36)

The differential gain and phase are calculated from Equa-
tion (6). Since the'contributions‘from the second and
third terms in Equation (36) are much smaller than unity,
the absolute value and the phase of D(x) will be given by
the real and imaginary parts respectively:

2
. . w
DG(x) = 1 + [a"(x)+kT' (x)] %— (37)



DP(x) = [T(x)—ka'(X)]wm (38)

w &

In the DG(x) expression, the term t'? (x) should be
added as this is often significant. The DG(x) term then
becomes:

w 2 w M

DG(x) = 1 + [a"(x)+kT' (x)] —— = 1'% (x) —— (39)

Mathematical Model for a Cascaded Linear/Non-Linear Network

A general system configuration with multiple AM/PM
converters is shown in Fig. 2; Each of the linear trans-
mission networks in the system will prodﬁce some spurious
PM and AM cbmponents from the input PM according to Equa-
tions (20) and (21). The spurious components are suffic-
iently low so that superposition can be applied. Therefore,
the direct DG and DP contributions of the linear nétworks,
being independent of k in Equations (37) and (38) will adad
at the output.

The AM component produced by a linear network will
be affected by all the AM/PM converéers placed after the
linear network. However, the AM will not be the same at
the input of each converter since it will be reduced by the
AM compression factors of any circuits placed between the
distortion source and the actual AM/PM converter. There-
fore keffr, the effective conversion factor of the non-

linear circuit following the r-th linear network is given
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'Fig. 2. Multiple cascaded linear/non-linear networks.




by the relationship:

keff
r

=

kr + v_ k + v Y

8.17

000+Y “ v

(40)

where kr and Yr stand for the conversion and compression

factors of the r-th non—linear network.

The AM produced by the linear networks is small,

therefore each contribution can be calculated separately and

added at the output.

Thus,

for the overall DG and DP characteristics of

the system in Fig. 2:

DG(x)

DP(x)

it

n
1 + I

r=1

L
- 2 .
T'4 (%) 8
n
- ]

rzl [Tr(x) keffra r(x)]wm

[a;(x)+keffrr'r(x)]

(41)

(42)

For the specific case of two cascaded pairs of linear/

non-linear networks, we obtain:

DG(x) = 1 + [a;(x)+keff

and

11

- ['riz(x)+'réz(x)]

T'(x)+a£(x)+keff

y

8

w 2

1 o
272 (¥ =

(43)
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DP(x) = [Tl(x)—kefflai(x)+12(x)-keffzaé(x)]wm (44)

Since the following relations hold true:

ai(x) + ag(x) = agotal(x)

+ =
Tl(X) Tz(x) Ttotal(X)
[ ' = ' :
Tl(X) + Tz(x) Ttotal(X)
then the overall AM-to-PM distortion coefficient k can

total

be determined by a comparison of Equations (42) and (38),
and also by a comparison of Equations (43) and (37). These

yield respectively:

kefflri(x) + keffzré(x) k (Ti(x)+T2(x))

total

and  (45)

! = ' +a !
kefflal(x) + keffzaé(x) ktotal(al(x) az(X))

Generalization of the above deducation yields the conclusions
that the model for a linear network followed by an AM/PM
converter can be used for the overall performance of cas-
caded pairs of linear/non-linear networks irrespective of

the contributions arising from the various pairs.



8.3 Identification of a Device's Linear/Non-Linear Network
Representation and Extraction of Its AM-to-PM
Distortion Coefficient

The equations which govern the differential gain/
differential phase behaviour of a network are Equations (28)
and (29) for a linear network, Equations (38) and (39) for
a linear network followed by an AM/PM converter and Equa-
tions (43) and (44) for two cascaded pairs of linea;/non—
linear networks. We can see from these equations that the

DP(x) and DG(x) vary with the modulating radian frequency as

DG = a + b w’ + c_w4 (46)
m m

and

DP = d + ew : (47)
m .

These relationships hold for all three possible networks,
and at all carrier frequencies, x. The difference in the
above polynomials lies in the circuit dependence of the

coefficients as shown below.

a =1 ; all cases (48)
(1 , ; single linear network
5 a"(x)
b = % [a"(x)+kT' (x)] ; one pair of linear/ (49)
< non-linear networks
% [a;ot l(x) ; two cascaded pairs of
‘ a linear/non-linear networks
+ 1
L ktotathotal(X)]




T'2(x) . .
c = = ——~§—— ; all cases with the subscript
applied for the two
cascaded pairs (50)
d =0 ; all cases (51)
~
T(x) ; single linear network
e =|1T({x) - ka'(x) ; one pair of linear/ (52)
ﬁ - non-linear networks
Ttotal(X) : two cascaded.palrs of
linear/non-linear networks
— L
thotalatotal(X)

The‘procedure for determining the AM-to-PM distortion
céefficient consists of performing the differential gain/
differential phase measurements using the Microwave Link
Analyzer at the desired centre frequency X, and using
several available modulating frequencies, wo sqch as
92 kHz, 277 kHz, 555 kHz, 2.40 MHz, 3.58 MHz, 5.60 MHz and
8.20 MHz.

A quadratic minimum squared error curve fit is then
applied to the data for the differential gain measurements
at the various values of mmz, in order to determine the

coefficients a, b and c.

a tl
b = Tl——T C t
c t3

where



and

and C, .
1]

11

12

13

23

33

]

[

|

| ol

N
I DG,
=1 i
N
I (DG,)(w_ )2
1 m
=] 1
N -
I (DG,)(w )*
1 m
=] 1
N
N 2
S = I (w_ )
2L 4
N Y
Sp2 = 833 = T (w )
i=1 i
N 6
S3p = I (w1
i=1 i
N
I (w_ )8
i=1 i

are the cofactors of s...

1]

The summation is taken over the number of modulating

angular frequencies used to measure the differential gain

and phase.

Similarly, a linear minimum squared error curve fit

is applied to the data for the differential phase measure-~

ments at various values of w . in order to determine the



coefficients 4 and e.

d 1 ]
= D, .
e 1Tisl L33 ]
2
where
N
u, = z DP,
1 i=1 i
N
u, = _E (DPi)(wm )
i=1 i
and
T11=N
N
T1p = Ty = E vy
i=1 i
N
= 2
T22 'E (w_ )
i=1 1
and D, are the cofactors of T, ..
ij 1]

In addition to the coefficients a through e, values
for the slope of the amplitude characteristic, a‘(xo), and
the group delay characteristic T(xo5 must be determined
before the AM-to-PM distortion constant k can be found
using Equation (52). Note that if the coefficient e is
identically equal to the value of T, then k = 0 and the

network measured is a single linear network.

(54)



Similarly, if a“(xo) and T'(xo) are determined, then
the AM-to-PM diétdrtion constant k can be found using
Equation (49). Also if the coefficient b is identically
equal to the value of a“(xo), then k = 0 and the measured
network is a single linear network.

One technique to evaluate a'(xo), r(xo) or a"(xo),

T'(xo) is to use the microwave link analyzer to measure the

_amplitude response and group delay distortion at the desired

centre frequency X, - Using this procedure, it is obvious
that more accurate estimates for a'(xo), T(xo) are possible
than for a"(xo), T'(xo) and hence Equation (52) should be
used to calculate k.

A second and possibly more accuréte technique is
based on ma#ipulating the set of Equations (48) through (52).
Each of these equations can be written in a single form

irrespective of the network it represents. Hence:

a =1 (48)

o
b -~ l 11 |
o = 3 [a (x°)+kT (xo)] (49)
T'z(xo) _
c, = - 5 (50)
do = 0 (51)
e, = T(xo) - ka'(xo) (52)

Here the subscript o indicates performance at the centre

frequency xo.



It should be noted that for a single linear network
k will be equal to zero ana Equations (49) and (52) revert
to their previous forms. Also, for two cascaded pairs of
linear/non-linear networks, all that must be done is to
re-install the subscript "total" in Equations (49) and (52).
Further, it should be noted that since there is no possibility

of determining the individual coefficients (a,, T

10 Tyr Kyr 9y

Ty k2) there is no longer any point in making the distinction

between one pair of linear/non-linear networks and cascaded

pairs.
The second procedure is as follows. The differential
phase measurement is repeated at a centre fregquency x1

slightly removed from X v and new coefficients 4, and ey

are calculated. From Equation (52), we deduce
- - L]
e T(xl) ko (xl) : (53)

Subtracting Equation (52) from the above, and dividing

through by Xy - X yields
- - ] - ]
e1-e, ) T(xl) T(xo) ) ka (xl) ko (xo) (54)
Xq=X X X X)X

Letting the right-hand side of Equation (54) approach the
limit, while the left-hand side remains a finite difference,

yields:



Ae
o)
Ax

T'(xo) - ka"(xo) (55)

Combining (55) with (49) to remove a"(xo) yields:

Ae

] - & =2
k Ax

] (56)

~l

=L o
b, =3 [T'(x)[k +

Inserting Equation (50) to remove t'(x) yields:

/—8co [ ] - =—-2b =0 (57)

Rearranging this expression produces a quadratic equation:

bo 1 Aeo

v=2c /—8c bx
o o

=0 (58)

The solution for this completes the algebraic manipulations.

b ‘ b2 1 Ae
k = —— 2 * -80 + Ao"l (59)
2V/-2c¢ °o 2vV-2¢ X
o o
where
Aeo _ e,-e
Ax X=X

It should be notedlthat to determine the AM-to-PM conversion
factor k, all that is required is the determination of the
polynomial coefficients b, ¢ and e at the centre frequency
X and the polynomial coefficient e at a frequency X,

slightly removed from X, -



8.4 Practical Discussions

It is difficult to estimate which of the two approaches
(that of measuring a'(xo) and T(xo) or that of using Equa-
tion (50)) will provide the best accuracy without under-
taking experimental testing. It should be noted that both
techniques appear to be experimentally simple but require
some involve@ calculations. However, these calculations can
easily be handled with a programmable hand—heid calculator-
having approximately 200 lines of program memory.

With both of the above approaches, it should be a
relatively quick measurement to determine the bias level
dependence of the AM-to-PM distortion constant, k. It
becomes a bit more involved to determine the input signal
level dependence of k when the dynamic range limits of the
link anaiyzer are exceeded. The amplifier-under-test must
first be embedded in a chain consisting of a characterized
amplifier at its input and an attenuator at its output.

The characterized amplifier boosts the power level from the
link analyzer to the desired input level of the amplifier-

under-test, while the attenuator drops the oﬁtput level

‘from the amplifier-under-test to a value at which the link

analyzer receiver operates. This chain of circuits is

shown in Fig. 3.
From Fig. 3, we see that we now have a pair of

cascaded linear/non-linear networks representing the two

.



Link Analyzer

Link Analyzer

Transmitter Receiver
Character- Amplifier Attenuator
ized Under
Amplifier Test

Fig. 3. Extended dynamic range measurement.




amplifiers. The attenuator is assumed to be frequency
independent and to be peffectly linear. Use must now be
made of Equations (43) and (44) for two cascaded pairs of
linear/non-linear networks where the subscript 1 represents
the first amplifier and the subscript 2 represents the
second. For this extended range test, the first amplifier
must be characterized alone before the cascaded amplifiers
‘are tested together. Hence, all factors with a subscript 1
will be known.

Wriﬁing the expressions for the coefficients a
through e for the differential gain/differential phase test

-on the two cascaded amplifiers yields:

a =1 : (60)
o ) .
- l L1} 1]
bo =3 [2B°+a2(x°) +.k2T2(x°)] (61)
c = - % [-8Cc +1:2(x )] ' (62)
[0 8 o 2 o
do = Q0 A (63)
eo = [E°+T2(x°)-k2aé(x°)] ‘ (64)

where the constants Bo’ Co’ E° are determined by the first

amplifier performance, and are in fact just the polynomial

coefficients obtained for the first amplifier alone.



l " 1]
Bo =3 [al(xo)+klrl(xo)] v (65)
Tr(x )
= - L o ‘
C, = - 5 | (66)
EO = Tl(xo)' - klai(xo) (67)

We see that Equations (60) fhrough (64) are similar to the

-expressions in Equations (48) through (52) and consequently

the techniques described in the preceding section apply here

as well.

In specific, the procedure which led to Equation (59)

for the AM-to-PM distortion constant k now leads to:

/ ' ) Aeo
k - - Bo-bo + (Bo_bo) (El-Eo- K;—)

2/2¢ —2¢ JB(Co_co) 2v/2¢C -2¢
(o] (o] (o] o]

-1 (68)

where
Aeo B el-e
Ax -
xl xo

It should be recalled that Bo' Co and Eo are the polynomial
coefficients from the experimental data on the first ampli-

fier alone, at frequency xo} Also E, is the polynomial

coefficient from the experimental data on the first ampli-

fier alone at fredquency %X, near x . Similarly, b ¢ and

1 o o' To

e, are the polynomial coefficients from the experimental

data on the two cascaded amplifiers at frequency X -



Finally, e1 is the polynomial coefficient from the experi-

mental data on the two cascaded amplifiers at frequency Xy
near x .

o

Using the above expression in Equation (68) allows
the calculation of the AM-to-PM distortion constant k at

power levels exceeding the normal operating levels of the

microwave 1link analyzer. Hence, it allows the experimental

~determination of input signal level dependence of k on

microwave high power amplifiers.



9. CONCLUSIONS

The following concluding remarks concerning the
investigations undertaken during this study can be made.
A tutorial review of microwave field effect and bipolar
transistors has been compiled. Mathematical analyses of
AM-to-PM distortion and third-order intermodulation dis-

tortion have been outlined for both field effect and

‘bipolar transistors, and using both power series and Volterra

series procedures. A brief relationship between device
doping profile and non-linear distortion for field effect
transistors has been presented.

The relationship between AM-to-PM distortion and
differential gain/differential phase for cascaded linea?/
non-linear networks has been outlined. Based on this
relationship, a procedure for extracting the AM-to-PM
distortion constant k from measured differential gain/
differential phase values has been developed. This procedure
is based on repeating the differential gain/differential
phase measurements at two closely-related center frequencies,
using several modulating frequencies, and incorpotating
minimum squared error curve fitting. Finally, a related
procedure for extracting thelAM-to—PM distortion constant
k for a device which must be driven beyond the dynamic range

capabilities of the microwave 1link analyzer has been presented.



9.1 Future Work

The first obvious task would be to provide experi-
mental verification of the techniques developed in Part III
for determining the AM-to~PM distortion constant. Verific-
ation would be provided by a comparison of the value
obtained using this procedure with that obtained based on

the non-linear analyses of Chapters 3, 4 and 7. It shoulad

‘be noted that the power series expansions required for these

non-linear analyses are not easily obtainable.

Once verification is established, a technically very
rewarding study would be a comparison of the AM-to-PM
performances of devices manufactured by several industrial
sources, which exhibit comparable performance in terms of
maximum power and maximum frequency. This study qould lead
to conclusions regarding which device designs and which

fabrication processes are superior.
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