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Abstract

A modified self-normalizing combiner is presented and its performance is analyzed
under partial-band jamming. This is compared with other non-linear combining schemes.

Continuing on our previous work, the throughput performance of a coded Fast Fre-
quency Hopped M-ary Frequency Shift Keying (FFH/MFSK) system with a fixed hop rate
is evaluated using the cutoff rate argument. The analysis upperbounds the gains which can
be realized using coding for various system parameters.

As a prelude to the study of coding for Slow Frequency Hopped Differential Phase
Shift Keying (SFH/DPSK), we derive the probability distribution of DPSK in tone inter-

. ference. . .

A comparison of two powerful DSP integrated circuit processors for implementation
of a decoder for the (127,99) BCH code is presented as an Appendix. A

Suggestions for future work include investigation of coding for SFH/DPSK; er-
ror control coding to alleviate very high error rate situations; implementation aspects of
CODECS and a theoretical investigation of communications over an intentional interference
channel.
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Chapter 1

Intro duction

In previous contracts, the use of various types of channel coding were studied to im-
prove the jamming resistance of satellite communications using fast frequency hopping [1].
Coding for slow frequency hopping systems has received little attention up to this point.

In this annual report, we present the work performed during the period October
13, 1988 to March 31, 1989. The majority of our efforts has centered upon slow frequency

hopping systems.

1.1 Plan of the Re“port

The plan of the report is as follows. In Chapter 2 a modified self-normalizing
combiner is presented and its performance is analyzed under partial-band jamming.

Chapter 3 presents an analysis of the throughput performance of coded FFH/MFSK
with a fixed hop rate based on the cutoff rate.

Cha.pter 4 is a prelﬁdé to the study of ching for slow frequency hopped DPSK
(SFH/DPSK). The effects of jamming without coding are analyzed. The main result is the
derivation of the probability distribution of DPSK in tone interference with a.ppliéations to

SFII/DPSK.




Chapter 5 provides some directions for future work in the areas of:
1. coding for SFH/DPSK,
2. coding for high channel error rate situations, and

3. identifying and analyzing various approaches to the general problem of communicating

over an intentional interference channel.

As an adjunct to the report, a comparison of the Motorola DSP56000 and the
" Texas Instruments TMS320C25 Digital Signal Processors for implementation of a four error

correcting BCH Error Control Code Decoder is presented as an Appendix.




Chapter 2

A Modified Self~-Normalizing
Combiner and Its Performance
Analysis under Partial-Band
Noise Jamming |

2.1 Introduction

In frequency-hopped MFSK systems, diversity combining can be used to combat
partial-band noise (PBN) jamming. Several forms of diversity combining have been pro-

posed and their performance under jamming investigated [2,3,4,5]. These include linear

"combining, adaptive gain control combining, clipping combining, self-normalizing combin-

ing and product combining. Here these schemes are described briefly. We consider a nonco-

herent FFH/FSK system with a square-law detector and diversity, i.e., the outputs of the

' square-law envelopé detectors are combined for different hops. We assume that the system

is interfered by PBN jamming,

Linear Combining This scheme is depicted in Fig. 2.1. In this method, the detector
outputs are combined by direct summing. Gong[3] and Lee et. al.[6] have shown that

there is no diversity improvement for the square-law linear combining receiver on the



partial-band noise jamming channel.

Adaptive Gain Control (AGC) Combining The structure of this scheme is given in
Fig. 2.2. It requires that side information regarding the noise level in each hop be
available. The detector outputs for each hop are normalized with the noise variance
of the hop. The normalized oﬁtputs of the detectors are then summed together. Svome

diversity gain can be obtained by this nonlinear cbmbining scheme [7].

Self-Normalizingl Combining- This scheme is shown in Fig. 2.3. Instead of requiring

side information, the outputs of the detectors for each hop are normalized with the-

sum of the outputs of the detectors in all channels for that hop.

Product Combining In this case, the product of the outputs of the detectors for all hops
is used for the combining [4]. This scheme also does not require side information. Its

structure is depicted in Fig. 2.4.

Clipping Combining This is shown in Fig. 2.5. The detector outputs are first passed
through a clipper, (or soft limiter) then suinmedAtogether. It is known that AGC
combining has a better anti-PBN jamming performance than clipping combining.

However, this performance advantage become small when the diversity is large [7].

Except for the first, all the above described combining strategies are noniinear. It is
known that linear combining cannot combat PBN jamming effectively. Instead, due to the
noncoherent combining loss, the performance is degraded with increasing diversity. Thus
our main interest is in nonlinear combining schemes [3]. »

In nonlinear combining, the AGC and clipper types have relatively better perfor-
mance; However, the AGC combiner requires knowledge of the variance of the noise in
each hop to the weight of the hop. To determine the clipping threshold in the clipper com-

biner, the bit energy to thermal noise ratio should be known [5]. Both of these combiners,
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therefore, require information which may not be available in practical situations. In order
to implement these combiners, either some form of measurement or estimation mﬁst, be
employed. We can think of the self-normalizing scheme aé an AGC type combiner with
estimation of the variance of the noise in the channels.

If estimations are used, the quality of the estimation will determine the performance
of the combiner. There may be some good approaches which can estimate the variance of
the channel noise accurately. This in turn would make the performance of the correspond-
ing combiner similar to that of the AGC combiner. To obtain such a method, a modified
method of estimating the channel noise level is proposed and studied. Its performance under

PBN jamming is analysed, and is compared with other nonlinear combining schemes.

2.2 Modified Self-Normalizing Combiner

The basic idea of an AGC combiner is to limit the influence of the large jamming
energy which may be present in a hop. The weight of the hop output is smallv When
interfered by a jammer, thus the contribution to the total sum is 'small,' and the influence
of the jamming is reduced.

In a true AGC combiner, the noise power in each channel is normalized ‘to a unit.
In a self-normalizing combiner, all channel outputs are less than one after normalizing.
However, after comparison with the AGC combiner, we found that a drawback of this

scheme is that it does not emphasize the influence of the hops which are not jammed.

In a self-normalizing scheme, the estimation of the variance of the channel noise is

the sum of the outputs of M channels. To decide if a channel contains a signal, probably a

better method to estimate the noise variance is to make use of the outputs of the other M —1

channels. Thus if the channel actually contains a signal, the outputs of the other M — 1

‘channels are purely noise samples. If the channel under consideration does not contain a

signal, the other 4/ — 1 channels will contain both signal and noise samples. Because of the

10

~




signal energy in the samples used for estimation, the estimation of the noise variance may
tend to be larger than the true value. This causes the weight of the noise only channel to
be smaller, wlﬁch is desirable.

In the modified self-normalizing Combiner shown in Fig. 2.6, instead of normalizing
with the sum of all M channel outputs, the channel output is normalized with the sum of

the other M — 1 outputs.

2.2.1 Some Intuitive Considerations

If there is a hop without jamming, and the signal to thermal noise ratio is large,
the weight of this hop tends to be large, and so will make .aJ large contribution to the sum.
The AGC cofnbining scheme has a similar property, where the small thermal noise variance
makes the weight of a clean hop relatively large. The product scheme is also similar, though
in a reverse way, i.e., if there is a clean hop, the combining output of the channels without
a signal is near zero. ) '

The proposed schemé also makes the fluctuation in data large when the number
of channels, M , is small. This is an undesirable property. Further analysis is needed to

determine whether the influence of this property is dominant or not.

2.3 Performance Analysis

In this Section we analyse the performance of the normalized combiner under PBN:
Jamming., Both numerical methods and Monte Carlo simulation are used in the analysis.

First we show that for the BFSK case, with diversity L = 2, the modified self-
normalizing combiner and the conventional self-normalizing combiner are equivalent. In
fact, we show that the product combiner [4] is also equivalent to the above two combining

schemes when L = 2.

11.
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2.3.1 Equivalence of Three Combiners for L = 2 in a BFSK System

Let 21, ®2x be outputs of square-law envelope detectors in two channels at the kth

hop, respectively (see Fig: 2.6). When L = 2, let

= T11
1= ’
T21
and
_ %12
2 - .
Z22

7 and. 7o are the weighted outputs of channel 1 respectively, in two hops. The outputs of

the two channels in the proposed combiner are

T11 Z12
n=-—+—=mn+12,
T21  T22

and

T11 T12 m 12 mne

@ T 1 1
p=Cm T 1 1 MmAN

The detection statistic r is

T+ 12 - + 72
mrie mie

r=N—¢=m+1n— (mmnz2 — 1).

The decision criteria is thus if
r>0,

the transmitted signal is in channel 1, otherwise, it is'in channel 2. However, r > 0 if and

only if 7m2 — 1 > 0. Hence we can restate this decision criteria as

. mn2—12>0

if channel 1 has a signal. Otherwise it is in channel 2.

For the original self-normalizing combiner, the corresponding outputs are

__ %u Ti2  _ _m L
T+ w1 Tizt+we 14+m 14m

13




and
z z: 1 1
21 22 _ N .
11+ 21 ZTig+zT2 14+m  14m

The detection statistic r is

M 72 ( 1 1 ) 2(mns — 1)

T:1+771+1+772_ 1+m 1472 =(1+771)(1+772)’

and therefore the decision criteria is also

mnz—120

then channel 1 has the signal, otherwise it is in channel 2. since the decision criteria are
the same, the two combiners are equivalent.

For the product combining scheme, the detection statistic 7 is

T = Z11212 — T21722
J— X X
= wamy (BrE2 1)
= za%2(mne — 1),

and the decision still depends on whether

mn2— 12> 0.

Therefore all three schemes are equivalent, and their performance without coding should
be identical. However, in a receiver with coding or using soft decisions, this may not be the

case.

2.3.2 The BFSK Case

The joint distribution probability dehsity function of the outputs of the square-law

envelope detector in two channels is

1 oexpld—atB _, \r 2app if >0 .
1)$1,m2(a’aﬂ) — 4o}, e‘(p{ 20% PL} 0 < o2 ) y 1 a’aﬂ >0; (21)
0, otherwise;
14




~where we assume channel 1 contains the signal. This signal has a SNR of

A?
Pr = ;ag,
where A is the signal amplitude and
o? = '. NOB with probability 1 — «,
k“ (No + Jo/v)B with probability ~.
Let
L1k
M = #)
L2k
and
| _ o
b = 1

Nk, Pk, k = 1,2,---,]) are :the Weighted outputs of channels 1 and 2, respectively. After
some derivations (see Section 2.5 for details), we obtain the following probability deénsity
function for 7 and ¢, ‘
Lintnpk ,— 137 0k > 0
pu(m) =4 Gp ¢ T n 20 | (2.2)
- 0 otherwise;

and

‘ 1‘+Q+%g- -1 X
p¢k<¢)={ e ¢ T 020 (2.3)
0 otherwise.

After combining, the outputs of the two channels are

L
=,
k=1
and .
L
b= bk
. =k
n and ¢ are then compared, and the detection decision made. The probability density

function of n and ¢ are Lth order convolutions of p,,, (1), s, (@), respectively, i.e.,

L

pn(’?) = C)Pnk(n),

k=1

15



and L
() = (D g, (4),
’ k=1

where (©) means continuous convolution.

For L = 1, the conditional error rate pe(y | p1) is

! 1
pe(v | p1) = Pr(m: < 1) = /0 pn(n)dn = Ee“"l,
where ,
B % not jammed with probability 1 — «;
P17\ 5B jammed with probability 7.
Thus the total error probability is

Pe(y) = - 1 iy ¥ %e"ﬁfm; |
This is the same as [2, (15)], which is intujtivé, since wheﬁ L = 1 the normalization has
no influence on the decision. This result however, is useful since it verifies that the derived
formula is correct. _ '
For L = 2, we have shown that the performance is the same as that of a convention.a,l
self-normalizing combiner. For L > 2, the conditional probability of error is
L-1

pe(Y | p1sp2,+5pL) =1 - /Ooo [/On p¢(¢)d¢] pa(n)dn,

and the total error rate is

L _ .
pe(')') = Ekl'l=0 ( k ) (1 _7)k7L kpe(7 Iplyp%"')pk = Z—%bb-’

B
Prt1s" s PL = TNG1ToT7)

For moderate L, pe(7) can be computed numerica]ly using a reasonably powerful computer.

For a simple performance comparison under some typical conditions, Monte Carlo

simulation can be used. The time requirements for multiple numerical integration are enor-

mous, so simulation is used to obtain some quick results. The modified self-normalizing

16




scheme was compared with the other schemes using.simulation.
| Simulation results for L = 4 and M = 2 are given in Fig. 2.7 and Fig. 2.8, where
the probability of error, pe, is plotted versus bit energy to jamming noise density ratio,
Ey/Jo. The bit enei‘gy to thermal noise density ratio, Ey/No, was chosen as 12.31 dB, for
which a bit error rate of 10~4 can be achieved without jamming, for I = 1. Five types of
combining schemes, linear, AGC, self-normalizing, modified self-normalizing, and product
combining, were tested. The results for ¥ = 0.1 and y = 0.01 are given in Figs. 2.7 and 2.8
respectively.

From the two Figures, we can see that the anti-jamming performance of the nonlin-

ear combining schemes are similar. However, the tendency of the modified self-normalizing

. scheme to create large fluctuations in the data does have a negative influence, which causes

a higher probability of error. The reason for these fluctuations is the small number of data
values used in the estimation when M is small. We expect that the modified self-normzﬂizing
scheme would perform much better whén M is‘ large. While the differences Bietween these
nonlinear combining schemes are not large, it is not known if this will be the case when

coding is used.
2.3.3 The MFSK Case

For MFSK, bound analysis and simulation seem to be good choices for comparison.
Simulation results for M = 4, L = 4, ¥ = 0.1 and vy = 0.01 are given in Figs. 2.9 and
2.10, respectively. For comﬁarison with different M, the bit energy to thermal noise density
ratio, Ey/No, was chosen such that a bit error rate (BER) of 10~ can be achieved without

jamming for I = 1. It is known that [12, vol. 1, Ch. 4, Eq. 4.76]
1 _ EBylogo M
P < ZM e Mo |
and when Py < 1074, the bound is very tight. Thus for P, < 10~*, we have
Eblogo)i\l

1, -
szZMe 2No |
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hence

B _ 2 . (y_)
No ~ logasM 4P,) "

For P, = 104, M = 4 and 8, the corresponding E}/Np are 9.64 dB and 8.20 dB, re-
spectively. Therefore Ey/Np was chosen to be 9.64 dB. The results indicate that the
differences between the anti-jamming performances of the four schemes, i.e., modified self-
normalizing, product combining, self-normalizing, and AGC combining, are not very large.
In fact, the differences in the performance of the modified self-normalizing and product
combining schemes is quite small, and the performance of the self-normalizing scheme is
quite close to that of AGC combining. AGC combining can be viewed as a lower bound of
the anti-jamming performance for the self-normalizing type combining schemes, since the
AGC scheme uses the exact noise variance in éach hop.

Simulation results for M =8, L =4, v = 0.1, and v = 0.01 are giveh in Figs. 2.11
and 2.12, respectively. In Fig. 2.10, the performance of the self-normalizing tecﬁnique and
its modified version are quite close to that of AGC combining when Ey/Jo is low. In general,
the performance of the product, self-normalizing and modified self-normalizing techniques
approach that of AGC combining as M increases. As well, the performance of linear com-
bining is superidr when the jamming is weak, i.e., when the main factor determiningvthe
BER is the thermal noise (Gaussian white noise). In this case, the linear combining of the
outputs of the square-law envelope detector is almost optimum. However, when FE}/Jp is
high, the pérformance of self-normalizing combining is closer to that of AGC combining

than its modified version.

2.4 Coinnlent‘,S

Some nonlinear combining schemes without coding have been analysed. Schemes
without coding are compared first to determine if there is an outstanding nonlinear com-

bining scheme which has a much better anti-jamming performance than the others.
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2.5 Derivation of (2.2) and (2.3)

The joint probability of #1 and z2 is given in 2.1 and let

22
¢=—’

Zy

then, ps(¢), the probability density function of ¢, ps(¢), is

po(#) = [ 1alpnmlepe)da

da.

_ [ A+ ¢ : 2app,
a -/0 e exp[ 20% — Pk lo o}
' Substituting pg = lnto above expression, we obtain
[ 1 (14 ¢)a + A? A\/—
pi#) = [ grmenn [ | o (%
Let
= (14 ¢)a,
and
~ A
A= .
1+4¢
Then )
e 1 ~2+(1+q5)A2 Aa)
pe(#) = A 204 (1 + ¢)2 [ Iy U—i dé
1 1 é .3 a4 A?
= Y] —a exp | — I
207 (T 9P ( 2,%) 0 z“"( 207 )°
1 ¢A2> .
R 22°) F(4,02),
202(1 + ¢)2 ( 202
where
. % 1 a? + A? Aa
(. 2 — — &3 e —— - A
F(A,0%) /o Uza exp ( g ) Iy (‘712; ) da,




is the second order moment of the Rician distribution [8], and
N ‘ A2
F(A,od) = 2(c + 5).
Therefore
A2 A2
Ps(®) = o7 [Taae P (—%fg) 2ok + 5
—  ltdtp —1ige
= T,
and because 7 = ¢~1,

po(n) = 5pe(nt)
Lintnps o~ 135 Pk
) € 7
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Chapter 3

An Analysis of the Throughput
Performance of Coded

FFH/MFSK with a Fixed Hop
Rate Based on the Cutoff Rate

3.1 Introduction

In previous work [1], the performance of various error correcting (EC) codes in an

FFH/MTFSK system was evaluated under the condition of a fixed hop rate. Continuing from

‘this work, we analyse the throughput performance of the coded system using the cutoff rate

argument. This analysis is intended to upperbound the improvement that can be realized
through the use of .coding for various system parameters. In this Chapter, we attempt to
present the results in a more or less self-contained manner, while more illférmation can be
found in Chapter 3 of [1].

A fixed hop rate is a practical requirement for satellite communications when mul-
tiple users access the same onboard dghopper. 'I‘his.constant hop rate is determined by
many factors, such as the response time of a potential repeat-back jammer and the syn-

chronization capability of communication receivers. That is, the hop rate should be high
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enough to avoid repeat-.back jammers but low enough to avoid synchronization problems.
As in [1], the Chernoff union bound method is used for the performance evaluation.
Suppose that the average signal power S is fixed. Since the hop rate R, is fixed, so
is the energy per hop Ej = S/Ry,. In this case the term optimum diversity is meaningless,
because the diversity factor., L (the number of hops per M-ary symbol), is no loﬁger.an
independent parameter. Specifically, L is given by |
K R
" Ry/R,  Re/Ri’
where 7 is the EC code rate and M = 2%, R’ is the code réte in data bits per M-ary symbol

L

- (3.1)

before diversity. Note that (3.1) must satisfy the restriction L > 1. This means that R,/ R},
cannot exceed the upper limit R/. For a given bit error rate (BER), the information bit
rate Ry reflects the throughput of the system. A larger R, means a larger throughput.
Ey/Jo is determined by
S _ __S/Bn  _ Eh/Jo'
RyJo  (Re/Rw)Jo  Rs/Ri’
For a fixed hop rate, E,/Jo depends on Ry/Rj and Ej/Jo (which is fixed as mentioned

EyfJo = . (3.2)

above). Thus we will use E;/ Jo as a basic parameter to evaluate the system performance
rather than Ey/Jo. “This results in two system performance criteria. One is Ry/Ry, re-
flecting 't4he system throughput, and the other is the more traditional BER, or P,. Note
ﬁhat‘ to determine R,/ Ry, for a fixed Ey,/Jo, Ps must be fixed. In fact, as mentioned above,
only for a given P can Rp/R) reflect the throughput in a meaningful way. On the other
hand, to determine Py, Rp/R; and therefore L must be given. This method of evaluating
the system performance is equivalent to the P, versus £;/Jo format, for a given R;/Ry, as
given in (3.2). Another useful format is P, versus Ry/ Ry, for a gi:\fen Ey/Jo, which shows
explicitly the tradeoff between them. It is not difficult to see that these formats present
the same results in different ways. In this Chapter, we focus on the Ry/ R}, versus Ey/Jo

foriﬁat, which is consistent with a cutoff rate analysis given later in the Chapter.
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System assumptions are the same as in Chapters 1 and 2 of [1], with the critical
excepﬁon that there is no optimum diversity. In Section 3.2, we present the basic formulas
for performance evaluation. The results for uncoded systems (but with diversity) can be
found in [1]. A theoretical analysis of a coded system using the cutoff rate argument is
given. The purpose of this Chapter is to show quantitatively the improvement that can be
gained using Error Correction coding, (as opposed to diversity).

We consider two types of worst case (WC) intelligent but non-repeat-back jam-
ming, namely partial band noise and multitone interference. For partial band noise (PBN)
jamming, J is restricted to a fraction p (0 < p < 1) of the full spread spectrum bandwidth,
but in this band the power spectral density is increased to Jo/p. Multitone jamming (MT)
includes band multitone jamming and independent multitone jamming. It has been shown
that worst case multitone jamming tends to have a single jamming tone per jammed band[9],
using equal power tones. We consider only this type of worst case multitone jamming. In
this case the jammer has one parameter to optimize, namely the ratio of signal power .of

one hop to the power of the jamming tone, denoted as a.

3.2 An Analysis of Coded Systems Based on the Cutoff
Rate

It is useful to see how, in general, EC coding can improve performance over the
uncoded case (but with diversity). This analysis is based on the cutoff rate of a channel.

The use of the cutoff rate has been proposed and well argued in [10,11]. In this case, the

cutoff rate Ro is given by [12],

Ro = log, M — logy[1 + (M — 1)D¥), (3.3)
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where D is given in (3.4) through (3.7) as follows.

de=1 ‘ E .
(#5%, PBN 2y
ST PBN Br <3
T I <9 ,
D =< En/Jo ‘ MT, =1, 5522 (3.4)
1 MT, K =1, %éwz;
K .
E;/LJ(; 1 MT, K >2, 322> aoM;
we(M—=2)]*+~%we - E
B [“1_%wc )] MT, K>2, 2 <aoM,
with A equal to :
, 1 E, 1 Eh)2 1E ‘
- = Zhy 2 (ZR) 222 g, 3.5
A 2[\/_1+3Jo+4,<Jo 270 ' (3:5)

Note that D should be raised to the power L to get DL. g is given in Table 2.1 of [1]. The

worst case a, aqye, is then

o —J % En/Jo > aoM; (3.6)
we E”MJQ EnlJo < agM. )
with ag given in Table 2.1 of [1]. The worst case p, denoted as puc, is given by
3 .
=} B Brllo 23 |
Pwe { 1 Ey/Jo < 3. (3.7)

If a code is so powerful (we call it a very powerful code) that the cutoff rate is achieved, we

have
R =Ro. - _ (3.8)
Using (3.1), (3.3) and (3.8), we have
R - z{log2 M —logy[1+ (M —1)D*]}. (3.9)
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Now we show that Ry/Rj in (3.9) as a function of L is maximized when L = 1. This is
a sensible result, since it means that if a very powerful EC code is used, no diversity is
neceséary to add more redundancy.

Thus, when a very powerful code is used, the maximum throughput R;/R; that
can be achieved is in effect the cutoff rate of the M-ary channel without using diversity
given by
A 1132_; = logy M —log,[1+ (M — 1)D]. -(3.10)
Note that for the case L = 1, Ry/Rr = R' always. Thus we can plot Ry/Ry, vs. En/Jo
without concern that Ry/Rp will exceed its upper limit R/. Using (3.10), the throughput
performance of a coded system is plotted in Figs. 3.1 and 3.2 respectively for WC PBN

jamming and WC MT jamming. Comparing these Figures with the results for an uncoded

system, (but with diversity)[1], we make the following conclusions:

1. As was observed for uncoded systems, for all Ey/Jo, PBN is the worst case jamming
for i =1 (binary) and MT is the worst for X' > 2 (nonbinary). Results similar to

these were observed for systems with fixed data rates[1].

2. As reported in Section 3.2 of [1], under worst case jamming (PBN for K = 1 and
MT for K > 2), the optimum X is an increasing function of Ey/Jo and K = 1 is
never optimum. It is interesting to note that the regions of Ey/Jo for the optimum

K are basically the same as those given for the uncoded systems. The regions are
4.8 dB < Ey/Jo < 8.4 dB, when K = 2 is optimum, 8.4 dB < E;/Jo < 13.1 dB,
when K = 3 is optimum, 13.1 dB < Eh/«]o < 18.0 dB, when K = 4 is optimum, and
En/Jo > 18.0 dB, when K = 5 is optimum. The optimum K increases as Ep/Jo
increases. This result differs from that foi‘ systems with a fixed data rate, for which
an increase in K above 2 always gives a poorer performance undér MT jamming.

~ These résuits indicate that we can determine (or estimate) tlw;e best K for a particular

Ei/Jo. Note that k.= 1 never gives the best Ry/Rp.
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Figure 3.1: Maximum throughput performance of a coded system using a very powerful
code with MFSK for K =1 to 5 (M = 2%), and fixed hop rates under WC PBN jamming.
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Figure 3.2: Maximum throughput performance of a coded system using a very powerful
code with MFSK for K = 1to5 (M = 2I), and fixed hop rates under WC MT jamming.
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'3. EC coding can provide a few dB gain in R,/ Rj, over systems using only diversity. This
is shown in Fig. 3.3. These curves represent the difference between the results for
the coded system shown in Fig. 3.1 and 3.2 and the results for the uncoded system
shown in Fig. 3.7 of [1]. Note that this coding gain decreases to zero as Ej/Jo
increases. This seems to suggest that for “large” Ej/Jo, the uncoded system using
simple diversity can perform nearly as well as the coded system. It is seen from Fig.
3.3, however, that for Ej/Jo up to 30 dB, the coding gain is still significant, i.e.,
greater than 2 dB. A '
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Figure 3.3: Throughput performance gain over an uncoded system (but with diversity) of a
coded system using a very powerful code with MFSK for K =1 to 5 (M = 2), and fixed
hop rates under WC jamming.
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Chapter 4

Probability Distribution of DPSK
in Tone Interference and
Applications to SFH/DPSK

4.1 Introduction

In previous work, the performance of fast frequency hopped (FFH) systems has
been considered (see, e.g., Chapter 2 of [12] and [13,9,14] and their references). In an
FI'H system, the information bit rate R is relatively low so that an M-ary symbol can
be transmitted over one or more hops. If R is very high relative to the hop rate R,
IFFH is impossible. For example, it may be required to transmit 1.5Mbit/s information at
Rj, = 20khop/s. In this case, slow frequency hopping (SFH) must be used.

In slow frequeﬂcy hopping there are several transmitted symbols during one hop.
This chapter is concerned with SFH/DPSK where the transmitted symbols are modulated
in the form of differential PSK. Differential PSK is used because the hop periqd in SFH
is usually not long enoﬁgh to allow the receiver to recover the carrier phase, a;nd to'fnain—
tain the phase coherence between different hops at the transmitter. Thus genuine coherent
detection is usually impossible. However, since there are many symbols transmitted over

one hop, differential coherent detection is possible. Because differential coherent detection
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outperforms noncoherent detection such as that used in FFH/MFSK, it is a logical choice
for an SFH system.

In this Chapter, both binary and nonbinary (4-ary, 8-ary, etc.) DPSK, i.e., general
M-ary DPSK, are considered. Anticipated interference may be both Gaussian noise and
tone jamming. Unlike FFH/MFSK, little has been published on SFH/DPSK in the liter-
ature. There are many basic questions yet to be answered. In this paper we focus on the
effects of jamming and hence coded systems are not considered. The intent is to study the
effects of jamming against SFH/DPSK, specifically to provide some tools for the analysis
of such a system.

At the receiving end of an uncoded SFH/DPSK system, the differential phase
between two consecutive received symbols is>detected, and this is used to decide which
information symbol was transmitted. Houston[15] and Simon[16] (which is also a part of
Chapter 4 in [12]) have analysed the performance of SFH/DPSK under multiple continu-
ous tone jamfning for a specific set of signal phases and equally spaced decision regions.
Recently, Gong analysed the performance of a specific binary SFH/DPSK scheme in both
tone and noise interference[17]. . ‘

If the jamming tone over a jammed hop is continuous, i.e.,' the amplitude and
initial phase are constant over a particular hop, then the received symbols over that hop
are subject to an interference which is highly correlated from symbol to symbol. Recently,
Winters has suggested that in correlated noise, the performance of DPSK depends on the
set of signal phases and decision regions[18]. In order to minimize the demodulator output
symbol error rate, we must consider the dependence of the performénce of SFH/DPSK,
under highly correlated tone jamming, on the signal phases and decision regions. |

While the probability distribution of a received differential phase in Gaussian noise
has been widely studied and well documented[19,20], no general results have been published

on the probability distribution of DPSK in tone interference. Therefore we will derive in
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the next section the general probability distribution of a received DPSK signal interfered
by continuous tone jamming. By “continuous tone jamming” we mean that a jamming tone
interferes with two consecutively transmitted DPSK symbols (with the same amplitude, fre-
quency and initial phase). When DPSK symbols are jammed by a single tone, the jamming
tone is assumed to have the same frequency as the DPSK carrier frequency. In Section 4.3,

we apply the results obtained in Section 4.2 to the evaluation of SFH/DPSK systems.

4.2 Probability Distributions of the Received DPSK Signal
under Tone Jamming

In complex form, the transmitted DPSK signal in the i-th signalling interval is

- represented by

s = g ej(20+e§i“”)’

where 055—1) is the total accumulated phase in the (¢ — 1)-th signalling interval and 26 is the
differential phase transmitted in the ¢-th signalling interval with 0 < 6 < 7. The jamming

tone is represented by

— 6,
J=TI6e",

where 6/} is a random phase uniformly disfributed in an interval of length 27. Let B denote

the ratio of the amplitude of the jamming tone to that of the signal tone,

I
A=z

The received signals, (on which a decision on the transmitted differential phase in the i-
th sigﬁalling interval is to be based), are represented by Y(-1) and Y. The received
differential phase is then

U = arg(YO Y1),
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where the phase angle function arg has a main value in the range (-, 7] and the asterisk
denotes complex conjugation.

Simon [16] derived the probability of ¥ — 26 within equally spaced decision regions

for a specific set of §. The final results are very complicated. This seems to suggest that .

for any 0, the derivation of the probability of ¥ or ¥ — 26, (or equivalently the probability

distribution), over any region would be prohibitively complex. However, we have found

that unlike ¥ or ¥ — 26, I' = ¥ — ¢ has some symmetry that can be utilized to simplify the -

derivation significantly, as is shown below.

Under continuous tone jamming, we have

Y1) = geir ™ +Ieje'J,

and .
YO = Bei0+05™) | 1eith,
We define
Rl = lY(i—l)I’
and
Ra= YO

To analyse the bit error rate (BER) performance under strong fone jamming and negligibly
low system thermal noise, only the probability distribution of T is required. Otherwise we
must consider the joint probability distribution of T', R; and Rs as will be seen later. To
clarify the derivation procedure, we first derive the proba,blhty distributions of T, R1 and

R,, separately, and then consider the joint one.
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4.2.1 Probability Distribution of the Differential Phase’ under Contin-
-uous Tone Jamming

We first consider the probability distribution of I‘,A and those of ¥ and ¥ — 26. For

T, we have
I' = arg[YO(Y(-1Dy*e-if] |
= al.g[(ej(za-l-ag:‘l)) + ﬂe»"%)(e“‘jgg:_l) + Be=i%)ei0]
= arg[(e’? _*_ﬁej(ag:'—l)“a_eg) +ﬁej(g{7_gg:—l)) + f2)ei) (4.1)
= arglell + B2e=30 £ B(eI0r 005 4 o=i(05 T +0-0,)y]
= argle’’ + %e77% + 28 cos 0]
where

07=07— gf‘l)‘ — 0.

Since ¢; can be assuined to be uniformly distributed over (0&5—1) +0-—m, 9&5_1) + 6 + 7],

67 is uniformly distributed over (—=, 7]. Suppose 8 > 0 and denote

cos 6(1 + 4?) + jsin 6(1 — %)

U= 55 ) 53 ,

and
V = U + cosfy.
Then we have .
I' = arg(V).
It is clear that 6; does not change the value of the imaginary part of V. Consequently,
Im(V)is equal to Im(U). Let
® = arg(U).
Obviously if # = 0, T' is always equal to 0 and the probability density functi'on‘
(PDF) of ' is ‘
| pr(7) = 6(7),
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where §(z) is the Dirac delta function.

If 8 =1,U = cosf and V = cos8 + cosf;. Consider cosf + cosfy; > 0, i.e.,
cosfy > —cosf. Then we have |67] < arccos(cos(m — 6)) = w — 6. Thus I’ equals 0 with
probability 1 — /7 and & with probability /7. For 0 < 6 < ,

pe(y) = (1 = 2)6(x) + 25y ~ 7).

Now we assume 6 # 0 and 8 # 1, i.e.,sin(®) # 0. Suppose 8 < 1 (i.e., Im(V) > 0).
Then 0 < & < 7 and .
Prob{—-m <T < 0} = 0.

Now we calculate

Pr(y) = Prob{0 < T < ¥},
where 0 < ¥ < 7 . As shown in Fig. 4.1, the intermediate variable d is defined as
d = |U|(sin(|®|) cot |y| — cos ). (4.2)

Néting that | cos 87| < 1, we have a symmetric region of 87 centered at 0 in which 0 < T' < 4.

v Specifically, for —1 < d < 1, the corresponding 6y is in [—0r, 0r], where
Or(y) = arccos(d), |d] < 1.

For d < —1, the corresponding 6; can be anywhere in (—, 7). For d > 1, there is no such

67 that may result in 0 < T’ < 4. Then we have

1, d<-1;
Priy)=4 &, —-1<d<1; (4.3)
0, d>1. :

The cumulative distribution function (CDF) of T is then

0, v < 0;
Pr(y) =4 Pr(v), 0<vy<m; (4.4)
17 Y 2 . '
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Note that, from (4.2), for 4 > 0, we have

d
= — t
coty |U|sin || + cot|@],
and
—gf: = —|U|sin(|®|) csc? 7.

Then the PDIF of T is
Ulsin(|® ) csc? y

pr(y) = { Py poe S a.rccot(_U_l |s§n|q’|. +cot [B]) < v < a,rccot(—U——I I;:IIQI + cot |®]);

, : elsewhere.

Suppose # > 1 (i.e., Im(V) < 0). Then —7 < & < 0 and

Prob{0 < T <7} =0.
By symmetry, and noting the term |®| in (4.2), we have
Prob{—v <T < 0} = Pr(y),

where 0 < 4 <, (note Fig. 4.1). Then the CDF of T is

0, ¥ < -7
Pr(y)=q 1= Pr(=v), -7 <7y<0;
1, 20,

a,ndthePDFofI‘for0<0<7ris

, elsewhere.

Ul sin(|®]) csc? v
pr(7) = { oy B a,1ccot(|U|sm|q)| +cot|B) <y < a,m:cot(lU|
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@+ cot |®]);

| (4.8)




Note that using the absolute value of v in (4.2) is only for conciseness in (4.8), where we
actually have
d = |U|(sin(|®]) cot(—v) — cos ).

Using the CDFs or PDFs given above, we can calculate the arbitrary probability

Prr(y1,72) = Prob{m < T < 72},

where 71 < 72 and both are main valued bounds, (both are in the main value interval of
arg). To use Prr to calculate the probability distribution of ¥ or ¥ — 26, all we need do
is shift the specified region and convert it into one or two pairs of main-valued bounds for

use in Prp. For example, for main-valued bounds b; and be, we want to calculate

P P'I‘Ob{bl <T-20< b2}
Prob{b1 +8 < ¥ — 6 < by + 0} ) (4.9)
Prob{by + 8 < T < be + 8}.

I

ol

By adding multiples of 27 to b; 40 and by + 8, respectively, we can obtain a pair of bounds
bmy and bmg ( corresponding to by + 6 and by + 6, respectively) such that both bm; and

bmg are in (—7,7]. If bm; < bmao, they are main-valued bounds and
Py = Prp(bmy, bmy).
If bmy > bma, ,
P, = Prp(bmy, ) + Prp(—m, bmy).
In terms of PDF's, we can obtain the PDFs of ¥ and ¥ —26 by periodically extending
pr and then shifting by 6. The periodic extension of pr(y), ‘(withi period 27), is.

+o0
pr(7) = Y pr(y—i2n).

l=—c0

Then the PDF of U is )
p -0), - t<yp<m
mp) = { =00 v s

0, elsewhere, (4.10)

44




and the PDF of U — 28 is

p\I!-'-29(¢2) — { ﬁr(¢2 + 0)7 - < ¢2 S 5 (411)

0, elsewhere.

For later use in deriving the joint probability distribution, we define

_ ) 1L i<y
Hr(6s) = { 0, otherwise. (4.12) ,
For 4 =0,
)1, ify >0
Hr(6s) = { 0, otherwise. (4.13)
Tor=1land0< b <,
Hr(0;) =4 (L), ifo<y<m (4.14)
0, otherwise.

Here II(x) is the rectangular function which is equal to 1 if |z] £ 1 and 0 otherwise. In the
above equation, it is implied that arg(X) = 0 if |X| = 0. In this case we have

OHr _ { 5(7), if |67 < 7 —6;

Oy 6(y — ), otherwise. (4.15)

For f # 1 and 0 < 8 < , from (4.3) through (4.8), it is clear that for |d| < 1, (or
71 <7 < 72 Where 71 = arccot(; |s}n|¢| + cot |B]), 72 = a,rccot(m+cot |®|) for B < 1,
and 71 = —a,rccot(I |;}1|¢| + cot |B]), v2 = —arccot(l |slin|<1>| + cot |®]) for B > 1), we have

I, dp<1; (
Hr(6s) = { H—H(gg), if > 1. (4:16)
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Here II™ (=) is a function which is equal to 1 if |[¢] > 1 and 0 otherwise. Then we have

OHr

By = (6(z 4+ 0r) + 6(z ~ or)) 5

e, (4.17)

where .
1, ifB8<1;
c(B) = { -1, B> 1
We can also write the inverse function of r

arccot(ﬁli:l%lﬁ{—; +cot|®|),  if B < 1;
Op-1(0y) =

4.18
_a,rCCOt(-ﬁ:% + cot |®]), if B> 1. (4.18)

4.2.2 Probablllty Distribution of the Amplitude under Contmuous Tone
Jamming

In this sectiOn we consider the probability distribution of Ry and Rg, in particular
as a function of 6;7. They will be used in deriving the joint probability distribution.

Note that R; and R, are nbnnegative. For R, we have

R} = |YU-De-ie+ez™)2
= |E(ej0g~1) + ,[363.‘95)e‘~7'(‘9'*“9£.ri_1))|2
B3 + e =05-0)2 (4.19)
|E(e9% + Be?®)|? |
E?[(cosf + Bcos8y)? + (—sinf + Bsiny)?
E?[1 4 % + 2B cos(8 + 85)].

If71 > (l+,3)E P70b{R1 < 71} = 1. If71 < |1—,3|E P70b{R1 < 71} = 0. If|1—[3|E <
r1 < |14+ B|E, then we have

Prob{R, < r1} = Prob{cos(6y + 8) < cosOr, },
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where
2

Or, = a,rccos[(——- -1- ,82)2i

This implies a symmetrical region of 67 centered at m — § with a width of 7 — g, on either

side in which Ry < 7. Thus the CDF of R, is

]-a ™ _>.. (1 + :B)Ea
Pry(ri)={ 1= |1-BIE<r < |1+ B|E; (4.20)
0, m < |1—B|E.
.The PDF of Ry is
~Lg = e, 1= BIE <11 < (L4 A)E;
pRy(11) = w2462 — (g -1-2)? (4.21)
0, elsewhere.
Similar to Hr(0y7), we define
_ ]., if Rl S 713
Hr(00) = { 0, otherwise. (4.22)
For [1~ B|E <71 < (1+ B)E and —7 < 67 < 7, we have
—-6)—12
Hny(65) = 52 (¥ V=BT << (4.23)
l=—00 T 0R1 .
and
H ’
BEL = S [6(0s — (1~ 0) 127 + 7 — Op,) + (07 — (7 — 8) — 127 — (7 — 6,))]X
(_ arq )
-r<dy< .
(4.24)
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We can also write the inverse function of fg,,

91?;’ (6.) = E\/l + B2 + 2B cos(8,, ). A (4.25)

Similarly, for Ry we have

R} = |Y(i)e—j(0+0(‘“1))|2
| B0 +20) 4 ity e=io+oi )2
|E(e? + ei0s=027 =02 (4.26)

| B(e + Bei?)|?
E?[(cos8 + Bcosby)? + (sinb + ,3 sin 67)2]
E2[1 + 3% + 2B cos(6 — 67)].

As well, if 75 > (14 B)E, Prob{Ry < ra} = 1. If 1y < |1 — B|E, Prob{Ry < 73} = 0. If
|1 — B|E < 79 < |1 + B|E, then we have

1 T

Prob{Ry < 19} = Prob{cos(6; — ) < cosbgr,},

where
r2

| bR, = a,lccos[(— -1- ﬁ2) ]

This implies a symmetrical region of 8 centered at 6 + 7 with a width of 7 — fg, on either
side in which Ry 'S.’Pg. It can be seen that the CDF and PDF of R; are the same as those
of R;. That is, the CDF of Ry is

PRz('r2) = Pp, (T2)' | (4'27)

The PDF of Ry is
PRy(T2) = PR, (72). ' o (4.28)
As was done above, we define
_ 1, lf R2 S T9; )
Hr,(09) = { 0, otherwise. (4.29)
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For |1 — B|E < 73 < (14 B)E and —7 < 05 < 7, we have a slightly different result from

Hg,,

+o0 _ _ N
b= (m40)=Bmy o Lo, <, (4.30)

HR2(0J) - IEOOH( ™ — 0R2
and ‘ '
%l = YFe 6005 — (v +8)— 27+ 7 - Or,) + 6(87 — (7 + 0) — 127 — (7 — Op,))]X
(—-a'gr%z), -t < 85 <.
(4.31)
We can also write the inverse function of 0g,, '
Op=1 (Br;) = Ev/1+ B2 + 2B cos(fy,). (4.32)

4.2.3 The Joint Distribution and the Expectation

Using Hr, Hp, and Hp, defined previously, we have the joint CDF of T, R; and

R,
JET He(85)HR, (05)HR,(07)d8;
2T e

Prp, R, (7, 71, 7'2) =

The joint PDF, pr gr,,Rr,(7,71,72), has a somewhat unconventional form. Considering
PrR1,R, (7,71, m2)dydridry = Prob{y <T <y+dy,m1 < R1 £ r1+dri,m2 < Ry < ra4dra},

we can see that pr g, R,(7,"1,72) is nonzero only over a line (or several lines) in the three
dimensional space which consists of values of v, 71 and 7. In fact, it can be shown that
over these lines, the PDF assumes infinite values.

For the analysis of the BER performance, all we need know is the expectation of
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G(T, Ry, R;) where G is assumed to be an arbitrary continuous function. This will be shown

later. When 0 < 8 < = and 8 # 1, the expectation is given by

@ = fff-—*-:: G(77 7‘1,7‘2)])1‘,31,}22(’)', TlaTZ)d'YdTldTZ

1+8)E : it P
B i 7 Glovr ) S

8Hr, (65) 0Hg, (6
= 3= ff|(11_+ﬁ[|i);3E dridry [[? dyG(v,m1,72) f2, aHgﬁe” 1;}.1( 2) 1;32( 2 dg,;

1 E 8Hg, (05) 8HR, (6
= ok [ JEEOE drydry 7, 22 LA PR ) g

2 dyG(y,71,72)(6(67 + ) + 6(65 — 0r)) (2 )e(6)

8Hgp, (68;) 8HR, (6
= o [ IS drydry 7, e 0 2RO gy

Jo d6rG(Op-1(fr),m1,m2)(8(87 +6r) + 6(85 — Or))!

= & [ drdra J1, PR LD XA G0 (051), 71, 72)dbs?

= L [ g, fjw doy [T dfp, x |

| G(8p-1(1871), 651 (R, ), 72)(8(arg(?P7+0)) + O, ) + 8(arg(e(*7+0)) — Or, ))
= L [T dra [T, d95G(Bp-1(10]), 01 (| axg(elCrH)]), 1)?

= I Gl (071, Opcs (| azB (D)), Oy (| arg( OO ).

. (4.34)
From (4.18), (4.25) and (4.32) we can slightly simplify (4.34) to S

G= 2—17? / G(Op-1(87), 051 (05 + 0), 0p;1 (65 — 6))dby. (4.35)

!See Appendix A.
2See Appendix A.
3Sce Appendix A.
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If 8 = 0, it is clear that I is independent of By and R;. Thus

PRy ,Rs (77 1, 7'2) = 5("/)]71%1 ,RQ(T19 7‘2)7

where pr, r,(71,72) is the joint PDF of R; and R2. Note that the joint CDF of Ry and R»

is given by
Sy Hp,(02)Hr,(65)d6,
2r )

PRl,Rz(Th T?) =
Then following a procedure similar to that of deriving (4.35), we have

. 1 g )
G=o /4 G(0,85-1(61), B2 (6.))d8. (430)

When 8 =0, ¢ = 0 and |U| = 1—}}6&2, and limzgcotz — 1/sinz = 0, (for B # 1), so (4.18)
gives

Br—1(8,) = 0. (4.37)

When 8 = 1, (4.37) is also valid except for 6, = (2k + 1), where k is an integer. Since G is
a continuous function, (4.35) also applies when € = 0. From the point of view of numerical
computation, (4.36) provides a good apprommatlon when 8 = 0.

For 8 =1 and 0 < § < 7 using (4.15), we similarly have
G = J5 v [T, G185 (85 + 0), 62 (85 — 0)) 250 g
= [T gy d0IG(0,05-1 (85 + 6), B (6 — 0))
+ [7m=9) 4, G(n, Op1 (0 +0),0p-1 (67 — )
- (4.38)
+ g d01G(m,0p-1 (85 + 0),0p-1(07 — )]

= 1 [ (1r 8) d6;G(0, 0R—1(9_] +0), 9R—1(91 —9))

+ 2, d0,G(r, O (05— 7 +6), 051 (05 — 7 = 0))].
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Now we examine the relation between (4.35) and (4.38). When 8 = 1, U = cos¥§
and @ =0 or 7. If cosd > 0, ® = 0 and from (4.18), '

COS Oy cos 8., 1 : 1
Ol 3] T 2= Coeg + Vangay Tt - G

Then except for the single point 6, = # — 8, we have when 8 — 1

0, if|0| < r—6;

m, ifr >0y >r—86. (4.39)

%i_{f(l) Op-1(64) = {

If cos§ < 0, ® = 7 and from (4.18),

cos O _. cos . 1 1
|U| sin || T eot]®] = (Z cos 6 1)sin]<I>| + cot [#] Y] in |®|

Note limg—r cota +-1/sinx = 0. Then we can get (4.39) again. In conclusion, (4.38) is
the limit form of (4.35) when 8 — 1 and 8 = 1 is a continuous point. For numerical

computation, (4.38) may be used to provide a good approximation for 8= 1.

4.3 Performance of SFH/MDPSK under Multitone Jam-

ming

In this section we consider the performance of uncoded SFH/MDPSK under mul-
titone jamming. The transmitted M-ary DPSK signal has M possible differential phases
20; for i = 1,---, M, with equal probability of transmission.- The signal is hopped over
N frequencies and is jammed with probability p. When the signal is jammed, it has the
probability distribution. calculated in Section 4.2. We assume that there are enough symbols
per hop so that the energy loss due to the first dummy symbol of each hop is negligible.
We assume tha.t all jamming tones have equal power I%2/2. With a total jamming power J

available, the number of jammed frequency slots is

J J
U=pp =g
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where § = FE?/2 is the signal power. Suppose the hop frequency spacing is 1/T, where
T, is the M-ary symbol period. Then the total number of hop frequency slots with total

spread spectrum bandwidth W, is

_ Wss

N=1m,

= WgsTb ].Ong M,

where T} is the bit period. Then
_Q _ _J/SBYH 1

= < = = 4.40
N W‘gsTb 10g2 M ].ng Mﬂ2Eb/JO ’ ( )
where Jp is the equivalent broadband jamming power spectral density given by
Jo = J[W,s.
Ly is the signal energy per bit. Therefore £ is defined as
1
g = . 4.41
Viogy MpEy/Jo ( )

Note that p < 1 is a constraint, which implies g > Tg”_;lﬁ. The above result is
available in [12]. As well, since @ and N are integers, p is not continuous as it appears to
be. Nevertﬁeless, when N is large we may assume that p is continuous for computational
simplicity.

A decision region is specified for each of the M phases representing the M-ary
signal. -The probability that the received phase falls outside the decision region is the
symbol error probability conditioned on the transmission of that signal. The sum of all M
such conditional probabilities divided by M and averaged over the jamming state (whether
a hop is jammed or not) is the average symbol error probability P,. Specifically, when there
is AWGN with one-side spectral .density No, (system thermal noise), which is not negligibk‘e,

Py = PP31+(1—/))P32
= /)(—Psl;Ps2)+-Ps2
= TogiEiopE (Fo1 — Ps2) + Paa, (4.42)

> 1
sz \9ogy MEy/Jo
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where Py and Psy are the symbol error rates (SER) conditional on that hop being jammed
or not, respectively. Py is a function of both Ey/Jo a1‘1d Ey/No, and Py is a function of
Ey/No only. Py can be calculated by cdnsidering the signal as first being jammed and then
further contaminated by the additive noise. Then we can use (4.35) and (4.38) to compute
Ps1. Let G; be the SER conditional on I' = 4, R; = r; and Ry = ro. Let ;7 and b;p, with
bi1 < bi2, be the bounds determining the decision region for differential phase 26;. b;; and
bi2 lie within the particular 27 interval of interest (not necessarily (—m,n]). Then if 26; is

transmitted, we have the conditional SER [19]

, _ | F(bi) = F(bs), bin — 0; <y < bip — 03
Gilv,r1,m2) = { 1— Fbia) + F(ba), biz—6; > v ory > biz — 6, (443)
where
W si 91. - b /2 —[U~V sint—W cos(v+0; —b) cost] . _
F(b) = 5111(‘74: ) P . _eV e - , (4.44)
—r/2 sint — W cos(y + 6; — b) cost
.and
1 1
U=g(mtm), V=;502-m)W=mmn,
and
72Ty log, M 72T, logy M
m=——>Sxv. M= —":
2No 2No
Then we can write
e 11Tb 2T
| Gi(vy,m1,72) = Gi (v ’2N 5N, ) (4.45)
For 8 # 1, from (4.35), we have
Pa = Pa(B, 11\?0 = o Zz—l JZ dosx
G (0p-1(07)|6=0; » No(l + 8% + 2B cos(8 + 6; ), N (14 B2+ 2B cos(8s — 6; )
(4.46)
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For § =1, from (4.38), we have

Py = w4=3M, [f”(jf_'e ) 485G (0, T (14 B2 + 2B cos(6g + 6:)), 7= (1 + B2 + 2B cos(07 — 6:)))
+ [, d05G(m, B (1+ % — 2B cos(87 + 63)), 7 (1 + % — 2B cos(87 — 6;)))]
. (4.47)
~ Similarly, we have
32 = 32( ZG*( z’ b X/ (448)

Note that for a given E/No, Ps2 is a constant and Py is the function of ,@

To determine the worst case p, puwe, Which maximizes P, for a given Ey/Jo and

Ey/No, we rewrite (4.42) as

E, E, 1 _ '
2P, - Pl ) = g Pal6s 52) ~ Pal(Fo) = (6, 7 2 ()
Suppose that, with the constraint ,6 > 1/\/10g2 MEy[Jo, B = Bue gives the maximum

C(ﬁa No) Cma:z: Then .

Pue = o T T To B2 (4.50)
and the worst case SER is
) - Cmaa: E,
P = { — .
~+ Swe Eb/JO + PSZ(NO) (4 51)

Note that, in general, S and (maee are functions of both Ey/Np and Ep/ Jo. In
two special case which are commonly encountered, By and (qs are functions of E,/Np

only.
If Buwe = 1/+/logy M Ey[Jo for a range of Ey/Jo (whjch may occur for small Ey/Jo

when, e.g., ¢ is a function of  with a single maximum), then p,. = 1 which corresponds

to full band multitone jamming and

P 1 By

S = Ps P I - "-J:.'
v = Pl 70" o (4:52)
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If Buwe = Buwe(Ep/No) for a range of Ey/Jo (which may occur for large Eb/Jo when,

e.g., ¢ is a function of § with a single maximum), then

1 1
1082 Mﬂ'?uc Eb/JO ’

which corresponds to an inverse linear function of Ey/Jo with a slope (or the vertical shift

Puwc = (4.53)

in the logarithmic scale) dependent on Ep/Ng, and

Cma:z:
P = & Bldo +P32( ) (4.54)

which corresponds to a similar inverse linear function plus a floor SER due to the AWGN.

If the the system thermal noise can be neglected, then P, = 0 and

Py =1- —Z/ Br(7)le=6;d7. | (4.55)

The function P, may be optimized with respect to the signal phases and decision
regions. For example, for binary DPSK (M=2), we can have: (1) phase 26, = /2 corre-
sponding to 0 and phase 262 = 37/2 corresponding to 1; reasdnable decision regions in this
case are [0,7] for 0 and (—m,0) for 1; or (2) phase 26; = 0 correspénding to 0 and phase
202 = m corresponding to 1; reasonable decision regions are [—1y, 1] for 0 and the rest of
the phasor plane for 1. In scheme (2), without thermal noise, 9; = 0 would niakg P, =0
because when 0 is transmitted, the continuous jamming tone coqld never alter the trans-
mitted differential phase. Thus in this case inclusion of the thermal noise in the analysis
is indispensable and the desirable 1); is greater than 0. The pecuiiarity in scheme (2) does
not exist for similar signal phase schemes with M > 2. /

To compare system performances for different M we must convert Ps into an equiv-
alent bit error rate (BER), P;. For a small signal to noise ratio, we can use an orthogonal

model which results in
P~ M P
T o=y
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If a Gray codeis used, so that the Hamming distance of the binary representation of adjacent

differential signal phases is 1, we may have, for a large signal to noise ratio[22], _

1
10g2 .A/.[ PS )

b~

4.3.1 Performance Results

We now present some numerical results based on the analysis in the preceding Sec-
tions. Performance is measured by the worst case BER for the DPSK signalling scheme,
and the specific Ey/Jo and Ey/No. Two configurations were given in the preceding section
f01; binary DPSK. The first of these had 26; = 0 and 26, = =. Fig. 4.2 shows the worst
case BER performance of this scheme for Ey/Jo(dB) from 2 to 28, and E;/No(dB) = 4,
5, 6, 8, 10 and 28. This Figure is the same as Fig. 3 iﬁ [17]. N?te the error floor due to
the noise level. The corresponding plot of E,/No(dB) vs BER for E,/Jo(dB) = 0, 2, 4, 6,
10, 15 and 20 is given in Fig. 4.3. This plot also shows the error floor, this time due to the
fixed Ey/Jo. This figure differs from Fig. 2 in [17] because it uses S/J instead of Ey/Jo,
which is used in the Figures in this report. The meaning of S/J is unclear to the authors.
The worst case jamming parameter vs E,/Jo is given in Fig. 4.4. This is the same as Fig.
4 in {17]. The second signa,]ling scheme for binary DPSK is 26, = 7/2 and 26, = 37/2. The
BER performance of this scheme, vs E;/Jo is given in Fig. 4.5. Comparison with the first
scheme shows that 26, = 0 is superior, as indicated in the previous section. Asymptotically,
they are identical in performance, but for large Ey/Jo, the first scheme is better, i.e., when
Iy/Jo >> Ey/No. The two previous schemes were evaluated with symmetric decision re-
gions. If we now take the first scheme and modify the decision regions so that by; = —7 /4
and b2 = w/4, and bg; = 7/4 and ‘bgz = Tr/4, we get the result shown in Fig. 4.6. The
performance of this scheme is worse than those with equal decision regions when E;/No
is large, but superior when E/No is small. Thus the choice of the best DPSK signalling

scheme, and decision regions, is dependent upon the relative strength of the noise and tone
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Iigure 4.2: Worst Case BER vs E,/Jo(dB) for Ey/No(dB) = 4, 5, 6, 8, 10 and 28, for
binary DPSK with 26; = 0 and 20, = 7. Decision regions are equal and symmetric.
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Iigure 4.3: Worst Case BER vs E,/No(dB) for /Jo(dB) = 0, 2, 4, 6, 10, 15 and 20, for
binary DPSK with 26; = 0 and 26, = 7. Decision regions are equal and symmetric.
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Figure 4.4: pye vs Ey/Jo(dB) for Eb/N(j(dB) =4, 5,6, 8, 10 and 28, for binary DPSK
with 26; = 0 and 262 = 7. Decision regions are equal and symmetric.
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Figure 4.5: Worst Case BER vs E}/Jo(dB) for Ey/Np(dB) = 4, 5, 6, 8, 10 and 28, for
binary DPSK with 26; = x /2 and 26, = 3% /2. Decision regions are equal and symmetric.
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Figure 4.6: Worst Case BER vs E}/Jo(dB) for Ep/No(dB) = 4, 5, 6, 8, 10 and 28, for
binary DPSK with 26; = 0 and 20, = r. The decision region boundaries are 7 /4 and —= /4.
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jamming.

For M = 4 we look at two symmetric signalling schemes with equal decision regions.
The first has 26y = 0, and‘the second has 20; = 7 /4. Figs. 4.7 and 4.8 give the BER
performance of these schemes, respectively, for E/Jo = 2 to 28, and E,/No(dB) = 4, 6,
8, 10, 20 and 28. From these Figures, it is clear that choosing 26; = 0 is best when E;/Jo
is large, as was the case for binary DPSK. As expected, the performance of 4-ary DPSK is
better than binary DPSK.

4.4 Concluding Remarks

This chapter has addressed some basic problems associated with SFH/DPSK. Gen-
eral probability distributions are derived for arbitrary DPSK signals. Applying these distri-
butions, we have evaluated the pérformance of SFH/DPSK under both tone jamming and
system thermal noise for M = 2 and 4. The performance results indicate that choosing
20, = 0 is best under tone jamming, and equal and symmetrical decision regions are best

when noise is predominant, with the choice of 201 arbitrary.
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Chapter 5

Suggestions for Future Work

5.1 Coding for Slow Frequency Hopping Systems

To analyse the performance of coded SFH/ DPSI{, we will first investigate some
error exponent type of bounds. These bounds will facihtafe the performance evaluation of a
specific coding scheme. They may also provide information on the expected implementation
complexity to meet certain pefformance requirements. They can also Be used to optimize

system parameters such as the code rate.

5.1.1 Reed-Solomon Codes

Continuing with our work on the probability distribution of SFH/DPSK, we will
study the coded- symbol error rate. One coded symbol may consist of several channel
symbols. Under tone jamming, channel symbol errors occur in a correlative way which
complicates the calculation of the coded symbol error rate. The use of codes such as Reed-

Solomon codes may be quite effective in such channels.

5.1.2 -Coding with Deep Interleaving

Random error correcting codes are usually used to combat bursty errors through

interleaving. Since jammed SFH/DPSK signals can have long error bursts, the interleaving
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used should have a large depth. Unfortuna,fely, interleaving all coded symbols over one
hop is costly in terms of complexity, interleaver cost and decoding delay. The benefits
of this scheme are improved performance and robustness as far as error burst lengths are
concerned. Thus it may be used as a benchmark to compare with in assessing other coded

systems.

5.1.3 Long Error Correcting Codes to Correct Both Burst and Random
Errors

In this technique, a long codeword is continually transmitted over several hops
without interleaving. Then the longest error burst is limited to the number of bits per hop,
and the code should be designed to correct bursts of that length. If the error bursts are
short and frequent, however, the burst error correcting code performance is degraded. Thus
the task in this section is to design a combined code that can efficiently correct both burst
and random errors. This type of coding is also attractive if the jamming signal level is élose

to the level of system thermal noise, which causes random errors.
5.1.4 Diversity and Coding

This is described in section 5.4.1.

5.2 Error Correcting Codes for a High Channel Error Rate

‘In order to correct errors with an error rate as high as 10~} low rate codes will
be considered. Low rate codes can provide larger minimum distances (or free distances
for convolutional codes), which result in increased error correcting power. To verify the
correctness of decoded information, which Iila,y be control commands, an error detection
code can be used as an inner code concatenated with an error correction outer code. At the
receiving end, error correction is performed first, and then the decoded output is tested by

the error detection circuit. This will generate a highly reliable command whenever errors
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can be detected.
An alternative to this method could be to repeat a coded command several times.
After error correction decoding, the copies of the same command are compared and a

majority vote taken to decide which is the most likely command transmitted.

5.3 Implementation of CODECs

We will concentrate on the design of Reed-Solomon CODECs and the implementa-
tion of a Galois Field processor. In addition, implementation using Xilinx technology will

continue.

5.4 Communications Over An Intentional Interference Chan-
nel

In tglﬁs section we propose various approaches to the general problem of communicat-
ing over an intentional interference channel. These will be pursued to pfovide a framework
in which the work for particular systems of interest may be evaluated. The approaches
taken here are quite theoretical and are intended to provide insights into certain aspects of
the general problem, insights‘ that can hopefully be of use to the central consideration of the
work. Several lines of work have been identified that might be of interest and use and two
of these are introduced here. Section 5.4.1 considers the problem of diversity versus coding,
a problem that has been of considerable interest to the literature in this area for some time.
Numérous papers report results on the problem, although most consider a large number
of coding and diversity schemes and give probability of error curves and reach conclusions
based on these. A more “universal” approach is proposed here. Subsection 5.4.2 has a
few comments on the problems of modeling and evaluating the appropriateness of janﬁning
models. It is felt that such an area of research might be of use to test the robustness of

system models shown to perform acceptably well in the more conventional channel models.
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5.4.1 Diversity versus Coding

Typically a spread spectrum system will operate in an environment that requires
the use of large amounts of redundancy for successful communication. Such redundancy can
be achieved by coding or diversity (repetition coding) or a combination of the two (concate-

‘nated coding). Numerous studies have evaluated the performance of a variety of specific
diversity and coding -schemes and some of these are reported in the volumes of Simon et.
al. [12]. The problem is of such complexity that it is difficult, at best, to gain insight.

In order to alleviate the problems that some of these studies have, an information-
theoretic approach is sometimes used [23] where the minimum SNR to achieve either capac-
ity or computational cut-off rate in fhe presence of partial bg,nd jamming, say, is computed.

| This approach appears to be very interesting although it is not clear how closely the in-

tuition achieved from such a study matches reality. Some relevant work on this approach

that is in progress [24] uses the simplified interference channel model of Chase and QOzarow ,

[25] in an attempt to gain further insight. This work includes consideration of the coherent
and noncoherent systems and the effects of both coding and diversity. Although this study
was not motivated by the present contract, the results should prove interesting to it and
will hopefully suggest lines of inquiry of more direct interest to this work.

Another possible approach to the diversity /coding problem is studied in the work
of Chase [26], which considered code combining.for a packet network application. While
this approach was not felt to be of interest to spread spectrum situations, many of the
observations mentioned there are most relevant. In particular, he compared the minimum
distance obtainable from a “pure” code (no dlver31ty) to that obtamable from a repetition
code (diversity) w1th a given fixed code of some rate. For convolumonal codes he noted that
the well known rate 1/2, K = 7 convolutional code has a free distance of 10 and achieves
the upper bound. With diversity 8 a code with rate 1/166 and free distance 80 is obtained

while the maximum free distance poésible is 82. For diversity 64 the code rate is 1/128 and
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the free distance is 640 as opposed to a maximum possible of 658. Similar observations are

made for binary block codes. The implications of these observations are that, for such low

rate codes, there is little to be gained from “pure” éoding since the combination of diversity

and coding will be so much easier to decode and the performance difference negligible.
This approach can be modified as follows. An asymptotic form of the Varshamov-

Gilbert bound shows that, for large values of block length n, there exists an infinite sequence

of codes with rate at least R and minimum distance d as long as
R>1— H(d/n),0 < R<1,0<d/n<1/2, : (5.1)

where H(z) = ——:vlogg(é;)—(1—m)logg(1—m),0 < @ £ 1, [21]. For binary convolutional codes
of rate R and constraint length K we have the Heller upper bound on the free distance,
min 2" K+4+h-1
< .
df < R 2h—~1 2R

Assuming for the moment that codes exist that meet these bounds, these expressions allow

(5.2)

an accurate determination of the trade-off between the minimum distance of “pure” and

concatenated codes. It should be possible to take these trade-offs and translate them into

' perfbrmance trade-offs in a direct manner. It should be noted that the Varshamov-Gilbert

lower bound is an existence result only and most well known classes of codes fall well short of
it. However, it is expected that the performance differences between actual codes with and
without diversity will closely follow the performance differences of the assumed codes with
and without diversity. For schemes using diversity, of course, the effect of the combining
loss \§i11 have to be considered. Hopefully this can be done in a reasonable manner to yield
some useful insights into the problem. This approach should Aprovide, at the least, one more

tool to consider in the complex analysis of these systems.
5.4.2 Imterference Channel Modeling

The problem of designing systems to operate in an intentional interference envi-

ronment is complex. The system performance is determined by its performance in the
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worst-case scenario and thus the systems must be robust, operating in an acceptable man-
ner in all possible environments. The modeling of these environments is thus an important
aspect of the problem.

The usual partial band noise model assumes the jammer has available a noise source
of two-sided power spectral density Jo/2. The jammer is .able to adjust the noise source to
achieve a power spectral density of Jo/2p over a fraction p of the band for any p, 0 < p < 1.
It is sometimes assumed in the simplest form of this conventional jamming model, that
when the transmission is not jammed, perfecf receptidn is made. This last assumption is
often modified by including a background or thermal noise component to the total received
noise and this complicates matters further.

The model of Chase and Ozarow mentioned in the previous section [25] appears to
be simpler than the conventional one, yet intuitively useful. It assumes that, when there

is no jamming, which happens with probability 1 — p, signal plus noise is received where

the noise has a power spectral density of Jo/2. In the presence of jamming, which happens

with probability p, the received signal consists of noise only. The assumption is that in the
presence of jamming the noise completely masks the signal. This model has the advantage
that only one noise power spectral density is involved and yet accounts for the effec'ts of the
jamming. As well, this model appears to be simpler than the conventional one, yet it has
intuitive appeal. It would be of interest to reconsider the performance of systems evaluated
for the conventional model to determine the performance sensitivity to such model changes.
The lack of robustness of such systems might have serious implications. As mentioned in
the previous section, the Chase-Ozarow investigation [25], which considers the problem only
from an information-theoretic point of view, should prove interesting.

There has been a considerable amount of recent work on the modeling channels,
inspired by the interference channel model. This includes channels with block interference

[27] and game theoretic approaches to jamming situations [28]. More recently there has
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been growing interest in the study of Arbitrarily Varying Channels (AVC’s) (e.g. [29],[30]).
Again, much of the interest of this work has been of an information-theoretic nature, proving
co«iing bounds and error rate exponents etc. It may be however that some of this work will

have practical implications and it is intended to monitor this area for future consideration.

5.4.3 Comments

Section 5.4 of has attempted to outline some approaches to the investigation of the
problem of coding and diversity on intentional interference channels with the view that the
results obtained will be of use to the systems of interest in this contract. It is also intended
that the approaches of subsections 5.4.1 and 5.4.2 be somehow aligned when they have
progressed far enough so that coding and diversity can be considered for a wider variety of

channel models than is presently the case.
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Appendix A

Notes on the Derivation of (4.34)

1. Here we use the integral transformation specified by

~ Or(y) = arceos(d), 11 < 7 < 72
with d given in (4.2).
For 8 < 1,C(B) = 1, and Op(71) = 0,0r(72) = 7. Thus
D dyG(7,71,72)(6(07 + Or) + 6(85 — 6r))GEC(B)

| (A1)
= foﬂ- dorG(fr-1(6r), 1, 7‘2)(5(9J + br) + 6(65 — 0[‘)).
For § > 1, C(8) =1 and fp(m1) = ,0p(72) = 0. Thus (A.1) is still valid. -
2. For 0 < |8;] < , it is obvious that _
f(;r dorG(0p-1(6r),r1,72)(8(85 + Or) + 6(6 — 6r))
(A.2)

= G(0p-1(]01),m1,7m2),
because either 8y +8r = 0 or 5 — fr < 0 can be satisfied for some 0 <7 < but
not both. For 87 = 0, the right hand side of (A.2) will be 2G(0p-1(]6]),71,72). Since
the integration with respect to 8 is over a continuous integrand, changing the value
of the integrand at a single point of 8y, i.e., 8; = 0, will not affect the integration

result. Thus (A.2) is valid for all |6;] < .

78




3. Using exactly the same arguments as in item 2, we have

fo7r d0R1 G(Gp-1(|9]|),0R1—1 (0R1)’r2)(6(arg(ej(ej+e)) + 0R1) + 6(arg(ej(91+6)) - 0R1))

= G(Or-1(161), Opcr (larg (0 O0)]), )

In this case the arg function is used to ensure that the angles concerned are in the

range (—m, ], because 6,, varies from 0 to .
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Appendix B

A Comparison of the Motorola

DSP56000 and the Texas
Instruments TMSSZOCZ5 Dlgltal
Signal Processors for
Implementing the (127, 99) BCH .
Code | é

This Appendix presents algorithms for efficient microprocessor implementations of
a decoder. The ability to implement time critical steps in these algorithms is the basis
for comparing the DSP56000 and TMS320C25. The DSP56000’s comparatively general
purpose architecture and certain unique features provide a lligllel‘ bit rate decoder than
can be implemented on the TMS320C25. Assembly language programs were written and
then tested for performance and fiming using IBM PC based simulators of the processors.
A complete decoder was implemented on the DSP56000, achieving an average bit rate in

excess of 1 million bits per second.
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B.1 Introduction

This Appendix investigates and compares the Motorola DSP56000 and the Texas
Tnstruments TMS320C25 digital signal processors based on their use in implementing a four
error correcting (127,99) BCH code decoder. This code was chosen as a good compromise
between performance and implementation complexity [31]. Previous to the implementa-
tion outlined in this Appendix, two decoders had already been created. The first decoder
was implemented in software using the C programming language. The second decoder was
implemented in hardware using the XILINX programmable logic device with peripheral
memory and logic integrated circuits. ' |

Section B.2 provides some backgfound on the theory of error control coding and
digital signal processors. Section B.3 outlines the high level operation of a decoder and
presents the decoding algorithms chosen and developed for a digital signal processor imple-
mentation. The time critical operations of the decoding algorithms are pinpointed. Section
B.4 compares the Motorola DSP56000 and Texas Instruments TMS320C25 on the basis of
how well they can perform the time critical operations of the decoding algorithms. Section
B.5 presents performance results of the complete decoder which was implemented on the

Motorola DSP56000. Results presented in Sections B.4 and B.5 are based on code tested

for both processors with IBM PC based simulators. Section B.6 gives the conclusions of the '

Appendix.

B.2 Background

B.2.1 Error Control Coding Theory
Error control coding is implemented by adding redundant information (parity bits)
to a message before transmission. This redundant information is used by the receiver to

detect and/or correct errors in the received message. In this Appendix, the decoder imple-

mentation corrects errors as opposed.to just detecting errors. The number of errors which

81




can be corrected depends on the error control coding scheme used and is proportional to the
amount of redundant information added to a message. A (127,99) BCH code will correct
all one, two, three and four bit errors in a single 127 bit received message (which includes
the parity bits). A simple block diagram of a digiteﬂ transmission system incorporating
a (127,99) BCH error control code is given in Fig. B.l. The error control coding is ac-
complished in the encoder block of the transmitter and the decoder block of the receiver.

In a system using (127,99) BCH coding, the encoder receives a message vector m
containing 99 bits. The encoder uses the message vector to compute 28 parity bits. The
encoder outputs a code vector ¢ containing 127 = 99 + 28 bits, the parity bits having been
tagged onto the end of the message vector. Encoded messages are transmitted one vector at
a time. If no errors occur during transmission, the received vector » output by the receiver
demodulator is identical to the code vector ¢. In this case, the decoder simply removes the
28 parity bits from the received vector and outputs the message vector m.

If errors occur during transmission, the received vector r is not identical to the
code vector ¢, as some bits are flipped where errors have occurred. As long as the number
of errors is less than or equal to four, the decoder corrects the flipped bits in the message
portion of the received vector and outputs the message vector m. (Errors in the 28 parity
bits are included in the total number of errors, but are not corrected since the parity bits

are not output from the decoder.) If the number of errors is greater than four, the decoder

~ erroneously corrects the received vector. This erroneous correction may or may not be de-

tected. The error correcting power of a decoder should in general be sufficient to make the
probability of undetected erroneous correction almost zero.

Implementing the encoder is a trivial problem. The decoder implementation, how-
ever, is nontrivial, and increases in complexity with the number of correctable errors. The
decoder typically requires significantly more time than the encoder to process data when

correcting errors. The maximum achievable data rate for a system is limited by the maxi-
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Figure B.1: Block Diagram of a Digital Transmission System Incorporating the (127,99) BCH Error Correcting
Code. ‘




mum rate at which the decoder can correct errors. Thus optimizing the decoder for speed
is a primary goal in implementation. In general, implementing a decoder is a practical way
to evaluate the usefulness of any technology or device for error control coding applications.

The reader is referred to [32] or [33] for further information on error control coding

in general and BCH codes in particular.

B.2.2 Digital Signal Processors

Digital signal processors (DSP’s) are special purpose microprocessors which have
been designed specifically for implementing signal processing functions such as digital filters

and I'ast Fourier Transforms (FFT). Important features distinguishing DSP’s, such as the

Motorola DSP56000 and Texas Instruments TMS320C25, from most general purpose micro-

processors are fast instruction cycles, parallel and/or pipelined operation, internal memory
(RAM and ROM), multiple data/program buses, DSP oriented addressing modes and a
fast ﬁmltiplication circuit. All of these feafures except the fast muifiﬂication circuit éaﬁ be
exploited in implementing a decoder.

There exist faster and more powerful DSP’s than the DSP56000 and TMS320C25.
These include the Motorola DSP96002 and the Texas Instruments TMS320C30. However,

. this comparison serves to identify which decoding algorithms are computationally intensive,

and what hardware features are desirable for decoder implementation.

.B.3 Decoder Operatioh and Algorithms

The decoder for a (127,99) BCH code performs the high level algorithm presented
in Fig. B.2. The key steps of this algorithm are: ‘

1. computing the syndromes,

2. forming the error locator polynomial, and
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3. finding the roots of the error locator polynomial.

Input and output, and correcting the locations of the erroneous bits are comparatively trivial
steps and will not be discussed further here. It is the above three steps that constitute the

bulk of the decoding process.

while (receiving transmitted code vectors)
input 127 bit received vector
detect errors by computing syndromes
if (errors detected)
locate errors by forming error locator
polynomial and finding its roots
correct errors in received vector
end if
output (corrected) 99 bit message vector
end while .

Figure B.2: The High Level Decoder Algorithm

All ‘three steps are based on mathematical calculations in a 128 element finite field
(Galois Field), denoted as GF(27). Individual elements in the finite field are represented
by a unique 7 bit vector. There are 128 unique ‘7 bit vectors and thus 128 elements in
the finite field. Only 3 finite field mathematical operations are required for the decoder
implementation, addition, multiplication and division. The important feature of a finite
. field, and operations in the finite field, is that the result of any calculation is always one of
the elements in the finite field. The reader is referred to [32] or [33] for fﬁrther information
on finite field (Galois Field) theory. '

A number of algorithms exist for the decoding steps. Some are oriented to hardware
implementation, while others are better for software. The algorithrhs given in this Appendix
are considered the best for a (127,99) BCH code implemented on a microprocessor. The

reader is referred to [31] for a thorough discussion of the relative merit of different algorithms
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useful for a software implementation. The algorithms for the three decoding steps follow.
B.3.1 The Syndrome Computation Algorithm

The first step in the decoding process is to compute the four syndromes (symptoms
of errors), 51, 93, S5 and S7. If any of the syndromes are nonzero, errors have been detected.

The syndromes are 7 bit finite field elements and are computed using the following equations:

S = 7o+ ratrea 4o 4 rigeat?®,

S3 = 7ro4rad+rgaf 4ot 4 11260578,
S5 = ro+ra®+reat® - 4 r26a8%0,
S7 = 1o+ ra’ +reatt 4ot 4 1960882,

where 7; is bit ¢ in the received code vector, and of is a 7 bit element of the finite field.
An efficient algorithm for computing the syndromes based on the above equations

uses table lookup. The individual syﬂdromes are concatenated to form a single 28 bit syn-
drome word S. Similarly, the coefficients o* for each bit r; are concatenated to form 28 bit

syndrome masks, M;. The M; are explicitly defined as follows:

My = [a°a® a° o,
My = [o,0®, o°, 7],
Migs = [al?8,a%78, o830 887],

These syndrome masks are stored in a 127 x 28 bit table. The algorithm for com-

puting the syndrome word S is given in Fig. B.3. The bit index ¢ runs from 126 down to 0
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because in most cases, if the message is being transmitted serially to the decoder, the first
bit received is r196. The addition of the 28 bit masks is an extension of finite field addition.
After the syndrome word S is computed, the individual syndromes Sy, §3, S5 and §7 are

extracted.

S=0
for (i = 126 down to 0)
if (ri = 1)
S =8+ M;
end if
end for

Figure B.3: The Syndrome Computation Algorithm

B.3.2 The Error Locator Polynomial Algorithm

If any of the syndromes computed for a received vector are nonzero, bit errors
have been detected. The next step in the decoding process is to form the error locator

polynomial. This is done by computing the coefficients o; of the error locator polynomial:
o(z) = 04 + 03z + 0922 + 012° + 2.

The roots of the error locator polynomial o(z) are the indexes of the erroneous bit locations
in the received vector. For example, if one root is the finite field element 87, then the bit
rg7 in the received vector is in error and must be flipped. |

The quickest algorithm for computing the error locator polynomial coefficients for
a four error correcting BCH code is Peterson’s direct solution [33]. The algorithm comsists

of two steps:

1. determine an estimate of the range of errors that are contained in the received vector.
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2. based on this number and the syndrome values, use the appropriate set of equations

to compute the polynomial coefficients.

All of these calculations use the the previously computed syndromes.

The first step is to compute the following determinant:
determinant = S3(S3 + S3) + S1(S} + S5).

If the determinant is zero, there are one or two bit errors, and if the determinant is nonzero,
there are three or four bit errors.

The second step is to compute the o;. Three sets of equations are available:

1. for one or two bit errors detected,

2. for three or four bit errors detected with Sy # 0,

3. for three or four bit errors detected with §; = 0.

The equations for each case are presented in Table B.1.

After computing the o;, the exact number of bit errors in the received vector is

determined as follows:

number of errors = 4dif o4 #0,

number of errors = 3if o4=0and o3#0,

number of errors = 2if 04 = 03=0and o9 # 0,
number of errors = 1if o4 =03=09=0and o1 #0.

This covers all possible cases for the computed o;.

B.3.3 The Polynomial Root Finding Algorithm

Unfortunately, there are no eiegant algorithms for finding the roots of a polynomial

defined over a finite field. The standard algorithm is the Chien search, which is really just
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1. Two error correcting formulas:

2. Tour error correcting formulas:

gy =

g9 =

g3 =

o1 = 51,
S3+Si3

g2 = Ta

o3 = 0,

04 =

S1,

51(S7 + S7) + S3(53 + Ss)

S3(S3 + S3) + S1(S5 + S5)’

(S2 + S3) + S109,

(S5 + 5253) + (53 + S3)03
Y '

3. Simplified four error correcting formulas for $; = 0:

o1 = SI,
Jg9 = %
S3’
o3 = S,
o = S2 + 5357
4 Sg

Table B.1: Formulas for the Error Locator Polynomial Coefficients
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an exhaustive search. Each element of the finite field is substituted into the error locator
- polynomial to determine whether or not it is a root. The efficiency of this algorithm can

be increased by:

1. only testing those finite field elements which, if a root, specify an erroneous bit in the

99 message bits of the 127 bit received vector,
2. nested evaluation of the polynomial,
3. degrading the polynomial after a Toot is found,
4. using a lookup table for one and two error cases.

An algorithm including the above optimization is given in Fig. B.4. Note that
i is the bit index corresponding to the received vector and o' is the finite field element
corresponding to the received bit r;. If o is found as a root of o(z), r; is in error. It is only
necessary to degrade o(2) from degree four to three and from dégree three to two. The
equations for degrading o(z) are presented in Table B.2.

The algorithm presented in Fig. B.4 also includes correction of the bits in error.

For implementation purposes, it is more efficient to simply store each error location found

and continue the search. When all of the error locations have been found and stored, a bit

correction routine uses the stored error locations to determine which bits to flip in the 99
message bits of the 127 bit received vector. This variation of the algorithm is implied by

the high level decoding algorithm presented at the beginning of this Section.
B.3.4 Time Critical Components of the Algorithms

Of the three decoding steps, the first and the third are the most computationally
intensive. This is because both syndrome computation and polynomial root finding are done
on a per bit basis. The implementations of both algorithms must minimize execution time.

The syndrome computation algorithm can be considered on an entire codeword basis when
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1 =126
while (number of errors > 2) and (i > 27)
B = a(a’)
if (B=0)
correct r;
degrade o(z)
number of errors = number of errors - 1
end if
i=1-1
end while
if (i> 27)

lookup error locations two and one

if (error location two > 27)
“correct Tiyo

end if

if (error location one > 27)
correct Tone

end if

end if

Figure B.4: The Algorithm to Find the Roots of the Error Locator Polynomial
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1. Formulas for degrading o(2) from degree 4 to 3:

O'i = o1+8,
0"3 = Giﬂ + o9,
0'1,3 = Géﬂ + o3,
oy = 0.

- 2. Formulas for degrading o(z) from degree 3 to 2:

0'; = 0 +:61
oy = 01B+ oy,
o5 = 0,

oy = 0.

Table B.2: The Polynomial Coefficient Degradation.Formula,s
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attempting to minimize its execution time. The execution time of the root finding algorithm
is primarily dependent on how fast finite field multiplies and additions are performed. To
adequately compare implementation alternatives, it is generally sufficient to compare how

fast syndrome computation, multiplication and addition can be performed.

B.4 Comparison of the Motorola DSP56000 and Texas In-
struments TMS320C25

Both the Motorola DSP56000 and the Texas Instruments TMS320C25 processors

are designed to efficiently implement standard digital signal processing functions such as

digital filters and FFTs. When compared on this basis, the processors achieve compara- -

ble processing rates. Neither processor is specifically designed for error correcting decoder
implementations. A very basic problem with both proéessors, as well as with any gen-
eral purpose microprocessor, is that the mathematical instructions operate on fixed point
numbers (on the TMS320C25, integers) as opposed to finite field elements. As discussed
previously, the fast implementation of finite field mathematical operations is essential to

fast decoding. Implementation alternatives using lookup tables provide the fastest finite

field mathematical operations on both processors. Before comparing the DSP56000 and -

TMS320C25 on the basis of implementing the time critical components of the decoding

algorithms, it is useful to provide a brief overview and comparison of their architectures.
B.4.1 - The Processor Architectures

This section presents those features of the DSP56000 and TMS320C25 architectures

which are relevant to a decoder implementation.
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DSP56000

The DSP56000 can execute up to 10.25 million instructions per second based on an
instruction cycle time of 97.5 ns. Most instructions take only one instruction cycle. This
fast instruction cycle time is achieved by pipelining the fetch, decode and execution opera-
tions for a single instruction. During instruction execution the program controller, address
arithmetic logic unit (address ALU) and data ALU operate in parallel. ,

The DSP56000 uses a 24 bit program and data word size. The data ALU has
potentially eight independent 24 bit registers. Two of the registers (A and B) are available
as 24 bit accumulators to hold the results of 24 bit data ALU operations. '

The DSP56000 has three separate 64K-word memory spaces, program memory, X
data memory and Y data memory. Some on board memory is provided in each of the mem-
ory spaces. Internal program memory consists of 2K words of ROM. Internal X and Y data
memories both include 256 words of RAM and 256 words of ROM, so they provide a total
of 1X words of internal data memory. >InternaJ1 program and data memory are ilmpo'rta,nt,
as they allow zero wait state memory accesses and thus instructions can be performed in
one instruction cycle. External memory can also provide zero wait states, but is exi)ensive.
Internal memory accesses are performed using three internal 16 bit address buses and four
internal 24 bit data buses. This is another advantage of internal memory, allowing program,
X data and Y data to be moved in parallel internally. External memory (program, X or Y
data) is accessed using a single external 16 bit address bus and a single external 24 bit data
bus. ‘

Memory addressing is primarily indirect, using any of the eight 16 bit address reg-
isters in the address ALU. Seven indirect addressing modes are provided with three types
of address update arithmetic. Each address register has a dedicated index register and ad-
dress arithmetic register. Four 6f the addressing modes allow memory to be read or written

and the address register to be updated in the same instruction cycle. This is important
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for moving through data in an array. Circular buffers are supported in hardware by mod-
ulo address update arithmetic. Some direct addressing is supported, but only for memory
mapped I/0 and writing or storing control registers. This can prove to be a limitation when
implementing several distinct variables that are used in the same program section but are
not suited to being stored in an array.

. The instruction set for the DSP56000 is in many ways close to that of a reduced
inétruction set computer (RISC), having.only 62 basic instructions. The data ALU im-
‘plements all of the standard fixed point arithmetic instructions and logical instructions.
Two important features of the instruction set are parallel data moves and hardware DO
loops. Most of the instructions involving the data ALU allow up to two data words to
be moved simultaneously with the execution of the instruction. This is facilitated by the
multiple internal address and data buses mentioned previously. Nine types of parallel data
moves are provided involving registers and/or memory. A single instruction is provided
for setting up the execution of program loops. A set of hardware registérs and a system
stack provide all the necessary control for executing the looping operation as well as nesting

loops. Thus no time is lost in loops executing a “decrement counter and branch” instruction.

Both serial and 24 bit parallel input and output (I/O) are provided on the DSP56000.

Asynchronous and synchronous serial I/O are implemented using a serial communications
interface (SCI) and/or a synchronous serial interface (SSI). The SCI provides asynchronous
rates up to 320K bits per second and éynchronous rates up to 2.5M bits per second. The
SSI provides synchronous rates up to 5M bits per second. Parallel I/ O is memory mapped
to the high address segment of Y data memory. A single input or output takes a minimum
of two instruction cycles. The reader is referred to [35] and [36] for detailed information on

the DSP56000.
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TMS320C25

The TMS320C25 can execute up to 10 million instructions per second based on
an instruction cycle time of 100 ns. Most instructions take only one instruction cycle.
This fast instruction cycle time is achieved by pipelining the fetch, decode and execution
operations for a single instruction. During instruction execution, the program controller,
central arithmetic logic unit (CALU) and auxiliary register arithmetic unit (ARAU) operate
in parallel. .

The TMS320C25 uses a 16 bit program and data word size. The CALU has one 32
bit accumulator register and two registers used in conjunction with the hardware multiplier.
The lack of registers is somewhat compensated by the fact that memory operands can be
used as input in CALU instructions. Some instructions involving the accumulator operate
only on 16 bits while others operate on the full 32 bits. The groupings of 16 bit and 32 bit
instructions does not always make sense. For example, the logical instructions And, Or and
Exclusive Or operate only on 16 bits of the accumulator but Logical Shift Left and Logical
Shift Right operate on the full 32 bits. This can be a problem in implementing certain
algorithms requiring logical operations and shifts on the same 16 bit word. Having only one
accumulator is also a definite restriction in that two.separate mathematical operations on
different data can not be implemented conveniently in parallel.

The TMS320C25 has two separate 64K-word memory spaces: program memory and
data memory. Some on board memory is provided in both of the memory spaces. Internal
program memory consists of 4K words of ROM. Internal data memory consists of 544 words

of RAM. Of this RAM, 256 words can be configured to be part of the program memory

'space instead of the data memory space. Internal memory accesses are performed using two

internal 16 bit address buses and two internal 16 bit data buses. One of each is used for
program memory accesses and the other of each is used for da,ta‘memory accesses. External

memory (both program and data) are accessed using a single external 16 bit address bus
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and a single external 16 bit data bus.

Memory addressing can be either direct or indirect. In the case of direct addressing,
memory is paged such that 128 words of data memory are addressable at any one instant.
Indirect addressing is provided using eight 16 bit auxiliary registers which are also used for
looping control. Seven addressing modes are provided which include two types of address
update arithmetic. One of the auxiliary registers is available as an iﬁdex register and must be
shared between the other seven auxiliary registers. The ARAU performs all address updates,
operating in parallel with the CALU. Six of the addressing modes (which encompass both
types of. address arithmetic) allow memory to be read or written and the auxiliary register
to be updated all in the same instruction cycle.

The instruction set for the TMS320C25 contains 133 instructions, over half of
which involve the CALU. For many operations, one or two instructions using immediate
addressing mode exist as well as a separate instruction performing fhe same operation
with direct or indirect addressing. Separate instructions exist for performing similar or
even identical operations on separate operands, as opposed to one instruction operating on
several possible operands. For example, instead of there just being a single data movement
instruction, several data movement instructions exist which are specific to certain registers in
the processor. These aspects of the instruction set alone account for the comparatively large
number of instructions. The CALU implements all of the standard fixed point arithmetic
instructions and logical instructions. A‘number' of CALU instructions incorporate significant
para,llelism'to speed up digital signal processing algorithms.

Both serial and parallel I/O are provided on the TMS320C25. Synchronous serial
I/0 is implemented in an on board‘s.erial port which can run at rates up to 5M bits per
second. Parallel I/O is supported by the IN and OUT instructions which use the external
16 bit address port and 16 bit data port. A single parallel input or output typically takes

two instruction cycles. The reader is referred to [37] and [38] for detailed information on
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the TMES320C25.

B.4.2 Implementation of the Time Critical Components of the Decod-
ing Algorithms

As was explained in Section B.3.4, syndrome computation, finite field multiplica-

tion and finite field addition are the time critical computations of the decoding algorithms.

(Of these, finite field addition is the simplest to implement. Finite field additions can be

implemented as the Exclusive Or function, which is available on both processors as a one
cycle instruction. The word sizes for both processors are larger than the 7 bit word size
required to represent a finite field element and are thus sufficient to implement addition
with the Exclusive Or instruction.

The remainder of this section will compare implementations of the syndrome com-

putation algorithm and multiplication on the two processors.

Implementation of the Syndrome Computation Algorithm

" Recalling the syndrome computation algorithm presented in Section B.3.1, the crit-
ical operations of this algorithm are executing a loop, testing successive bits of a 127 bit
vector, accumulating a 28 bit syndrome word and looking up successive 28 bit masks to add
to the accumulating syndrome word. The accumula;tion/ addition operation equates to a 28
bit Exclusive Or. Testing successive bits of a 127 bit vector breaks down to successively
loading a subvector of size equal to the word size of the processor into an accumulator and
shifting out one bit at a time to test. A fast implementation requires that one accumulator
be dedicated to this task throughout the syndrome computation. Another accumulator
of word size .greater than or equal to 28 bits is required to hold the accumulating 28 bit
syndrome word.

Summarizing the above, the efficient implementation of the syndrome computation

algorithm requires two accumulators: one of arbitrary leng-th for shifting, and one of at least
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28 bits in length for Exclusiye Or operations. Neither processor provides a 28 bit Exclusive
Or operation. Thus the 28 bit syndrome word must be broken up into two subwords which
are computed separately using two separate submask tables. Breaking up the syndrome
word into subwords increases the requirement for the number of separate accumulators to
three if the complete syndrome is to be computed efficiently in a single loop. Further details
and results of implementing syndrome computation on the two processors follows. Timings
are normalized on a per message bit basis as opposed to a per received vector bit basis, since
it is the rate of meaningful/non-redundant data transmission which is of 'prima,ry concern.
DSP56000

The two 24 bit accumulators combined with parallel data moves allow the 28 bit
syndrome word to be computed in a single loop almost as efficiently as if a 28 bit or greater
word size was available on the DSP56000 for the Exclusive Or operation. Accumulator

A is used to perform shifts/bit tests on a received subvector as well as accumulate 7 bits

of the syndrome. This is done by swapping the subvector and 7 bits of syndrome in and -

out of Accumulator A with parallel data moves. Accumulator B is used to accumulate the .

remaining 21 bits of syndrome. The DSP56000 also provides very efficient impleméntation
of the looping ope'ration and fetching syndrome masks with the hardware DO loop and
parallel data moves respectively.

The memory requirements for performing the syndrome computation with table
lookup is for two 127 word tables. These can be set up in internal ROM. One table contains
7 bit submasks, while the other table contains 21 bit submasks. _

The syndrome computation program on the DSP56000 takes a different amount of
time to process a received 1 bit than a received 0 bit. In the case of the received vector being
all I’s, syndrome computation is performed at a rate of 0.91 us/message bit. In the case of
an all 0’s received vector, syndrome computation is performed at a rate of 0.54 us/message

bit. On average, if a received vector contains a near equal number of 0’s and 1’s, syndrome
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computation is performed at a rate of 0.73 us/message bit.
TMS320C25 |

The single accumulator on the TMS320C25 only provides 16 bit Exclusive Or op-
erations. An efficient implementation requires two separate loops to compute the syndrome
subwords. The upper 16 bits of the accumulator and a single word in memory are used to
perform shifts/bit tests on a received subvector while the lower 16 bits of the accumulator
is used to accumulate 14 bits of the syndrome.

The memory requirements for performing the syndrome cdﬁxputation with table
lookup is for two 127-word tables. These can be set up in internal RAM. Both tables con-
tain 14 bit submasks. |

For any given received vector, the program on the TMS320C25 performs syndrome

computation at a rate of 2.91 us/message bit.

Implemeni;ation of Finite Field Multiplication-

- Finite field multiplication is best 1mp1emented using log and antllog tables as follows,

(m a manner similar to integer amthmetlc),
a-b = antilog((log(a) + log(b)) mod 127).

This requires 3 table lookups, 1 addition and 1 modulus. The addition operation is justA

integer addition. The log and antilog are performed using table lookups. The modulus

operation can be avoided by constructing a double length antilog table or using modulo
addressing. A double length antilog table simply repeats the first 127 antilog table values
in the second 127 table locations. The addition of log(a) and log(b) will néver overflow the
second section of the table. _ |

A problem arises with multiplicétion by zero. Multiplication by zero gives a result
of zero but log(0) is undefined for a finite field as it is for integer arithmetic. The solutiou

is to build an even longer antilog table, just over twice the size of that already required.
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The added section forming tﬁis table is initialized to zero. If log(0) returns a value which
just indexes the zeroed section of the antilog table, then multiplication by zero is realized.

An efficient implementation on the DSP56000 uses modulo addressing with a zero
extended antilog table. The log table requires 128 words of memory and the antilog table
fequires 955 words of memory. The low 127 words of the antilog table can just be the
127-word syndrome submask table which contains the 7 bit submasks as opposed to the 21
bit submasks. This requires that the appropriate portion of the 28 bit syndrome masks be
used for the 7 bit submasks. Recalling the definition of the syndrome masks M; given in
Section 3.2, the first elements of each mask vector should form the 7 bit submasks.

An efficient implementation on the TMS320C25 uses normal linear addressing with
a double length zero extended antilog table. The log table requires 128 words of memory
and the antilog table requires 506 words of memory. Both syndrome mask tables contain 14
bit masks and therefore cannot be designed to form the lower portion of the antilog table.

Multiplication can be implemented with comparable efficiency on the two proces-
sors, disregarding memory usage. When memory usage is considered, the TMS320C25
requirés more internal data memory than is available. Syndrome computation requires 254
words of memory and multiplication requires 634 words. The total requirement, 888 words,
exceeds the 544 words of internal data RAM available. Fast external RAM is required to
optimize an implementation. The DSP56000 requires 254 words for syndrome computation
and only an additional 256 words of memory for multiplication. The 512 words of internal

ROM split between X and Y mémory is sufficient to hold all of the tables.
B.4.3 Comparison Summary

Based primarily on the speed of computing syndromes and secondarily on the total

memory requirements for table lookups used in computing syndromes and performing finite

field l'nultiplie.é, the DSP56000 is a better processor than the TMS320C25 for implementing a

(127,99) BCH code decoder. Comparing syndrome computatidn speed alone, the DSP56000
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is almost four times faster than the TMS320C25. Because of this, no work beyond imple-
menting syndrome computation and multiplication has been done for the TMS320C25. A
complete decoder has been implemented for the DSP56000. Performance results are given

for this decoder in the next section.

B.5 Performance Results for Decoder Implementation on
Motorola DSP56000

A complete (127,99) BCH error control code decoder has been implemented on the
Motorola. DSP56000 using the algorithms presented in Section B.3. The decoder perfor-
mance is measured in message bit rate (bits per second or bps) as opposed to raw received

bit rate since received data contains redundant parity bits. In other words, the fnessage bit

rate is the data rate achievable at the decoder output, not input. The average performance

statistics are:
e 1.4 Mbps when no errors detected/corrected,
e 1.1 Mbps when correcting 1 or 2 errors,
e 250 Kbps - 1 Mbpé when correcting 3 or 4 errors.

The range of rates at which 3 or 4 errors are corrected is due to the exhaustive search algo-

rithm used to locate the first 1 or 2 errors before performing table lookup of the remaining

‘2 error locations. The worst case is when all of the erroneous bits are in the parity bits of

the received vector. All 99 message bits are tested to see if any one is in error. This is the
worst case decoding rate of 250 Kbps. The probability of occurrence of errors causing this
worst case decoding rate is likely quite low. Otherwise, a more powerful decoder would be

used.
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B.6 Conclusions and Recommendations

The Motorola DSP56000 is’ a better processor than the Texas Instruments TMS320C25

for the purpose of implementing an error correcting decoder. The worst case message bit -

rate for a complete four error correcting (127,99) BCH code decoder on the DSP56000 is
250 Kbps, only slightly slower than the rate of 340 Kbps at which the TMS320C25 could
. implement just the first of the three steps in the decoding process. Three key differences
between the processors stand out as the main reasons why the DSP56000 can be used to
implement a significantly faster decoder than one implemented on the TMS320C25.

The first key difference lies in the overall architecture of the two processors. Al-

though the DSP56000 is specifically designed for digital signal processing, its architecture

is still quite general purpose and not restricted to only being useful for implementing DSP
or similar applications. The architecture of the TMS320C25 is much more specialized. In
optimizing certain features of the architecture for important DSP applications, generality
has been sacrificed. In particular, the spemﬁc architecture of this central arithmetic loglc
unit is detnmental to implementing an efficient decoder.

The second key difference between the two processors is the hardware DO loop
available on the DSP56000. This allows an efficient implementation of the key program
loops of the decoder with no instruction overhead for controlling loops. The ’I‘MS‘320C25
does not have an equivalent feature for efficient looping through a block of program code.

The third key difference between the two processors is the ﬁarallel data move opera-
tions available on the DSP56000. The ability to move data around in parallel with arithmetic
operations enhances the performance of the decoder implemented on the DSP56000, The
TMS320C25 does implement a number of instructions which move data in parallel with an
operation in the arithmetic logic unit, but the instructions are very application specific.

The DSP56000 could be used to implement a (127,99) BCH decoder with a through-

put in excess of 1 Mbps. The implementation described in this Appendix could easily be
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extended to include data buffering and make use of the on board serial ports. The primary
external logic required for the decoder is a 16K X 16 bit ROM to store the one/two error
lookup table. '
Considering that the performance of the DSP56000 as a decoder is hampered by its
24 bit word size, it would be worthwhile to investigate implementing the same decoder on a
general purpose 32 bit microprocessor. Such a processor in conjunction with zero wait state

external RAM would likely yield a faster decoder than that implemented on the DSP56000.
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