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TIME 	ANALYSIS 	OF 	VOCAL 	INTERACTION: 

A REPORT ON METHODOLOGY 

by 

D.A. Phillips, W.C. Treurniet, W.S. Tigges and P. Lewis 

ABSTRACT 

A methodology for Time Analysis of Vocal Inter-
action (TAVI) among up to 8 persons or groups is 
reported. A review of previous methods is included. 
The TAVI method extends previous methods by: 
1) allowing for up to 8 persons extended from the 
previous 2 to 4 persons; 2) solving some technical 
problems for use in the 8 persons analysis; 3) includ-
ing some new variables. 

TAVI may be used to analyze face-to-face or 
electronically mediated interaction. The method 
includes tape recording, electronic removal of 
"cross-talk" signals, analogue to digital transfor-
mation of audio signals, calculation of variables 
using a Fortran computer program. One manual 
adjustment remains to limit the full automation of 
the method. 

1. INTRODUCTION 

A methodology for Time Analysis of Vocal Interaction (TAVI) between 
persons or groups is presented in this report. The methodology was developed 
and implemented at the Communications Research Centre for use in evaluation 
of the interaction between individuals or groups over satellite. Although 
telephone connections have made everyone familiar with the use of electronic 
media for communication, our experience with the use of video in interaction 
and our experience of communications between groups is more limited. The 
new satellite technology is one way by which these kinds of communication may 
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become a practical reality. However, the human response to some aspects of 
the technology is problematic. For example, there is evidence that the 
transmission delay in some satellite connections can lead to difficulty in 
conversational interaction (Helder, 1966, Hutter, 1967). This and other 
problems can be investigated in more detail with the TAVI methodology. 

Much of the methodology has been developed by previous workers, and 
their contribution will be reviewed. Our contribution has been to develop an 	- 
analysis system for up to 8 separate persons or groups, extended from the 
previous 2 persons; *  to solve some technical problems for the extended system; 
and to identify some new variables (measures) which may be useful in evaluations. 
The method is general and may be applied to face-to-face or electronically 
mediated interaction between individuals or groups. It yields measures of 
frequency and duration of speeches, pauses, silences, interruptions, response 
time, floor time and a few other measures; (see Section 5). 

* A previous methodology for time analysis of 4 person interaction was reported by Williams, Stapley and 
Champness (1973). However, this design did not include a technique for removing "crosstalk" (see Section 7) 
making the method unsatisfactory for most field settings. A method of analysis for 2 to 8 persons is being 
developed (Swingle, 1976) which also does not include a device to deal with "crosstalk". 

2. OVERVIEW OF THE METHODOLOGY 

Time analysis of vocal interaction is done in four steps. In STEP ONE, 
tape recordings are made with one speaker or group per channel on the recorder. 
Ideally, sound from one speaker should appear on only one channel. However, 
in practice this ideal is impossible to achieve without burdening participants 
with throat or bone conducting microphones taped to their skin. Without the 
use of such microphones, some leakage or cross-talk from one speaker appears 
on the channel recording the other speaker. As long as the voice of the 
speaker for the channel is of substantially higher amplitude than the voices 
of the other speakers, the tapes can be submitted to the next step in the 
analysis. In STEP TWO, cross-talk is cancelled out in a method apparently 
similar to that reported by Jaffe & Feldstein (1970) (see Section 7 for 
technical details). In STEP THREE, the signal is submitted to a mini-computer 
which samples each channel and records whether there is speech or not. A 
problem at this stage is the presence of non-speech noises such as coughs and 
paper rattling which will be discussed in Section 4. In STEP FOUR, the raw 
"on-off" data is submitted to a computer program to calculate the measures 
of interaction. Variable criteria are incorporated into the program to fill 
pauses which represent hesitations within words or sentences, and to ignore 
short signals which are often non-speech noises. Each measure or variable has 
one value for each person or group recorded on one channel. The data may be 
analyzed statistically and related to other data for each person or group. 

3. USES OF TIME ANALYSIS OF VOCAL INTERACTION 

Time-analysis measures of vocal interaction have several attractive 
qualities when compared with attitude and other subjective measures provided 
by participants and when compared with content analysis. Time-analysis 
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measurement can be automated via tape recording and computer, making it 
realistic to deal with large sets of data. Data collection remains unobtrusive 
for participants. Time-analysis measurement is accurate within the limits of 
sampling error which has been shown to be negligible at a rate of a sample per 
300 msec (Jaffe & Feldstein, 1970), 3 times as long as the rate used in this 
study. The automatic analysis via computer is more accurate than using a 
human judge to take the same raw data (Jaffe & Feldstein, 1970) and is not 
subject to the error of human judgement that is true of content analysis, nor 
to the willful manipulation by subjects that can be true of attitude measurement, 
noT to experimenter expectancy effects (Rosenthal, 1969). Time-analysis 
measures are accurate as ratio scales whereas attitude and other subjective 
measures can only claim accuracy as ordinal scales. 

As well as accuracy of measurement, however, an important question is 
the validity or relevance of the measures for particular purposes. Studies 
are accumulating which relate time-analysis measures to personality . attributes: 
to anxiety (Kasl & Mahl, 1965), to social desirability (Natale, 1975a, 1975b, 
1976a), and to verbal IQ scores (Matarazzo, et al, 1975). Other studies have 
found that some time-analysis measures are themselves stable personality 
characteristics; such measures are the length of response latency (Dinoff et al, 
1962; Jaffe & Feldstein, 1970; Saslow & Matarazzo, 1959), frequency of initiated 
interruptions (Natale, 1976), within speech pause length (Goldman-Eisler, 1968). 
Evidence is suggestive that time-analysis measures can be indicators of group 
dynamics. In one study, group conflict resulted in shorter speeches and more 
interruptions (Cardwell, 1972). In other studies, percent participation 
within a group was inversely related to length of response latency (Willard & 
Strodbeck, 1972), perception of another person's characteristics was related 
to matching of pause durations (Natale, 1976b), and perceived similarity of a 
conversational partner and was related to matching pauses, response times and 
speech times (Welkowitz & Feldstein, 1970). In one study, mean speech time 
was found to be related to status in video mediated groups but not in face-to-
face groups (Barefoot, Tanaka & Strickland, 1975). A detailed analysis of 
group discussions held either over audio, video or face-to-face indicated that 
some time-analysis measures may be related to attitudes towards the sessions. 
Separate reports of these same group discussions, indicated that audio groups 
spent less time in discussion and spoke more often than did video or face-to-
face groups (deston, Kristen & O'Connor, 1975). The same audio groups rated 
their discussions significantly more aimless and counter-productive than did 
either the video or face-to-face groups and significantly more bad, dissat-
isfying and superficial than did the video groups (Weston & Kristen, 1973). 

On the basis of this accumulated evidence regarding personality and 
group dynamic variables, it seems likely that time-analysis measures will 
provide some information about the dynamics of human interaction via satellite 
or other electronic media, and should be especially useful for comparison of 
mediated face-to-face interaction. Which of the many measures that could be 
developed will be most important remains to be discovered. Some progress has 
been reported in identifying the measures which relate to each other and 
which are independent dimensions (Meltzer et al, 1971). 

Apart from relations to subjective measures, time-analysis measures of 
interaction via electronic media may be important in themselves for the 
design of electronic communications systems, particularly voice operated 
devices or those containing delays. For example, Brady (1965) reported that 
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during telephone conversations speech activity occurred only an average of 48% 
of the time and a speech unit averaged 1.34 seconds. This type of data has 
been important in the design of time-sharing communication systems (Clinch, 
1960). A second example indicates a problem that has not yet been answered. 
In the design of some single channel communication systems, automatic switching 
of direction (as opposed to voice switching) could be included in the design. 
What time parameters would be ideal is not obvious. If the switch occurs after 
a period of silence, is it possible to set a parameter that is longer than most 
within speech pauses but shorter than the usual response time for the other 
participant, thus allowing natural conversation as far as possible? Existing 
evidence regarding the relations between pause time and response time (Jaffe 
and Feldstein, 1970) still leaves this question unanswered. 

4. METHODOLOGICAL ISSUES 

The flow of conversation that is recorded on a tape recorder must be 
coded into on-off signals before frequencies and durations can be calculated. 
While speech appears to the casual listener to be continuous, it is actually 
made up of short bursts with a mean length between one and two seconds (Jaffe 
and Feldstein, 1970). The methodology used for analogue to digital conversion 
of speech consists of sampling a rectified speech signal, filling gaps shorter 
than a certain parameter and rejecting bursts shorter than a second parameter. 
There has been little agreement however, about these parameters and the 
sampling rate. Table 1 presents some representative parameters and sampling 
rates and the order in which the operations are done. 

TABLE 1 

Parameters from Three Studies of Content-Free Speech Measures 

	

Brady 	 Jaffe & Feldstein 	Williams, Stapley 	Phillips et al. 

	

(1968) 	 (1970) 	 & Champness 
(1973) 

Sampling rate (every 	) 	5 msec (1) 	300 msec (2) 	100 msec (1) 	100 msec (1) 
Filling Gaps (-) 	 200 msec (3) 	200 msec (1) 	300 msec (2) 	300 msec (2) 
Rejecting Bursts (-) 	 15 msec (2) 	 100 msec (3) 	300 msec (3) 
Mean speech length 	 1.17 sec 	 1.64 sec 	 1.21-1.60 sec 	1.46 sec* 

Note: Numbers in brackets indicate the order in which operations occur. 

Note: 2: * This is the mean speech length of four individuals; full data is reported in Table 1B, Appendix B. 
Data from the four group interaction (Table 1-A) is not comparable to the other data reported 
here because it involved a lecture to the group by one person. 

"Filling gaps" in the digital data is an attempt to represent speech the 
way a human observer would hear it rather than as the computer samples it. An 
"on" signal is given by the computer whenever speech energy rises above a 
certain threshold. Goldman-Eisler (1968) distinguished three types of pauses 
or gaps in this energy. Shortest are pauses due to changing articulation. 
Longer pauses are caused by hesitations within or between words and still 
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longer pauses are those at the ends of clauses or sentences. The filling gaps 
parameter is intended to fill articulation pauses but retain hesitation and 
end of clause pauses. There is some agreement on the filling gaps parameter. 
Goldman-Eisler (1968) considered pauses less than 250 msec to be articulation 
pauses. Boomer (1965) reports hesitation pauses to average .747 seconds and 
pauses between sentence,  junctures to average 1.027 seconds. Thus a parameter 
of 200-300 msec for filling of gaps seems adequate to bridge gaps that do not 
indicate actual hesitations in speech while retaining hesitations and other 
pauses in the data. 

"Rejecting bursts" is intended to exclude from the data digital "on" 
signals due to non-speech noises or to faults in the analogue to digital 
conversion system. For the rejecting bursts parameter there is little agree-
ment. Hargreaves (1960) reported that speech units are rarely less than 250 
msec. As well, Norwine and Murphy (1938) report a modal value of 250 msec for 
the length of speech units in telephone conversations. However, Brady  (1965) 
reports 20% of speech units are less than 200 msec and identifies these as 
such things as clicking the tongue or parting the lips and thus fragments of 
speech. Whether these would be considered speech by a listener is not clear. 
A parameter of less than or equal to 300 msec was chosen for rejecting bursts 
in this analysis program which would remove these short fragments of speech. 
Further work to establish the validity of both of these parameters for tele-
communications sessions is indicated. 

As noted in Table 1, different methods have also employed different 
orders in the operations of sampling, rejecting bursts and filling gaps. 
While all four methods are based on sampling the different channels at specific 
time periods, Jaffe and Feldstein (1970) include a filling gaps or bridging 
parameter in the electronic circuit prior to sampling. A time-constant is set 
so that the time lag from the end of a vocalization to the point at which the 
sampling relay opens meets the criterion of 200 msec. The other three methods 
include the filling gaps parameter in the computer program after sampling. 
The effects of these two methods should be comparable. Another difference is 
the order in which the filling gaps and rejecting bursts operations are 
performed. Brady (1965) states that error might occur by bridging gaps between 
noise errors and speech. He therefore rejects bursts before filling gaps. In 
our own method we considered that rejecting bursts first might remove actual 
speech data so gaps are filled first. Because of the difference in sampling 
rates and in rejecting bursts parameters, both arguments seem reasonable. 
Rejecting bursts of 15 msec (Brady 1968) allows for much less error than 
filling gaps of 200 msec; however, rejecting bursts of 300 msec in our own 
method could add to the error by rejecting much of the speech data. Despite 
these differences in methods, data from the four reports is surprisingly 
similar. For example, mean speech length reported in Table 1 ranges from 
1.17 to 1.64 seconds across the four methods. 

The methods of studying durations of events during spoken interactions 
have come to be known as interaction chronography. Some early studies of 
interaction chronography employed human observers to code the raw on-off data 
from tape recordings or live interaction (Chapple, 1940, Matarazzo, 1956). 
Chapple reports that his apparatus consisted of a tape moving through a 
machine at a constant rate. The observer pressed a key denoting each person 
at the beginning and end of that person's action. An action was defined as 
that period of activity recorded from an initial change in a muscular state 
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until a second change brings the activity to an end. Actions could thus 
include non-verbal behaviours. Bales (1950, 1970) also used human observers 
to code interaction. His method of analysis of interaction is not usually 
considered in the tradition of interaction chronography, perhaps because much 
of the data he reports is of content rather than duration. His analysis 
included the content of both verbal and non-verbal material in the definition 
of a unit of action. However, in his tables of group interaction, Bales 
summed over the content categories to obtain the content-free frequency counts 
of total number of units of action for each person in the group. Probably 
previous users of interaction chronography have not felt the need to use Bales' 
methods because their work has been confined to dyads; measures such as inter-
ruptions were considered as a single dyadic measure (Jaffe & Feldstein, 1970). 
In developing this methodology to apply to groups of up to 8, we required a 
value of each variable which could be assigned to each person. We found that 
Bales' methods provided a means to do this. For example, in a group of 4 
persons, the number of interruptions by speakers A, B, C & D to each of A, B, 
C & D yields a 4x4 matrix such as those Bales reported. As shown in Table 2, 
matrices of action BY each person TO each person can be summed so that the 
marginals represent the total number BY or INITIATED and the total number TO 
or RECEIVED. This method of analysis was used in assigning interruptions and 
response frequencies and durations to each speaker in the system reported here. 

Automated systems of time analysis have generally employed the analogue 
to digital conversion described earlier and have generally separated the 
signals from different individuals by recording on separate channels of a tape 
recorder. However, clean separation of the signals has remained a problem. 
To deal with the problem, some studies recorded the interactions via bone-
conducting microphones (Hayes & Meltzer, 1967) or by conversations taking 

TABLE 2 

Number of Unsuccessful Interruptions BY Speakers TO Speakers and TOTALS BY (Initiated) 
and TO (Received). Matrix Presentation from Bales (1970). Data from Studies by the Authors 

TO SPEAKERS TOTAL BY 
(INITIATED) 

A 	BCD 
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place over telephones (Brady, 1965; Natale, 1976; Norwine & Murphy, 1939) or 
by tape recording monologues (Goldman-Eisler, 1968). These methods avoided 
the problem of cross-talk or the unintended spill of each speaker's voice to 
others' microphones. Jaffe and Feldstein (1970) developed a means of 
cancelling cross-talk electronically. They thus developed a method of analyzing 
interaction occurring in natural field settings. The details of their method 
were not reported. In the TAVI system, a method apparently similar to Jaffe & 
Feldstein's was used to cancel cross-talk from the other channels on each 
channel of the tape. Section 7 reports more fully on the electronics. 

5. DEFINITIONS 

The variables produced as output by TAVI are defined below. They are 
calculated by a Fortran computer program from the sampled data. For comparison, 
definitions from two similar projects are given in Appendix A. 

The program allows for insertion of values for the filling gaps and 
rejecting bursts parameters. As noted in Table 1, their values have been set 
at 300 msec but could be changed. The program then proceeds to calculate mean 
duration, standard deviation and frequency for each of the variables: 
1) floor time, 2) cycle time, 3) speech time, 4) "off" time: pauses and 
silences, 5) interruptions: successful and unsuccessful, 6) responses, 
7) challenges, and 8) hesitancies. 

1) FLOOR TIME: whenever there is only one person talking, that person 
then has the floor. He loses the floor when he is not talking unless 
no one is talking. If, when the original speaker loses the floor, there 
is more than one other speaker, no one gets the floor until there is 
again only one person talking. Only one person has the floor at a time. 
Non-floor time is the time a speaker does not have the floor including 
his unsuccessful interruptions. For each speaker, floor time and non-
floor time equal total time. For the group of 2 to 8 persons, sums of 
floor times may not equal total time because there may be periods when 
no one is assigned the floor. 

2) A CYCLE is measured from the time a speaker gains the floor until he 
gains the floor again after another speaker has had possession of the 
floor. This period includes a period of floor time followed by a 
period of non-floor time. 

3) A SPEECH is the "on" time for a speaker between "off" times. 
Speeches may be within floor time or outside floor time; in the latter 
case they are interruptions. 

4) "OFF" TIME for a speaker is divided into two parts. PAUSES are "off" 
times within floor time, excluding the pause at the end of a speech 
before a speaker loses the floor which is a response time. SILENCES are 
those "off" times between floor times. A silence is not synonymous with 
a period of non-floor time because it can be broken by an unsuccessful 
interruption. 
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5) INTERRUPTION is divided into UNSUCCESSFUL and SUCCESSFUL interruptions. 
An unsuccessful interruption occurs when a second speaker begins a speech 
while another person is speaking and ends before the first speaker stops 
speaking. A successful interruption occurs when a person begins a speech 
while another person is speaking and ends after the first speaker stops 
speaking. The length is measured until the interruption is successful. 

6) A RESPONSE is a change of speakers. Response time is the time from 
the end of a speech by the first speaker until the beginning of a speech 
by another speaker. 

7) CHALLENGE Time is measured from the time a speaker gains the floor 
until the beginning of the first interruption. Where there is no 
interruption there is no challenge. 

8) HESITANCIES (H) measure the pause/speech ratio within a person's 
speech. For each pause (P) (i.e. within floor time) H - ap  where S 
is the preceding speech. This is expressed as a percentage. 

6. LABORATORY ARRANGEMENTS 

The way the data is treated prior to automatic analysis is dependent on 
the acoustic conditions at the time of recording. These conditions result 
in a greater or lesser degree of cross-talk or signal from other channels 
appearing on one speaker's channel. Cross-talk presents a problem in the 
automatic analysis of temporal interaction among speakers because the analysis 
depends onaccurately representing when each speaker is "on" and when he is 
"off". Experiments using three different laboratory arrangements have been 
performed. Figure 1 shows the arrangement which results in the clearest 
separation of the voices of speakers when recorded by the tape recorder. In 
this situation each of four individuals were in separate rooms containing 
a microphone and a set of headphones. The use of headphones physically 
prevented the cross-talk problem from occurring. Figure 2 describes the 
situation where cross-talk made the recordings impossible to analyse. In 
this case, speech was received via open speakers rather than headphones. 
Since no mechanical barrier prevented other people's voices from the speaker 
from appearing in any given person's voice channel, ambiguity existed 
concerning who was speaking when only voltage levels on the tape recorder out-
put were considered. Figure 3 presents a situation where problems appeared 
which were similar to those discussed in relation to Figure 2, but cross-talk 
suppression made the separation of signals and further analysis possible. 
Here, all four individuals were present in the same room, each having a micro-
phone for the purpose of recording the voice, and each separated from the 
others by an office sound barrier. 

From the preceding discussion, it is apparent that Figure 1 depicts the 
best situation, from the point of view of analysis, since no cross-talk can 
occur. However, the wearing of headphones is a behavioural constraint not 
often tolerated by the experimental participants. For this reason, a fairly 
successful effort has been made to electronically suppress the cross-talk when 
some amplitude separation exists between channels as occurred in the recording 
condition represented by Figure 3. 
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7. CROSS-TALK SUPPRESSOR 

Computer analysis of temporal interaction required that the speech record 
be transformed into a simple on-off signal. Figure 4 is the schematic of a 
circuit which does that as well as removing most of the cross-talk from four 
other channels. In theory the same principles could be extended to suppress 
cross-talk from seven channels on the eighth but this circuit has not yet been 
built. 

Consider the case where a temporal record of D's speech behaviour is 
required. As well, the cross-talk contamination of speakers A, B, C, and E 
are to be removed from D's record. At the input, D's speech is rectified with 
the resulting signal being positive. The signal from A, B, C, and E, however, 
after being all summed together and rectified, results in a negative polarity. 
Rectification time constants in both cases, are 100 msec. The positive signal 
from position D and the negative signal from any or all of the other positions, 
are then added with the result that speaker A, B, C, or E's contribution to 
the signal from D is subtracted from that signal. D's actual contribution in 
analogue form is then available at the point on Figure 4 marked Y. The rest 
of the circuit is a comparator which compares the signal from D to a threshold 
value. When the threshold is exceeded, a monostable multivibrator is triggered, 
resulting in a square output pulse of about 120 msec duration. This point is 
marked X on the diagram. The monostable is triggered at the rate of 50 KHz as 
long as the threshold of the comparator is exceeded. 

8. CIRCUIT PERFORMANCE 

Figures 5 to 8 demonstrate the performance of the cross-talk suppression 
circuit for a speech sample of 50 seconds. In Figure 5, there is no cross-
talk suppression, while the effect of progressively increasing the amplitude 
of the signal to be subtracted is shown in Figures 6 through 8. Row Z 
represents the signal with cross-talk from position D as measured from the tape 
recorder. In Figures 6-8, the positive component of the signal of Row Y 
(output at Y, Figure 4) is the signal from channel D with varying amounts of 
cross-talk removed. The negative component is the sum of the signals from 
channels A, B, C, and E subtracted from the signal from channel D. Row X is 
the output of the monostable multivibrator (marked X on Figure 4). The signal 
in Row X becomes positive when the positive component of Row Y exceeds a 
suitable threshold value. In Figures 6-8, some spikes occur in Row X that do 
not occur in Row Y. This is due to the difference in duration of the output 
signals of X and Y (Figure 4). The signal from Y may be too short for the 
chart recorder pen to follow, (Row Y) but the monostable multivibrator has a 
time constant of 120 msec so that a short signal will trigger output of a 
minimum of 120 msec which will then appear in the chart recording (Row X). 
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D 	— Input for channel requiring cross-talk suppression. 

A,B,C,E — Input for channels containing signals contributing to unwanted signals on D. 

X 	— Output for digital transformation of signal on D with cross-talk minimized. 

Y 	— Output for rectified form of signal on D with cross-talk minimized. 

Figure 4. Schematic of cross-talk suppressor circuit. 
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Row X: 	ON - OFF speech data with small amount of apparent error 
Row Y: 	Rectified speech signal with increased cross-talk suppression 
Row Z: 	Speech signal from the tape recorder. 

Figure 7. The 50 second speech sample with increased cross-talk suppression 
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Row X: 	ON - OFF speech data now represents the speech of the person 
on this channel with few errors 

Row Y: 	Rectified speech signal with satisfactory cross-talk suppression 
Row Z: 	Speech signal from the tape recorder 

Figure 8. The 50 second speech sample vvith a further increase in cross-talk suppression 
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9. COMPUTER ANALYSIS 

9.1 DATA COLLECTION 

The recorded conversation is put through an electronic circuit described 
in Section 7 which reduces cross-talk to negligible levels and produces on-off 
data. This data is input to a minicomputer (PDP-8 or PDP-11). The program in 
the minicomputer samples all channels every 100 milliseconds and assembles the 
data as bits in a 8-bit word. The data is then either sent directly to a 
larger computer via a data line or is dumped on magnetic tape for later analysis 
by the large computer. 

9.2 DATA ANALYSIS 

The on-off data is analyzed on the large computer (Sigma 9) by a FORTRAN 
program that will be described here in broad terms only.* It is possible to 
divide the data into segments for analysis. While passing through a simulated 
shift register, the data is smoothed by first filling gaps smaller than or 
equal to a given parameter (.3 seconds currently) and then rejecting bursts 
shorter than or equal to a given parameter (.3 seconds). This is done inde-
pendently for each channel. Floor on-off times are detected immediately 
following the smoothing operation from the speech on-off data according to the 
definitions given previously (Section 5). From the speech and floor on-off 
data, the program then computes values for the various measures of interest 
such as successful and unsuccessful interruptions, cycle lengths, floor and 
speech times, responses, pauses, silences, challenges and hesitancies. The 
mean, standard deviation and frequency of these variables are then printed for 
each channel. Also, the mean and frequency are output to a file. These data 
are  then input to a program that summarizes the variables for the different 
segments of a given session to give values for the total session. 

This summarized data is then merged with subjective data (e.g. question-
naires) for correlation and other analyses. 

* Details of the Fortran computer program are given in Lewis and Treumiet, 1977. 

10. LIMITATIONS AND AVAILABILITY 

This method will analyze from 2 to 8 separate groups or individuals 
which have been recorded on separate channels. Limitations occur in the 
recordings and if the recordings do contain cross-talk, it must be suppressed. 
The intended signal On each channel must then be of substantially higher 
amplitude than any unintended signals. This limit has not been accurately 
measured, but it appears that a 50% higher amplitude is adequate. Further 
limitations occur in the cross-talk suppressors, which must be adjusted 
manually. The amount of error this adjustment leaves in the data has not 
been assessed. Errors due to extraneous noises (paper rattling, foot shuf-
fling) being interpreted as speech, still remain in the system. As well, the 
cross-talk suppressor circuit depicted in Figure 4 has been built for 5 chan-
nels. It can be extended on the same principles to deal with 8 channels. 
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TAVI will, after the initial adjustments, produce the analysis almost 
automatically. Step one, the recording, can be done by any user who has 
access to a tape recorder with the appropriate number of channels. Step two, 
cross-talk suppression, can be accomplished with the cross-talk suppression 
circuit for which plans are shown in Figure 4. For Step three, analogue to 
digital transformation, the user will need to sample the signal and store the 
digital information in computer format for input into the Fortran program of 
Step 4. Step four employs a Fortran program which should be useable on any 
large computer. Thus, any potential user could make his own recordings, 
prepare a cross-talk suppressor if required, prepare an analogue to digital 
transformation step, then employ the computer program developed for step four 
to output the variables. Details of the system and the computer program will 
be supplied upon request. 
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APPENDIX 	A 

Definitions Jaffe & Feldstein (1970) 

A CONVERSATION is a sequence of sounds and silences generated by two or 
more interacting speakers. The sounds and silences may be unilateral i.e., a 
single speaker talks or remains silent when another talks, or they may be 
bilateral and multilateral i.e., joint speaking or joint silence. The speaker 
who utters the first unilateral sound both initiates the conversation and gains 
POSSESSION OF THE FLOOR. Having gained possession, a speaker maintains it 
until the first unilateral sound by another speaker, at which time the latter 
gains possession of the floor. The conversation terminates at its last sound. 
A SPEAKER SWITCH occurs whenever a speaker loses possession of the floor. The 
times between switches are "floor times". A VOCALIZATION is a continuous 
sound by the speaker who has the floor. A PAUSE is a period of joint silence 
bounded by the vocalizations of the speaker who has the floor. A SWITCHING 
PAUSE is a period of joint silence bounded by the vocalizations of different 
speakers. Since it is within the floor time of the speaker who possesses the 
floor, it is assigned to that speaker. SIMULTANEOUS SPEECH is a sound by the 
speaker who does not have the floor during a vocalization by the speaker who 
does. 

Definitions Norwine & Murphy (1939) 

A TALKSPUR1 is speech by one party, including his pauses, which is 
preceded and followed, with or without intervening pauses, by speech from the 
other party perceptible to the one producing the talkspurt. Obvious exceptions 
to this definition are the initial and final talkspurts in a conversation. 
There may be simultaneous talkspurts by the two talkers; if one party is 
speaking and at the same time hears speech from the other DOUBLE TALKING is 
said to occur. RESUMPTION TIME is the length of the pause intervening 
between two periods of speech within a talkspurt. RESPONSE TIME is the length 
of the interval between the beginning of a pause as heard by the listener and 
the beginning of his reply. It may be positive or negative. The pause to 
which reference is made ordinarily occurs at the end of the talkspurt but may 
be a pause followed by a resumption of speech by the first talker. 
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APPENDIX 	B 

Descriptive Analysis of TAVI Variables 

Some descriptive characteristics of the variables defined by TAVI are 
presented in this Appendix. The data are taken from one 18.5 minute discussion 
between four individuals in a simulated audio setting and from one 46 minute 
lecture and discussion session between four groups in a video-audio setting. 
(see Section 6, Figures 1 and 3 for laboratory arrangements). Both the indi-
vidual and the groups sessions were conducted during management training 
courses for employees of the federal government. The four individuals 
discussed a typical management problem that they might encounter. The problem 
was designed for the experimental session and required all four persons to 
talk. The session between the four groups was a lecture which was a normal 
part of the course but was conducted over the four-node video-audio link in 
the same building. Discussion and questions were possible but not necessary. 
In fact, a good deal of discussion occurred. 

The descriptive characteristics of these data are reported here in order 
to 1) present comparisons between the individual and group interactions between 
the four individuals and the four groups, 2) to facilitate comparison of the 
TAVI data with data reported by other investigators, and 3) to present 
descriptive characteristics of variables not previously reported. 

(1) Figures B-1 to B-30 present histograms of the raw group and indi-
vidual data. It can be seen that the distributions for the group data are 
similar to those for the individual data. Tables B-1 and B-2 present the mean 
and frequency of the TAVI variables. There is much more variation in total 
speech time and total silence time between nodes in the group setting than in 
the individual setting. This variation can be attributed to the nature of 
the lecture situation as compared to the discussion setting. 

In view of these differences, the mean speech, pause, response and 
interrupt times seem surprisingly similar. In the individual discussion 
setting, there is little variation between individuals in mean floor cycles, 
floor times and non-floor times while in the group lecture setting, there is 
greater variation between sites in these means. These differences depict the 
differences in the requirements for discussion between the meetings rather 
than suggesting any predictions. 

(2) TAVI data from the individuals are compared with that reported by 
Jaffe & Feldstein (1970 ) and Brady (1968) in Table B-3. Because of 
differences in definition (see Appendix A) only some of the variables can be 
meaningfully compared. 

While mean speech from the TAVI analysis is close to that reported by 
Jaffe & Feldstein, it is somewhat longer than that reported by Brady. The 
methods of analysis are different as reported in Section 4. The longer speech 
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TOTAL TIME - 46.69 minutes 

GROUP IDENTIFICATION 1 	 2 	 3 	 4 

TABLE Bi  

Time Analysis of Vocal Interaction (TAVI) during a 4 group interactive video/audio scenario 

Mean length and total number for each of 4 groups for TAVI variables. 

20 

NUMBER OF PERSONS IN GROUP 	 4 	 4 	 6 	 4 
TOTAL SPEECH TIME 	 471.6 	 6.8 	 75.7 	1533.7 
TOTAL SILENCE 	 2329.8 	2794.6 	2725.7 	1267.7 
TOTAL FLOOR TIME 	 527.6 	 .8 	 115.0 	2154.0 
PERCENT SPEECH 	 16.83 	 .24 	 2.70 	 54,75 
PAUSES 

MEAN 	 .92 	 .00 	 1.64 	 1,20 
N 57 	 o 	 18 	 519 

SILENCES 
MEAN 	 11.44 	232.88 	 49.31 	 2.72 
N 191 	 12 	 54 	 200 

SPEECHES 
MEAN 	 1.91 	 .62 	 1.07 	 2.14 
N 247 	 11 	 71 	 718 

FLOOR CYCLES 
MEAN 	 20.75 	153,80 	 76.27 	 18.56 
N 134 	 1 	 31 	 150 

FLOOR TIMES 
MEAN 	 3.91 	 .40 	 3.59 	 14.26 
N 135 	 2 	 32 	 151 

NON-FLOOR TIMES 
MEAN 	 16.84 	933.53 	 81.41 	 4.26 
N 135 	 3 	 33 	 152 

FIESITANCIES 
MEAN 	 37.05 	 .00 	 52.98 	 37.64 
N 56 	 0 	 18 	 519 

UNSUCCESSFUL INTERRUPTS INITIATED 
MEAN 	 .79 	 .67 	 .79 	 1.36 
N 49 	 9 	 17 	 45 

UNSUCCESSFUL INTERRUPTS RECEIVED 
MEAN 	 1.28 	 .00 	 .57 	 .77 
N 54 	 0 	 3 	 63 

SUCCESSFUL INTERRUPTS INITIATED 
MEAN 	 .87 	 .00 	 .48 	 .66 
N 55 	 o 	 13 	 60 

SUCCESSFUL INTERRUPTS RECEIVED 
MEAN 	 .70 	 .15 	 .59 	 .81 
N 55 	 2 	 10 	 61 

RESPONSES INITIATED 
MEAN 	 1.08 	 .73 	 2.10 	 1.11 
N 92 	 2 	 23 	 86 

RESPONSES RECEIVED 
MEAN 	 1.27 	 .00 	 1.40 	 1.10 
N 77 	 o 	 24 	 103 

CHALLENGES INITIATED 
MEAN 	 9.62 	 14.15 	 2.61 	 1.23 
N 67 	 4 	 19 	 71 

CHALLENGES RECEIVED 
MEAN 	 1.24 	 .25 	 1.12 	 9.36 
N 69 	 2 	 11 	 79 



TOTAL TIME - 18.53 minutes 

SPEAKER 1 	 2 	 3 	 4 

TABLE B2 

Time Analysis of Vocal Interaction (TAVI) 

Four individuals communicating over a simulated audio setting (separated by office barriers) 

21 

TOTAL SPEECH TIME 	 205.2 	 100.0 	 123.5 	 183.0 
TOTAL SILENCE 	 906.7 	 1011.9 	 988.4 	 928.9 
TOTAL FLOOR TIME 	 345.7 	 201.7 	 273.9 	 288.3 
PERCENT SPEECH 	 18.45 	 8.99 	 11.11 	 16.46 
PAUSES 

MEAN 	 1.25 	 .1.39 	 2.45 	 1.55 
N 61 	 28 	 29 	 22 

SILENCES 	 . 
MEAN 	 13.75 	 20.06 	 11.49 	 12.91 
N 55 	 45 	 71 	 63 

SPEECHES 
MEAN 	 1.78 	 1.39 	 1.25 	 2.18 
N 115 	 72 	 99 	 84 

FLOOR CYCLES 
MEAN 	 20.28 	 27.50 	 19.12 	 19.57 
N 53 	 36 	 55 	 55 

FLOOR TIMES 
MEAN 	 6.40 	 5.45 	 4.89 	 5.15 
N 54 	 37 	 56 	 56 

NON-FLOOR TIMES 
MEAN 	 14.19 	 23.95 	 14.70 	 14.45 
N 54 	 38 	 57 	 57 

I-I ESITANCI ES 
MEAN 	 42.27 	 44.18 	 53.20 	 37.00 
N 60 	 28 	 29 	 22 

UNSUCCESSFUL INTERRUPTS INITIATED 
MEAN 	 1.20 	 .87 	 1.06 	 1.27 
N 1 	 6 	 14 	 4 

UNSUCCESSFUL INTERRUPTS RECEIVED 
MEAN 	 1.08 	, 	.73 	 .00 	 1.10 
N 5 	 3 	 0 	 17 

SUCCESSFUL INTERRUPTS INITIATED 
MEAN 	 .51 	 .27 	 .63 	 .94 
N 16 	 4 	 12 	 5 

SUCCESSFUL INTERRUPTS RECEIVED 
MEAN 	 .71 	 .45 	 .34 	 .64 
N 7 	 4 	 7 	 19 

RESPONSES INITIATED 
MEAN 	 2.46 	 2.36 	 1.98 	 1.61 
N 39 	 34 	 42 	 51 

RESPONSES RECEIVED 
MEAN 	 1.72 	 2.13 	 2.15 	 2.27 
N 45 	 33 	 50 	 38 

CHALLENGES INITIATED 
MEAN 	 1.81 	 1.52 	 3.10 	 2.73 
N 16 	 5 	 22 	 8 

- CHALLENGES RECEIVED 
MEAN 	 4.75 	 2.90 	 .80 	 1.90 
N 11 	 6 	 7 	 27 
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TABLE B3 

Mean values of some TAVI variables from four individuals interacting in a simulated audio setting, and comparable 
values from face-to-face dyads (Jaffe & Feldstein 1970) and from telephone conversations of dyads (Brady, 1968) 
(Jaffe & Feldstein report both their own and the Brady data) 

Measure 

Mean speech 
Mean pause 
Mean response 
Mean interrupt 

TAVI 	 Brady 

1.65 sec 	 1.17 sec 
1.57 sec 	 .50 sec 
2.05 sec 	 .40 sec .  

.77 sec 	 .25 sec  

Jaffe & Feldstein 

1.64 sec 
.66 sec 
.77 sec 
.40 sec 

time is likely due to less frequent sampling and different parameters for 
filling gaps and rejecting bursts. TAVI means for the other variables reported 
in Table B-3 are somewhat longer than those reported by the other authors. 
These differences may be due to the longer filling gaps parameter used in the 
TAVI analysis (see Table 1), or they may be due to the differences in content, 
in technical characteristics of the session or to the fact that there are four 
rather than two persons interacting. Further analysis is needed to evaluate 
these differences. However, while there are some differences in the means, 
the distributions for these variables are similar to those reported by Jaffe 
and Feldstein (1970). 

Histograms of the raw data indicate that the distribution of pauses, 
speeches, responses and interrupts decrease in a distribution that appears 
close to exponential. Log frequency distributions of the pause and speech data 
indicate that the fit to the best regression line is fairly close. (Figures B-31, 
B-32) 

As expected, the hesitancies distribution is closer to normal because it 
is a ratio of two other variables (speech:pause). All other histograms for 
both individual and group data reveal the tendency toward exponential distri-
butions. 

(3) Descriptive data has been presented by other authors for many of 
the variables defined in the TAVI analysis. As discussed, the TAVI analysis 
yields similar results. However, some variables defined in TAVI are new or 
the descriptive data has not been presented by others. 

Silences as defined in TAVI has been considered to be represented in 
dyadic analysis by speech of the other party. Roughly, when one person is 
speaking, the other is silent except when they are speaking simultaneously. 
While that is true for dyads, in groups of more than two, there is no direct 
representation of silence time by speech of one of the others and thus it 
becomes important to represent it separately. 

Floor cycle has not been considered a separate variable by others although 
the elements of it appear in most other definitions. In the same way as for 
silence, floor cycle for more than two persons becomes interesting as a sepa-
rate variable. 
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Hesitancies as defined in TAVI probably reflects a speech rate similar 
to that discussed by Goldman-Eisler (1968) although her definition involved the 
number of syllables per minute. 

Challenges consider only the first interruption in a new floor time and 
is considered of particular importance for communications systems. 

Other variables defined by TAVI are similar to those defined by other 
authors. 
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Figure B-6. Histogram for silence length for one of four individuals. 
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Figure 8-9. Histogram for floor cycle length for one of four groups. 
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Figure B-11. Histogram for floor time for one of four groups. 
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Figure B-12. Histogram for floor time for one of four individuals. 
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Figure B-13. Histogram for unsuccessful interruptions initiated for one of four groups. 
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Figure B-14. Histogram for unsuccessful interruptions initiated for one of four individuals. 
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Figure B-15. Histogram for unsuccessful interruptions received for one of four groups. 
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Figure B-16. Histogram for unsuccessful interruptions received for one of four individuals. 
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Figure 8-17. Histogram for successful interruptions initiated for one of four groups. 
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Figure 8-18. Histogram for successful interruptions initiated for one of four individuals. 
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Figure B-19. Histogram for successful interruptions received for one of four groups. 
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Figure B-20. Histogram for successful interruptions received for one of four individuals. 
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Figure B-22 Histogram for responses initiated for one of four individuals. 
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Figure B-21. Histogram for responses initiated for one of four groups. 
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Figure B-23. Histogram for responses received for one of four groups. 
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Figure B-24. Histogram for responses received for one of four individuals. 
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Figure B-26. Histogram for challenges initiated for one of four individuals. 
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Figure 8-2Z Histogram for challenges received for one of four groups. 
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Figure 8-28. Histogram for challenges received for one of four individuals. 
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Figure 8-29. Histogram for hesitancy ratio for one of four groups. 
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Figure 8-30. Histogram for hesitancy ratio for one of four individuals. 
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Figure B-31. Log-frequency distribution of pause lengths for one of four individuals. 
The straight line represents the regression line R2 =.8.6. 
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40 

CRC DOCUMENT CONTROL DATA 

1. ORIGINATOR: 

2. DOCUMENT NO: 

3. DOCUMENT DATE: 

Department of Communications/Communications Research Centre 

CRC Technical Note No. 684 

March 1977 

4. DOCUMENTTITLE: Time Analysis of Vocal Interaction: A Report on Methodology 

5.  AUTHORW: 	 D.A. Phillips, W.C. Treurniet, W.S. Tigges and P. Lewis 

6. KEYVVORDS: 	(1 ) Vocal  

Interaction (2)  

(3)Analysis  

7. SUBJECT CATEGORY (FIELD & GROUP: COSATI) 

05 	Behavioral and Social Sciences 

05 01 Administration and Management 

8. ABSTRACT: A methodology for Time Analysis of Vocal Interaction (Tel) among up 
to 8 persons or groups is reported. A review of previous methods is included. 
The TAVI method extends previous methods by: 1) allowing for up to 8 persons 
extended from the previous 2 to 4 persons; 2) solving some technical problems 
for use in the 8 persons analysis; 3) including some new variables. 

TAVI may be used to analyze face-to-face or electronically mediated inter-
action. The method includes tape recording, electronic removal of "cross-talk" 
signals, analogue to digital transformation of audio signals, calculation of 
variables using a Fortran computer program. One manual adjustment remains to 
limit the full automation of the method. 

9. CITATION: 

	 , 	

RP&DS  Ray.  1973 



TIME ANALYSIS OF VOCAL INTERACTION: 
A REPORT ON METHODOLOGY. 

LKC 

TK5102.5 .R48e #684 
C.2  

Time analysis of vocal interaction : a report on methodology 

DATE DUE 
DATE DE RETOUR 

1 OW1 MARTIN N., 113' 
CRC LIBRARY/BURNDTHEOUE CRC 

T51025 R48e 0684 c. b 
. 	---- INDus TR y 

 A NA DA 
 /INDUSTRIE   

CANADA 



làe 
Government Gouvernement 
of Canada 	du Canada 


